A MICROSERVICE DECOMPOSITION METHOD THROUGH USING DISTRIBUTED REPRESENTATION OF SOURCE CODE
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Abstract. This research proposed a novel decomposition method for refactoring monolithic applications into microservices applications using a neural network model (code2vec) for creating code embeddings from the monolithic application source code. As a result, semantically similar code embeddings are clustered through a hierarchical clustering algorithm to produce microservices candidates that resemble the domain model more efficiently. The quality characteristics of the results were measured using two metrics for measuring cohesion. These metrics were Cohesion at Message Level (CHM) and Cohesion at Domain Level (CHD). Also, four applications were used as test cases with different sizes ranging from small to big applications. The proposed method showed promising results in terms of cohesion when compared to other decomposition methods. The proposed method scored better scores in 5 out of 8 tests compared to other methods. Also, averaged CHD and CHM results were 0.52 and 0.76, respectively, for the proposed method, better results when compared to the other methods.
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1. Introduction. Nowadays, the internet requires a more flexible, scalable, and understandable software architecture. Therefore, many companies and organizations started the process of migration from the monolithic architecture toward a more suitable architecture that meets the demands of the current market [1]. The current market requires an architecture flexible enough to face the frequent changes in user demands, and easily scalable architecture to face the massive number of users [2]. These reasons led many companies and organizations to adopt the microservices architecture. They chose microservices architecture to have a more scalable, easier to maintain, and easier to manage applications [3]. Microservices is an architecture of fine-grained services that are working independently from each other and communicating with each other through lightweight mechanisms to do the tasks of an application suite. Although microservices provide different advantages to the organization, but the process of migration introduced multiple issues. One of these issues is how to decompose or refactor an existing monolithic application into microservices, which are loosely coupled and highly cohesive at the same time, according to Newman [4]. Multiple researchers have introduced several methods to decompose the monolithic application [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. These methods include many different approaches such as static analysis of the application’s code [8, 9, 10, 14], dynamic analysis of the performance of the applications [11, 12, 15, 16], and analysis of the applications interfaces [7, 17, 13]. These methods provide assistance for developers to help them in the process of migrating from monolithic applications to the microservices application. Still, the result of these methods cannot be considered as absolute results. This research aims to tackle the issue of microservices identification using vector representation of software’s source code. Hence, this paper proposed a novel approach to decompose monolith application into a microservices application by using a neural model [22] to represent snippets of code as continuous distributed vectors. The code of the monolithic application would be converted into vector representation using the provided model, and then certain classes would be grouped to provide microservices candidates.

Four monolithic applications with different sizes were decomposed using the provided methodology in order to verify the effectiveness of this approach. These applications were tested in other research papers before, so they are considered benchmark applications for monolithic applications’ decomposition process. We used two different metrics to compare the proposed method’s performance with other methods from the literature. Also,
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we utilized other metrics to compare the sizes of the mentioned applications in the test, such as the number of classes, number of methods, lines of code (LoC), and the number of microservices. The proposed method is a useful aiding tool for developers in the process of migration from monolithic to a microservices architecture, which suggests a specific direction for the decomposition process.

The goal of this paper is to investigate the effectiveness of using code embeddings in the process of decomposing monolithic applications into microservices ones. Also, provide a new technique for extracting microservices from monolithic applications.

The rest of this research is organized as follows: the literature review provides different approaches for handling microservices decomposition. Then, the methodology section presents the details of the proposed methodology and how the decomposition method was constructed. After the methodology, there is a section with the results and the discussion. Finally, a conclusion section highlights future potentials for the method and other possible implementations.

2. Literature Review. There are several research papers related to microservices identification or decomposition. These researches provide different types of methods that can be divided into three groups. The first group is based on the static analysis of the source code of the monolithic application. The second group is based on the dynamic analysis of the monolithic application. Finally, the third group is using the analysis of the application program interfaces or application interfaces.

Abdullah et al. [15] created a decomposition method that considers the scalability and performance of the application and improve its performance after decomposition. Their method used an unsupervised machine learning approach analysing access logs of monolithic applications. Then, they proposed a method to automatically assign the type of virtual machines and their resources to the microservices instances on a cloud architecture. Their method of decomposing a monolithic application based on the application’s performance can be misleading because it depends on how the application can be used or how the users are using it. Therefore, the methods based on performance analysis need to have very detailed testing scenarios to work efficiently.

Mazlami et al. [9] proposed a decomposition method for monolithic applications by analysing the version control repository of the application and converting it into graphs for detecting microservices candidates using a graph clustering algorithm. Their method consisted of three different extraction strategies, which are Logical Coupling Strategy, Semantic Coupling Strategy, and Contributor Coupling Strategy. One limitation of the method is the use of classes without considering methods and their input and output parameters.

Kamimura et al. [8] created a method for extracting microservices candidates from source code using a clustering algorithm. They tested their method on two different applications, and two developers reviewed their results. Also, they visualized the provided microservices for the ease of understanding with the Software Architecture Finder (SArF) map for visualization.

Li et al. [6] proposed a data-flow driven approach for decomposing monolith applications into microservices candidates. They highlighted how the decomposition process is different between service-oriented architecture (SOA) and Microservices. First, services in SOA are coarse-grained while in microservices are fine-grained. Second, the process is bottom-up in SOA and top-down first then bottom-up in microservices. Their method consists of 4 steps, first analysing requirements of the monolithic application. Second, constructing data flow diagrams (DFD). Third, compress DFDs into decomposable DFDs. Fourth, propose microservice candidates through decomposable DFDs.

Furthermore, they used cohesion and coupling metrics to evaluate their results compared to Service Cutter and API analysis. The issue with this approach is the need for attention to details in order to create a detailed DFD to make the process of identifying appropriate microservices. Furthermore, they used a relatively small application for the evaluation.

Taibi and Systa [11] proposed a decomposition method using a data-driven approach based on process mining by utilizing log files as a data source. Their decomposition method consisted of 6 steps. The first step is the execution analysis path; the second step is the frequency analysis of the execution path. Removing circular dependencies is the third step. The fourth step is identifying decomposition options. The fifth step is ranking the decomposition options based on metrics. Finally, the sixth step is selecting the decomposition option. They used coupling and the number of classes as metrics for step five. Their evaluation method of depending on the coupling metric is lacking because their method needs other metrics such as cohesion.
Saidani et al. [14] introduced a new decomposition method called MSExtractor. They used the source code of monolithic applications to extract classes and group classes to create microservices candidates. For the evaluation of their method, they used cohesion and coupling metrics. Furthermore, they are utilized a non-dominated sorting genetic algorithm to identify microservices from the source code. This research is compared to the proposed method of this research paper.

Jin et al. [12] proposed a functional oriented decomposition method for microservices applications that monitor the application dynamic behaviour and clusters execution logs or traces. They proposed some evaluation metrics for cohesion and coupling. The logs are generated using specific test cases, but sometimes these test cases cannot cover all the business functionalities, which may lead to ignoring some essential classes and functionalities. The metrics proposed in Jin et al. are used in this paper in order to compare the performance of the proposed method to other decomposition methods.

Nunes et al. [10] developed a method that converts the source code of a monolithic application into call graphs. After that, domain entities are identified, and a clustering algorithm will group these entities. This work has several limitations such as, it is developed for a specific web application framework, and the tool that creates call graphs does not work correctly with all Java versions.

Service Cutter [17] is a decomposition tool that uses domain models and use cases to extract coupling information. This coupling information was defined by the authors and was represented as a weighted graph using Epidemic Label Propagation clustering algorithms.

Al-Debagy and Martinek [7] introduced a decomposition method that relies on the monolithic application’s API. They used API operation names to identify the microservices through grouping semantically similar operation names using a hierarchical clustering algorithm.

Santos and Silva [5] proposed a decomposition method that collects graph calls of the monolithic application and converts them into domain entities. Then a similarity function measures the similarity between two entities, and a clustering algorithm groups similar entities together to create microservices candidates. Also, they proposed a complexity metric to verify the validity of the suggested microservices candidates.

Table 2.1 summarizes the methods mentioned in the literature review section 2 and included the applied types of inputs and the type of decomposition they used.

3. Methodology. Machine learning for code refactoring was used on several other software architectures before [23, 24, 25]. However, it can be applied in a microservices’ environment as well. This research proposes a new decomposition method for decomposing monolithic applications into microservices applications as follows. The approach uses a novel approach for microservice decomposition by using code representation to understand the similarity within the application classes and cluster semantically similar classes together to create microservices candidates. Clustering semantically similar classes together in order to resemble the domain model more efficiently.

The proposed machine learning-based method consists of these steps:

---

**Table 2.1: Literature Review Summary**

<table>
<thead>
<tr>
<th>Research</th>
<th>Input</th>
<th>Decomposition Method</th>
<th>Year</th>
<th>Tested Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdullah et al. [15]</td>
<td>Log Files</td>
<td>Performance Based</td>
<td>2019</td>
<td>ACME Air</td>
</tr>
<tr>
<td>Mazlami et al. [9]</td>
<td>Commits</td>
<td>Version Control Analysis with Graphs</td>
<td>2017</td>
<td>Multiple</td>
</tr>
<tr>
<td>Kaminura et al. [8]</td>
<td>Source Code</td>
<td>SARF software clustering algorithm</td>
<td>2018</td>
<td>PetClinic</td>
</tr>
<tr>
<td>Taibi and Systa [11]</td>
<td>Log Files</td>
<td>Analysis of the execution paths</td>
<td>2019</td>
<td>Industrial App</td>
</tr>
<tr>
<td>Jin et al. [12]</td>
<td>Log Files</td>
<td>Clustering call graphs</td>
<td>2018</td>
<td>JPetstore, SpringBlog, JForum, Roller</td>
</tr>
<tr>
<td>Nunes et al. [10]</td>
<td>Source Code</td>
<td>Clustering call graphs</td>
<td>2019</td>
<td>LdoD, Blended Workflow</td>
</tr>
</tbody>
</table>
1. extracting the methods and its code from the monolithic application,
2. converting the code to code embeddings or vector representations,
3. aggregating the code embeddings of one class,
4. group together semantically similar classes to obtain microservices candidates.

3.1. Extracting Code Embeddings. Methods are extracted from classes and converted into code embeddings using the code2vec [22] model. Code embeddings are snippets of codes characterized as a vector-based representation for a machine-learning algorithm to understand these snippets of codes. Embeddings are a mapping of an object represented as vectors. For example, word embeddings are representations of a word (or sequence of words) as vectors of real numbers [26]. Word embeddings make it possible for textual data to work with a mathematical model. Code embeddings have a similar benefit to word embeddings; these embeddings can capture the semantics of the source code. These code embeddings can be used for several tasks such as malware detection, author identification, and refactoring.

3.2. Code Embeddings Model. The proposed method uses the code2vec model created by Alon et al. [22] to obtain code embeddings or continuous distributed vectors of the extracted methods. Code embeddings give us the ability to find a similarity between the extracted classes.

Code2vec is a deep representation learning method, which was used for predicting method names. However, code2vec code embeddings can be used in other tasks as well. Code2vec converts the source code into a set of Abstract Syntax Tree (AST) paths and sums these paths using an attention mechanism. The attention technique works by giving more weight for the important AST paths that represent the source code. So, the vector representation of a function is an aggregation of weighted AST paths. The attention mechanism shows the important AST paths that need more focus than the other available paths.

AST is represented with branches and leaves similar to a tree. The functional structure of source code is represented by AST instead of a detailed description of source code. For example, Fig. 3.1 shows an AST representation of a factorial function. The utilization of AST improve the accuracy and training of a machine learning model [26].

The goal of code2vec is to generate code embeddings that keep the semantics of the source code. Code2vec represent the source code as a bag of AST paths; these paths are generated between the leaves of the AST tree. AST path is a path between two leaves in an AST tree. For example, the coloured paths in Fig. 3.1 are AST paths. Path-context is a set of three tokens, consisting of two tokens represent the two AST leaves and another token represent the path between these two leaves. For example, the red path in Fig. 3.1 can be represented as follows:

\[ \{n, \text{Times} \downarrow \text{MethodCall} \downarrow \text{Minus} \downarrow , n\} \]

The sign \(\downarrow\) represent the path going toward the leaves while \(\uparrow\) represent going toward the root of the AST tree. For more details and information check the original paper [22]. Fig. 3.2 shows the architecture of code2vec model with all the processes described earlier.

3.3. Aggregation Method. This step combines the code embeddings of the methods in order to reflect the representation of the class. Multiple aggregation functions were used, such as mean, sum, maximum, minimum, standard deviation, and variance. The mean function gave the best results regarding the accuracy of the clustering function in the next step. Fig. 3.3 shows the process of aggregating multiple code embeddings into one vector representation using the mean function. Table 3.1 lists all the aggregation methods that we tested to find the most applicable aggregation method for the proposed decomposition algorithm.

After this step, the aggregated code embeddings are sent to the next step, which is the clustering method, where it will generate the microservices candidates.

3.4. Clustering Method. Following the conversion of the source code into code embeddings based on code2vec model and aggregating code embeddings, a clustering method was applied. Related classes are clustered together using the clustering method in order to generate a suitable microservice candidate. The Affinity Propagation [19] algorithm was chosen for this process because it identifies the sum of clusters minus the necessity to indicate it in advance. Microservices candidates are identified using the previously mentioned methods combined with the clustering algorithm.
The Affinity Propagation algorithm is based on two concepts that are passing messages between data points and finding exemplars [19]. Exemplars are the centres of each cluster, which represent the cluster, and each cluster contains a single exemplar. Also, there are two types of these exchanged messages between the data points. The first type is exchanged between the data points and the candidate exemplars, and these types of messages are called (responsibility) messages. They are used to find the strength of the link between the data points and the exemplars.

The (responsibility) messages are represented by $r(i, k)$ in equation 3.1 implies if point $k$ is fit to be an exemplar for point $i$. Responsibilities are exchanged from point $i$ to exemplar to be $k$:

$$r(i, k) \leftarrow s(i, k) - \max_{k' \text{ s.t. } k' \neq k} \{a(i, k') + s(i, k')\} \quad (3.1)$$

The second type checks the suitability of an exemplar in being an exemplar by sending messages from the exemplar candidates to other data points in the cluster. This type of messages referred to as (availability) messages. The (availability) represented by $a(i, k)$ in equation 3.2 shows if point $i$ can select point $k$ as an exemplar. Availabilities are exchanged between exemplar candidate $k$ and data point $i$ starting from $k$:
Table 3.1: Aggregation Methods

<table>
<thead>
<tr>
<th>Aggregation Method</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$\frac{1}{n} \sum_{i=1}^{n} x_i$</td>
</tr>
<tr>
<td>Summation</td>
<td>$\sum_{i=1}^{n} x_i$</td>
</tr>
<tr>
<td>Maximum</td>
<td>$x_i : x_i \geq x_i, i \neq j \forall i, j \in n$</td>
</tr>
<tr>
<td>Minimum</td>
<td>$x_i : x_i \leq x_i, i \neq j \forall i, j \in n$</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>$\sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2}$</td>
</tr>
<tr>
<td>Variance</td>
<td>$\sum_{i=1}^{n} (x_i - \bar{x})^2 / (n-1)$</td>
</tr>
</tbody>
</table>

Equation 3.2

$$a(i, k) \leftarrow \min \left\{ 0, r(k, k) + \sum_{i' \neq i, i' \neq k} \max \{0, r(i', k)\} \right\}$$

Equation 3.3

$$a(k, k) \leftarrow \sum_{i' \neq k} \max \{0, r(i', k)\}$$

Then pairwise similarities are used to identify the similarities between the data points. Also, clusters can be found by maximizing the total similarity between the exemplars and their data points.

Mezard [20] described the significance and effectiveness of message passing algorithms, even on complex problems. Thus, Affinity Propagation was used for our research paper for clustering related classes to generate microservices candidates.

Affinity Propagation algorithm includes three parameters which affect the performance of the clustering algorithm:

1. **a(i, k)**
2. **r(k, k)**
3. **r(i', k)**
Fig. 3.3: Mean Aggregation Method

1. The first parameter is damping, which checks the interchange of messages between responsibility and availability to avoid numerical fluctuations while updating the values of responsibilities and availabilities [21].

2. The second parameter is the maximum number of iterations.

3. The third one is the number of iterations with no change in the number of estimated clusters that stop the convergence.

Algorithm 1 shows the steps of the Affinity Propagation algorithm.

Algorithm 1 Affinity Propagation algorithm

1. **Input**: \( \{s(i, j)\}_{i,j \in \{1, \ldots, N\}} \) data similarities and preferences
2. **Output**: cluster assignments \( \hat{c} \)
3. Availability \( \leftarrow 0 \)
4. **Repeat** \( a \) and \( r \) updates until convergence
5. \( r(i, k) \leftarrow s(i, k) - \max_{k', k' \neq k} \{a(i, k') + s(i, k')\} \)
6. \( a(i, k) \leftarrow \min \left\{0, r(k, k) + \sum_{i' \text{ s.t. } i' \notin \{i, k\}} \max \{0, r(i', k)\}\right\} \)
7. **if** \( k \neq i \) **then**
8. \( a(k, k) \leftarrow \sum_{i' \text{ s.t. } i' \neq k} \max \{0, r(i', k)\} \)
9. **end if**
10. **until** convergence
11. **Return** \( \hat{c} = \arg\max_k [a(i, k) + r(i, k)] \)

Affinity Propagation groups similar code embeddings together in order to generate microservices candidates. The proposed microservices candidates are analysed using cohesion metrics in order to be compared with the results of other decomposition methods.

### 3.5. Metrics for Evaluating Clustering Method Performance

Silhouette coefficient, precision, recall, and \( f \)-measure were used to determine the efficiency and the threshold of the clustering method parameters. Silhouette coefficient \( s(i) [28] \) is a validation method for clustered data. It measures the similarity of an object within its cluster and compares it to other clusters. An object is perfectly matched to its cluster when it gets a score of 1, and it is incorrectly matched when it gets a score of -1, so \( s(i) \) score ranges from -1 to 1. The silhouette coefficient was used to evaluate the effectiveness of the clustering method with different parameters setup. The silhouette coefficient is shown in equation 3.4.

\[
s(i) = \frac{b(i) - a(i)}{\max \{a(i), b(i)\}}
\]  

(3.4)

where \( a(i) \) is the mean dissimilarity for object \( i \), compared to the other objects in the same cluster. \( b(i) \) is the smallest average distance between \( i \) and other data points in different clusters. Also, a grid search was utilized in order to find the most suitable values for the cluster algorithm parameters.

Besides the silhouette coefficient, precision and recall [29] were used to measure the performance of the clustering algorithm and its parameters. These metrics measure the efficiency of the information retrieval
method and how the retrieved results by the method are related to the requested data. Precision is defined as shown in equation 3.5.

$$P = \frac{TP}{TP + FP}$$  \hspace{1cm} (3.5)

where $P$ is precision, $TP$ represent true positive results, and $FP$ represents false positive results. The recall definition can be found in equation 3.6.

$$R = \frac{TP}{TP + FN}$$  \hspace{1cm} (3.6)

where $FN$ represents false-negative results. In order to get the harmonic mean of precision and recall, we used F-Measure ($F_1$) to calculate the average of the precision and recall metrics, where 1 represents the best value, and 0 is the worst. $F_1$ definition can be found in equation 3.7.

$$F_1 = 2 \times \frac{P \times R}{P + R}$$  \hspace{1cm} (3.7)

3.6. Evaluation Metrics. For this section, we chose metrics that were used by other researchers, as well. As a result, the comparison can be suitable with other decomposition methods. These researches [12], [16], and [14] used these metrics.

The first metric is Cohesion at Message Level ($CHM$) which uses the average cohesion of microservices interfaces at the message level. It is a refined version of Lack of Message Level Cohesion by Athanasopoulos et al. [18]. $CHM$ value can be calculated, as shown in equation 3.8.

\[
CHM = \frac{\sum_{k=1}^{K} n_i \times CHM_j}{\sum_{k=1}^{K} n_i}
\]

where $CHM_j = \left\{ \begin{array}{l} \frac{\sum_{(k,m)} fsimM(Op_k, Op_m)}{|I_i| \times (|I_i| - 1)/2} \hspace{1cm} \text{if } |I_i| \neq 1 \\ 1 \hspace{1cm} \text{if } |I_i| = 1 \end{array} \right.$  \hspace{1cm} (3.8)

\[
fsimM(Op_k, Op_m) = \frac{|res_k \cap res_m| + |pas_k \cup pas_m|}{|res_k \cup res_m| + |pas_k \cup pas_m|}
\]

$n_i$ represents the number of the interfaces of a microservice $i$. $k$ represents the number of microservices candidates that were generated from the monolithic application. $CHM_j$ measures the cohesion of a microservice at the message level. $Op_k$ and $Op_m$ represent the operations that are provided by the interface "$I_i$" of a microservice. The similarity between the output parameters and the input parameters are calculated by the similarity function $fsimM$. The higher value of the $CHM$ metric is the better.

The other metric is Cohesion at Domain Level ($CHD$), which measures the average of the interfaces’ cohesion at the domain level. It is a modified version of Lack of Domain Level Cohesion by Athanasopoulos et al. [18]. The formal definition of the metric is shown in equation 3.9.

\[
CHD = \frac{\sum_{k=1}^{K} n_i \times CHD_j}{\sum_{k=1}^{K} n_i}
\]

where $CHD_j = \left\{ \begin{array}{l} \frac{\sum_{(k,m)} fsimD(Op_k, Op_m)}{|I_i| \times (|I_i| - 1)/2} \hspace{1cm} \text{if } |I_i| \neq 1 \\ 1 \hspace{1cm} \text{if } |I_i| = 1 \end{array} \right.$  \hspace{1cm} (3.9)

\[
fsimD(Op_k, Op_m) = \frac{|T_{Op_k} \cap T_{Op_m}|}{|T_{Op_k} \cup T_{Op_m}|}
\]
Table 4.1: Dimensions of the Tested Applications

<table>
<thead>
<tr>
<th>Application</th>
<th>Classes</th>
<th>Methods</th>
<th>LoC</th>
<th>MS numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPetStore</td>
<td>24</td>
<td>290</td>
<td>2059</td>
<td>4</td>
</tr>
<tr>
<td>SpringBlog</td>
<td>46</td>
<td>155</td>
<td>1553</td>
<td>6</td>
</tr>
<tr>
<td>JForum</td>
<td>335</td>
<td>2702</td>
<td>52,719</td>
<td>8</td>
</tr>
<tr>
<td>Roller</td>
<td>153</td>
<td>780</td>
<td>29,154</td>
<td>11</td>
</tr>
</tbody>
</table>

$n_i$ represents the number of the interfaces of a microservice $i$. $K$ represents the number of microservices candidates that were generated from the monolithic application. $f_{simD}$ function calculates the similarity of the operations at the domain level. $Op_k$ and $Op_m$ represents the domain terms that are extracted from the operations. The higher value of the $CHD$ metric is the better.

$CHM$ and $CHD$ metrics were introduced by Jin et al. [12]. These metrics are used for measuring the cohesion at message and domain levels of the microservices through analysing their interfaces.

Fig. 3.4 presents a high-level description of the proposed algorithm, which starts with obtaining the methods code snippets from the monolithic application source code. Then these codes are converted to code embeddings using the code2vec model. Furthermore, aggregate the methods code embeddings using the mean function to represent the code of each class of the related methods. Finally, microservices candidates are generated through clustering related class files using a hierarchical clustering algorithm.

4. Experiments and Results. The setup of the experiment consists of testing four applications to compare the performance of the proposed method against other methods in the literature. The first application is JPetStore¹ is a pet store commercial website written in JAVA, and it is a monolithic web application consists of 24 classes. Also, it is the smallest application in the experiment setup. The second application is SpringBlog², which is a blogging website that is written in JAVA consists of 46 classes. The third application is JForum³, which is a messaging boards application consisting of 335 classes. The last application is Apache Roller⁴, which is a monolithic application that allows multiple users to create blog sites and posts. The sizes of these applications range from small to big applications with different class numbers, method numbers, and lines of codes. See a detailed comparison of the tested applications in Table 4.1.

¹https://github.com/mybatis/jpetstore-6
²https://github.com/Raysmond/SpringBlog
³https://sourceforge.net/projects/jforum2/
⁴https://github.com/apache/roller
4.1. Aggregation Method. Several aggregation methods were tested to find the most effective method for the proposed algorithm. These methods are mean, sum, standard deviation, variance, maximum, and minimum. The setup for the experiment consisted of comparing the accuracy, precision, and recall of the clustering results against the optimal microservices design of Spring Pet Clinic\(^5\), which have the monolithic application and the microservices design\(^6\) as well. The results of the experiment are shown in Table 4.2. Thus, the mean function is the most suitable aggregation method for this experiment because it has the highest scores for accuracy, precision, and recall.

4.2. Clustering Method Parameters. The parameters for refining the performance of the Affinity Propagation algorithm are damping, the maximum number of iterations, and convergence iterations, the values for these parameters were 0.8, 500, and 50, respectively. These values were found using the grid search technique with different setups, configurations, and tests against the monolithic application Spring Pet Clinic which was mentioned previously. The results for these tests are displayed in Table 4.2. The tests were compared using the silhouette coefficient score.

4.3. Decomposition Results. After conducting the previous experiments and tests to find the most optimal aggregation method and the most efficient parameter values, it is the turn of displaying the results of the proposed decomposition methodology. As was mentioned before in Section 4, the decomposition method was tested with four different applications (listed in Table 4.1.)

The first application is JPetStore, which was tested by Jin et al. [12] and Saidani et al. [14]. JPetStore application was compared with Jin et al. approach in detail. For example, Fig. 4.1 shows a comparison between the decomposition results of our approach and their approach. Our approach generated four microservices while Jin et al. approach gave three microservices. Fig. 4.1 displays the microservices and their related classes.

For the cohesion side of the comparison, both of the approaches have similar results, but our approach has a slightly better score for CHM. These results in Table 4.3 are concerning the results of only JPetStore application because the decomposition results for JPetStore were described thoroughly in the research of Jin et al. [12].

The results for the comparison of the proposed method and the other methods using the additional three applications are available in Table 4.4.

---

\(^5\)https://github.com/spring-projects/spring-petclinic
\(^6\)https://github.com/spring-petclinic/spring-petclinic-microservices

---

### Table 4.2: Aggregation Methods Accuracy Comparison

<table>
<thead>
<tr>
<th>Aggregation Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Silhouette coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.70</td>
<td>0.58</td>
<td>0.46</td>
<td>0.49</td>
<td>0.47</td>
</tr>
<tr>
<td>Sum</td>
<td>0.07</td>
<td>0.07</td>
<td>0.008</td>
<td>0.015</td>
<td>N/A</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.15</td>
<td>0.33</td>
<td>0.10</td>
<td>0.14</td>
<td>0.27</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.15</td>
<td>0.33</td>
<td>0.10</td>
<td>0.14</td>
<td>0.23</td>
</tr>
<tr>
<td>Median</td>
<td>0.23</td>
<td>0.56</td>
<td>0.27</td>
<td>0.30</td>
<td>0.17</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.15</td>
<td>0.05</td>
<td>0.33</td>
<td>0.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Variance</td>
<td>0.15</td>
<td>0.05</td>
<td>0.33</td>
<td>0.09</td>
<td>N/A</td>
</tr>
</tbody>
</table>

---

### Table 4.3: JPetStore Metrics Scores

<table>
<thead>
<tr>
<th>Application</th>
<th>Metrics</th>
<th>Jin et al</th>
<th>Our Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPetStore</td>
<td>CHD</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>CHM</td>
<td>0.78</td>
<td>0.82</td>
</tr>
</tbody>
</table>
The second application is SpringBlog, which consists of 46 classes. The results in Table 4.4 suggest that our approach has a better performance in term of CHM metric compared to the other decomposition methods, but our approach has a less cohesive score, based on the CHD score, compared to the other approaches.

For the JForum application, the proposed method performed the best in terms of cohesion at the message and domain level, as it is shown in Table 4.4. It scored better scores in both CHD and CHM compared to Jin et al. and Saidani et al. methods. Therefore, this means the proposed method creates better decomposition results in terms of cohesion.

The final application is Apache Roller, where our approach had slightly improved results in term of CHD, while had a good result for CHM metrics. These results show that the proposed method can handle big applications such as JForm and Apache Roller without any issues.

The overall results for tested applications suggest that our approach has some advantages in terms of cohesion in the middle and high range applications. For example, Table 4.4 shows that most of the better and good metrics values were related to our approach, except in the small tier application such as JPetStore. Our approach scored the best results in five test experiments out of 8, while Saidani et al. method scored 3 out of 8, and Jin et al. scored 0. These results show that all the methods have good results, but the proposed method had better ones when compared with the other methods. The proposed method showed better performance in terms of cohesion, which is one of the essential requirements for a good microservices application design because microservices applications need to be loosely coupled and cohesive, according to Newman [4].

Fig. 4.2 shows an interpretation of the results that are shown in Table 4.4. Fig. 4.2 shows that our method is performing similar to Jin et al. [12] but in 4 cases has better performance. Also, the results of Saidani et al. [14] fluctuates between 0.1 and 0.8, while the results of the proposed method are between 0.5 and 0.8. Therefore, this means the proposed method has a more stable approach when compared to Saidani et al. approach.
The overall results showed that the proposed decomposition method is better performing compared to Jin et al. and Saidani et al. methods. For example, our method had better results in 5 out of 8 metrics scores, Saidani et al. had 3, and Jin et al.’s method performed the worst when compared to the other methods. In another interpretation of the results, Table 4.5 presents the averaged results of Table 4.4, which shows that the results of Jin et al. are better on average compared to Saidani et al., but our proposed method has the best results in this case as well.

5. Conclusion. This paper proposed a novel decomposition method for refactoring monolithic applications into microservices applications using a neural network based model for creating code embeddings from the monolithic application source code. As a Result, semantically similar code embeddings are grouped using a hierarchical clustering algorithm in order to generate microservices candidates. The quality characteristics of the results were measured using two metrics for measuring cohesion.

The proposed method showed promising results in terms of cohesion when compared to other decomposition methods. The results were compared with two other methods proposed by Jin et al. [12] and Saidani et al. [14], 8 test cases were conducted, and the proposed method got the highest scores in 5 of them.

In conclusion, the proposed method can be a helpful add-on for developers in the process of migration from monolithic architecture into microservices architecture. This method will give the developers insights and directions on the path and the design that the developers need to take in order to achieve a good microservices design.

For future work, this method can be developed further and can be tested with other programming languages such as Python, C, C++, et al. The tested cases of this research were all written in JAVA, and the proposed method is only capable of handling code written in that programming language. Also, the neural network-based
model can be trained on the source codes of the microservices application to achieve more precise results.
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