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THE IMPACT OF SIMILARITY FUSION BASED TRAVEL INTEREST POINT
RECOMMENDATION ALGORITHM IN YOUTH USERS’ STUDY TOURS

XINLI XING AND DAOJUN WANG∗

Abstract. Study tours for adolescent users are somewhat contemporary and traditional methods, such as questionnaires
cannot meet their psychological expectations. To bring a better experience to teenagers’ study tour, a Latent Dirichlet Allocation
(LDA) theme model was used to mine teenage users and their interest points, and then the similarity between LDA and the check-in
matrix was calculated and fused. Based on this, an RT-CNN model was built for deep feature extraction of review information, and
point-of-interest recommendation was performed by fusing similarity, check-in behavior, and geographic location. The RT-CNN
model had an accuracy of 92.7%, a recall of 87.1%, a Mean Absolute Error (MAE) value of 4.2%, a Root Mean Square Error
(RMSE) of 4.8%, and F1 values of 89.2% and 88.7% in the two datasets. The new model in this experiment has high accuracy in
making interest point recommendations and has a good overall performance.

Key words: Similarity fusion; Dynamic prediction; RT-CNN; Interest points; LDA topic model

1. Introduction. More traditional methods such as questionnaires are generally used in the study of
study tours for young users [1-2]. For young people nowadays, these travel recommendations are no longer
representative. A point-of-interest recommendation is used to analyze teenage users’ preferences through data
mining of their personal information, browsing history, and location information, which can help teenage users
to search for new locations of interest [3-5]. The point-of-interest recommendation for teenage users can help
them to choose their favorite locations among countless locations, which improves the experience of teenage
users and reduces the feeling of blindness and helplessness in unfamiliar locations [6]. Study tours are organized
by schools based on regional characteristics, age of students, and teaching needs of various subjects to allow
students to leave the campus through group trips and centralized accommodation and meals. Their experience
of collective lifestyle and social public morality can be increased in this way. Therefore, it is very important to
choose an appropriate research location and content. Dynamic and intelligent recommendations are proposed
based on artificial intelligence to meet the psychological expectations of young users for sports research travel,
combined with the emotional preferences and geographical location of young users. It is hoped to use intelligent
recommendations to help students improve their experience and expectations of study tours. The LDA topic
model is used to mine teenage users and their points of interest and topics on the text information of teenage
users aggregated into different documents to improve the accuracy of the point-of-interest recommendation
algorithm in the study tours of teenage users. Then the similarity between the check-in matrix and the LDA
topic model is calculated and fused. An RT-CNN model is built to deeply extract content such as contextual
sentiment and semantics from the comment information of teenage users. Travel interest point recommendations
are achieved by mining the interest preferences, emotional tendency and location information of teenage users.
Then the influence of similarity, teenage users’ check-in behavior, and the geographic location factors they are
located are fused. It is hoped to provide a practical travel interest point recommendation method for youth
study tours in Qingdao.

The existing interest point recommendation algorithms have achieved good research results in mining
the evaluation information, geographic location, and other information of adolescent users. However, these
technologies still suffer from some issues, such as inaccurate check-in matrix information for teenage users.
LDA topic model and RT-CNN are used to mine users and their interest points to improve the accuracy
of interest point recommendation algorithms in sports research travel for adolescent users. It is hoped to
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provide a practical tourism interest point recommendation method for youth study tours in the Qingdao area.
The article consists of four parts. The first part provides a review of the research on tourism interest point
recommendation algorithms. Next a detailed explanation of the methods used is provided, and corresponding
models are established. The third part is the validation of the established recommendation algorithm. Finally,
there is a summary of the entire article and future prospects.

2. Related works. Data sparsity and cold start are the same problems that point-of-interest recom-
mendation algorithms need to face as traditional recommendation algorithms. In addition, point-of-interest
recommendation algorithms also have difficulties in using contextual information, such as the inability to an-
alyze the geographic location of the movement [7-9]. Meanwhile, it is a difficult problem to mine the valid
information in the sparse check-in data of teenage users and making recommendations for point-of-interest rec-
ommendation algorithms. The personalized recommendation has high academic research value and commercial
value, so experts at home and abroad have conducted focused and in-depth research on personalized recom-
mendation techniques. Most recommendation methods aim to improve the recommendation accuracy. Lin Y
et al. proposed to design diversity recommendation methods using scenic features. This method could classify
errors and optimize themes. The accuracy and diversity of this recommendation method were confirmed in real
tourism datasets [10]. Apriori can be used to establish recommendation algorithms in the tourism industry.
Yang S et al. designed an intelligent recommendation system based on the Internet and artificial intelligence.
This system introduced Apriori for user behavior analysis, resulting in customized recommendation content.
This system had been validated after method validation, which was better than traditional recommendation
methods such as decision trees and linear regression [11]. Clustering algorithms can perform clustering analysis
on textual information to provide users with decision-making. S Ding et al. confirmed that Peak Density Clus-
tering (DPC) could effectively identify cluster centers. It could divide boundaries based on the relationship
between cluster centers and surrounding points after the improvement of the method. The results on different
datasets indicated that the improved method could effectively control runtime and improve clustering accuracy
[12]. Context-aware methods based on knowledge graphs could be applied to recommend preference items to
users, and the integration of auxiliary information and collaborative filtering techniques in the recommendation
algorithm was a good improvement in the performance of the algorithm [13].

The performance of recommendation algorithms can be improved to some extent by text or rating informa-
tion mining, but not by deep feature mining. So topic models or deep learning techniques are proposed to use
for text mining, such as CNN, LDA, and Restricted Boltzmann Machine (RBM) and other topic models or deep
learning techniques for deep mining of rating information and text documents of teenage users. The embedding
models based on random forests and word vectors can achieve a rational use of point-of-interest data and can
facilitate the improvement of urban functions [14]. Y Luo used the LDA model for sentiment analysis. Mean-
while, fuzzy algorithms were introduced for image mining and model analysis. Small samples were analyzed
and the emotions and preferences of tourists were fully considered based on this model [15]. Xu Z constructed
a recommendation model using differential privacy theory and clustering methods. This model could be used
for analyzing user interests and preferences. The user’s preferences formed a matrix model after training. Af-
ter experimental verification, the generated comprehensive model could provide recommendations for tourism
interest points with high accuracy and privacy protection capabilities [16]. In social networks, interest-based
recommendations are of practical application value. Song R et al. were able to use this method to analyze user
data from different dimensions. A new recommendation model was constructed to comprehensively analyze
data with both temporal and spatial dimensions. In real datasets, this model outperformed existing methods
[17]. Geographic information is the foundation of model application in interest point recommendation models.
Vinodha R et al. integrated the obtained geographic information for analyzing user behavior patterns. Mean-
while, they fixed the missing data and displayed the areas of interest to the user. Recommendation calculation
based on interest points was achieved after data processing [18].

In summary, existing interest point recommendation algorithms have achieved good research results in
mining evaluation information, geographic location, and other information of adolescent users [19-20]. However,
these techniques still suffer from some issues, such as inaccurate check-in matrix information for teenage users.
In addition, these algorithms have not screened the comments of adolescent users, losing certain features of
their comment information and a decrease in recommendation accuracy. The LDA topic model is used to
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Fig. 3.1: Generation process of LDA theme model

mine users and their interest points to improve the accuracy of interest point recommendation algorithm in
sports research travel for adolescent users. Meanwhile, CNN is introduced into the model for value screening
of user comment information, which can accurately reflect the characteristics of interest points. The proposed
method aggregates all comment information related to the point of interest and distinguishes user comment
information to a certain extent. It extracts some user comments during the information extraction to reflect
the characteristics of the points of interest. The algorithm proposed in this experiment can effectively address
the inaccurate feature extraction caused by the lack of importance differentiation for documents. It effectively
addresses some of the shortcomings of the current approach and is superior.

3. The similarity fusion and CNN-based travel interest point recommendation algorithm in
youth sports research trips.

3.1. The travel interest point recommendation algorithm based on similarity fusion. In the
interest recommendation algorithm, text information related to interest points and teenage users is input into
the LDA topic model for the point of interest and teenage users. Their latent topic topic features can be mined
and represented by a topic vector. The method used in the LDA topic model is the bag-of-words method. A
document (text) is composed of words (w) that have no sequential relationship, and these words are attributed
to a topic (topic) in the document with a certain probability, while the topic in the document also has a certain
probability to select a word. If a document is to be generated, then the probability of occurrence of words in
it is given in equation (3.1).

p(w | text) =
∑
topic

p(w | topic)× p(topic | text) (3.1)

In the same document that can contain more than one topic, the topics are output in a probability matrix
of the LDA model. The topic distribution of words never can be obtained, and then the similarity of the
document is calculated based on the topics. The model generation process is shown in Fig 3.1. First a random
topic distribution θ is selected, then a random topic from z is selected, in the word probability based on the
random topic z to generate words w. Word w is generated based on the probability of words in the random
topic z.

In Fig. 3.1, α and β are corpus-level parameters, and θ denotes a topic vector of dimensionK. Both the
topic z and word are word variables. The topic z is generated by the topic vectorθ. The word w is generated
jointly by the topic z and the parameter β. Then the joint probability in equation (3.2) can be obtained.

p(θ, z, w |α, β ) = p(θ |α )

N∏
n=1

p(zn |θ )p(wθ |zθ, β ) (3.2)

Combining Fig. 3.1 with equation (3.2) yields the probability generation for the LDA model in Fig 3.2.
In the LDA model, α and β need to be trained to obtain the parameters. α is used to represent the

probability distribution of ”document-topic”. β is used to represent the probability distribution of ”topic-word”.
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Fig. 3.2: Probability generation process of LDA model

For the training of the parameters α and β, the learning algorithm usually chosen is Gibbs sampling method,
which first requires randomly setting the topics to which the words in the document belong. Then the probability
of each word in the document belonging to the topic is updated according to equation (3.2), while satisfying
the randomness of the word selection. Finally, the operations in equation (3.3) are continuously executed until
the iteration condition is satisfied.

p(zi′ = k
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In equation (3.3), z−i¡ is the distribution of topics excluding subscript i. The word distribution under the
topic can be obtained after the iterations in equation (3.3) based on equation (3.4).

θk,s =
n
(s)
k + θs∑V

s=1(n
(s)
k + βs)

(3.4)

The topic distribution of the document can be obtained after the iterations in equation (3.3) based on
equation (3.5).

θm,k =
n
(k)
m + αk

n
(.)
m + V αk

(3.5)

In the LDA-based phase-metric model, it is first necessary to aggregate the teenage users’ comments and
description information related to the same interest point into a single document. Next, all the labeled and
commented information related to the interest point that has been checked in by the same teenage user is pooled
into one document. Then a large collection of documents can be obtained, where one document corresponds to
one teenage user or one point of interest. In this experiment, the number of interest points given and the topics
implied in teenage users is K. Then the topic distribution of an interest point θp and the topic distribution of
teenage users θu should be computed. θp and θu denote vectors of dimension K. Each dimension of the vector
represents the probability size generated by the teenage user or interest point under the corresponding topic.
The LDA model is used to train the topic features of each teenage user or point of interest. Equation (3.6)
shows the process of solving the similarity of the teenage user’s nearest neighboring topic features.

sim(θui
, θuj
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(3.6)
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In equation (3.6), θui
is the topic vector of teenage user i. θuj

is the topic vector of interest point j. The
probability that teenage user i and interest point j belong to topic m is denoted as w(ui)

m and w
(uj)
m , respectively.

The similarity measure based on the teenage user check-in matrix and the LDA topic model is divided into the
following steps. First, the information documents related to teenage users and points of interest are input. The
teenage user documents or points of interest documents that need to be processed in the document set are word-
sorted and the words are converted into word frequency vectors. Next, the relevant parameters of LDA are set,
the processed documents are put into LDA for training, and the model output is transformed. For any teenage
users ui and uj , the similarity is calculated using equation (3.6). Finally, the similarity matrix is output. It is
supposed the set of teenage users recommended in the points of interest is denoted as UPOI = {u1, u2, ..., um},
the set of points of interest is denoted as VPOI = {u1, u2, ..., un}, a check-in matrix of size N ×M is denoted
as R, and the check-in term is ri,j . In equation (3.7), the cosine similarity formula is used to carry out the
similarity measure of the teenage users obtained based on the check-in matrix.

sim(xa, xb) =

∑
i∈N(a)∩N(b) na,i · nb,i√∑

i∈N(a)(na,i)2 ·
∑

i∈N(b)(nb,i)2
(3.7)

In equation (3.7), na,i is the check-in frequency of teenage user a to interest point i and nb,i is the check-in
frequency of teenage user b to interest point i. The set of nearest neighbors of teenage users can be obtained at
Ul = {ul1 , ul2 , ..., ulm} after the similarity is calculated using the LDA model. The set of nearest neighbors of
teenage users based on the check-in data similarity measure is Ut = {ut1 , ut2 , ..., utn}. The final set of nearest
neighbors is Ub = Ut ∪ Ul. The set of nearest neighbors that can be derived by both methods is denoted as
Uj = Ut∩Ul and its weight value will be increased when performing the calculation of predicted visit probability.
In equation (3.8), the similarity of teenage users can be set.

sim(ua, ub) = µsiml(ua, ub) + (1− µ)simt(ua, ub) (3.8)

In equation (3.8),siml(ua, ub) is the similarity calculated using the LDA model, simt(ua, ub) is the similarity
calculated based on the check-in data similarity measure, and µ is the parameter of size 0.6. Dynamic prediction
is introduced in this experiment to avoid the emergence of new errors, reduce the impact caused by data sparsity,
and dynamically fill in the missing information for the current check-in of teenage users. The solution of the
current interest point nearest neighbor set is performed using equation (3.6). The probability of access to the
current missing interest point check-in information is predicted based on this nearest neighbor set. Then the
probability of access is predicted. It is supposed that the current target teenage user is u, its interest point is
p, M is denoted as the nearest neighbor set of the teenage user, and h denotes any teenage user of the nearest
neighbor set M. Then the access prediction of h to the current interest point is denoted as ∧

ch,p in equation
(3.9).

∧
ch,p =

{
ch,p ch,p ̸= 0∑

l∈N sim(p,l)·ch,l∑
l∈N sim(p,l)

ch,p = 0
(3.9)

In equation (3.9), N is the set of h nearest neighbor interest points. sim(p, l) is the similarity of interest
point p to l. Then the access probability of the teenage user u to the current interest point in equation (3.10)
can be obtained.

∧
ch,p =

∑
h∈v wu,h · ch,p∑

h∈v wu,h
(3.10)

The v in equation (3.10) is the nearest neighbor set of teenage users, and wu,h is the similarity weight
of u and h. The visit probability of teenage users can be predicted by using equation (3.10), and the top N
interest points with the highest visit probability are selected according to the calculated visit probability size,
thus generating a recommendation list of top-N for the target teenage users.
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3.2. The travel interest point recommendation algorithm based on similarity fusion and CNN.
In the previous study, the similarity fusion-based interest point recommendation algorithm has good recommen-
dation interpretation, but it needs to continue to improve in terms of accuracy. CNN has better performance
advantages in natural language and text processing and can be used for text or image feature extraction.
Therefore, it is chosen for the optimization of the above interest point recommendation algorithm in this ex-
periment. In general, teenage users tend to prefer interest points that are closer to their geographical location.
This model can be optimized by equation (3.11). to predict the check-in interest of teenage users ui to the
geographic location lj where no check-in is performed.

min
1

2
(H ⊙ (R− ULT ))2 (3.11)

H is the check-in weight matrix, H ∈ RM×N , whose value of 1 indicates check-in and whose value of 0
indicates no check-in in equation (3.11). The regularization terms of the parameters U and L are added to the
value equation (3.11) to obtain equation (3.12) to prevent the occurrence of overfitting.

min
1

2

∥∥H ⊙ (R− ULT )
∥∥2
F
+

λu

2
∥U∥2F +

λl

2
∥L∥2F (3.12)

λu and λl are the regularization terms of parameters U and L respectively. ∥·∥2F is the Frobenius parametriza-
tion, which is optimized using the gradient descent method to obtain the local optimal solution in equation
(3.12). There is a correlation rule between things. If a teenage user is interested in the neighboring locations
around a geographic location, then the teenage user is more likely to be interested in that geographic location.
Therefore, the neighboring location weighting method can be used to fill in the corresponding vacant geographic
locations in the matrix decomposition model, and equation (3.13) is the minimization of the objective function.

min
U,L

1

2
(H ⊙ (R− UBLT )2) (3.13)

In equation (3.13), B = γULT + (1 − γ)AT , A ∈ Rn×n. γ denotes the parameter of the neighborhood
location weight. The sparse data can be mitigated by fully mining the review information of teenage users.
CNN can extract the latent features from the document information in the previous paper and incorporate
them in the point-of-interest recommendation. In CNN, the input data is a word vector and the output data
is sentiment tendency, the model contains 4 main layers, as shown in Fig. 3.3.

First of all, the first layer is the embedding layer, which can merge words from all evaluation information of
a particular teenage user to form a single document. Then the corresponding word vector mapping is performed
by the word vector model in the order of word occurrence to generate a word vector matrix with constant word
order, as shown in equation (3.14).

Mi = (w0) : (w1) : ...(wp) : ... : (wn−1) (3.14)

wp is the word vector of word p in equation (3.14). The second layer is the convolution layer, which can
be used to extract new features from the input Mi by convolution operations. The new features generated by
each convolution are shown in equation (3.15).

Ty = f(Mi ⊗ Fq + bq) (3.15)

f is the activation function, ⊗ is the convolution operation, Fq denotes the filter, and bq is the bias term
of Fq in equation (3.15). The third layer is the pooling layer, which can be used to generate new features by
extracting the maximum contextual feature vector via max pooling operation. This operation can effectively
handle evaluation texts of different lengths and can compress features to reduce their size and ensure that only
the main features are extracted. It can downgrade the complexity of the computation and avoid overfitting of
the model. The representation of pooled features is shown in equation (3.16).

Dj = Ty(Max(allfeature) (3.16)
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Fig. 3.3: Structure of CNN

The fourth layer is the output layer, which can input the sentiment feature vector extracted in the third
layer to the Softmax function for the calculation of sentiment prediction probability. It is compared with the
standard experimental data to get the error. The error is passed through the method of back propagation and
gradient descent to update the parameters. In equation (3.17), CNN can deeply extract the latent features
of the location interest point evaluation text and the probability of the teenage user posting the evaluation is
defined using the Softmax function.

P (φil = 1 |u i , cl) =
e(u

T
i ·C·CNN(W,Cl))∑

Cq∈C e(u
T
i ·C·CNN(W,Cq))

(3.17)

In equation (3.17), φil is whether the teenage user has published a rating, cl denotes the set of documents
evaluated, C means the interaction matrix used to analyze whether the teenage user has published a rating,
CNN(W,Cl) is the features of the evaluation text extracted by the CNN, and W refers to the internal weight of
the CNN. There is a correlation between the output values of the Softmax logistic regression function, and the
sum of their probabilities is equal to 1. It is necessary to transform equation (3.17) into the objective function
in equation (3.18) to obtain the teenage user’s potential feature vector.

n∑
i=1

∑
cq∈Cui

logP (φiq = 1 |u i , cq) (3.18)

Similarly, the probability function for the correlation between geographic location and evaluation is given
in equation (3.19).

P (φjk = 1 |l j , ck) =
e(l

T
j ·P ·CNN(W,Ck))∑

Cq∈C e(l
T
j ·P ·CNN(W,Cq))

(3.19)

If the potential eigenvectors of locations are to be obtained, it is necessary to transform equation (3.19)
into the objective function in equation (3.20).

m∑
j=1

∑
cq∈Clj

logP (φjq = 1 |l j , cq) (3.20)
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The RT-CNN model incorporates the similarity SIM, geolocation influence B, location latent features L,
check-in behavior R, teenage user sentiment tendency S, and teenage user latent features U. The location latent
features L, teenage user sentiment tendency S, and teenage user latent features U are learned from CNN. The
implementation steps of the RT-CNN model include the following process. First, R,Cui

, ui ∈ U,Clj , lk ∈ L
are input in the model. Then SIM,W,U,L, P,C are randomly initialized. Next, CNN is used to obtain the S
value, and the geographic location influence B is calculated by U,L. It is judged whether the function reaches
the convergence state, otherwise parameters are updated and adjusted by back propagation method until the
requirement is satisfied. Finally, top-N interest points are generated. Because this experiment is aimed at the
youth sports research tourism in the Qingdao area, the potential features of geographic location and location
in the model are chosen to analyze the tourist attractions in the Qingdao area.

4. Simulation analysis of travel interest point recommendation model. The similarity fusion-
based travel interest point recommendation algorithm was trained in the LDA model into the parameters. The
dataset chosen was Yelp to evaluate the effect of the training of the method. The dataset provided by the 6th
Yelp Challenge launched by the Yelp website in 2015 was used. The dataset file used in this article contains three
JSON format documents, which are about users, points of interest, and comment information. The information
contained in the document includes the user’s ID, rating, comment text, category of points of interest, latitude
and longitude, etc. A preprocessing method similar to ConvMF was adopted for the original dataset. Users
who had accessed information less than 5 times and interest points that had been visited less than 5 times
were removed in this article due to the extreme sparsity of the Yelp dataset. The maximum length of a text
document with user and interest points set should not exceed 300. All stop words were deleted. TF-IDF was
used to calculate the weight of each word in the document, and words with weights not exceeding 0.5 were
deleted. The top 8000 words with weight values were selected as the final vocabulary. The ratio of training set
to test set was 7:3. The model was put into the training set and the test set for training, respectively. The
training results of the travel interest point recommendation algorithm based on similarity fusion are shown in
Fig. 4.1. The parameters of the comparison algorithm were set to achieve the best algorithm recommendation
effect to demonstrate the effectiveness of the algorithm in this article. In this experiment, the dimensionality of
the potential user and interest point matrices in matrix factorization was set to 50, and random initialization
was performed. The regularization parameters αU and αV of the recommendation algorithm were set to 0.002
and 100, respectively. The word vector dimension kw of the LDA topic model was set to 200. The user and
interest point text documents were set to a maximum length of 300 in this experiment to better train the CNN
model. The dimension of word embedding was set to 200 in the experiment. The windows in the convolutional
layer were set to 3, 4, and 5, respectively, to better extract document features. The number of windows of each
width was 100. Dropout was used for mapping in the experiment to prevent overfitting, with a loss rate of
0.3. Accuracy is the proportion of all correctly predicted (including positive and negative classes) to the total,
used to evaluate the generalization ability of a model, that is, the performance of the model. The higher the
accuracy, the stronger the generalization ability of the model, indicating better performance. The accuracy of
the similarity fusion-based recommendation algorithm in the test set was 93.7%, which was higher than the
value in the training set. The loss function value of the method was 0.48 in the test set, which was lower than
the value in the training set. The method could get better parameter optimization in the test set after learning
from the training set.

The RT-CNN model was also trained on both training and test sets in Fig. 4.2 to validate the similarity
fusion and CNN-based travel interest point recommendation algorithm. The accuracy of the CNN-based rec-
ommendation algorithm in the test set was 94.8%, which was higher than the value in the training set. The
loss function value of the method was 0.13 in the test set, which was lower than the value in the training set.
The method could get better parameter optimization in the test set after learning from the training set.

The accuracy of the RT-CNN model might be affected by the word vector dimension and the number of
convolutional kernels. Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) were used to verify
the influence of word vector dimension and the number of convolutional kernels to improve the application of
the mode in Fig. 4.3. MAE is the average absolute value of the deviation between all individual observations
and the arithmetic mean, which can better reflect the actual situation of prediction error. The smaller the
MSE, the better performance of the model. RMSE represents the sample standard deviation of the difference
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(a) Accuracy (b) Loss Value

Fig. 4.1: Accuracy and loss results

(a) Accuracy (b) Loss Value

Fig. 4.2: Accuracy and loss results of RT-CNN

between predicted and observed values. RMSE can indicate the dispersion of the sample. When dealing with
non-linear fitting, the smaller the RMSE, the better performance of the model. When the size of the word
vector dimension was 200, the model’s MAE and RMSE values were 0.897 and 1.021, while the model synthesis
effect and complexity were the best. When the number of convolutional kernels was greater than 250, the MAE
and RMSE values of the model gradually increased. At this point, it might be due to too much feature selection,
which led to the occurrence of an overfitting phenomenon, resulting in a decrease in the comprehensive effect
of the model. Therefore, the size of the word vector dimension was set to 200 and the number of convolutional
kernels was set to 250 in the subsequent experiments.

Regarding the performance evaluation of the above point-of-interest recommendation algorithm, the more
widely used evaluation metrics were selected, which included the Precision (P), Recall (R), and the ratio
of the two (F1). P is the proportion of correctly predicted positive classes to all predicted positive classes.
A high P means that it is definitely positive as long as it is recognized as positive. It focuses on dividing
indistinguishable samples into negative samples, examining whether the identified positive samples are reliable.
R is the proportion of correctly predicted positive classes to all actually positive classes. A high R means that it
can be recognized as long as it is positive. It focuses on dividing indistinguishable samples into positive samples,
examining whether they are sensitive to positive samples. The F1 value is a measure of the classification problem
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(a) MAE of different dimenssion of word embed-
ding

(b) RMSE of different dimenssion of word em-
bedding

(c) MAE of different number of convolutional
kernels

(d) RMSE of different number of convolutional
kernels

Fig. 4.3: Accuracy and loss results of RT-CNN

and can be used to evaluate the quality of a model. It is the harmonic mean of P and R, with a maximum
of 1 and a minimum of 0. The higher the F1 value, the better the performance of the model. The difference
in the metrics between the RT-CNN model, literature model [21], LDA model, and traditional CNN model
were compared in Fig. 4.4. The R of the RT-CNN model was 92.7%, which was higher than the other models.
The R of this model was 87.1%, which was the highest among all models, indicating the superior performance
of the RT-CNN model. The MAE and RMSE metrics could be used to validate the P and R metrics with
confidence in Fig. 4.5. The average MAE value of the RT-CNN model was 4.2% and its average RMSE value
was 4.8%, which were lower than the literature model, LDA, and the traditional CNN, proving the results were
accurate. The reason was that the LDA topic model was utilized to mine users and their interests. Then the
similarity between LDA and check-in matrix was calculated and fused. On this basis, an RT-CNN model was
established to extract deep features from comment information, and interest point recommendations were made
by integrating factors such as similarity, check-in behavior, and geographic location. This effectively improved
the accuracy of the model and was superior to existing methods.

To further verify the effect of RT-CNN model P and R, some data in Yelp dataset were selected as datasets
1 and 2 to verify whether the F1 value of the model was consistent with the results of P and R in Fig. 4.6. The
F1 values of the RT-CNN model were 89.2% and 88.7%, which were higher than other algorithms and consistent
with the above results of P and R metrics, which further verified the accuracy of the experimental results. The
reason was that the CNN was introduced into the model for value filtering of user comment information, which
could accurately reflect the characteristics of interest points. The proposed method aggregated all comment
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(a) Precision (b) Recall

Fig. 4.4: Precision and recall results of RT-CNN

(a) MAE (b) RMSE

Fig. 4.5: Comparison of MAE and RMSE

information related to interest points and distinguished user comment information to a certain extent. This was
beneficial for improving the recommendation accuracy of the model and fully reflecting limited data information.

Precision-Recall (PR) curve is a comprehensive judgment of precision and recall. This study compared the
performance of the RT-CNN model, literature model, LDA, and traditional CNN in Fig. 4.7. PR comprehen-
sively considers the situations of correct classification and incorrect classification. It has high practicality in
extremely imbalanced data. But when the proportion of positive and negative samples is different, it will show
significant differences. Therefore, PR can serve as a reference for model performance evaluation. The area
under the PR curve of the RT-CNN model were higher than that of literature model, LDA, and traditional
CNN, which proved that the travel interest point recommendation algorithm in this experiment had better accu-
racy. The reason was that the algorithm proposed in the experiment extracted some user comments during the
information extraction, which were used to reflect the characteristics of the points of interest. This algorithm
could effectively solve the inaccurate feature extraction caused by the lack of importance differentiation for
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(a) Dataset1 (b) Dataset2

Fig. 4.6: F1 value of RT-CNN

Fig. 4.7: Comparison of PR curves of different algorithms

documents. Meanwhile, it only filled in nearest neighbor access when the user’s nearest neighbor had missing
access to a certain point-of-interest, effectively improving the execution efficiency of the algorithm.

At the same time, the Receiver Operator Characteristic (ROC) curves of the RT-CNN model, literature
model, LDA, and traditional CNN were compared in Fig. 4.8. ROC is an integrated metric that reflects the
sensitivity and specificity of continuous variables, and each point on the ROC curve reflects the sensitivity to
the same signal stimulus. The steeper the ROC curve, the better the performance of the model. The larger the
area between the curve and the horizontal axis, the better the performance of the classifier. The ROC curve
can be used to determine which of the two classification methods is better, or to evaluate different parameters
of the same classification method and select the best parameters. Fig. 4.8a shows the validation ROC curve
plot and Fig. 4.8b shows the recognition ROC curve plot. The area under both the validation and recognition
ROC curves of the RT-CNN model was higher than that of the literature model, LDA, and the traditional
CNN, indicating that the RT-CNN model proposed in this experiment achieved better results.

In summary, the proposed model achieved good results in all indicators. This article studied the extraction
of word features from text information in algorithms to improve the accuracy of latent representation of interest
points. However, the emotional factors contained in the textual information were not explored to better fit user
preferences. In addition, the features extracted by the CNN model could not be artificially interpreted, so the
interpretability of the recommendation results was poor. Therefore, the performance of the model still needed
further improvement. The user-interest point check-in matrix and text information to model user preferences
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(a) Verification of ROC Curve (b) Detection and Identification of ROC Curve

Fig. 4.8: ROC curve

were utilized and the interest point feature information was extracted. There was a possibility of overfitting in
the proposed model. The reason was that the criteria used to select a model were different from those used to
determine its applicability. Therefore, the model could be selected by maximizing its performance on certain
training datasets. In future work, it needs to consider incorporating factors such as geographic location, time,
popularity, and user friendly relationships from check-in data into the algorithm, and combining them with
matrix decomposition to alleviate data sparsity issues.

5. Conclusion. In this study, a travel interest point recommendation algorithm was built based on simi-
larity fusion, and this recommendation algorithm was optimized using CNN to improve the performance of the
model such as accuracy. Finally, an RT-CNN travel interest point recommendation model was generated. In
the experimental results, the size of the word vector dimension of the model was set to 200 and the number of
convolutional kernels was set to 250. The P of the RT-CNN model was 92.7%, which was higher than other
models. The R value of this model was 87.1%, which was the highest among all models. The average MAE
value was 4.2% and the average RMSE value was 4.8%, both lower than the literature model, LDA, and the
traditional CNN. The F1 values in both datasets were 89.2% and 88.7%. The PR and ROC curves of the model
were also plotted both agree with the results in P and R. The similarity fusion-based travel interest point
recommendation algorithm proposed in this experiment had better performance and better overall results after
combining with CNN. Although the recommendation model in the experiment has achieved good application
results, there are still some shortcomings. For example, the feasibility, innovation, and spatial complexity of
recommendation algorithms are considered in reality. But the time complexity in recommendation algorithms
is less considered. In the next research work, more consideration will be given to the time complexity of the
algorithm. This paper will explore the emotional factors contained in textual information to better fit user pref-
erences and further improve algorithm performance. In future work, it is necessary to consider incorporating
factors such as geographical location, time, popularity, and friend relationships among users into the algorithm
based on check-in data. Meanwhile, it is necessary to combine it with matrix factorization to alleviate the
problem of data sparsity. It is hoped that further optimization of the algorithm can be effectively used in travel
interest point recommendations for different populations.
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