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Abstract. Improving the sales of e-commerce platforms is the primary goal of this paper. This paper studies the data of e-commerce product recommendations from the perspective of user preference and association rules. The characteristics of positive and reverse association rules in data mining are analyzed. Then, a multi-dimension association rule calculation method is proposed. Create a data attribute unit set. By analyzing each attribute’s weighted coefficient and similarity, the attribute confidence degree is obtained, and the data is preprocessed. An example is given to verify the effectiveness of the proposed method. The recommendation engine based on user preferences and association rules significantly improves the accuracy, recall rate and prediction coverage of e-commerce recommendation systems.
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1. Introduction. Nowadays, most e-commerce websites have adopted various ways to provide information services. A sound referral system can improve the chances of individual items being viewed. It can improve the time consumers spend in online stores, help consumers find products they are genuinely interested in, and improve their purchasing experience. This will increase site visits and product sales. Generally speaking, product recommendations on an e-commerce website can be based on the product’s characteristics, for example, brand, category, applicable age group, etc. However, this requires a professional to review the product. Suggestions can also be made based on the user’s browsing habits. Some scholars have proposed an automatic classification method based on association rules [1]. It can find the correlation law between commodities based on analyzing various transaction records in the transaction database, and then assist merchants in making corresponding business decisions—for example, purchase, sales and inventory management, shelf placement, etc. Compared with similar methods, this method has higher computational speed and accuracy. Meaningful associations can be found by analyzing the correlation of massive user behaviors and product metadata in the database to realize personalized customer recommendations based on the association rule algorithm. E-commerce extensive data processing recommendation systems can provide convenience to customers and bring more revenue to the company [2]. Therefore, this paper analyzes the big data of e-commerce systems based on user preference and association rule algorithm. The conclusion obtained in this paper has significant theoretical research value and practical guiding significance.

2. Research on data mining methods and user preferences based on multidimensional association rules.

2.1. Application of multidimensional association rule method in e-commerce data preprocessing. The preprocessing of e-commerce data is the premise of data mining for the same structure data [3]. Feature extraction is the first step to preprocessing e-commerce data. Aiming at the sparse problem of e-commerce data, an e-commerce data association method based on multidimensional association rules is proposed. This allows you to find features and properties in your e-business data. The set of characteristic elements of the e-business data can then be expressed as:

\[ R = \{ [r_1, C(r_1)], [r_2, C(r_2)], \cdots , [r_i, C(r_i)] \} \]  \hspace{1cm} (2.1)
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The characteristic unit of electronic commerce data. $C(r_i)$ represents the number of characteristic units in electronic commerce data. When the value of the multidimensional correlation function is significant, the parameter value is also considerable. In this case, the EPC model parameter estimation obtained is relatively accurate. In this way, the parameter estimation of e-commerce big data is transformed into a target-optimal problem with limitations [4]. The generated target functionality is described as follows:

$$h(x) = \max_y g(x)$$

(2.2)

The multidimensional association function $h(x)$ is a fitness function of e-commerce data set parameters. A matching index based on multidimensional association rules is proposed to measure the matching degree of e-commerce data features and attributes [5]. These formulas are:

$$W(a_i, r_j) = \sum_{i=1}^{n} C_i(r_j) \frac{U}{\sum_{j=1}^{n} C_i(r_j)}$$

(2.3)

$C_i(r_j)$ represents the statistic of the e-commerce data attribute. $U$ represents the statistical number of all units with characteristics in the e-commerce data [6]. If the $V = \{v_1, v_2, \cdots, v_n\}$ set is used to define the relevant rules of EPC data, the correlation between e-commerce data can be expressed as:

$$L\{v_1, v_2, \cdots, v_n\} = \frac{1}{h_i} \sum_{i=1}^{n} \max v_i$$

(2.4)

$H = \{h_1, h_2, \cdots, h_n\}$ represents the weight vector for e-commerce data. $n$ represents the range of sub-business data. Assuming that there are weights in the e-commerce data in the attribute set, the similarity between e-commerce data $c_i$ and attribute $a_i$ is expressed as:

$$\text{Sam}(h_i, a_i) = \frac{h_i}{||h_i||}$$

(2.5)

The attribute set $X^a$ is labeled by the similarity of the data and its attributes [7]. The reliability analysis of the characteristics of e-commerce data is carried out. The calculation formula is:

$$\text{Cor}_{sam} = \sum_{\text{sam}_c \in \text{Sam}X^a} \frac{\text{Sam}_i}{|X^a|}$$

(2.6)

$\text{Sam}X^a$ in formula (2.6) is the similarity group of e-commerce data and its attributes. $\text{Sam}_i$ stands for characteristics similar to electronic commerce data. $|X^a|$ represents the number of attributes present in the attribute set $X^a$ of the e-commerce data. This paper transforms the parameter estimation problem of e-commerce big data into a multi-objective optimal problem with constraints [8]. Then, the method of solving multidimensional association rules is proposed. E-commerce data is preprocessed by combining similarity and confidence.

2.2. Construction of e-commerce data model. Electronic commerce data includes a lot of network information. Website $Q_i$ also contains a large amount of content and structure of electronic transaction data [9]. The structure of web pages is analyzed by constructing an e-commerce data model. The e-business data schema is represented as follows:

$$Q_i = (Z_i, Y_i, T_i)$$

(2.7)

$Z_i$ represents electronic business data in the organized form of Web pages. $Y_i$ represents the electronic transaction data target in the Web page, which is detected by the entity. $T_i$ stands for electronic business data
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included on Web pages. E-commerce data priority value is calculated according to association rules and user preference algorithms.

\[
W(\psi_i^j) = \frac{1}{\sigma_k} \left( \sum_{k=1}^{m} \varphi_{ij}^k \right)^2 \Omega \left( C_i^j \right) \tag{2.8}
\]

\(\sigma_{ij}^k\) and \(\varphi_{ij}^k\) in formula (2.8) represent the threshold for determining the e-commerce data block \(j\) in the adjacent window \(k\). \(\psi_i^j\) stands for the \(j\) e-commerce data block in the web page window \(i\). \(\Omega \left( C_i^j \right)\) represents the amount of \(\psi_i^j\) contained in the page. \(m\) represents the number of electronic commerce data in adjacent Windows [10]. The data are arranged in order of importance. If the maximum sorting time of e-commerce data is set to \(t_{\text{max}}\), the sorting result of e-commerce data can be expressed as:

\[C^h = \frac{1}{t_{\text{max}}} \sum_{i=1}^{n} Q_i\tag{2.9}\]

When classifying e-commerce information, the whole minimization principle is used to classify the data and determine its suitability [11]. The model of the e-commerce data object is established. The following formula is used to calculate fitness:

\[F_{\text{fitness}} = \sum_{i=1}^{N} (x_i^2 - \bar{x}_i)^2\tag{2.10}\]

\(x_i\) represents the expected output. \(N\) represents the sample size of e-commerce data. The \(\bar{x}_i\) stands for the actual result. The e-commerce data thus constructed can be expressed as:

\[\phi = \frac{1}{A_i} \sum_{i=1}^{m} \lambda_i L_i \vartheta_i^i + \text{Cor}_{\text{sam}}\tag{2.11}\]

\(L_i\) represents the E-Business Data item at bit \(i\) in E-Business Data object \(Q_i\). \(\vartheta_i^i\) stands for the name of the e-commerce data item \(i\). \(\kappa_i\) represents the value of the e-commerce data item \(i\). \(\text{Cor}_{\text{sam}}\) stands for the degree of trust of item \(i\) of e-commerce data. \(\lambda_i\) represents the weighting of e-commerce data item \(i\). A complete target model of electronic commerce business is formed by calculating the above links.

2.3. E-commerce data mining algorithm flow. According to the target pattern of e-commerce data, the data segmentation scheme with the highest priority is found [12]. The objective function of e-commerce data optimization is defined.

\[\min \varepsilon = \frac{1}{h_i^{(w)}} \sqrt{q_i \Omega (Z(\theta) - Z(r))} / \phi_{n}(v) \tag{2.12}\]

\(h_i^{(w)}\) of formula (2.12) represents the characteristics of e-commerce data. \(q_i\) represents the eigenvector of e-commerce data. \(Z(\theta)\) stands for the amount of information contained in the e-commerce data. \(\phi_{n}(v)\) represents the difference component in the e-commerce data of the two characteristics. \(\Omega\) stands for the optimal classification threshold of e-commerce data. \(Z(r)\) represents the number of e-commerce data characterized by \(r\).

2.4. User preference degree model. A preference modeling method based on user behavior data is proposed. Because the display area of the page in the recommendation scenario is limited, the items ranked higher in the recommendation list will be more likely to attract users’ attention. If the user’s classification model can be used to classify products, it will have a practical guiding effect [13]. This method is of great significance to improve the system’s accuracy and customer loyalty. A description of the user priority algorithm is shown in Figure 2.1.
3. Design of e-commerce data mining system.

3.1. System Structure. Establish an intelligent e-commerce site recommendation system. First, we must go through the data collection and extraction process. The log center of the mall is used to extract the information of users and items related to the algorithm. In addition, the matching process between the converted data and the loading module is carried out to improve the algorithm’s effectiveness and the service’s confidentiality. Before the establishment of the model, the corresponding countermeasures are put forward for the violation of "brushing the list." The aim is to improve the resistance of the rule association algorithm [14]. Minimize the direction of the specific combination of the modeled objects and the product, and store the modeled objects in the modeled database of the recommendation system. The intelligent recommendation system reads the algorithm input model required by the algorithm from the corresponding modeling database for algorithm calculation. Finally, the recommended results are transmitted to the relevant commercial system of the mall in the form of a protocol. Figure 3.1 shows the overall architecture design of the e-commerce recommendation system (the picture is quoted in Egyptian Informatics Journal, Volume 23, Issue 1, March 2022, Pages 33-45).

3.2. Functional architecture design. It is necessary to design and implement many functions in network information service reasonably to successfully implement good network information service. The differences in modular particles, coupling and cohesion among modules will directly affect the development efficiency and operation performance of the whole system [15]. This paper completes the essential system management, realizes the control of the running process of the system, and quickly configures and updates. The basic framework for intelligent recommendations in the marketplace is shown in Figure 3.2 (Frontiers in Big Data, 2023, 6:1157899). The electronic commerce intelligent recommendation system consists of nine main functional modules.

Data Collection Module. The task of this module is to collect item metadata, user metadata, user usage habits and other data required by each storage and record center of the mall. According to the way and length of information storage in each storage center, the data collection module must extract relevant data from the journal center by SFTP and then save it to the distributed file system for use in the recommendation system. Given the characteristics of numerous product types and complex product levels in commercial networks, a model based on commercial relationships is proposed. Some data of each business department, such as user transaction data, are stored separately [16]. The data acquisition module is required to set up multiple data collection points. An effective data transmission method is proposed to ensure the system's data transmission speed and reliability.

Data preprocessing module. This module is mainly divided into data ETL and data cleaning modules. The two are combined to complete the preprocessing of business data. Finally, standard and efficient transaction
the commodity’s level, so the commodity’s level attribute and user preference should be part of the algorithm's metadata information, it can be seen that the algorithm will analyze the user’s preference degree based on the links between items become small and complex, quantitative and efficient. In terms of user/commodity are many scenarios where users purchase fewer items at a time. If every purchase is treated as a transaction, the transaction database [17]. How to define consumer behavior is an important question. This is because there and data type requirements. In the rule association algorithm, it is necessary to normalize each transaction in data. Attribute analysis and canonical modeling of such data are carried out according to input data format and parameters. The data cleaning module mainly deletes or performs other operations on invalid data, missing field data and other illegal data in the process of data ETL to avoid the impact of illegal data on the recommendation quality of the algorithm.

**Data mode and parsing module.** This module aims to realize the analysis and modeling of ETL and cleaned data. Attribute analysis and canonical modeling of such data are carried out according to input data format and data type requirements. In the rule association algorithm, it is necessary to normalize each transaction in the transaction database [17]. How to define consumer behavior is an important question. This is because there are many scenarios where users purchase fewer items at a time. If every purchase is treated as a transaction, the links between items become small and complex, quantitative and efficient. In terms of user/commodity metadata information, it can be seen that the algorithm will analyze the user’s preference degree based on the commodity’s level, so the commodity’s level attribute and user preference should be part of the algorithm.

---

**Fig. 3.1:** Overall architecture design of e-commerce recommendation system.

**Fig. 3.2:** Functional architecture of e-commerce recommendation system.
modeling. In addition, for the recommendation system, the input model of the algorithm can be correlated with and sorted out from multiple data tables and generate specific shopping or browsing records. Finally, according to the required characteristics or other requirements, the corresponding data content and the corresponding association format are generated, and the information is saved to the unassociated database MongoDB cluster to achieve access to the recommendation algorithm.

**Recommended Algorithm module.** An e-commerce information recommendation method is proposed based on association rules and user preferences. The association rules algorithm presented in Chapter 2 is used in this module [18]. The method is divided into two stages: offline operation and online operation. In practical application, the offline operation mainly aims at the problem of high complexity and extended time in the solving process. The online calculation is based on the initial recommendation value and combined with the corresponding optimization algorithm to get the final recommendation value.

**Distributed Recommendation Engine Module.** This paper presents the implementation method of Hadoop based on the Jar package. It is done according to a particular order and needs. Select the corresponding recommendation list for the specific recommendation environment and target. The corresponding suggestions are provided to users by using the HTTP protocol.

**Optimized Modules are recommended.** The task of this module is to optimize the recommendation results generated by various recommendation algorithms to generate the final user recommendation results. The system mainly realizes the following three optimization aspects: initial recommendation filtering, ranking, and interpretation.

**Recommended Data Interaction Interface Modules.** This module aims to realize the adaptation of commodity recommendation and trading interface [19]. The data collection problem of the mall record center involves data type, data date, data channel and so on. The second is an interactive recommendation. The commercial system of the mall must respond to the recommendation system according to different recommendation scenarios, people and products. The recommendation system recommends the corresponding list to the user based on the data.

**Recommended Evaluation Module.** Three experimental methods evaluate the recommendation system. It includes an AIB test that evaluates the index offline, surveys users, and online trials [20]. In the practical implementation, the offline evaluation of the method is emphasized. Among them, there are mainly precision, recall rate and other indicators.

**Basic Management Function Modules.** A recommendation algorithm based on a data warehouse is proposed, and the algorithm is analyzed in detail. It includes two parts of: data storage and processing. The system management module includes interface management, log management, data maintenance, parameter configuration and rule intervention.
4. Application of user preference and association rule algorithm in product recommendation.
The method uses a rotating database. When dealing with K-entry candidate sets, the search times of the
original database can be reduced effectively, and the efficiency of data mining can be improved. Figure 4.1
compares the association rule algorithm and the support vector machine algorithm regarding execution time.
As you can see in Figure 4.1, the relationship between user priority and the implementation time of the relevant
rules is almost horizontal [21]. The support vector machine (SVM) ’s running speed shows a significantly
monotonically increasing trend. Compared with the traditional support vector machine method, the user
preference and association rules method can obtain the initial candidate set only through a single scan of the
initial transaction database. Subsequent processing, such as generating candidate sets, calculating support
numbers, etc., no longer requires re-accessing the original database. This can significantly reduce the execution
time and increase the operation’s efficiency. The proposed method has obvious advantages over the SVM
method in computation time.

If we want to discover all the e-commerce data, we need to do a lot of operations. Usually, the data in
the database is divided into daily necessities, food, clothing, sporting goods, etc. There are many subdivisions
under each category. This paper proposes a method based on association rules. This is also consistent with
the general rules of what consumers buy. For example, when a customer searches for a digital camera, the
site will display the digital camera the customer is searching for. Want to buy an SD card too? When
consumers want red women’s clothing, the site will suggest red leather bags and socks. Because it is only for
product recommendation, only two frequent sets must be mined when data mining. In general, the number of
recommendations that each project can provide is limited. When many items match the suggestions, you can
select the most popular items from them [22]. The correctness of the method is tested by statistical analysis of
the purchase records of different types of products. In this way, the precision comparison curve of the product
can be obtained (Figure 4.2). From Figure 4.2, we can see that the accuracy of product recommendation of
user preference and association rule algorithm is higher than that of support vector machine algorithm in terms
of corresponding support degree.

5. Conclusion. The product recommendation function on the e-commerce platform is becoming increas-
ingly prominent. A data mining method based on association rules and user preferences is presented. The
algorithm can recommend products that users may be interested in more accurately based on sales history
data. The results show that the method utilizes a rotating database and bit operation. The computational
efficiency of this method is much higher than that of the conventional SVM method. Product recommendations
are more accurate after introducing rule mining. But this approach has its limits. For example, if there is too
much traffic on the site, the demand for storage will increase. This is the next step that needs to be addressed.
REFERENCES


Edited by: Zhigao Zheng

Special issue on: Graph Powered Big Aerospace Data Processing

Received: Oct 9, 2023
Accepted: Oct 23, 2023