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MOBILE USER ENGLISH LEARNING PATTERN RECOGNITION MODEL BASED ON
INTEGRATED LEARNING
QIAN ZHANG∗AND YUNLAN REN†

Abstract. The research in the field of mobile assisted language learning has a long history. It basically follows the route from
theory to application practice, but there are few process studies on learners’ individual language skills learning behavior based on
mobile platform data. This research takes vocabulary learning as the starting point, and constructs a mobile user English learning
pattern recognition model with improved Stacking integration algorithm. The purpose of this study is to identify different learning
modes by analyzing the learning behavior and learning data of mobile users, and to provide personalized learning suggestions for
users. The evaluation goal of this study is the accuracy and robustness of the mobile users’ English learning pattern recognition
model, and the accuracy is the classification accuracy of the model for different learning patterns. Robustness is the stability and
consistency of the model in different situations. In order to evaluate the integrated English learning mode of mobile users, the
study first divides the collected learning data set into training set and test set. In this step, the method used in the study is
cross-validation, which aims to reduce the difference of evaluation results caused by different data sets. For the relevant features
in mobile users’ learning data, the features extracted by the research include learning behavior and learning progress, which can
accurately reflect the learning mode. Then, the integrated learning method is used to train the model, and the best parameter
combination is selected through the training set. Finally, the study uses the test set to evaluate the trained model, and calculates
the accuracy and recall index of the model on the test set. Through this evaluation method, the evaluation results of the integrated
learning pattern recognition model in terms of accuracy and robustness are obtained, and reference is provided for the improvement
of the model. The model proposed in this study is suitable for a large number of user data. Because the learning behavior of users
is influenced by personal habits, there are limitations in obtaining enough high-quality data, so the labeling of data is subjective.
It is still a challenge to select the most representative features of user learning behavior extracted from the model. The feature
selection method can lead to different results, and the process requires a lot of human intervention. The experiment conducted
mining and analysis on user learning behavior data of a domestic English vocabulary learning APP. Compared with the confusion
matrix of the traditional Stacking model, the improved Stacking model has a stronger ability to distinguish user learning patterns.
According to the formula, the accuracy of the improved Stacking model is 91.29%; The accuracy of traditional Stacking model
is 90.71%. The ROC curve of the improved Stacking model is smoother than the three single models. Its AUC value is 0.85,
which is the same as that of XGBoost. The function is also improved compared with the traditional Stacking model, Logistic
Regression (LR) and Random Forest (RF) model. Therefore, the Stacking integrated model owns the best forecast performance
and can accurately predict the long-term learning mode of users. In this study, the English learning patterns of mobile users
are identified by the method of integrated learning, so that the prediction results of multiple basic learners can be integrated,
and the complementarity between different learners can be effectively dealt with, thus improving the generalization ability of the
model. This model aims at identifying the English learning patterns of mobile users, and can accurately identify the learning
patterns of users by analyzing their learning behaviors on mobile devices. This is of great significance for personalized English
learning recommendation. The English learning pattern recognition model for mobile users proposed in this study can identify
users’ learning patterns by analyzing their learning behaviors, thus providing personalized learning support and suggestions. In
the process of digital manufacturing, they can learn from the idea of learning pattern recognition model and identify the patterns
and laws in the production process by analyzing production data and process parameters, so as to optimize the production process
and improve production efficiency.
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1. Introduction. Currently, under the advancement of mobile technique and the popularity of smart ter-
minals, mobile devices such as mobile phones have become more widely applied in people’s daily life. Meanwhile,
the number of mobile phone holders has also continued to rise [1]. In this context, the popularization of smart
phones in education means that the way of knowledge transmission and reception has undergone great changes.
Mobile learning, born with the integration of technology and education, is characterized by personalization,
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interactivity and accessibility. Therefore, this way of learning is attracting much attention [2, 3]. At present,
the research on mobile learning has covered many levels from theory to practice. It involves interactive technol-
ogy, learning mode, and methods of integrating with traditional classroom teaching in mobile learning. Among
them, language learning is one of the important fields in mobile learning research [4]. The academic research on
the application of mobile technology in language learning has undergone nearly 20 years of development, and
has formed a rich research content and relatively independent research field, namely, Mobile Assisted Language
Learning (MALL) [5]. MALL has not only received widespread attention and attention in academic circles, but
also aroused great interest in the commercial market. Major Internet and online education enterprises have
launched a wide range of language learning applications, involving vocabulary, reading, listening, translation
and other language skills, to satisfy the users’ learning needs in all aspect [6]. Language APPs, especially word
APPs, are at the top of the list of online education product traffic with tens of millions of independent users all
year round [7]. Meanwhile, the user behavior data recorded by these applications can help academic researchers
understand the learning status of learners in the process of using APP from an objective perspective and at a
micro level [8]. However, researchers generally prefer to use questionnaires and experimental design to obtain
data. This cannot mine more valuable information from the big data. In addition, there are few studies on
the development characteristics and change rules of user’s learning behavior at present [9]. Therefore, from
the perspective of data mining, this study uses integrated learning technology to identify mobile users’ English
learning patterns. The proposed model can comprehensively consider the characteristics of users’ behavior and
learning content, and comprehensively analyze and learn these characteristics. Compared with the traditional
learning mode based on desktop computer, this method has the characteristics of portability and personaliza-
tion, and can better adapt to the learning habits of mobile users. Because the mobile users’ English learning
pattern recognition model performs well on the training set, and there are individual differences in users’ learn-
ing patterns, it can be shown that the method has strong generalization ability. For the performance of users
in the new learning scene, the generalization ability of the model is further improved. When the model is faced
with other design methods other than the reference architecture, the model is a complex integrated model, so
the explanation of the model is effectively discussed. In order to provide an effective design method of mobile
users’ English learning pattern recognition model, this paper studies the collection and extraction of relevant
data generated by mobile users in the process of English learning, and then preprocesses the extracted features.
For the specific learning needs, the model is trained by using the preprocessed data. After evaluating the
trained model in an independent test data set, this paper studies the optimization of the model, and applies
the optimized model to the actual English learning scene, so as to identify the user’s learning mode in real
time. In addition, the research also focuses on the privacy protection and data security of the mobile users’
English learning pattern recognition model, so as to ensure that the users’ personal information is reasonably
protected.

2. Related work. Recently, integrated learning has received extensive attention in the data mining. Many
researchers use it as a tool for disease prediction and detection. Pei et al. proposed a learning modeling frame-
work integrating genetic information to predict early treatment reaction of antidepressants for severe depression
at baseline. The results showed that the performance of the suggested method was improved compared with
the single-level model; The accuracy of imaging data and genetic data was improved from 0.61 to 0.86. The
integrated learning framework of genetic features increased the sensitivity from 0.78 to 0.87 [10]. Vogelstein
et al. applied the integrated learning model to the early detection of Alzheimer’s disease in the elderly. The
results indicated that the detection accuracy was 94.64%; The comparison with other models also shows that
the model are the best [11]. To achieve accurate classification of rock burst intensity, Zhang et al. suggested an
integrated machine learning method. The results showed that the accuracy of rockburst classification obtained
by the classifier set was improved by 15.4%. In addition, the importance of the prediction variables obtained
from the classifier set showed that the most unstable variable for rock burst was elastic energy index [12].
Hong et al. paid attention to the process monitoring of industrial activities and proposed an integrated pro-
cess monitoring method. The experiment proved the effectiveness of the method. The research compared the
performance of this method with other methods, and the results also proved that this scheme had better per-
formance [13]. Some researchers also noticed the use of integrated learning technology in education. Nuankaew
et al. proposed a higher education curriculum recommendation model. The results showed that the accuracy
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of the model developed using majority voting technology is the highest, reaching 91.65% [14].
In addition, the Stacking integration algorithm is popular as well. Tan et al. focused on the development

of power load forecasting technology. To carry out load forecasting, an experimental load forecasting method
combining support vector regression and superposition is proposed. A series of comparison algorithms are
introduced. The comparison results verify that the method has high prediction accuracy and generalization
ability, and is superior to the comparison algorithm [15]. Meharie et al. applied Stacking integrated machine
learning algorithm to predict highway construction cost. The results showed that the model could predict
accurately. The comparison results of the models showed that the Stacking integrated model was superior to
the single model in all performance indicators. For the RMSE value, the accuracy of the results produced by the
Stacking integrated cost model was 86.8%, 87.8% and 5.6% higher than that of linear regression, vector machine
support and neural network models respectively [16]. Acuna et al. proposed a genetic algorithm with improved
efficiency. The research results showed that compared with several advanced genetic algorithms with multimodal
functions, the convergence speed of this improved genetic algorithm performed better. The research results
also tested the effectiveness of the model, which could be applied to the two-dimensional common reflector
superposition problem [18]. Youssef et al. paid attention to the dropout of MOOC learners and developed
a prediction model to classify them. This method applied feature selection method and integrated machine
learning algorithm, and took several similar algorithms as the basis for comparison. Several performances of the
method were evaluated by experiments. The comparison results demonstrated that this algorithm has excllent
performance and its prediction accuracy reaches 98.6% [17].

To sum up, the integration algorithm, especially the Stacking integration algorithm, has been more and
more widely used in many fields. However, the application of this kind of algorithm in the field of education
is relatively limited, and few people pay attention to its application in data mining of language learning
APP. In addition, the existing research mainly applies it to the fields of curriculum recommendation and
performance prediction; However, there are few studies on the development characteristics and change rules
of user’s learning behavior. Therefore, the research starts with English vocabulary learning and uses Stacking
integration algorithm to study mobile English learning APP. The experiment deeply digs and analyzes user
learning behavior data. The purpose of this experiment is to mine the learning mode of user groups from the
memorization data through clustering and modeling. The experiment takes the learning state representation
attribute as the explanatory variable, and then realizes the prediction and recognition of the learning mode.

3. Mobile user English learning pattern recognition model based on integrated learning.

3.1. Establishment of mobile user English learning pattern recognition model. The English
learning pattern recognition model built by the research institute consist of data preprocessing, feature screening,
model training and output results, as shown in Figure 2.1. Before model training, data preprocessing and feature
filtering are required. When obtaining data, due to various subjective and objective reasons, a large number
of missing values and noise values may be generated; These data are very unfavorable to the training of the
algorithm model [19]. Therefore, it is necessary to convert the data into standard data that can be recognized
by the model in the data preprocessing stage. This can ensure the validity and precision of the model in the
subsequent modeling process.

Data preprocessing includes missing values, outliers and data normalization. The missing value refers
to the incomplete data caused by the lack of some data information in the original data [20]. Research the
deletion of features with high and low missing values; For features with a moderate proportion of missing values,
the missing feature is used as the target label; In this study, the RF model is trained by using non-missing
features as variables. Abnormal value refers to the individual value in the sample that significantly deviates
from its numerical range. In the study, the univariate outlier detection method is used to draw the boxplot of
characteristic variables, as shown in Figure 3.2.

The distribution of variables can be intuitively understood according to the box diagram. The experiment
can further deal with the abnormal value of the characteristic variable by combining the meaning and type of
the variable. Data normalization is to accelerate the convergence. The Min-Max method is applied in the study
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Fig. 3.1: Model building framework

Fig. 3.2: Example of the Box-plot

to convert the original value of the variable into [0,1] standardized value, which is defined as formula 3.1.

xi
j =

vij −min1≤i≤M (vij)

max1≤i≤M (vij)−min1≤i≤M (vij)
(3.1)

In formula 3.1, suppose xi
j denotes the normalized value of the i-th sample on the j-th characteristic

variable; vij indicates the value of the i-th user on the j -th characteristic variable; M indicates the total number
of samples.

Feature selection is an essential part, whose purpose is to seek the optimal feature subset. On the one hand,
feature selection reduces the dimension of features and enhances the training efficiency and accuracy of the
model. On the other hand, it alleviates the problem of over-fitting and has a significant impact on advancing
the generalization ability of the model. This study design a multi-dimensional feature selection method, which
can comprehensively consider feature importance and IV value, and score feature variables from the perspective
of model and statistics. Then weaken the influence of data distribution on feature selection, and select features
with strong prediction ability. The research uses Gradient Lifting Decision Tree (GBDT) to calculate feature
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importance. Definition X = {x1, x2, x3, , xn} is the set of characteristic variables after processing missing values
and outliers. Input into the GBDT model to obtain the square loss caused by node splitting after fitting the
data. Take the square loss value as the importance score of each feature Cj , j ∈ {1, 2, 3, , n}.

IV is applied to describe the significance contribution of each feature, and the feature set can be sorted
according to the importance of the feature. The calculation of IV value depends on WOE (Weight of Evidence)
value. The calculation of WOE value needs to group the data to make the feature discrete. In the experiment,
the strategy of frequency splitting is adopted for continuous variables; Specify the threshold for other variables
to implement the unpacking policy. The WOE value of each group can be calculated after unpacking, and the
formula definition is shown in formula 3.2

WOE = ln

(
Badi

BadT
÷ Goodi

GoodT

)
= ln

(
Badi

BadT

)
− ln

(
Goodi

GoodT

)
(3.2)

In formula 3.2, taking the number of words memorized as an example, Badi indicates that the number
of words memorized per day in the current variable group label is more than 50; iIndicates that the label is
the total number of words recited per day that does not exceed 50. indicates that in group i , the label is
the number of samples with total recited words exceeding 1000; GoodT Indicates the total number of labels
with more than 1000 samples. WOE transform makes the feature not only have numerical attributes, but also
reflect the weight of grouping. After obtaining the WOE value of the sub-container, formula 3.3 indicates the
calculation of IV value.

IVi =

(
Badi

BadT
− Goodi

GoodT

)
· WOEi =

(
Badi

BadT
− Goodi

GoodT

)
· ln

( Badi

BadT

Goodi

GoodT

)
(3.3)

The IV value ensures that the result is non-negative based on the WOE value. According to the IV value
of the variable in each group, the calculation of the IV value of the entire variable is shown in formula 3.4

IV =

n∑
i=1

IVi (3.4)

The larger the IV value, the greater the role of this variable in distinguishing user learning patterns and
the stronger the predictive ability. Calculate the IV value of each characteristic variable and define it as
Dj , j ∈ {1, 2, 3, , n} . To eliminate the influence of numerical measurement, it is necessary to substitute the
feature importance Cj and feature IV value Dj into formula (2.4) for Min-Max normalization. Get the feature
importance score S(Cj) and IV value score S(Dj) of feature j. Add the two to get the comprehensive score
Fj of the variable. The research adopts the cumulative contribution of comprehensive score greater than 85%
as the feature screening criteria, that is, in the data set X = x1, x2, x3, , xn composed of n features, there is
a feature subset composed of k features. This subset makes F in X ′ formula 3.5(2.5) hold when it is greater
than 85%; X ′ is the optimized feature variable set.

S(xj) =
xj −min1≤j≤n(xj)

max1≤j≤n(xj)−min1≤j≤n(xj)
(3.5)

F =

∑k
j=1 Fj∑n
j=1 Fj

(3.6)

4. Stacking integration algorithm and its optimization. Stacking is an integrated learning algorithm
that adopts a hierarchical model fusion strategy. It usually consists of a two-layer structure, as shown in
Figure 4.1. The first layer consists of multiple base learners; The second layer consists of a meta-learner. The
traditional Stacking algorithm fuses multiple weak learners through a two-layer layout to form a strong learner.
However, the multiple base learners obtained by K-fold cross validation are different due to different training
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Fig. 4.1: Schematic diagram of traditional Stacking algorithm training

Fig. 4.2: Schematic diagram of traditional Stacking algorithm training

sets. There may be differences in the prediction performance, and it may make the base learners with good
performance cover up the base learners with poor performance.

Under the current research background, when building the Stacking learning pattern recognition model,
base learners’ ability to distinguish data sets is particularly important. Therefore, higher weight should be
given to the features produced by the base learners with stronger discrimination ability. This study uses KS
value measurement model to distinguish the strength of the ability. When generating the training set and test
set of the second layer through K-fold cross validation of the first layer learner, the KS value of each fold model
to the verification set is calculated; The KS value is used as the weight value to weight the prediction results
of the verification set and the test set, and then form the second layer of data set that has been differentiated
and weighted. Meanwhile, to prevent over-fitting, the experiment expanded the second layer input features,
and combined the original features with the differentiated weighted features as the input of the second layer
meta-learning machine. This method can also enhance the generalization ability. Its principle is displayed in
Figure 4.2.

For the selection of improved Stacking integration algorithm model, the first-level base learner selects the
integration model XGBoost and RF with strong prediction ability. The second layer selects the LR model with
simple structure and strong explanatory power. Because the selected model has many super parameters, the
above learner’s parameters can be optimized by grid search. A set of parameter combinations with the highest
AUC value of the above three models under the 50% cross-validation were determined. Figure 4.3 illustrates
the total structure.
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Fig. 4.3: Structure of the personal credit scoring model

The research briefly introduces the specific methods used. XGBoost algorithm is an integrated tree model
for distributed implementation. It owns the characteristics of fast running velocity, high prediction precision
and not easy to over-fit. XGBoost is composed of multiple CART trees. The latter tree will fit the residuals
of all the previous trees, and finally output the cumulative sum of the prediction results of all the trees. In the
training stage, the latter CART tree completes the training based on the previous CART tree. Suppose the
sample data set is (xi, yj), where xRm, yR;; x belongs to feature vector; y belongs to the label value. Define
XGBoost model as shown in formula 4.1.

ŷl =

K∑
k=1

fk(xi), fk ∈ F (4.1)

In formula 4.2, ŷi represents the predicted value of the i sample; K indicates the number of current CART
trees; xi represents the characteristic vector of the i -th sample; fk represents the predicted value of the i -th
sample on the k-th tree. The current sample’s output is the sum of all the predicted values of the CART tree.
The weight vector w and mapping relationship q of leaf nodes in the CART tree are defined as formula 4.2 .

ft(x) = wq(x) (4.2)

In formula 4.4, w denotes a one-dimensional vector with length T , representing the weight of each leaf
node of the tree q; q denotes the structure of a tree. The target function generated by each tree in XGBoost is
defined as formula 4.3.

Obj =
n∑

i=1

l(yi, ŷl) +

K∑
k=1

Ω(fk) (4.3)

In formula 4.5, the former term denotes the loss function, and the latter term denotes the complexity of the
tree. The number of current leaf nodes and L2 normal form constitute the complexity of the tree, as defined in
formula 4.4.

Ω(ft) = γT +
1

2
λ

T∑
j=1

w2
j (4.4)

The objective function of the i-th tree is shown in formula 4.5.

Obj(t) =
n∑

i=1

l(yi, ŷl) +

K∑
k=1

Ω(fi) =

n∑
i=1

l(yi, ŷ
(t)
l + ft(xi)) + Ω(fi) + constant (4.5)

Split the regular items. Because the structure of the previous t tree has been decided, the complexity of the
previous t− 1 tree can be expressed as a constant constant ; So in the above formula, only ft(xi) is a variable,
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and the rest are known quantities that can be calculated. Carry out second-order Taylor expansion of formula
4.5 to obtain the result as shown in formula 4.6.

Obj(t) ≈
∑n

i=1[l(yi, ŷ
(t−1)
l ) + gift(xi) +

1
2hif

2
t (xi)] + Ω(fi) + constant

gi = ∂ŷ(t−1)l(yi, ŷ
(t−1))

hi = ∂2
ŷ(t−1)

l(yi, ŷ
(t−1))

(4.6)

In formula 4.6, gi and hi are the first and second order partial derivatives of the loss function to y((t− 1));
Then divide all samples xi with the same category as the xi leaf node into the same sample set, and the
mathematical expression is shown in formula 4.7.

Ij = {i | q(xi) = j} (4.7)

Substitute the definition formula and complexity formula of the above tree into formula 4.8 to obtain formula 4.8.

Obj(t) ∼=
n∑

i=1

[gift(xi) +
1

2
hif

2
t (xi)] + Ω(fi) =

T∑
j=1

[
∑
i∈Ij

giwi +
1

2
(
∑
i∈Ij

hi + λ)w2
j ] = γT (4.8)

In formula 4.8,
∑

i∈Ij
gi and

∑
i∈Ij

hi are equivalent to the total of the first and second partial derivatives of the
samples contained in the leaf node j , which are two constants. Therefore, the above equation is a univariate
quadratic equation. Wherein,) wj is an independent variable; Obj((t) is a dependent variable. According to
the maximum formula, the leaf node j is optimal w∗

j as shown in formula 4.9.

w∗
j =

∑
i∈Ij

gi

−2× 1
2

(∑
i∈Ij

hi + λ
) = −

∑
i∈Ij

gi∑
i∈Ij

hi + λ
(4.9)

After obtaining the optimal leaf node w∗
j , the optimal objective function can be obtained for the fixed tree

structure, as shown in equation 4.10.

Obj(s) = −1

2

T∑
j=1


(∑

i∈Ij
gi

)2
∑

i∈Ij
hi + λ

+

 γT (4.10)

The value of the above formula is negatively correlated with the prediction ability of the model; The smaller
the value is, the stronger the prediction ability of the model is. GBDT is the representative model of integration
method, and its principle is shown in Figure 4.4.

GBDT will sum the gain generated by node splitting of CART tree, calculate its maximum correlation and
minimum redundancy, so as to filter features of features. Let the importance of feature j be J2

J , , as shown in
formula 4.11.

Ĵ2
J =

1

N

N∑
n=1

Ĵ2
J(Tn) (4.11)

In formula 4.11, N is the number of regression trees. Assuming J2
J(Tn) is the importance of the feature j

in a tree, the calculation process is written in formula 4.12.

Ĵ2
J(Tn) =

L−1∑
t=1

ĥ2
t l(vt = j) (4.12)

In formula 4.12, L − 1 is the number of non-leaf nodes contained in the CART tree; vt and h2
t represent

the characteristics associated with node t and the loss of the node in the splitting process.
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Fig. 4.4: Schematic diagram of GBDT

The RF uses the method of sampling back to randomly select data and features. It consist of multiple
CART decision trees in structure. Each decision tree is regarded as a weak learner. Assume that the total
number of samples in the original dataset D is n . It contains M characteristics. The number of decision trees
needed to build a RF model is k. The calculation of RF contains the extraction of training subset, the decision
tree’s construction, the RF’s generation, the classification and prediction test set and the output of final results.
The prediction result is calculated as shown in formula 4.13

T (x) = argmax

k∑
i=1

I(ti(x) = y) (4.13)

In formula 4.13,i is the predicted result of the ti(x) test set. The specific indicators used in this study
include AUC value, ROC curve and accuracy. AUC measures the relationship between the sensitivity of mobile
users’ English learning and the false positive rate under different thresholds, and its value ranges from 0 to 1,
and 0.5 indicates that the working state of the recognition model at this time is random guess. The closer the
AUC value is to 1, the better the performance of the model, which is a commonly used index to evaluate the
performance of the model. ROC curve is a graphical representation method to evaluate the performance of the
model. It draws the curve by changing the threshold of mobile users’ English learning status. On the ROC
curve, each point represents a different point in a specific learning mode. Each point on the curve corresponds
to a different performance of the English learning recognition model, and the area under the curve represents
the overall performance of the model. By observing ROC curve, we can choose the best threshold to achieve
the best performance of mobile users’ English learning pattern recognition model. In order to evaluate the
effectiveness of low-cost digital manufacturing system, this study first draws the cost-benefit of the traditional
manufacturing system according to ROC curve, and compares the cost and return of the two systems; Then
calculate their differences in production efficiency. At the same time, it is judged whether the production
efficiency of the manufacturing system reaches the standard through the production capacity indexes of the two
systems. For the effectiveness of low-cost digital manufacturing system in quality control, this paper compares
the product quality and defects of the two systems, and then evaluates the control ability of low-cost digital
manufacturing system. When the low-cost digital manufacturing system is superior to the traditional system
in terms of production flexibility, it shows that the low-cost digital manufacturing system can provide higher
degrees of freedom. In addition, the study also evaluates the environmental sustainability of low-cost digital
manufacturing systems. In this step, the energy consumption difference between the two systems is compared.
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(a) The curve of Logistics Regression
ROC

(b) The curve of Random Forest
ROC

(c) The curve of Logistics Regression
KS (d) The curve of Random Forest KS

Fig. 5.1: ROC, AUC and KS values of Logistics regression model and RF model

5. Result analysis.

5.1. Model prediction performance analysis. The research carries out experimental analysis on the
learning recognition model. The experimental evaluation indexes include AUC value, KS value and accuracy.
The optimized data set is divided into training set and test set. Wherein 70% as training set; 30% as test
set. The training set is used as the input of LR model and RF model. In the training process, the grid search
method is applied to adjust the parameters. In this study, the source of data is online learning platform. This
data set contains various behaviors and interactive data of users in the process of learning English. The purpose
of this study is to identify different learning modes by analyzing the learning behavior and learning data of
mobile users. Firstly, the collected learning data set is divided into training set and test set, and then the
integrated learning method is used to select the best parameter combination of training set. Finally, the test
set is used to evaluate the trained model. Through this evaluation method, the experimental results of model
improvement are obtained. Feature importance and IV value are commonly used feature selection methods to
evaluate the predictive ability of user behavior characteristics to English learning patterns. The importance of
features measures the contribution of features in the model, while the IV value measures the prediction ability
of features to target variables. When using feature importance and IV value for feature selection, the study
evaluates the predictive ability of user behavior characteristics to English learning patterns according to the
size of feature importance and IV value.

In this study, the test set will be predicted, and the ROC curve, AUC value and KS curve of the Golden Sine
(GS) model, Proportional Integral Derivative (PID) model, LR model and RF model will be compared with
them, as shown in Figure 5.1. The AUC value of the model under the combination of the processed training
set and the optimal parameters is 0.78. Figure 5.1b) shows that only when the test set threshold reaches 0.1
to 0.2 can the model have good discrimination; That is, within this range, KS value reaches the maximum
value, which is 0.427. Combined with the confusion matrix data, the prediction result of LR model is low. The
classification accuracy of the output results of a large number of samples is low. Therefore, when the threshold
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(a) The curve of XG BoostROC (b) The curve of XG BoostKS

Fig. 5.2: ROC, AUC and KS values of XGBoost

Table 5.1: Confusion matrix for Stacking

Model
Correctly predict the result

Login days Daily average
login times

Recitation
amount

Daily average
reciting vocabulary

<30 30-60 60< <3 3-5 5< <200 200-500 500< <20 20-50 50<
Traditional Stacking 35657 52397 12508 65144 28779 9541 41212 58194 9629 71758 37697 5914
Improved Stacking 35897 52482 12585 65235 28946 9652 41256 58426 9714 71912 37764 5976

set by the model is greater than 0.2, the judgment result of the model is not reliable. ROC curve, AUC value
and KS value after RF model test are shown in Fig. 5.1c and 5.1d. The model’s AUC value after parameter
adjustment and data processing is 0.83; The KS value is 0.534, and the probability threshold of the maximum
KS is between 0.05 and 0.15. The ROC curve and KS value also show that the stochastic forest model performs
better discrimination than the Logistic model.

As shown in Figure 5.2, the model’s AUC value is 0.85 and the KS value is 0.553. When the threshold
reaches the range of 0 to 0.2, the KS value reaches the maximum. Compared with LR model and RF model,
XGBoost model has better performance in classifying samples. In addition, the sample prediction probability
distribution of XGBoost is more uniform than that of LR model. The distribution results are also more
reasonable, indicating that the model has better discrimination.

Conduct grid search on the Stacking model, and input the training set into the two kinds of Stacking models
for training. The experiment predicts the test set, and the resulting confusion matrix is shown in Table 5.1. In
the improved Stacking model, 37764 samples were correctly identified on the samples with more than 20 but not
more than 50 memorized words per day; In the case that the number of words recited per day is less than 20,
71912 samples were correctly identified; On the samples with more than 50 words memorized daily, it correctly
identified 5976. Compared with the confusion matrix of the traditional Stacking model, the improved Stacking
model has a stronger ability to distinguish user learning patterns. According to the formula, the accuracy of
the improved Stacking model is 91.29%; The accuracy of traditional Stacking model is 90.71%.

ROC curve and AUC value are shown in Figure 5.3. The ROC curve of the improved Stacking model is
smoother than that of the three single models; Its AUC value is 0.85, which is the same as XGBoost; The
improved Stacking model has better performance than the traditional Stacking model, LR and RF model. The
KS value of the model is 0.583; When the threshold is about 0.1, KS gets the maximum value.

5.2. Comparative analysis of models. LR, RF, XGBoost and traditional Stacking models were selected
as the baseline models for the performance evaluation of the optimization model; The indicators for comparison
include AUC, KS and accuracy.

As shown in Table 5.2, the AUC value, KS value and precision of the improved Stacking model built in
the study are 0.85, 0.582 and 91.29% respectively. The improved Stacking model has the highest prediction
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(a) Improved Stacking Model
ROC’S

(b) Tradtional Stacking Model
ROC’S curves

(c) Improved Stacking Model KS’S
curves

(d) Traditionla Staking model KS’s
Curves

Fig. 5.3: Comparison between improved Stacking model and traditional Stacking model

Table 5.2: Comparison of integrated model evaluation indicators

Model AUC KS Accuracy rate
LR 0.78 0.426 89.46%
RF 0.83 0.533 90.04%

XGBoost 0.85 0.553 90.11%
Traditional Stacking 0.84 0.556 90.71%
Improved Stacking 0.85 0.582 91.29%

accuracy; Compared with the single model, it has improved to different degrees. On the AUC value of the
indicator, the improved Stacking model and XGBoost model are the same; Compared with traditional Stacking
model, LR and RF model, it has been greatly improved. In terms of the key indicator KS value, the improved
Stacking model also has a significant improvement compared with other models. From the comprehensive index
data, compared with the traditional Stacking model and the single model, the improved Stacking model built
for user learning mode has better discrimination and performance. This verifies the effectiveness of the model
in the field of online English education APP user classification.

To verify the effectiveness of the multi-dimensional feature screening strategy, the experiment input the
pre screening data into the single model, the traditional Stacking model and the improved Stacking model for
training respectively. In the experiment, the AUC value, KS value and accuracy rate are also applied. Table 5.3
demonstrates the final results. From Table 5.3, the AUC, KS and precision of the data set before screening
have decreased compared with the data after screening after training by inputting the data set before screening
into Logistics, RF, XGBoost, Traditional Stacking Model and Improved Stacking Model. In particular, the key
indicators KS value and AUC value have significantly decreased. This shows that the feature filtering strategy
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Table 5.3: Pre-feature screening model indicators

Model AUC KS Accuracy rate
LR 0.76 0.404 87.75%
RF 0.80 0.515 89.87%

XGBoost 0.81 0.534 89.16%
Traditional Stacking 0.81 0.530 89.71%
Improved Stacking 0.82 0.552 90.34%

proposed by the research can be used to optimize the recognition of user learning patterns [21, 22, 23], and it
has a good effect on improving the model discrimination and accuracy.

6. Conclusion. Recently, learning behavior analysis based on mobile platform data has attracted more
and more attention. This study uses feature importance and IV value to grade feature variables layer by layer.
Meanwhile, the experiment adopts the integrated learning method, and improves the Stacking integration
algorithm with the differentiation weighting and feature extension combined with the recognition of learning
patterns. The experiment compared the effect of the model trained by the data set before and after screening,
and found that the AUC value, KS value and prediction accuracy of the model built after the screening strategy
designed by the research institute were improved. The results demonstrated that the strategy is efficient in
improving the performance of the credit scoring model. The comprehensive experimental results indicate
that compared with the single model and the traditional Stacking model, the improved Stacking model has
advancement in AUC value, KS value and prediction accuracy; The AUC value is 0.85, the KS value is 0.582,
and the accuracy rate is 91.29%. Therefore, this method is more effective than the previous methods and can
provide reference for mobile users’ English learning pattern recognition. However, there are few characteristic
variables screened out in the current study. Further mining is needed in the future to obtain more accurate
analysis models. This study is only aimed at online users’ English learning pattern recognition, and the research
on using social networks and social learning theory is still insufficient. Incorporating social factors into mobile
users’ English learning pattern recognition model can analyze users’ interactive behavior in social networks and
the influence of learning communities, so as to promote cooperative learning and knowledge sharing among
users. This study is also of great significance to the study of mobile users’ English learning mode, and will be
carried out gradually in future research.
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Subject Number�220606441100534.
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