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VIRTUAL REALITY SCENARIO ANALYSIS OF ART DESIGN TAKING INTO ACCOUNT
INTERACTIVE DIGITAL MEDIA PATTERN GENERATION TECHNOLOGY

YUN LIU ∗

Abstract. In art design, 3D printing technology is crucial, and more and more creators conceive scenes using 3D modeling
software to get a three-dimensional and beautiful work. Due to the large amount of noise and redundant points in the raw data
collected during the modeling process, the generation speed and rendering effect of 3D models are reduced. Given the above
problems, the study designed an interactive 3D lightweight modeling system based on the combination of hand-drawn sketching
and laser 3D scanning based on the streamlined algorithm. The experimental results showed that when the hand-drawn speed
was 300, the number of triangular slices, model size, and time required to generate the model of the hand-drawn sketching model
based on the streamlined algorithm were reduced by 67.39%, 65.48%, and 63.79%, respectively. In the real-time point cloud data
streamlining process of the laser 3D scanning model, the point cloud data reduction ratio and the streamlining goodness index
of the point cloud streamlining algorithm are 71.99% and 3.06%, respectively. The system performance is robust, and the data
processing speed and rendering effect are good.

Key words: : hand sketching, laser scanning, Three-dimensional modeling, real-time resampling, latitude and longitude line
refinement method

1. Introduction. Virtual and real is an important aesthetic principle in art creation, and its application
to artworks can effectively highlight the uniqueness of the works [4]. With the popularization of 3D printing
technology, the art design based on virtual reality is no longer satisfied with the traditional drawing on paper,
but gradually developed into three-dimensional modeling works [19, 18]. 3D modeling works with complete
details, and more comprehensive treatment of reality and darkness can better help the public to understand
the three-dimensional artworks and facilitate the appreciation of the works from multiple perspectives [16].
Traditional 3D modeling has a high threshold, its data is less streamlined, and the resulting 3D model is less
well rendered, which cannot meet the public’s and designers’ needs. Hand-drawn sketch (HS) 3D modeling
based on digital boards is interactive and real-time, but there are more noise and redundant points in the
collected data, affecting the model’s rendering effect [15]. Laser Scanning (LS) is to obtain 3D point cloud
data by measuring the physical surface; this modeling method has high measurement speed and accuracy, but
too much data collection is not conducive to network data transmission [13, 17]. To address the problem
of high data density, noise, and redundancy, the study proposes an interactive three-dimensional lightweight
(ITL) modeling system that combines HS and LS based on traditional 3D modeling. The first point is that the
research uses a real-time streamlining algorithm to streamline the noise and redundant points in the collected
data, to ensure the rendering effect of the model; the second point is that the HS and LS modeling methods are
integrated into the traditional 3D modeling, and the online ITL modeling system is obtained. The structure of
the research is divided into four main parts, the first part is a review of related research results; the second part
is based on the design of HS and LS models and the integration of HS and LS into traditional 3D modeling
to obtain the ITL modeling system; the third part is the validation of the effectiveness of the modeling system
proposed by the research; the last part is the summary of the research results. Table 1.1 lists technical terms
involved in the study.

2. Related works. Traditionally, 3D modeling is mostly based on the function menu and icons of software
pages, using a keyboard and mouse to create regular geometry models. However, this kind of human-computer
interaction based on a keyboard and mouse is poor and cannot meet the popular demand. To improve the
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Table 1.1: Technical Terminology Involved in the Research

Technical terminology Meaning
HS Hand-drawn sketch
LS Laser Scanning
ITL interactive three-dimensional light-weight
SWR Sliding Window Reduction
CR the streamlining ratio
Emax The local maximum distance error
Ei The overall length error
SCS Single-stroke Closed Sketch
SUS Single-stroke Unclosed Sketch
LALS Latitude And Longitude Simplification
Rr The reduction ratio
Edis The streamlining error
FOMa The streamlining goodness index
Ts The point cloud streamlining processing time
RF The model size reduction ratio
ETBL The light-weighting error
FOMb The goodness of light-weighting index
TR The generated model time

retrieval speed and human-computer interaction of 3D models, Shi X et al. designed an HS-based 3D retrieval
algorithm, which simulates the ganglion perception mechanism in the retina and uses support vector machines
to optimize the retrieval results. The experimental results show that the HS-based 3D retrieval algorithm can
improve the retrieval accuracy [12]. Bai J et al. propose an end-to-end HS 3D model retrieval method based
on joint embedding of spatiotemporal information to improve the retrieval effect, and the simulation results
confirm the feasibility and effectiveness of the retrieval method [2]. Ito T et al. propose an end-to-end HS
3D model retrieval method based on joint embedding of spatio-temporal information to improve the retrieval
effect. (CAD) The system’s editing operation of drawing strokes can only target a single geometric object at a
given time, and a general HS page-based 2D CAD system was proposed. It is shown that the HS-based CAD
system is practical and convenient for beginners to operate and use [6]. Sarvadevabhatla R et al. proposed a
deep neural model based on the incremental accumulation of HS stroke sequences as visual data, which can
generate guesswords in response to HS and thus amplify the ability of intelligent machines to imitate humans.
Experimental results demonstrate that the model can effectively respond to HS [11]. Donati L et al. designed a
Pearson correlation-based line extraction algorithm and unbiased refinement algorithm for accurate and reliable
vectorization of HS to construct 3D models, and simulation results confirm that the algorithm can efficiently
and quickly complete HS vectorization [9].

Fancourt H et al. designed a fast 3D computerized shape analysis method to improve the classification
efficiency of mixed skeletons and streamline the amount of 3D point cloud data for whole bone matching
of 14 test samples [5]. Pistilli F et al. designed a deep learning algorithm using a graphical convolutional
neural network to reduce noise and remove outlier points from point cloud data. The study was compared
with other denoising methods. The algorithm can effectively deal with irregular regions and point cloud
alignment invariance problems and construct complex domain graph feature hierarchies based on the similarity
feature of points [10]. Zhang Z H designed a curvature and random filtering-based point cloud denoising
algorithm to remove obvious noise points and random noise points in point cloud data and also used a bilateral
filtering algorithm to perform point cloud smoothing after using this algorithm for denoising. The simulation
results show that the error of the point cloud data processed by the denoising algorithm is smaller than that
of the unprocessed point cloud data, confirming the algorithm’s reliability [20]. Wu Q et al. proposed a
linear LS-based method to measure the thickness of the thermal protection layer of solid rocket motors to



Virtual Reality Scenario Analysis of Art Design Taking into Account Interactive Digital Media Pattern Generation Technology2413

determine the thickness of the thermal protection layer of solid rocket motors. They used the octree-based
streamlining algorithm to denoise and simplify the collected point cloud data. The results confirm that the
linear LS and the octree-based streamlined algorithm are robust and can effectively measure the thickness of the
thermal protection layer [14]. Chen H designed a point cloud denoising network combining recurrent network
structure, convolutional neural network-based multi-scale feature aggregation module, circular propagation
layer, and feature perception for denoising the 3D point clouds captured by depth cameras and 3D scanners.
The experimental results demonstrate the superior performance of the denoising network and significantly
improve the denoising efficiency of the point cloud data [3].

In summary, there are many research results on HS and LS modeling, but data processing based on HS
modeling mainly focuses on segmentation and retrieval of HS and rarely involves real-time data streamlining; the
data processing time of the point cloud denoising algorithm based on LS modeling is long, and the streamlining
effect also needs to be improved. To address the problem of the modeling data streamlining effect being less
than ideal, the study designs an ITL modeling system combining HS and LS based on traditional 3D modeling.

3. Methods. The acquisition of raw data is the prerequisite and foundation of 3D modeling, but in the
acquisition process, there is more noise and a redundant amount of raw data memory. To improve the modeling
real-time speed and rendering effect, the study introduces the streamlining algorithm to streamline the data
in real time, and the chapter focuses on the design of the HS model and LS model based on the streamlining
algorithm.

3.1. Establishment of HS model based on real-time data streamlining. As a common interactive
model, the HS data essence is a series of discrete point series composed of auxiliary information such as serial
number, time stamp, and speed. A large amount of noise and redundant points exist in the raw HS data, which
can affect the data transmission within the system and thus degrade the quality of 3D modeling. To reduce
the redundant data in HS, the study utilizes the chord length limit method to resample the data acquisition
process in real-time [7]. The real-time resampling process of the chord length limit method is as follows, firstly,
sketch and acquire the sketch trajectory start point P1, then move the digital pen to acquire the trajectory
point P2 and calculate the chord length l12 of P1P2, to determine whether the chord length l12 is larger than the
threshold value lε. If the chord length is larger than the threshold, keep P2 as the starting point and calculate
the chord length l23, if the chord length is smaller than the threshold, delete the point and calculate the chord
length l13 until the chord length is larger than the threshold. The threshold value of lε is given in equation (1).

lε = χ ·

(√
l2m + w2

m

dm · dpi
+ n

)
(3.1)

In equation 3.1, χ is the data streamlining factor, which takes the value of [0.6, 1.2]. lm The horizontal resolution,
vertical resolution, and diagonal length of the monitor are represented by wm4 and dm, respectively. n is the
parameter that controls the ratio of ppi and dpi, where ppi and dpi are the monitor pixel density and standard
pixel density, respectively, and dpi = 160px/inch [8]. After real-time resampling, non-critical vertices in the
original data can still be streamlined. To address this problem, the study invokes the length error El to replace
the discrete point local curvature and designs a Sliding Window Reduction (SWR) algorithm to streamline the
resampled data in real-time. The length error El is shown in equation (2).

El = (Lsum − L) /Lsum × 100% (3.2)

In equation (3.2),L and Lsum represent the length of the line segment at the first and last endpoints within the
sliding window and the sum of the lengths of the line segments between two adjacent points, respectively. The
expression of the SWR algorithm is shown in Figure 3.1.

Figure 3.1(a) and Figure 3.1(b) show the sliding window-based length error limit algorithm and the ver-
tical distance limit algorithm, respectively. The length error limit algorithm initially removes the obvious
redundant points, and the vertical distance limit algorithm precisely removes the remaining redundant points.
The study first determines the coordinates of each vertex in the sliding window, when the window slides to
[P3, P4, P5, P6, P7], the equation of the line P3P7 is cx− y + d = 0, where the expressions of c and d are shown
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Fig. 3.1: Schematic diagram of length error limit algorithm and vertical distance limit algorithm based on
sliding window

in equation (3.3). {
c = y7−y3

x7−x3

d = y3 − y7−y3

x7−x3
x

(3.3)

The study also needs to calculate the distances d4,d5 and d6 from the points P4,P5 and P6 in the window
to the line P3 P7 , see equation (3.4). 

d4 = |cx4−y4+d|∣∣∣√c2+(−1)2
∣∣∣

d5 = |cx5−y5+d|∣∣∣√c2+(−1)2
∣∣∣

d6 = |cx6−y6+d|∣∣∣√c2+(−1)2
∣∣∣

(3.4)

The study compared d4 ,d5 and d6 with the vertical distance threshold dε, respectively, to obtain d4 <
dε, d5 > dε, d6 < dε . Therefore,P5 was chosen as the splitting point to split the sliding window into two parts,
and a key vertex was added to the initial refinement to obtain significantly improved refinement results. The
vertical threshold dε is determined in equation (3.5).

dε = γ · η · (L/Lsum + ω) · 300

v + 150
(3.5)

In Eq. (3.5), γ and η denote the streamlining control factor and error sign change factor, respectively. γ takes
the values of [0.5, 1.5] and β takes the values of 0.5 or 1. ω is the factor to correct L/Lsum . The study uses the
streamlining ratio CR , the local maximum distance error Emax, and the overall length error El to evaluate
the streamlining effect of the SWR algorithm, see equation (3.6). CR = N/C

Emax = max1≤i≤n ei
Ei = (Ln/Lc) ∗ 100%

(3.6)
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Fig. 3.2: HS 3D Lightweight Modeling Process

In Eq. (3.6),N and C denote the number of vertices before and after streamlining, respectively; ei denotes the
vertical Euclidean distance from a vertex of the original data to the streamlined curve; Ln denote the total length
of the original HS trajectory and the total length of the streamlined data, respectively. After the streamlining
of HS data, the study needs to stretch the processed data to generate 3D models.z = 0 Stretching sketch 3D
modeling is mainly divided into Single-stroke Closed Sketch (SCS) and Single-stroke Unclosed Sketch (SUS)
3D modeling. The 2D contour points are Sm = {Pi : (xi, yi, zi) , i = 1, 2, 3, · · ·,m, zi = 0}, which are stretched
in the positive direction of Z-axis, see equation (3.7). x = x

y = y
z = z + h× d, i ∈ N

(3.7)

In Eq. (3.7),d and h are the stretch length and the number of copy translation layers, respectively, and the
expression of the stretched 3D point cloud model is shown in Eq. (3.8).

Sgm =


P01 (x1, y1, 0) P02 (x2, y2, 0) . . . P0m (xm, ym, 0)
P11 (x1, y1, 0) P12 (x2, y2, h) . . . P1m (x1, y1, h)

. . . . . . . . . . . .
Pg1 (x1, y1, g ∗ d) Pg2 (x2, y2, g ∗ d) . . . Pgm (xm, ym, g ∗ d)

 (3.8)

g = D/d in Eq. (3.8) is rounded. Since the beginning and end of SUS are not connected, it is not possible
to obtain a closed 3D point cloud directly. The study transforms SUS into a closed figure by the offset point
coordinate calculation method, and then follows the SCS stretching to generate a 3D point cloud method, so as
to obtain the 3D modeling of SUS. The HS modeling process is mainly divided into four stages: sketch input,
data pre-processing, data refinement, and model generation and editing, see Figure 3.2.

The modeling process in Figure 3.2 is as follows: first, the sketch data are collected by connecting the
digital board, and the collected data are pre-processed by noise reduction, closure and real-time resampling
using the ontology client, then the sampled data are streamlined by using the SWR algorithm, and finally they
are input to the client browser to generate a lightweight 3D model.

3.2. Integration and Improvement of HS and LALS-LS ITL Model Construction. In addition to
using HS for 3D modeling, the study uses LS equipment to obtain scan line point cloud data for 3D modeling[20].
There are more redundant points in the scan line point cloud data, so the data need to be streamlined by the
Latitude And Longitude Simplification (LALS) method before actual use. The LALS method provides an
efficient and accurate solution for point cloud data processing by combining meridian simplification based
on chord height and latitude refinement based on adaptive layering. This method can effectively alleviate
the problem of local hollowing in point clouds caused by chord height and angle deviation methods, while
significantly reducing noise in point cloud data. Through adaptive layered slicing, the LALS method optimizes
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Fig. 3.3: Schematic diagram of point cloud LALS method

data reduction in the latitude direction, ensuring the integrity and accuracy of point cloud data and thereby
improving the quality and efficiency of 3D modeling. In addition, the efficiency and accuracy demonstrated by
this method in processing large-scale point cloud data greatly improve the reliability of subsequent 3D modeling
and analysis. The point cloud LALS method is shown in Figure 3.3.

The LALS method in Figure 3.3 is mainly divided into the angle-chord height-based point cloud meridian
refinement and the adaptive stratification-based latitude refinement method. The angle-chord height-based
point cloud meridian streamlining method can improve the problem of local hollowness in the point cloud
due to the deletion of too many points by the chord height method and the angle deviation method without
significantly increasing the number of retained points and effectively remove the noise in the point cloud meridian
direction. The adaptive layering-based weft line refinement method first requires adaptive layered slicing in the
direction perpendicular to the scan line. Let the longitude line be parallel to z axis, and the latitude line be
parallel to xoy plane, then the point cloud layering direction is z axis direction, and the layering position is
determined in equation (3.9).

Zi =


Zmax, i = 0∑i

j=1 o+ Zmin, Zi ≤ Zmax

Zmax, Zi > Zmax

(3.9)

In Eq. (9),o and Zi are the layered thickness of the point cloud and the end position of the point cloud in
the i layer, respectively. Zmax and Zmin denote the maximum and minimum values of the Z coordinates.
After the adaptive layering process, the point cloud has a certain thickness and width. In order to reduce the
computational effort, the projection method is used to extract the outer contour of the sliced point cloud data
instead of the curve fitting method to improve the overall efficiency of the algorithm, and the projected planar
sliced point cloud is stored in a data structure similar to the image raster grid column. For a sliced point cloud
withn points p (xi, yi) , the point cloud is minimally enclosed by a rectangle of L × H and the rectangle is
divided into an array of cells of a× b , where the cell located in the i row and j column is noted as Kij , and
the expression of Kij is given in equation (3.10).

Kij = (i− 1) · L+ j (1 ≤ i ≤ a, 1 ≤ j ≤ b) (3.10)
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The formula for the cell number Fi and column number Pi where any point p (xi, yi) is located is shown in
equation (3.11). {

Fi = int [(xi − xminn ) /(L/b)]
Pi = int [(yi − ymin ) /(H/a)]

(3.11)

In the formula (3.11), int [] indicates the rounding function,L/b and H/a indicate the length and width of the
cell respectively, and the serial number of the cell K (pi) see formula (3.12).

K (pi) = (Fi − 1) · L+ Pi (3.12)

After the gridding of the sliced point cloud data, the study also needs to use image processing techniques for
binarization. In the process of gridding and binarization of the sliced point cloud data, the size of the grid size
Scell = L/a = H/b directly determines the final degree of streamlining, and the formula for calculating Scell is
given in equation (3.13).

Scell = ξ

√
(xmax − xmin ) (ymax − ymin)

n
(3.13)

In Eq. (3.13), n and ξ denote the number of sliced points cloud data points and the scale adjustment factor,
respectively, where ξ is mainly used to adjust the grid edge size. To comprehensively evaluate the streamlining
effect of the LALS algorithm, the reduction ratio RV , the streamlining error Edis and the streamlining goodness
index FOMa are introduced in Eq. (3.14). RV is defined as the volume ratio between the original and simplified
datasets, mainly quantifying the degree of volume reduction during the data simplification process. Edis

measures the difference between the simplified dataset and the original dataset, reflecting the impact of the
simplification process on data integrity. FOMa is a comprehensive performance indicator that evaluates the
effectiveness of algorithm simplification by considering both reduction rate and simplification error, to balance
the efficiency of data simplification and the accuracy of results.

RV = V1−V2

V1
∗ 100%

Edis =
1
V2

∑
p∈S2

d (p, S1)

FOMa = RV

Edis·TS

(3.14)

In Eq. (3.14), V1 and V2 denote the number of streamlined point clouds before and after streamlining, respec-
tively, d (p, S1) denotes the Euclidean distance from a point in the point cloud S2 to the nearest point in S1,
and TS is the point cloud streamlining processing time. Based on the final streamlined data, it is optimized by
preliminary triangulation and minimum internal angle maximum criterion, and the final LS lightweight model
is obtained. The LS lightweight modeling flow is shown in Figure 3.4.

The modeling process in Figure 3.4 consists of four steps: point cloud acquisition, point cloud preprocessing,
point cloud refinement, and network reconstruction, firstly, the point cloud data is obtained by accessing the
measurement equipment to scan the object, and then the point cloud data is preprocessed by the ontology
client, and then the final refined point cloud data is obtained by adaptive layering and projection, and then
the final LS lightweight model is obtained by fast triangulation and mesh optimization of these refined data.
The evaluation of the lightweight effect of the ITL model can be expressed by the model size reduction ratio
RF , the lightweight error EV ol, and the goodness of lightweight index FOMb, as shown in equation (3.15).
RF is used to measure the ratio between the size of the lightweight model and the original model, which can
reflect the reduced storage requirements during the lightweight process. EV ol refers to the degree of difference
in output results between the lightweight and original models used to evaluate the impact of lightweight on
model performance. FOMb is a comprehensive evaluation indicator that quantifies the overall effect of the
lightweight process by balancing the model size reduction rate and lightweight error, to find the best balance
between lightweight and performance loss.

RF = F1−F2

F1
∗ 100%

EV ol =
|V ol1−Vol|

V ol1
∗ 100%

FOMb =
RF

EV ol·TR
∗ 100%

(3.15)
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Fig. 3.4: LS lightweight modeling process

Fig. 3.5: 3D modeling process under different interaction modes

In Eq. (3.15), F1 and F2 denote the generated model file size before and after streamlining, respectively, V ol1
and V ol2 denote the generated model volume before and after point cloud streamlining, respectively, and TR

is the generated model time. For the needs of 3D modeling, the study constructs a combined HS and LS ITL
modeling system based on traditional geometric modeling, see Figure 3.5 [1].

Figure 3.5 modeling process is as follows, first of all, Different modeling methods are selected according to
the modeling objects, the regular geometric shape selected traditional 3D modeling, irregular shape selected HS
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Table 4.1: Experimental parameter setting

Model Parameter selection

HS
Iε EI dε
χ n ε1 ε2 γ η ω
1.0 0.5 1% 5% 1.0 0.5 0.5

LS h D D α δ η
0.1mm 123.8 mm 0.74mm 15° 0.45mm 0.4

modeling, need to reverse the existing physical creation of data models selected LS modeling. After the study
determines the modeling method and the initial model, it is necessary to use the 3D model online interactive
editing to improve the model construction further, to get the final ITL modeling system. ITL modeling system
can record the real three-dimensional information of the scene and input it into the system to create a data
model in reverse, then scale, rotate, and translate the scene in the system to highlight the contrast between
reality and reality of artworks.

4. Results. To validate the performance of the ITL modeling system, the study conducts experiments
on HS and LS models separately. This section focuses on preparing the experimental data and analyzing the
performance of both models based on the streamlining algorithm.

4.1. ITL modeling system experimental data preparation. In the experimental data preparation
stage, to comprehensively evaluate the adaptability of the model processing algorithm to different geometric fea-
tures, the selected experimental graphics of the HS model include the number 8-shaped, multi-arc, chromosome,
and serrated leaves. The experimental object of the LS model is the Stitch model 70.2mm×84.7mm×123.8mm,
which was selected because its complexity is moderate and can effectively test and demonstrate the performance
of the algorithm when dealing with practical models with a certain level of complexity. The parameters of the
HS and LS models were set, as shown in Table 4.1.

In Table 4.1, h is the highest accuracy of the 3D scanner, D is the height of the Stitch model as the scanned
object, d , α and δ denote the chord height threshold, angle threshold and maximum radial width threshold,
respectively, and the number of vertices of the point cloud model is 42852 when ξ=0.4 is used. Sampling (RS)
method, Uniform Grid (UG) method, Discrete Curvature (DC) method and Local Density (LD) method are
used to compare with the LALS algorithm. The evaluation metrics based on HS model are resampling ratioSR
,CR ,Emax ,El, ηF , and ηS . The evaluation metrics based on the LS model are data simplification metrics
RV and RF , accuracy metrics Edis and EV ol , runtime metrics TS and TR , and goodness indices FOMa

and FOMb. The experimental parameter settings in Table 1 aim to provide consistent evaluation criteria for
the HS model and LS model. The setting of HS model parameters reflects the adaptability and flexibility
of the algorithm when processing point cloud data with different shapes. In order to ensure that sufficient
model details are captured, and considering computational efficiency and practicality of model processing, the
LS model parameters were selected with the values shown in Table 1.1. By setting these parameters and
selecting diverse experimental subjects, the study aims to comprehensively evaluate the performance of various
algorithms in data simplification, accuracy preservation, and computational efficiency.

4.2. Performance analysis of HS model based on resampling and SWR algorithm. To verify
the performance of the real-time resampling algorithm of the HS model, the study plots the contour curves of
four graphs at the speed of 150px/s , 2004px/s , 300px/s , 400px/s , and 500px/s respectively.

Figure 4.1 shows the real-time resampling results for the four shapes.SR decreases as the hand-drawing
speed increases over a range. When the hand-drawing speed is 150 px/s, the value of SR is 3.09 for chromosome,
3.05 for figure-8, 3.04 for saw tooth leaf, and 2.93 for multi-circle arc. When the hand-drawing speed is 500px/s
, the value of SR is 1.01 for chromosome, 1.02 for figure-8, 1.01 for sawtooth leaf, and 1.00 for multi-circle arc.
It is proved that the real-time resampling algorithm can effectively reduce the amount of redundancy in the
original data.

To verify the effectiveness of the SWR algorithm, the data refinement results of the four figures at different
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Fig. 4.1: Real-time resampling results of four graphs

Table 4.2: Generation time of HS 3D model

Time/ms Figure 8 Chromosome-shape Multiple semicircles Leaf-shaped

Before streamlining Total time 1285 2101 2361 3524
Mean time 264 425 474 716

Streamlined Total time 481 801 932 1253
Mean time 97 164 174 251

Reduce percentage 65.53% 61.41% 63.29% 64.94%

hand-drawing speeds are shown in Fig. 4.2. Fig. 4.2(a) shows the variation curves of for the four figures. The
mean values of CRCR for the figure- 4.3, chromosome, multicircular arc, and serrated leaf shapes are 3.67, 3.85,
3.61, and 3.82. Fig. 4.2(b) shows the variation curves of Emax for the four sketches. The mean values of for
the figure- 4.3, chromosome, multicircular arc, and serrated The mean values of Emax are 0.75, 1.33, 1.43, and
1.05 for figure- 4.3, chromosome, multi-circular arc, and serrated leaf shapes, respectively. Figure 4.2(c) shows
the variation curves of El for the four sketches, and the values of El are 0.98%, 2.80%, 3.71%, and 3.02% for
figure- 4.3, chromosome, multi-circular arc, and serrated leaf shapes, respectively. It can be seen from the figure
that the overall error and local error of the figure 8 shape are smaller than the other three sketches.

Figure 4.3 shows the 3D model lightening results of different shapes before and after data refinement at a
hand-drawing speed of 300px/s , where F1, F2, S1 , and S2 indicate the number of triangular surface pieces
and model size before and after data refinement, respectively. Figure 4.3(a) shows the results of F1, F2 ηF
for the four graphical generation models. The values of F1 are 1541, 2580, 3016 and 3874 for figure- 4.3,
chromosome, multi-circular arc and sawtooth leaf shapes, respectively; the values of F2 are 490, 768, 965 and
1428, respectively; and the values of ηF are 68.20%, 70.23%, 68.00% and 63.14%, respectively. Figure 4.3(b)
shows the S1, S2 and ηS results for the four graphical generation models. The values of S1 , S2 and ηS are
77.7KB, 26.3KB and 66.11% for the figure- 4.3 shape respectively, the values of S1, S2 and ηS are 128.4KB,
41.2KB and 67.91% for the chromosome shape respectively, the values of S1, S2 and ηS are 150.4KB, 52.3KB
and 65.23% for the multicircular arc shape respectively, and the values of S1 , and for the serrated leaf shape
respectively, S2and ηS are 191.6KB, 71.5KB, and 62.68%, respectively. To verify the fluency of the HS model
based on the SWR algorithm, the model generation time before and after the streamlining of 10 sets of HS data
was selected for the study, and the average value was taken as the final result, which is shown in Table 4.2.

Table 4.2 shows the experimental results of the time required for the four graph generation models. The
average time before and after streamlining for the figure-8 shape is 264 ms and 97 ms, respectively; the average
time before and after streamlining for the chromosome shape is 425 ms and 164 ms, respectively; and the
average time before and after streamlining for the multi-circle arc shape is 474 ms and 174 ms, respectively.
The average time reduction percentages for each graph are 65.53%, 61.41%, 63.29%, and 64.94%, respectively.
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Fig. 4.2: Real-time reduction results of four graphics

Combining these results, it can be concluded that the SWR algorithm proposed in the study can effectively
improve the model data processing speed.

Figure 4.4 shows the comparison of the effects of the 3D models generated before and after data reduc-
tion for the sketches of ”Number 8”, ”Colored Body”, ”Multi Circular Arc”, and ”Sawtooth Leaf”. Through
simplification, the model significantly reduces the amount of data while retaining key geometric features and
overall shape. This not only improves the processing and rendering speed of the model but also optimizes
storage efficiency while ensuring high-quality visual representation. In addition, the simplified model still has
rich details and accurate morphology.

4.3. Analysis of LS model application based on LALS algorithm. In order to comprehensively
compare the performance advantages and disadvantages of LALS algorithm with other algorithms, the study
was conducted by scanning the physical objects to obtain 152, 944 point clouds of raw data, and experiments
were conducted using RS, UG, DC and LD, and the experimental results are shown in Figure 4.4 and Figure 4.5.

Figure 4.5 shows the performance comparison results of five algorithms in point cloud refinement processing,
including the comparison of reduction rate RV 4 and simplification error Edis (Figure 4.5 (a)), as well as the
comparison of processing time TS and simplification goodness index FOMa (Figure 10 (b)). In terms of
RV , LALS, RS, UG, DC, and LD algorithms exhibit similar performance, reaching 71.99%, 71.95%, 71.88%,
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Fig. 4.3: Lightweight results of the model before and after data reduction

71.94%, and 71.97% respectively, indicating that these algorithms have similar efficiency in reducing data
volume. However, on Edis, the performance of the LALS algorithm is superior to other algorithms, with a
value of 0.1724mm, which is lower than the error values of RS and UG (0.2688mm and 0.2609mm, respectively),
but slightly higher than the DC and LD algorithms of 0.1167mm and 0.1104mm, indicating that the LALS
algorithm has better performance in maintaining the accuracy of point cloud data. TS and FOMa further
evaluated the comprehensive performance of the algorithm. The processing time of the LALS algorithm is
1.363 seconds, slightly higher than that of the RS and UG algorithms, but the highest FOMa value is obtained,
reaching 3.06, reflecting its good balance between efficiency and refinement effect. In contrast, although the
processing time of DC and LD algorithms exceeds 2 seconds, their FOMa values are 2.74 and 2.88, respectively,
indicating that they have lower efficiency while maintaining high refinement effects. As a result, the LALS
algorithm has shown relatively balanced performance in point cloud refinement tasks, especially in maintaining
low simplification errors and achieving high simplification goodness indicators.

Figure 4.6 shows the performance of five different algorithms in model lightweight tasks. Figure 4.6 (a)
evaluates the model from two dimensions: reduction factor RF and additional volume ratio EV ol. In terms
of RF , the performance of algorithms is similar, with the RS algorithm accounting for 70.14%, slightly better
in reducing model volume. The lowest RF of the LD algorithm is 69.65%. In terms of EV ol, the DC and
LD algorithms perform well, with values of 0.0252% and 0.0236%, respectively, indicating that these two
algorithms minimize additional changes to the model shape while reducing the model volume, maintaining high
fidelity of the original model. Figure 4.6 (b) further compares the results of processing time TR and lightweight
optimization index FOMb, revealing the relationship between algorithm efficiency and lightweight quality. In
terms of TR, the LALS algorithm significantly outperforms other algorithms with a processing time of 3.405
seconds, while the processing time of RS, UG, DC, and LD algorithms exceeds 4 seconds, indicating that the
LALS algorithm has higher computational efficiency while maintaining lightweight performance. From the
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Fig. 4.4: Three-dimensional models generated from four types of images

FOMb value, it can be seen that the LALS algorithm outperforms other algorithms with a score of 712.51,
reflecting its optimal performance in overall efficiency and lightweight quality during the model lightweight
process. As a result, the LALS algorithm has shown superior comprehensive performance in model lightweight,
not only comparable to other algorithms in aspect RF but also the outstanding performance in EV ol and TR

metrics, while maintaining a relatively low FOMb. The above results highlight the efficiency and superiority
of the LALS algorithm in the lightweight process of LS models generated from simplified point cloud data.

5. Discussion and Conclusion. In the field of art design, the application of virtual and real scenes
is essential. With the emergence of 3D printing technology, creators use 3D modeling software to complete
the processing of virtual and real scenes of their works, thus making the works more three-dimensional and
beautiful. Traditional 3D modeling software has weak human-computer interaction and cumbersome functions,
and the collected raw data also has more noise and redundant points, which is not conducive to the rendering of
the model. To address this problem, the study proposes a modeling system that combines the HS model based
on the SWR algorithm and the LS model based on the LALS algorithm to obtain ITL modeling system on the
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Fig. 4.5: Point Cloud Simplification Results of Five Algorithms

basis of traditional 3D modeling. The results show that the average values of El and Emax for figure 4.3 shapes
by SWR algorithm are 0.98% and 0.75, respectively, which are lower than 3.71% and 1.43 for multi-circular
arc shapes. When the hand-drawing speed is 300px/s, the values of ηF and 65.48% for the HS model based
on SWR algorithm are 67.39% and ηS , and the time required to generate the model is reduced by 63.79%
compared with that before the refinement. In the point cloud data refinement of the LS model, the values of
RV and FOMa of the LALS algorithm are 71.99% and 3.06, respectively, which are 0.11% and 0.52 better than
the UG algorithm. The value of RF of LS model based on LALS algorithm is 69.92%, which is higher than
69.81% of UG algorithm, and the value of FOMb is 712.51, which is higher than 329.17 of UG algorithm.

The proposed modeling system demonstrates significant advantages in virtual and real scene processing in
the field of art and design by combining the HS model based on the SWR algorithm with the LS model based
on the LALS algorithm. The introduction of the SWR algorithm and LALS algorithm not only optimizes the
human-computer interaction interface of traditional 3D modeling software but also effectively reduces noise
and redundant points in model data, thereby improving the efficiency and quality of model rendering. The
application of SWR and LALS algorithms in the field of art and design has significantly improved the efficiency
and quality of the transformation of artworks from virtual to physical. This method optimizes the human-
computer interaction interface, allowing artists to create more intuitively and flexibly while ensuring the details
and realism of the work. Through this technological advancement, the creative process of art and design works
has become more efficient, and the expressive power of the works has been significantly enhanced, providing
artists with broader creative space and possibilities.

In addition, there is still room for expansion in the potential applications and algorithm improvements of
the proposed method in industrial prototype design, medical modeling, and other fields. In the field of industrial
design and prototype manufacturing, high precision and model quality are required. The application of SWR
and LALS algorithms can provide high-quality model data for rapid prototyping of complex parts. By further
optimizing the algorithm to adapt to the printing characteristics of specific materials, printing efficiency, and
prototype accuracy can be significantly improved. In addition, in the field of medical modeling, especially in
personalized medical device design and biological tissue printing, the application of these algorithms is expected
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Fig. 4.6: Lightweight results of the model based on five algorithms

to improve the precision of tissue structure models and promote the development of medical model printing
technology.

Although research has achieved certain results, there are certain limitations in experimental settings and
algorithm design. The efficiency and accuracy of algorithms in handling extremely complex models still need to
be improved. In response to this limitation, future research can consider introducing advanced technologies such
as machine learning to automatically optimize parameter selection during model processing, further improving
the adaptability and efficiency of the algorithm. Future research directions also include in-depth optimization
and improvement of algorithms, such as introducing more advanced data compression techniques further to
reduce the noise and redundancy of model data, or developing new algorithms to support real-time rendering
of dynamic models better.
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