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SCAN ALGORITHM TO OPTIMIZE DYNAMIC INSTRUCTIONAL INFORMATION
NETWORK FOR PREDICTING STUDENT BEHAVIOR

JUNTING TENG∗

Abstract. With the integration of work, study and life on campus taking shape gradually in major universities across China,
the concept of education from classroom to life is more widely accepted and the smart education model has become a trend in
education informatization. However, most of the existing studies are not applicable to student behaviour data in the campus
environment, and the temporal as well as cyclical characteristics in the data are not accessible in the student behaviour prediction
problem. In this study, a hypergraph-based dynamic campus behaviour information network is designed to address the needs of the
student behaviour prediction problem, and a student campus behaviour prediction algorithm is proposed in the dynamic campus
behaviour information network-based student behaviour prediction problem. The effectiveness and rationality of the algorithm
is verified through experiments with real campus data sets. The experimental results demonstrated that the periodic nature
of the data acquired by the cycle gated cyclic unit module needs to be built on top of the snapshot gated cyclic unit module
to help the algorithm achieve better results. The area under the curve of the algorithm proposed in the study achieves more
advantageous results on both the 21-day and 35-day datasets. The cycle gated cyclic unit module of the student campus behaviour
prediction algorithm proposed in this study can more effectively extract the cyclic features present in the dynamic campus behaviour
information network and better accomplish the prediction of student campus behaviour.

Key words: Dynamic instructional information networks; Student behaviour prediction; Cycle gated cyclic units; Snapshot
gated cyclic units

1. Introduction. With the release of the national standard ”General Framework for Smart Campus”, the
construction of a smart campus that integrates campus work, learning and life has been gradually carried out
and taken shape in major universities across China [1]. The concept of education from classroom to life has
been accepted by the public, and traditional teaching concepts and methods can no longer meet the demand
for personalized training of current innovative talents [2]. The smart education model, which takes advantage
of information technology such as big data analysis and artificial intelligence, has become a trend for new
types of education. By analyzing students’ interests, hobbies, habits and other behaviours, it has a significant
impact on their personal development and academic performance [3]. The key to predicting student behaviour
is an understanding of behavioural patterns in students’ habits. In today’s smart campuses, students’ daily
behaviours are recorded through information technology [4]. These data records, which truly reflect the habits
and behavioural patterns of students within the campus environment, contain information on the number of
students, locations, times and events. Campus behavioural data is dense, multi-sourced, dynamic and cyclical
in nature, and as such, a network structure is a widely used approach to data modelling today [5]. Based
on the analysis of the characteristics of campus behavior data, this study constructed a multi-source campus
behavior information network for student search behavior to more accurately predict student behavior. To
solve the problem of predicting student behavior in dynamic campus behavior information networks, a SCAN
algorithm based on dynamic behavior information prediction is proposed. Research and design a Similar
Campus Lifestyle Student Miner (SCLSM) algorithm that integrates multi-source behavior information mining
and student similarity analysis to address the problem of similar student search in multi-source campus behavior
information networks. Processing high-dimensional data: Because in a smart campus environment, student
behavior data usually contains multiple types and dimensions of information. These data are high dimensional
and are characterized by high complexity, dynamics and periodicity. Therefore, SCAN algorithm is selected in
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this study because SCAN algorithm can effectively process high-dimensional and complex data. Secondly, it
can capture this dynamic nature, and can effectively integrate these multi-source information, and carry out
in-depth mining and analysis. Moreover, the cyclic neural network module in SCAN algorithm can effectively
process time series data and capture the dynamic characteristics of students’ behaviors over time. However,
other machine learning algorithms are often only able to process data from a single source and cannot efficiently
process time series data or capture these dynamic features. This study innovatively integrates multi-source
behavioral data of students and conducts deep mining and analysis based on the SCAN algorithm to construct
a graph of student behavior characteristics. This study provides more effective support for further improving
the accuracy of student behavior prediction and school education management. The research is divided into
three main parts, the first of which analyses the characteristics of campus behavioural data as they exist. A
multi-source campus behaviour information network is designed for the student search problem, and a dynamic
campus behaviour information network is designed for the student behaviour prediction problem. The second
part is the implementation of the SCAN algorithm for student behaviour prediction in a dynamic campus
behaviour information network. Each of the individual structures in the algorithm framework is explained, and
two feasible SCAN algorithm framework designs are also designed. The third part is an experimental recording
of student behaviour on campus to verify the feasibility of the SCAN algorithm and the effectiveness of the
SCAN-S and SCAN-P framework structures on a real data set.

2. Related works. With the development of information technology such as big data analysis and arti-
ficial intelligence, the smart education model has become a trend in education informatics, which can better
facilitate personal and social development by predicting student behaviour. Wang et al. equationted behavioural
entries as a set of contextual items and proposed a multi-type item set embedding learning method. Finding
complementary contexts for people to make their behaviour more likely to succeed. The proposed method
was shown to be both efficient and applicable when compared to state-of-the-art behavioural prediction and
contextual recommendation methods [6]. Yang X et al. proposed a method for recommending student learning
resources based on a bidirectional long and short-term memory recurrent neural network. Based on the deep
learning model, learning analysis techniques are used to construct students’ specific learning patterns and pro-
vide appropriate learning resources. The experimental results show that the student adaptive learning system
of the deep learning model has better stability and interpretability in terms of recommendation results [7].
Zhang M et al. proposed a learning pattern analysis method to predict academic performance by describing
students’ beliefs about learning and their motivation, and by analyzing individual students’ learning patterns.
The results of the study showed that the proposed method could effectively extract micro-level behavioural
information and produced better prediction results [8]. Ji et al. proposed a Bayesian inference and learning
scheme. The problem of target tracking under completely unknown maneuvers was investigated to cope with
complex target manoeuvres. Tests showed that the proposed tracker can significantly reduce the peak tracking
error, which is one of the most important performance indicators to prevent tracking failure [9]. Joshi A et
al. proposed to integrate a model with robust machine learning and evaluated a prediction model. This model
improves the accuracy of previous student performance predictions through identification. The results of the
study showed that our integrated machine learning model Cat Boost outperformed standard machine learning
models with an accuracy of 92.27%. This new model was able to prove itself reliable through the use of shocks
and hyperparameter optimization, which proved to be a valuable method and approach [10]. Zhang Z et al.
proposed an extensible semantic description structure. On this basis, a heterogeneous information embedding
framework based on CMG is designed. In the fusion process, an attentional mechanism is used to automatically
learn the weights of these potential vectors so that each final node representation focuses on the proximity of
the most information-rich order. Experimental results show that the proposed method is superior to the most
advanced isomorphic and heterogeneous network embedding methods in three network mining tasks: node
classification, node clustering and node similarity search [11].

With the development of information technology, people’s habits and behavioural patterns are recorded in
the form of data, and it has become a trend to use network structures and intelligent algorithms to solve prob-
lems in large environments. Gardoni et al. tested the effect of different biological deacidifications on volatile
and non-volatile components. Malolactic fermentation was carried out with brewer’s yeast inoculated with Bret-
tanomyces and Lactobacillus plantarum strains. Different fermentation treatments were carried out in 0.75 L
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vessels. The results showed that the concentration of higher alcohols, fatty acids and acetic acid was reduced
and that the simultaneous fermentation of alcohol and malolactic acid reduced malic acid by approximately
80% [12]. Huang Z et al. based on Convolutional Neural Networks (CNN) for a permeability inversion scheme.
A single PET scan from a radiotracer pulse injection experiment was used as input. The results showed that
the scheme provides an unprecedented method for effectively characterizing multi-scale permeability inhomo-
geneities in complex geological samples [13]. Prigioniero et al. explored the relationship between particulate
matter, PAH leaf concentrations, uptake rates and foliar functional traits in four Mediterranean evergreen
trees. uptake of PM10 was positively correlated with interspecies and upper cuticle thickness, and PM2.5 was
positively correlated. The uptake of different components of PAHs was usually weakly correlated with different
leaf functional traits. Experimental results indicated that both plant surface morphology and chemical leaf
characteristics affect the retention of PM and PAHs [14]. Meng et al. proposed a new ironing technique to
study a mechanism design problem with network agents and stochastic evolutionary private information. The
network intervention problem is further discussed based on the optimal dynamic mechanism obtained to define
some important nodes and edges in the network under different ranges of synergy parameters, i.e., subjects
can intervene to change the ex-ante distribution of individual types [15]. Khan A. et al. proposed A least
significant steganography method to hide secret information into the original image. A convolutional neural
network was used to train the model to detect and extract patterns of hidden features in the image, and to
classify the steganographic original image and cover image. The experimental results show that the proposed
scheme can realize both information hiding and information revealing, with an accuracy of 95.1%, and the
model is robust in terms of efficiency [16]. Qin X et al. developed a new structured Bayesian interactive anal-
ysis method to effectively integrate network information. Using Bayesian technique, an effective variable dB
Bayesian expectation maximization algorithm is designed to explore the posterior distribution. Experimental
studies show that the results are biologically sensitive, and the prediction accuracy and selection stability are
satisfactory [17].

In summary, the prediction of people’s behaviour within the wider environment in everyday life can con-
tribute to the development of people as individuals as well as to the progress of society. However, existing
research still suffers from semantic deficits and insufficient temporal and periodic features in the face of similar
behaviour search problems, as well as behaviour prediction problems. Therefore, further research is still needed
to face the student behaviour prediction problem to help the student behaviour prediction goal to be better
accomplished.

3. Prediction of Student Behaviour Based on Dynamic Instructional Information Networks.
For different groups of students, the network is flexibly used to represent their behavioural data, to design
a multi-source campus behavioural information network suitable for student search, and a dynamic campus
behavioural information network suitable for student behaviour prediction. This chapter will focus on analyzing
the characteristics of students’ behavioural data at school to provide a basis and scheme for this research, which
will be validated by means of experiments.

3.1. Research on campus behavioral information network model. Campus behavior data is a
record of students’ behavior on campus, which is composed of people, time, place and events [18, 19]. However,
students’ behaviors on campus occupy a relatively large proportion of students’ life, resulting in a large number
of recorded behaviors, complex, and high intensity. Therefore, this study designed a campus behavior infor-
mation network model. Among them, the single-source campus behavior information network is the campus
behavior data built through a single source, and its information network is shown in Figure 3.1.

There are five types of binding for the single-source campus behavioural information network, such as
student ( ), behaviour ( ), time ( ), place ( ) and event ( ). There are four types of articulation and weight
types, relationships between students and instances, relationships between instances and time, relationships
between behaviours and locations, and relationships between behaviours and events, and each relationship has
a weight value of 1. However, student behavior changes with time, and the single source campus behavior
information network cannot predict student behavior in time. Therefore, the definition of time node in the
single-source campus behavior information network mode is changed, and the network model after the change
is shown in Figure 3.2.

Use hypergraphs to represent relationships between students, places, and events. The date indicates an
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Fig. 3.1: A Single Source Campus Behavioral Information Network

Fig. 3.2: Time node defines the single-source campus behavior information network model after the replacement

hour in a day. However, the data source of campus behavior data is highly variable, and the whole network
structure needs to be updated constantly, which is not conducive to the expansion of the algorithm. Therefore,
it is necessary to combine the dynamic properties of student behavior prediction on the basis of single source
campus information network structure. While retaining the benefits of a behavioral information network, you
can also retain additional data when the data source changes.

3.2. Research on SCAN algorithm based on dynamic behavior information prediction. Aiming
at the problem of Student Behavior Prediction in dynamic Campus network, the SCAN algorithm of Student
Campus Behavior Prediction based on Hypergraph Information Propagation (HIP) is studied [20, 21]. The
algorithm combines the connection prediction of hypergraphs with dynamic features and the extraction of
periodic features. Among them, It includes HIP module, Gated Recurrent Unit-Snapshot (GRUs), Gated
Recurrent Unit-Period (GRUp), and Hyperlink interactive scoring module Interaction Scoring,INT). The flow
framework of SCAN algorithm is shown in Figure 3.3.

HIP first transforms the super-edge into a similar ordinary graph structure during the computation against
the super-edge to facilitate subsequent computations [22]. The SCAN algorithm, on the other hand, uses
the graph convolution module to process the clusters formed by the hyperedges and in this way obtains the
vector representation corresponding to each node in the hyperedges. Since the direct use of the regimented
representation of student behaviour leads to ambiguity, the representation of each node in is obtained for a
given hyperedge using information propagation. The equation for this is shown in equation 3.1.

gεv = Wclique
∑

u∈ε−{v}

ru + bclique (3.1)
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Fig. 3.3: SCAN algorithm process framework

In equation 3.1, u is denoted as the nodes in the hyperedge ϵ except v, ru is denoted as the initial vector rep-
resentation of node u, and BBB and bclique are denoted as the parameters to be trained. Vector representations
of nodes other than the current node are added as representations of nodes for information propagation. At the
same time, the initial vector representation is also used for information propagation, so that more information
can be retained during calculation. Therefore, a is added to the information dissemination part carried out by
the initial characterization. Its calculation formula is shown in equation 3.2.

lv = Wselfrv + bself (3.2)

In equation 3.2, ru is represented as the initial vector representation of node AA, and Wself , bself are
represented as the parameters to be trained. The campus behavior information network has the characteristics
of temporal relationship, so it is necessary to extract the structure of temporal characteristics to obtain the
change of student behavior with time. In the SCAN algorithm framework, the cyclic units of recurrent neural
network are used, including RNN units, LSTM units and GRU units. These units can help to better understand
student behavior patterns. The mathematical expression of RNN unit structure is shown in equation 3.3.

ht = tanh (W · [ht−1, xt] + bn) (3.3)

In equation 3.3, ht−1 is the hidden layer of the RNN at the previous moment, xt is the input at the current
moment, tanh is the activation function, W and bn are the parameters that the RNN needs to be trained. The
Zt mathematical expression of the unit structure in GRU is shown in equation 3.4.

Zt = σ (Wz · [ht−1, xt] + bz) (3.4)

In equation 3.4, ht−1 is the previous moment hidden layer, xt is the current moment input, σ is the
activation function, Wz and bz are the parameters to be trained by GRU, and the structural equation of Zt

unit in GRU is shown in equation 3.5.

rt = σ (Wr · [ht−1, xt] + br) (3.5)

In equation 3.5, ht−1 is the hidden layer at the previous moment, xt is the input at the current moment,
σ is the activation function, and Wr , br are the parameters to be trained by GRU. The SCAN algorithm uses
a clustering method based on shared neighbors. For any pair of nodes u and v in graph G whose similarity is
higher than a given threshold, the two nodes are considered similar. The similarity here is calculated by the
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Fig. 3.4: The construction steps of a similar student network

intersection of the set of neighbor nodes of nodes u and v. In this process, Jaccard similarity is used as a metric,
and its mathematical expression is shown in equation 3.6.

Sim(u, v) =
|N(u) ∩N(v)|
|N(u) ∪N(v)|

(3.6)

In formula 3.6, N(u) and N(v) represent the set of neighbor nodes of nodes u and v , respectively. The SCAN
algorithm divides the time into multiple time Windows, then calculates the similarity of nodes within each time
window, and takes the average value of these similarities as the final similarity, the mathematical expression of
which is shown in equation 3.7.

Sim(u, v) =

∑
t wt · |N(u) ∩N(v)|∑
t wt · |N(u) ∪N(v)|

(3.7)

In formula 3.7, Nt(u) and Nt(v) represent the set of neighbor nodes of nodes u and v in time window t, and
wt is the weight of time window t. Compared with the traditional RNN structure, LSTM increases a lot of
parameters, but it occupies too much computing resources and space resources, and GRU does not need to
calculate and save the cell state.

3.3. Construction of multi-source behavioral information similar student search model opti-
mized by SCAN algorithm. In order to solve the problem of searching Similar students in multi-source
Campus behavior information network, a Similar Campus Lifestyle Student Miner (SCLSM) algorithm combin-
ing multi-source behavior information mining and student similarity analysis was designed [7]. By integrating
multi-source behavioral data of students, this algorithm carries out in-depth mining and analysis based on SCAN
algorithm to build the behavioral feature map of students. At the same time, an efficient similarity search algo-
rithm is introduced to achieve accurate search and recommendation for similar students. The characteristics of
selection mainly include students’ learning behavior, living habits and other multi-source behavioral information,
which can fully reflect the characteristics of students’ behavior. By integrating the multi-source behavior data
of students, the SCAN algorithm is used for in-depth mining and analysis [24, 25, 26] to build the behavioral
feature map of students. In addition, an efficient similarity search algorithm is used to achieve accurate search
and recommendation for similar students. Among them, the construction steps of similar student network are
shown in Figure 3.4.

Calculating the similarity between students is a key step in constructing the student similarity network,
in which the similarity calculation between every two students is independent. However, there is a certain
correlation between these characteristics, for example, students’ learning behaviors and living habits may in-
fluence each other. By calculating the similarity between the features and applying the constrained meta-path
similarity calculation method, the correlation between these features is considered and mined. Therefore, by
introducing multi-process or multi-thread method, the execution efficiency of the program can be improved
during the construction of the similar sub-network connection of a single student. In addition, the process of
constructing similar subnetworks of different students is also non-interference, in which the similar networks
do not affect each other. Based on the multi-source behavioral information similar student search model opti-
mized by SCAN algorithm, the network model is optimized and calculated to improve the search accuracy and
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Fig. 3.5: A SCLSM algorithm framework that integrates student similar networks and network representations

meet the needs of campus education management. The SCLSM algorithm framework that integrates students’
similar networks and network representations is shown in Figure 3.5.

Based on the correlation between features, a clustering method based on shared neighbors is used to
calculate the similarity between students. Moreover, the biased random walk is used to generate the random
walk sequence of students on the student similarity network to capture the contextual semantic information of
students, and further improve the precision of the similar student search. The constrained meta-path similarity
calculation method is adopted in the construction design of student similarity subnetwork. For each single
campus behavior information network and each meta-path, the similarity between all students can be calculated.
Students are the nodes and similarity is the weight. The biased random walk is performed on the student similar
network to generate the student random walk sequence. In the similar student search process based on network
representation learning, the random walk sequence of students is taken as the contextual semantics of students
to obtain the vector representation of students. Then the similarity with other students is calculated by vector
representation, and then sorted to get similar students. For the node vector features output by GRUs and
GRUp, the possibility of constituting a super-edge needs to be evaluated using an evaluation function, which
is shown in equation 3.8.

Scoreε = σ(W · f(ε) + b) (3.8)

In equation 3.8, Scoreε is denoted as the score of the possibility of the existence of the super-edge, σ is
the activation function, and W , b are denoted as the training parameters. f(ε) is denoted as the function to
obtain the ε vector representation through the representation of node v ∈ ε in the super-edge. The SCLSM
loss calculation equation for each network snapshot Ht is shown in equation 3.9.

Lt =
1

|ε+t |
∑

ε+∈ε+t

+ ∧

 1

|ε−t |
∑

ε−∈ε−t

(Scoreε− − Scoreε+)

 (3.9)

In equation 3.9, ε+t denotes the hyper-edge (εt), Ht denotes the hyper-edge that exists in the momentary
network snapshot Ht in the dynamic campus behavioural information network, ∧(x) denotes a monotonically
non-decreasing function, and Lt denotes the loss obtained in the model from the t momentary network snapshot
Ht , so the total loss of the dynamic campus behavioural information network is calculated as shown in
equation 3.10.

L =

T∑
t=1

Lt (3.10)

In equation 3.10, L is denoted as the loss function of the SCLSM algorithm to obtain the smallest L after
the final optimization objective. the objective function of the optimization is to have as many super-edge ε+t
with ratings higher than the average rating of the super-edge ε−t as possible, in order to achieve the objective
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Table 4.1: Scale of dynamic campus behavior information network

Number
Time span Node Student Train Hyperlink 7-days Increases Test Hyperlink

7-days 2238 2147 45348 45349 6770
14-days 2272 2175 90808 45456 6541
21-days 2491 2395 136468 45654 7483
28-days 2526 2417 186511 50041 7471
35-days 2529 2426 23278 46287 7316

Table 4.2: Comparison between SCAN model and different ML models in AUC scores and Recall@k scores

Data Set 7-days 14-days 21-days 28-days
Algorithm AUC R@k AUC R@k AUC R@k AUC R@k

SVM 0.523 0.23 0.561 0.288 0.622 0.301 0.487 0.234
Logistic Regression 0.527 0.267 0.584 0.295 0.583 0.276 0.556 0.274

Random Forest 0.835 0.423 0.826 0.431 0.797 0.41 0.814 0.406
SCAN-MEAN 0.849 0.417 0.894 0.448 0.877 0.434 0.853 0.397

SCAN 0.875 0.434 0.939 0.475 0.91 0.45 0.878 0.446

of having the ratings of the presence of super-edge ε+t higher than all non-super-edge ε−t ratings. In the
multi-source behavior information similar student search model optimized by SCAN algorithm, the similarity
calculation between each two students is independent. The method takes students as nodes and similarity as
weights, and obtains the most similar students through the representation calculation of student vectors, so as
to realize campus education management.

4. Validation Test of SCAN Algorithm to Optimize Dynamic Instructional Information Net-
work. This section tests the effectiveness of dynamic campus behavioural information networks in real campus
behavioural data, as well as validating the feasibility of the SCAN algorithm for student behavioural prediction.
The advantages and disadvantages of two SCAN framework structures, SCAN-P and SCAN-S, are explored in
terms of their effectiveness. Data from selected time periods were taken for experimental recording, with data
from 7, 14, 21, 28 and 35 days taken as training datasets. The experimentally recorded data sets are shown in
Table 4.1.

In table 4.1, students’ campus behavior continues to be cyclical. In the first cycle, there was a significant
increase in the number of students, and students were more involved in activities. In the third cycle, the number
of students’ campus behaviors was more stable. In the fourth cycle, the number of students’ campus behavior
tended to increase again, but in the fifth cycle, it showed a decline. For the reliability of student behavior
prediction, the SCAN model was compared with other successful ML models, SVM, Logistic Regression and
Random Forest model. There are two evaluation indicators used in the experiment, namely AUC and Recall@k,
to verify the validity of the SCAN algorithm. The comparison between SCAN model and different ML models
in AUC scores and Recall@k scores is shown in Table 4.2.

As can be seen from Table 4.2, since the SCAN algorithm takes into account the dynamic and periodic
characteristics of campus behavior data, the effect of student behavior prediction is significantly better than
other ML models. The AUC score of SCAN model is 0.08 higher than that of SVM, 0.12 higher than Logistic
Regression, and 0.10 higher than that of Random Forest. On Recall@k, the SCAN model also performs well,
which is 0.15 higher than SVM, 0.20 higher than Logistic Regression, and 0.18 higher than Random Forest. It
can be seen that the SCAN model shows significant advantages in predicting students’ behavior, surpassing
other successful ML models in both AUC scores and Recall@k scores, indicating the superiority of the SCAN
model in processing such dynamic and periodic data. However, the accuracy of this prediction needs to be
improved, and more factors, such as students’ personal background and course load, will be considered in
subsequent studies to improve the accuracy of the prediction. To this end, in order to verify the soundness of
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(a) AUC Score (b) Recall@ k score

Fig. 4.1: AUC scores of SCANS and its variants and Recall@k fraction

the framework structure of the SCAN algorithm, the results of the two variants, the SCAN-P algorithm and
the SCAN-S algorithm, will be compared on the dataset as shown in Figure 4.1.

As can be seen from Figure 4.1, SCAN achieves better results on the main evaluation metric AUC scores,
with data only slightly lower than SCAN-P at day 28. On the Recall@k evaluation metric, SCAN-P overtakes
SCAN in its dataset at day 21, with a gradual trend towards higher SCAN-P. This shows that the characteristics
of the data extracted by the GRUs module are particularly important here. SCAN-S has a more pronounced
trend of decreasing model effectiveness when the vector representations of nodes are updated without the GRUp
module. As the size of the dataset increases, the results are shown in Figure 4.2 in order to verify the effect of
SCAN on efficiency improvement.

From Figure 4.2a, it can be concluded that the SCAN algorithm has good scalability and can still support
the prediction of student behaviour on campus when the number of students is 20,000. From Figure 4.2b, it can
be concluded that α has little effect on the efficiency of SCAN and only takes slightly less time at lower hours.
From Figure 4.2c it can be concluded that when the parameter n increases in a multiplicative form, SCAN
elapsed time also shows a non-linear increase, but the rate of increase does not increase in a multiplicative form.
From Figure 4.2d it can be concluded that there is an overall trend of non-linear increase, with a decreasing
trend in elapsed time and a significant decrease in efficiency as parameter d grows from 16 to 32. It can be seen
that the periodic nature of the GRUp module for acquiring data needs to be built on top of the GRUs module
in order to help the SCAN algorithm achieve better results. Its effectiveness results are shown in Figure 4.3.

From Figure 4.3, it can be concluded that the SCAN-GRUs algorithm outperformed the SCAN algorithm
in both evaluation metrics in the overall 35-day dataset, instead the GRUp module made the overall model
less effective. Therefore, the updated nodal vector representation using the GRUp module is not applicable to
everyday student behaviour. Selective use of the GRUp module is performed in special scenarios. In SCAN, the
hyperparameters that have an impact on task relevance and the period that affects the frequency with which
the GRUp module updates the hidden layers of the GRUs module. Sensitivity analysis of the two parameters
was performed on 7, 21-and 35-day data sets. A demonstration of the sensitivity validation results for the h
and period parameters is shown in Figure 4.4.

From Figure 4.4, it can be concluded that SCAN achieves better results for the main evaluation metric
AUC on both the 21- and 35-day datasets when period is 7. This shows that the GRUp module updates the
frequency of the hidden layer with the periodic features present in the data, and achieves the best results
when the fit is right. In addition, in the data set with longer time span, the experimental effect obtained at
7 is more advantageous. However, when the time span is short or even less than one cycle, it cannot achieve
great advantages, and even the effect is completely inferior to the experimental effect obtained by updating
the hidden layer and vector characterization with high frequency. In this regard, we will further optimize our
algorithm model to make it better adapted to the prediction task.
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(a) Number of Students (b) Parameter a

(c) Parameter n (d) Parameter d

Fig. 4.2: Impact of Extensive Testing and Parameters on SCAN Efficiency

(a) AUC Score (b) Recall@ k score

Fig. 4.3: Effectiveness of GRUp module in SCAN

5. Conclusion. Predicting student behaviour on campus has a positive effect on controlling footfall in
campus areas, course check-in status, and resource allocation on campus. The problem of predicting student
behaviour is transformed into a super-edge prediction problem in dynamic campus behavioural information
networks by modelling campus behavioural data. This study proposes the SCAN algorithm to address the
shortcomings of the temporal and periodic features in the acquired data. the SCAN algorithm has good
scalability and can still support the prediction of campus student behaviour when the number of students is
20,000. In addition, the AUC scores and Recall@k scores of the SCAN algorithm were analyzed separately, and
it was concluded that the SCAN algorithm obtained better results on the second cycle of the dataset. For the
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(a) 7-days (b) 21-days (c) 35-days

(d) 7-days (e) 21-days (f) 35-days

Fig. 4.4: Sensitivity analysis of SCAN parameters

Table 5.1: Abbreviated table

HIP Hypergraph Information Propagation
SCAN Student Campus Behavior Prediction
GRUs Gated Recurrent Unit-Snapshot
GRUp Gated Recurrent Unit-Period
INT Hyperlink Interaction Scoring
SCLSM Similar Campus Lifestyle Student Miner

dynamic and periodic features present in the campus behaviour data, the GRUs module was used to obtain
the temporal features of each network snapshot in the dynamic campus behaviour information network, as well
as the GRUp module to update the vector representations of the hidden layers and nodes in cycles as time
phases. The results indicated that the updated node vector representations using the GRUp module are not
applicable to everyday student behaviour. Selective use of the GRUp module is carried out in special scenarios.
the periodic character of the data acquired by the GRUp module needs to be built on top of the GRUs module
in order to help the SCAN algorithm to obtain better results. And with an parameter of 7, SCAN achieved
better results for both the 21-day and 35-day datasets for the main evaluation indicator AUC. It can be seen
that the GRUp module updates the frequency of the hidden layer with the periodic features present in the
data, and is able to achieve the best results when it fits. However, the existing research in the face of similar
behaviour search problems, and behaviour prediction problems still cannot be used in everyday life, but only in
special situations. Therefore, further research is still needed to face the student behaviour prediction problem.
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