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HETEROGENEOUS HIGH PERFORMANCE DATA MINING SYSTEM FOR
INTELLIGENT DATA

XINKE WANG∗, KAI LI†, AND XIAOLING LI‡

Abstract. In order to improve the utilization rate of internet data under heterogeneous distribution, increase the diversified
usage functions and data transmission rate of the internet, and reduce the running time of the internet, it is necessary to mine inter-
net data under heterogeneous distribution. The author proposes an ontology based optimization method for internet data mining
under heterogeneous distribution; This method first preprocesses and selects data features from internet data under heterogeneous
distribution, and uses a feature selection decision system to select features from the mining data. Based on this, information en-
tropy is used to filter internet data under heterogeneous distribution. During the filtering process, the theoretical values filtered by
information entropy are reduced to obtain the optimal data filtering value, finally, based on the various data information obtained
in the preprocessing, the iterative calculation results of the information gain value in the decision tree generation algorithm are used
to high-precision mine internet data under heterogeneous distribution; The simulation experimental results demonstrate that the
proposed method improves the flexibility of internet data operations under heterogeneous distribution, increases the recyclability
of internet data, and makes internet operations under heterogeneous distribution more concise and efficient, providing a strong
basis for research and development in this field.
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1. Introduction. Since the 1990s, ”informatization”, ”networking”, and ”globalization” have become sev-
eral main characteristics of human socio-economic development in the new era [1]. Information and data have
become important resources that support human socio-economic development after material and energy, and
are also changing the allocation of social resources, as well as human values, work, and lifestyle. With the rapid
development of information technology, fundamental changes have taken place in various industries driven by
information technology. Various information systems are abundant, and governments, enterprises, and research
institutions have established a large number of information systems.

Data is growing at an annual rate of 200%, with most of it coming from the application of new technologies.
Due to differences in business and functions, as well as the impact of factors such as stage, technical, and
human factors on the informationization construction of various departments and institutions, the established
information systems are isolated from each other, forming multiple ”information islands”. These ”information
silos” make the internal data of enterprises exhibit obvious characteristics such as distribution, self-control, and
heterogeneity. With the development of information technology, information and data have become important
assets in today’s society and a major driving force for its development. It is in this situation that research on
information and data is also increasing, and the breadth and depth of research are further deepened. Enterprises
are not satisfied that the system can only provide business data for local business processes, but increasingly
need to achieve information sharing among multiple businesses distributed in different locations on the network
to improve the efficiency of enterprise collaborative operation. Therefore, in order to ensure the sharing,
maintenance, and management of information within and between enterprises, it is necessary to find a unified
operation method for multi-source and heterogeneous data. Heterogeneous data integration is a key problem
that must be solved in information integration applications.

Heterogeneous data integration has important characteristics, mainly manifested as not only shielding the
distribution and heterogeneity of heterogeneous data, but also fully maintaining the autonomy of heterogeneous
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Fig. 1.1: Data integration method for multi-source heterogeneous massive data

data. The ultimate result is that users do not have to worry about the physical storage location of heterogeneous
data, only need to operate and use heterogeneous data through an integrated environment, and do not need to
worry about the structural differences between data. At the same time, the integrated system does not affect
various local application systems. Heterogeneous data integration systems provide a solution for enterprises to
integrate multiple platforms, applications, structures, and semantic data. Through such an integrated system,
not only can various relevant data resources within the enterprise be integrated, but also external information
can be collected for data mining to provide support for enterprise decision-making. Therefore, heterogeneous
data integration systems are receiving increasing attention, and research in this area has become a hot topic.
Figure 1 shows a data integration method for multi-source heterogeneous massive data.

With the continuous development and popularization of computer science and internet technology, internet
data under heterogeneous distribution is distributed in office automation, electronic data exchange, remote
exchange, remote education, electronic bulletin board system BBS, electronic banking, securities and futures
trading, broadcasting packet exchange, information superhighway, enterprise network, etc Intelligent buildings
and structured cabling systems are widely used in social platforms and systems [2]. Therefore, the development
of internet data under heterogeneous distribution has received widespread attention and high attention from
people. The internet under heterogeneous distribution can not only support different applications of different
protocols and combine advantageous products or systems, but also meet the diverse needs of network business
and improve the utilization rate of various multi-functional platforms and systems in the internet. Due to the
characteristics of uncertainty, diversity, and flexibility of the internet under heterogeneous distribution, it is
necessary to mine internet data under heterogeneous distribution [3,4]. Most internet data mining methods
under heterogeneous distribution are unable to quickly, effectively, and accurately mine data, resulting in high
packet loss rates, complex data operation processes, and computational errors during operation or operation of
the internet under heterogeneous distribution. In this situation, how to reduce the packet loss rate of internet
data mining under heterogeneous distribution and improve the accuracy of internet data mining has become
an urgent problem to be solved. The optimization method of in ternet data mining based on ontology under
heterogeneous distribution can perform flexible, convenient, reliable, and high-precision data mining on it. It is
a feasible way to solve the above problems [5]. In response to the aforementioned issues, the author proposes an
ontology based optimization method for internet data mining under heterogeneous distribution. This method
first preprocesses the internet data under heterogeneous distribution to achieve higher mining accuracy and
faster mining speed. Then, the decision tree generation algorithm is used to mine the internet data under
heterogeneous distribution. Simulation experiments have shown that the proposed method can efficiently and
accurately mine internet data under heterogeneous distribution, and has good implementability.
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2. Optimization Method for Internet Data Mining under Heterogeneous Distribution.
2.1. Internet Data Preprocessing under Heterogeneous Distribution. Using ontology to mine

internet data under heterogeneous distribution, the first step is to preprocess internet data under heterogeneous
distribution. In data preprocessing, it is necessary to determine the data target attribute set and data condition
attribute set of the internet original dataset under heterogeneous distribution, secondly, the value range of the
attribute set is divided into several cells, and a discrete symbol of internet data corresponds to a data attribute
set between cells. This results in a feature selection decision system for internet data under heterogeneous
distribution. The same data records in the feature selection decision system are merged and recorded as (R,
CRD) to establish a feature selection decision system for internet data under heterogeneous distribution, it is
an optimization of the traditional data mining methods that directly conduct internet data mining without
data feature selection [6,7].

Before data feature selection, the features of the data need to be extracted, and the author uses the
maximum interval algorithm to extract features from internet data under heterogeneous distribution. Assuming
that internet data follows a certain feature distribution P, the similarity value ω of internet data feature
extraction under heterogeneous distribution is calculated using the maximum interval algorithm as follows:

ω = argωω
0
q (2.1)

Among them, 0 represents the predefined threshold for feature extraction from internet data under hetero-
geneous distribution, and q represents the dimensionality of internet data feature extraction. Based on the
extraction of similarity value ω from internet data features under heterogeneous distribution, it is known that
the extraction process of internet data features is as follows:

Input F,G,h.
Output: ω1, ω2, ω3.
Among them, F represents the internet data feature extraction dataset under heterogeneous distribution,

G represents a feature parameter in the internet data feature extraction under heterogeneous distribution, and
h represents the dimensionality of the features to be extracted from the internet data under heterogeneous
distribution, o represents the feature attribute mapping values in internet data feature extraction [8]. This
completes the feature extraction of internet data under heterogeneous distribution. Applying ontology to
feature selection of internet data under heterogeneous distribution aims to extract the most essential features
that reflect the essence of internet data mining under heterogeneous distribution from the original internet data
under heterogeneous distribution. The following is the specific process of feature selection methods for internet
data under heterogeneous distribution:
Assuming input: internet data condition attribute set A, data decision attribute set B, and data decision system

(R, CRD) under heterogeneous distribution.
Output: Internet data generation resolution matrix H and data reduction set X (A, B) under heterogeneous

distribution [9].
(1) If n represents the number of attributes in the internet data decision-making system, then:

X(A,B) = ϕ (2.2)

Among them, X represents the internet data reduction value under heterogeneous distribution, ϕ rep-
resents the internet data reduction set under heterogeneous distribution [10].

(2) Assuming an nXn internet data attribute set matrix N;
(3) According to the discernibility matrix in ontology, the data discernibility matrix is generated, and the

internet data attribute set matrix N recorded in (2) includes:

for(j = i+ 2; i < n; j ++) (2.3)

ifB(x1), Nij ← ϕ (2.4)

Among them, i represents the number of data condition attributes, j represents the number of data
decision attributes, and N represents the internet data attribute set matrix.
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(4) Add each internet data attribute subset in (2) to XLop (A, B);
(5) Output internet data attribute set matrix N, reduction set XLOP (A, B) [11].

In summary, using the feature selection decision system established above for internet data under het-
erogeneous distribution, the process of feature extraction and data feature selection for internet data under
heterogeneous distribution is completed. In order to improve the quality of data mining in internet data mining
under heterogeneous distribution, it is necessary to filter internet data. The optimization method of internet
data mining under heterogeneous distribution based on ontology uses information entropy to filter internet
data, and the filtering theory value of information entropy is used to input the filtering condition value IT of
internet data:

IT = (U,At, Vx, Ix) (2.5)

The output is:

IT = (U,At, V
′
x, I

′
x) (2.6)

Among them, U represents the set of data attribute values corresponding to each attribute on the internet, V
represents the expected information value of internet data mining samples under heterogeneous distribution, V
’represents the expected information value of internet filtered data mining samples, I represents the information
function value during the internet data filtering process, I’ represents the theoretical value of information
entropy during the internet data filtering process, t represents the mean value of internet data attributes, and
x represents the internet data attribute value. Sort the attribute values of in ternet data under heterogeneous
distribution by making each internet data attribute value xϵAt.

For non internet data attribute values, assuming its attribute values are in an ordered relationship, it can
be transformed into data numerical ordering. This step has been optimized in the internet data value sorting
process under heterogeneous distribution, so that non in ternet data attributes can also be sorted [12]. After
sorting, perform the following steps based on the filtering information function of information entropy for each
internet data attribute value xϵAt.

fori = 1toK − 1 (2.7)

Among them, K represents the maximum specified filtering value for filtering internet data under het-
erogeneous distribution using information entropy. Using information entropy to filter inter net data under
heterogeneous distribution can be defined as:

H(C/X;V1, V2, ..., Vt) =

i+1∑
j=1

p(Uj)
∑
dϵVD

p(d/Uj)log(d/Uj) (2.8)

Among them, H represents the defined value of information entropy for filtering internet data under heteroge-
neous distribution, and p represents the probability distribution value of internet data attributes. When the
amount of internet data under heterogeneous distribution continues to increase and the theoretical value of
information entropy data filtering changes little, the optimal filtering value is output to complete the filtering of
internet data under heterogeneous distribution. In summary, internet data preprocessing under heterogeneous
distribution mainly consists of data feature selection and data filtering. Data preprocessing improves the quality
of data mining and reduces data mining time [13,14].

2.2. Internet Data Mining under Heterogeneous Distribution . After completing the data pre-
processing of internet data mining under heterogeneous distribution based on cost body theory, decision tree
algorithm is used to mine internet data under heterogeneous distribution. The specific methods are as follows:
The decision tree algorithm constructs an in ternet data mining decision tree under heterogeneous distribution
in a top-down manner, which is divided into internet data decision tree generation and internet data decision
tree pruning. The author does not study internet data decision tree pruning. The internet data decision
tree generation algorithm utilizes information gain to select the best mining attributes in internet data under
heterogeneous distribution. The specific calculation method for information gain is as follows:
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Assuming there are m pieces of information, the probability distribution of the data attributes mined is:

p = (p1, p2, ..., pm) (2.9)

The expected information value of internet data mining sample S under this heterogeneous distribution:

V (S) = V (p) =

m∑
1

pilog2pi (2.10)

Among them, S represents the total number of samples in internet data mining under heterogeneous distribution,
and m represents the number of information in the information gain [15]. Given the heterogeneous distribution
of internet data mining samples siϵS, the total number of in ternet data mining samples is si, based on the
attribute values of internet data mining categories s under the heterogeneous distribution; Divide into z subsets
of data category attributes, and the number of internet data mining samples under heterogeneous distribution
contained in each subset of data mining categories is sij . Therefore, the probability distribution of internet
data mining attributes is shown in Equation 2.11:

p = (Si1/Si, Si2/Si, ..., Siz/Si) (2.11)

According to Equation 2.10, the expected information value of internet data mining sample si is I(si) = I(p).
The entropy of the internet data mining sample set S under heterogeneous distribution is:

E(S) =

z∑
1

Si1 + Si2 + ...+ SimI(si)

S
(2.12)

The information gain value of internet data mining sample S under heterogeneous distribution is:

Y (S) = I(S)− E(S) (2.13)

Among them, Y represents the information gain value of internet data mining under heterogeneous dis-
tribution, and E represents the entropy of internet data mining sample set under heterogeneous distribution.
Perform iterative calculations on the above process until one of the following conditions is met: all samples of
a given internet data node belong to the same classification; There are no additional internet data attributes
that can be further divided into data attribute samples; The internet data branch attribute sample under
heterogeneous distribution is empty. So far, we have completed the internet data mining under heterogeneous
distribution [16,17].

3. Results and Analysis. In order to demonstrate the effectiveness of internet data mining optimization
methods based on ontology and heterogeneous distribution, a simulation experiment is required. Build an
internet data mining experimental simulation platform under heterogeneous distribution in the environment
of Visual C. The experimental data was taken from the SPSS Elementinell. 1 data mining system. In this
experiment, ontology was used to high-quality mine internet data under heterogeneous distribution in the SPSS
Elementinell. 1 data system. Table 3.1 and Figure 3.1 describe the relationship between the amount of feature
selection data (10000) and its selection efficiency (%) in the optimization method of internet data mining under
heterogeneous distribution based on text theory.

It is evident from the various data in Table 3.1 that the internet data mining optimization method based
on text theory under heterogeneous distribution is safe and reliable. Although the efficiency of data feature
selection in the table fluctuates continuously with the increase of feature selection data volume, the selection
efficiency is basically above 90%, which further demonstrates the overall effectiveness of internet data mining
optimization methods based on text theory under heterogeneous distribution. Table 3.2 and Figure 3.2 describe
the relationship between the amount of filtered data (10000 pieces) and the filtering time (s) in the optimization
method of internet data mining under heterogeneous distribution based on text theory.

In Table 3.2, the relationship between the amount of filtered data and the time it takes in the optimization
method for internet data mining under heterogeneous distribution based on text theory is described. The time
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Table 3.1: Relationship between Data Feature Selection and Selection Efficiency in Internet Data Mining

Number of feature selection data (10000) Data selection efficiency (%)
1000 92.7
2000 93.4
3000 95.3
4000 92.5
5000 94.6

Fig. 3.1: Relationship between Data Feature Selection and Selection Efficiency in Internet Data Mining

Table 3.2: Relationship between Data Filtering and Time Used in Internet Data Mining

Filtered data volume (10000) Time taken for filtering (s)
100 3.12
200 3.64
300 4.11
400 4.57
500 4.9

it takes to filter data fluctuates relatively little with the increase of filtered data, indicating that the data
mining optimization method proposed by the author consumes less time, further proving the feasibility of the
optimization method for internet data mining under heterogeneous distribution based on text theory. Figure
4 shows a comparison of the mining efficiency (%) between the fast mining method for hidden data and the
author’s method. The efficiency of the fast mining method for hidden data in Figure 3.3 fluctuates greatly
with the increase of data volume. The mining efficiency of the data mining optimization method proposed by
the author is in a stable fluctuation state, and the mining efficiency is relatively high, which is significantly
better than the fast hidden data mining method. This is mainly because when using the author’s proposed
method for data mining on internet data under heterogeneous distribution, the maximum interval algorithm
is used for feature extraction on internet data Based on the feature selection decision system of internet data,
feature selection is carried out on internet data, as well as the preprocessing work of internet data mining under
heterogeneous distribution using information entropy to filter internet data. This has laid a solid foundation
for internet data mining under heterogeneous distribution, which is conducive to efficient mining of internet
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Fig. 3.2: Relationship between data filtering and time used in internet data mining

Fig. 3.3: Comparison of Mining Efficiency under Different Methods

data under heterogeneous distribution. Figure 5 shows the comparison of the error rate (%) between the hot
topic data mining method and the author’s proposed method [18].

The error rate of the internet data mining optimization method based on text theory and heterogeneous
distribution proposed by the author in Figure 3.4 is significantly lower than that of the hot topic data mining
method. The error rate of the data mining method proposed by the author fluctuates relatively steadily with
the continuous increase of the rated number of data mining, and remains below 5%. The main reason is that
the generation of internet data decision trees plays an indispensable auxiliary role in the process of data mining,
improving the accuracy of internet data mining under heterogeneous distribution, and effectively increasing
the feasibility and optimization of the method proposed by the author. Simulation experiments have shown
that the optimization method for internet data mining under heterogeneous distribution based on text theory
proposed by the author can accurately mine internet data under heterogeneous distribution, ensuring the overall
effectiveness of internet data mining, improving the speed of data mining, and providing a reliable basis for
research and development in this field [19,20].

4. Conclusion. When using current methods for data mining on the internet under heterogeneous distribu-
tion, it is not possible to achieve high-precision and efficient data mining on the internet under heterogeneous
distribution, resulting in high mining error rate, slow speed, and insecurity. The author proposes an opti-
mization method for internet data mining under heterogeneous distribution based on text theory. Through
simulation experiments, it has been proven that the proposed method can accurately mine in ternet data under
heterogeneous distribution, and has good application value and is practical and feasible.
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Fig. 3.4: Data Mining Error Rate
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