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CONSTRUCTION AND APPLICATION OF THREE-DIMENSIONAL INFORMATION
MANAGEMENT SYSTEM FOR INTELLIGENT BUILDINGS INTEGRATING BIM AND

GIS TECHNOLOGIES

JING SHI∗

Abstract. Smart building technologies are widely used in all aspects of building structure, services, and management, helping
to create a more comfortable, safe and convenient building environment. Building Information Modelling (BIM) and Geographic
Information System (GIS) technologies are both widely used intelligent building technologies, and their combination can improve
the analytical ability of spatial environment to a certain extent. However, it is difficult to manage them due to the huge amount of
data in the Three-Dimensional (3D) information of intelligent buildings. Therefore, it is very important to improve the information
management ability of intelligent building 3D information management systems (Moballeghi et al. 2023; Mahamood and Fathi
2022). BIM and GIS technologies were used to build a 3D information management system for intelligent buildings more effectively.
The design and development principles of the information management system were explained, and the overall framework of the
system was also designed. Research was conducted on feature extraction and matching through an improved scale invariant
feature transformation algorithm to enhance the information classification and management capability of the intelligent building
3D information management system. In addition, the improvement measure for SIFI algorithm was to reduce pixel processing to
reduce its memory size. The study explained the preprocessing of model normalization before feature extraction and matching.
The coordinate system rotation normalization of building 3D models was achieved through principal component analysis. Finally,
the calculation of covariance matrix was explained. The number of pyramid image groups was adopted to further improve the
scale space and enhance computational efficiency. The Hessian matrix was introduced to eliminate unstable fixed points. And the
purity of feature point matching through similarity coefficients was improved. In addition, a modified multi-view convolutional
neural network was used to classify the feature data, and a modified classification architecture was designed to build a 3D model
based on this algorithm to enhance its information classification management capabilities. The study explained the calculation of
view weights and global descriptors and described the fully connected and classification architectures. The results showed that the
improved scale-invariant feature conversion algorithm achieved a matching accuracy of 98.3% and takes only 17 s. Meanwhile, the
proposed multi-view convolutional neural network achieved an accuracy of 97.6% and an F1 value of 96.4% for the classification
of 3D information of intelligent buildings. Among the six types of 3D building models selected, the method achieved the highest
accuracy of 94.26% and was more stable. It shows that the proposed method of 3D information management of intelligent buildings
has obvious classification advantages and provides a new technical reference for the information development of intelligent buildings.
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1. Introduction. Introduction. With the gradual development of digital city construction, intelligent
buildings have become a key focus of development [31, 24] . As the focal point of modelling technology in
the construction industry, Building Information Modelling (BIM) enables the integration of information from
planning, decision making, and design aspects of construction projects, thus enhancing economic, social, and
environmental benefits to a certain extent [30, 32]. BIM mainly uses 3D digital simulation techniques to
construct buildings and simulate realistic situations. The technology also enables information sharing between
the various participants in a project on the same platform to facilitate their communication and decision-
making. However, BIM technology has inherent drawbacks such as the small spatial scope, which makes it
difficult to integrate building facilities into the environment [42, 36] Geographic Information System (GIS)
technology, on the other hand, uses geospatial data of the earth as an object. When integrated with BIM
technology, it can enhance the analysis of the spatial environment. However, in today’s intelligent buildings,
it is difficult to achieve efficient management due to the complexity of the data contained in 3D information
and the excessive amount of data [38, 18]. Therefore, BIM is used for building modelling and imports it into
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GIS for visual presentation. The improved Scale-Invariant Feature Transform (SIFT) is also applied to extract
and match the features of the 3D images of intelligent buildings, and the improved Multi-View Convolutional
Neural Network (MVCNN)-based Deep Convolutional Neural Network (DCNN) is used. The research aims
at building intelligent building 3D information management systems by combining BIM and GIS technologies,
and reducing the difficulty of system management through SIFI and MVCNN. The research also aims to
improve the information classification management ability of the system, provide technical support for the
efficient management of intelligent building 3D information, and promote the informatization development of
intelligent building. The novelty of the research is mainly reflected in four aspects. The first aspect is the
introduction of the improved SIFI algorithm in the building 3D information management system. It can reduce
the memory size and the computational cost of the overall process by downsizing the pixel processing, realize
the feature extraction matching of the building 3D information, and reduce the memory occupation of the 3D
building information. The second aspect is the adoption of the modified MVCNN, which is improved by the
introduced weight calculation module. As a result, the features of multiple views are fused, the accuracy of 3D
model data classification is improved, and the information management capability of the system is enhanced.
The third aspect is the introduction of the Long Short-Term Memory (LSTM) and the Attention Mechanism
(Att) module, through which the weight calculation is performed. The fourth aspect combines the improved
SIFI and MVCNN modes, which are applied to improve the management ability of the intelligent building
3D information management system. The contribution of this research is to improve the accuracy of data
classification for intelligent building 3D models and reduce the computational complexity of the overall process
of 3D information feature extraction and matching. The information management capability of intelligent
building 3D information management systems is enhanced and the technical and methodological support is
provided for the informatization and intelligent development of intelligent buildings. The study consists of four
parts. The first part is a DCNN based on the improved Multi-View Convolutional Network (MVCNN), which
provides a research status on BIM-GIS integration technology and classification of 3D images. The second part
explains in detail the construction of a 3D Information Management (IM) system for buildings by integrating
BIM and GIS and the processing of system data. Section 1 of the second part introduces the construction of
the 3D IM system by integrating BIM and GIS technologies. Section 2 focuses on the feature extraction and
classification processing of the data of the management system. The third section discusses the performance of
each algorithm and the effectiveness of applying each technique. The fourth part discusses the results obtained
and explores future directions for improvement.

2. Related works. [1] had developed an integrated BIM-GIS model for the manufacturing and manage-
ment of buildings. BIM was applied for the production, analysis, and management of building information.
GIS was applied for the 3D model creation. The results showed that the model had excellent practical appli-
cation and could be used to select the best location for the construction of warehouses. [11] introduced an
integrated approach of BIM and GIS to achieve a more intelligent urban management. CIM models were used
to enhance the intelligent management of the city. The results showed that this approach could effectively
solve the management problems in infrastructure development projects. [39] addressed the data conversion
problems associated with urban geotagging languages. A shapefile format was adopted to facilitate the applica-
tion of BIM models in GIS, and a method was developed to convert industry base classes into shapefiles using
integrated computer graphics technology. The results showed that the method could promote the application
of BIM in GIS and facilitate integrated building model construction. [23] explored 24 BIM applications in the
lifecycle and explored BIM applications and integration techniques from two perspectives to provide a system-
atic summary of BIM integration, applications, and trends. The results showed that the technology provided
effective technical support for various fields in the future. [37] proposed a new approach to integrate BIM
with GIS in response to the problems of large scale and technical complexity that construction projects had.
A web-based integration platform was also developed to enhance building information sharing and facilitate
project management. The results showed that it was effective in enabling the proper management of large
projects. The problem of classifying 3D images has been the topic of much research. [32] found that current
3D model classification relied heavily on fully supervised training schemes. Therefore, a semantically guided
projection method was proposed for retrieving and classifying 3D models. A bidirectional projection of visual
features and semantics was also used to eliminate the difference between the visible and invisible domains. It
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was highly feasible according to the findings [5]. [10] designed an in-situ measurement method based on a
binocular microscopic vision system to measure the size distribution of 3D crystals during the crystallization.
The shape of 3D particles was reconstructed through dual view images captured by two microscopic cameras.
In addition, a microscopic dual view image analysis method was also designed to identify key corner points
of particle shape in the image. The experimental results showed that the method designed by the research
institute could effectively estimate the 3D size of particles and had good performance. [36] proposed an in-
terpretable machine learning method for point cloud classification to classify 3D building model images. In
the classification and integration stages, multiple point-hopping units were employed to acquire feature vectors
and provide them to the classifier. The method had good classification performance according to the find-
ings. [38] proposed a new 3D efficiency net with improved 3D moving inverse bottleneck convolution blocks
for classification detection of 3D images of Alzheimer’s disease to achieve classification of brain MR images.
It could effectively perform the prediction and diagnosis of Alzheimer’s disease according to the findings. [18]
developed a new street frontage network to design urban elements that were more conducive to public space
to enable quality assessment of street frontages. It was 92% accurate and could be applied to the design of
urban elements according to the findings. In summary, domestic and foreign research scholars have implement
extensive research on the management of building information and the classification of 3D images, but there
is still room for further research and improvement on the classification of 3D images of buildings. Therefore,
the study builds a building 3D IM system rely on BIM and GIS technologies, and classifies the system data
effectively, in order to achieve a more intelligent system management.

3. Intelligent building three-dimensional IM under the integration of BIM and GIS technolo-
gies. Intelligent buildings mainly rely on modern computer technology. A 3D building IM system based on
BIM and GIS integration technology is constructed in this section. Meanwhile, a modified scale-invariant fea-
ture conversion algorithm is introduced for pixel reduction to address the complexity and excessive memory
of the system data. In addition, an improved MVCNN method is proposed to classify the data after feature
matching to achieve a more refined and intelligent building IM.

3.1. Construction of 3D IM system based on BIM and GIS technologies. BIM models are able
to achieve access to information about the interior and exterior structures of a building through 3D digital
information. However, the space in which they are applied is too narrow and susceptible to architectural and
geographical conditions, resulting in building facilities not being integrated into their environment. GIS has
advantages in this area, as it takes the geospatial data of the whole earth as an object and performs a series
of technical operations on it [20] GIS is now widely used in the field of exterior spatial planning and location
selection of buildings. The integration of 3D BIM models with GIS platforms not only enriches the macro
to micro building information, but also effectively deals with the problem of information silos from micro to
macro [6, 9] The integration of both data can give full play to their respective strengths and make up for their
weaknesses to achieve a more complete 3D model of the building and its surroundings. By combining BIM and
GIS technologies, the 3D building IM system enables intelligent buildings to manage and maintain projects
throughout their lifecycle. Meanwhile, visual displays and spatial analysis conditions are provided to achieve
an increased level of intelligence and energy efficiency in intelligent buildings, saving resources and improving
efficiency to a certain extent. The development phase of the 3D IM system for intelligent buildings should
be based on certain design and development principles for successful construction. The study identifies six
construction principles, namely security, advanced practicality, reasonable openness, standardization, scalability,
and unified design, to ensure the successful construction of the 3D IM system. The principle of security is
extremely important and refers to the protection of data and information in a system against information
theft. The principle of advanced practicality means that the choice of technologies needs to be in line with the
current mainstream technologies and meet future development trends. The principle of reasonable openness
means that both the development environment and the hardware support diversity to adapt to changes in
operating systems and computers [28, 4] The principle of standardization refers to the need for a unified
standard specification to ensure compatibility and interoperability. The principle of scalability means that a
certain number of upgrade interfaces must be reserved to meet upgrade and expansion needs, while ensuring the
interoperability of the system. The principle of uniformity of design is to ensure uniformity for all parts of the
system and the architecture and achieve uniform planning and design [36, 26] The role of the six construction
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Fig. 3.1: The role of the six construction principles identified in the construction of a three-dimensional IM
system

Fig. 3.2: The overall framework of intelligent building 3D IM system proposed by the research institute

principles identified in the study in the construction of the 3D IM system is shown in Figure 3.1.
The overall objective is to build a digital 3D simulation model containing architectural information with

buildings and components, including manual mapping, point clouds, images, and other information. The
system manages the texture data and geometric models of building complexes, and data are also aggregated on
architectural artefacts, including architectural images, documents, and audio. The system allows users to fully
understand the properties and spatial information of the building and its components to better manage and
make decisions about the building in a systematic way, leading to a more scientific IM of the building archive.
The overall structure of the proposed 3D IM system for intelligent buildings contains three parts, namely the
data layer, the support layer, and the application layer, as shown in Figure 3.2.

In Figure 3.2, the bottom layer is the data layer, which mainly includes the data of the 3D model, spatial,
and attribute of the building. The storage of such data is generally achieved by establishing a database or
large files. Meanwhile, the support layer of the system contains two main aspects: the components and the
management and exchange of data. The role of the data management and exchange layer is to provide the
application layer with the ability to download, store, utilize, manage, and exchange data. The role of the
component layer is to provide a variety of platforms for the development and operation, including the 3D GIS
platform, database platform, and FTP service platform. In addition, the application layer is used to develop
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efficient applications for the 3D building IM system to complete building IM.

3.2. Intelligent building 3D IM based on data classification. The integration of BIM and GIS
provides rich data support, enabling more refined management of 3D information for smart buildings and
enabling intelligence of micro-information. However, the data obtained from BIM and GIS technologies have
the characteristic of high resolution, which occupies a large amount of memory and brings greater difficulties
for the next data management [7] For this reason, an improved SIFT algorithm is introduced, which is pixel-
reduced to reduce the memory size. At the same time, the data in the IM system are classified by the improved
data classification algorithm to achieve efficient management. The model is pre-processed with a normalized
coordinate system before feature extraction and matching. This includes translation normalization, rotation
normalization, and scale normalization of the coordinate system. The gravity center of the model is shifted to
the origin of the coordinate system to achieve normalization. The x-axis coordinates of the centre of gravity of
the model are calculated as shown in equation 3.1 [14, 16].

xc =

∑m−1
i=0 xi

m
(3.1)

In equation 3.1,xi represents the x-axis coordinates of the model midpoint i, and the y-axis coordinates of
the model centre of gravity are calculated as shown in equation equation 3.2.

yc =

∑m−1
i=0 yi
m

(3.2)

In equation 3.2,yi represents the y-axis coordinates of the model midpoint i, and the z-axis coordinates of
the model centre of gravity are calculated as shown in equation 3.3 .

zc =

∑m−1
i=0 zi
m

(3.3)

In equation 3.3, zi represents the z-axis coordinates of the point i in the model. The converted coordinates
are shown in equation 3.4.

P ′
i = (xi − xc, yi − yc, zi − zc) (3.4)

The rotation normalization of the coordinate system of the architectural 3D model is mainly achieved
through principal element analysis, which first requires the calculation of the covariance matrix, which is shown
in equation 3.5 [33].
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2

∣∣∣∣∣∣ (3.5)

The matrix is a real symmetric matrix with non-negative real eigenvalues. The eigenvalues are then placed
in a non-increasing order.

The feature vectors are sorted to obtain the feature vectors. The feature vectors are then scaled to produce
a rotation matrix, and a rotation transformation of all the points of P’ in the model will result in a new set of
points, which is calculated as shown in equation 3.6 (Liu. 2022).

P ′′ = {P ′′
l |P ′′

l = P ′
lR, P ′

l ∈ P i, l = 0, 1, ...,m} (3.6)

After the rotational transformation, it is then necessary to carry out a scale normalization of the coordinate
system, which is calculated as shown in equation 3.7 [19].

P ′′′ =
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Fig. 3.3: The construction process of Gaussian difference pyramid

Once the data of the architectural 3D model have been pre-processed, the model features are extracted
and assigned. The SIFT algorithm consists of four computational steps, namely the construction of a scale
space, the detection of feature points, the assignment of key point principal directions, and the calculation of
feature descriptors. Building a multi-scale space means extracting effective visual processing information from
the changing scale parameters, while aggregating them to achieve deep mining of the essential features of the
image. The feature points of the image can be better extracted when a multi-scale spatial transformation is
applied to the target image [40, 3]. The scale transformation of an image is mainly achieved through a Gaussian
convolution kernel, which is calculated as shown in equation 3.8 (YANG et al. 2021; Rathore et al. 2019).G(x, y, σ) = 1

2πσ2 e

(
−(x2+y2)

2σ2

)
L(x, y, σ) = G(x, y, σ)⊗ I(x, y)

(3.8)

In equation 3.1, σ represents the scale factor, G(x, y, σ) is a two-dimensional Gaussian function, I(x, y)
refers to the input image, ⊗ stands for the convolution operation between images, and L(x, y, σ) represents the
scale space image after Gaussian convolution. When constructing the scale space, the Gaussian convolution
function is used to generate a Gaussian pyramid with different scales, and then the two adjacent layers of this
pyramid will be differentiated to be able to obtain a Gaussian differential pyramid, as shown in Figure 3.3.

Due to the huge amount of intelligent building image data collected, further improvement of the scale space
is needed to enhance the computational efficiency. The number of pyramid image groups (Octave,O) is reduced
to achieve this purpose. The calculation of O is shown in equation 3.9 [27].

O = log2 (min(M,N)) (3.9)

In equation (3.9), {} represents the rounding operation. M and N stand for the number of rows and
columns in the image, respectively. If the first 2 sets of images are used for feature point extraction, O = 2 is
applied to achieve improvement. Once the differential Gaussian pyramid has been generated, the detection of
the feature points is performed. Typically, a point in the image is determined to be a polar point of the image
if it is a minimal or maximal point in the full range of domains corresponding to that layer and neighbouring
layers. The unstable points are eliminated by means of a Hessian matrix to eliminate the edge effects that
occur in this process, and a similarity coefficient is introduced to improve the purity of feature point matching.
The similarity coefficients are shown in equation (3.10) [41].

SC =
dist

Min_dist
(1 ≤ SC ≤ SC_max) (3.10)

In equation (3.10), Min_dist represents the minimum Euclidean distance and SC_max is the maximum
value of the similarity coefficient. If the obtained similarity coefficient is small, it means that the similarity
between the pixel points of the same name is greater, which acts as a purification of the matched points. The
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Fig. 3.4: Expression of feature direction

Fig. 3.5: The architecture of LSTM-Att module

direction, scale, and position of the feature points are usually described using a vector approach, as shown in
Figure 3.4.

After completing the extraction and matching of model features, the deep convolutional neural network
based on the modified MVCNN is improved to achieve data classification of architectural 3D models. Five
convolutional layers and three fully connected layers form a network structure. The input of the network is
six three-channel images, and the output is the shape descriptor of the 3D architecture model. To improve
the classification detection performance of MVCNN on similar building components, the model is improved by
adding weight calculation modules for each view after the main five convolutional layers of the network, thus
giving different weights to the more expressive and less expressive views, respectively. The newly introduced
weight calculation module is an LSTM-Att module that combines LSTM and Att. LSTM can accurately capture
sequential features by utilizing the spatial correlation of multi-view images. Att can subjectively place weights
during model training, ignoring irrelevant information, and thereby improving classification efficiency. The
architecture of the LSTM-Att module is shown in Figure 3.5.

From Figure 3.5, the LSTM-Att module includes an input layer (single-view features), a hidden layer, an
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Fig. 3.6: Improved architecture for 3D model classification based on the improved MVCNN

output layer (new features), attention score, weighted summation, LSTM, and a fused feature output layer.
LSTM-Att uses LSTM to accurately process multi-view feature data and obtain more complete features. After-
wards, the processed data are computed based on attention value, and multi-view feature fusion is performed
based on weight data to improve classification accuracy. The modified architecture of the improved MVCNN-
based 3D model classification is shown in Figure 3.6.

In Figure 3.6, the six views generated by the pre-processed model are first fed into the convolutional neural
network for parallel convolution, and the original view descriptors for each view are obtained after the initial
extraction of features for each of the six views. The original view descriptors are then fed into the weighting layer
to give higher weights to the more expressive descriptors and lower weights to the less expressive descriptors.
It is assumed that the input view is represented by equation 3.11.

T = {I1, I2, I3, ..., In} (3.11)

The differentiation of each view is calculated as shown in equation 3.12.

Q(In) = sigmoid(abs(Cn)) (3.12)

In equation (3.12), Cn is the output value of the convolution layer (Hosseini and Taleai 2021). The weights
are calculated as shown in equation (3.13) (Kaiwen et al. 2023).

H(In) =
Ceil(|Gn| ×Q(Ik))

|Gn|
, Ik ∈ Gn (3.13)

In equation 3.13, Gn represents a view group. The groups of views are then pooled to generate global
descriptors, where the global descriptors are calculated as shown in equation 3.14 (Kaczorek and Ruszewski
2022).

V (T ) =

∑6
n=1 H(In) · Jn∑6

n=1 H(In)
(3.14)

In equation 3.14, jn represents the descriptors obtained by pooling. The resulting global descriptors then
need to be fed into the fully connected layer to enable the classification of the building 3D model. One of the
full connectivity and classification architectures is shown in Figure 3.7.
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Fig. 3.7: Fully connected and classified architecture

Table 4.1: The experimental basic environmental parameters

Parameter variables Parameter selection
CPU Intel 8 CoreTM i7-7700HQ CPU

Memory 16G
GPU NVIDIA Tesla P4*2

Implementation Platform Ubuntu 16.04.6 LTS
Operating system 64 bit Wndows10

Operating environment MATLAB
Data regression analysis platform SPSS 26.0

Softmax and multi-classification are used for the classification of image features. The Softmax function is
shown in equation 3.15.

Si =
evj∑C
i=1 e

vj
(3.15)

In equation 3.15, j represents the category index, vj represents the output of the classifier’s preceding
output unit, and C is category quantity. Si stands for the ratio of the output element index to the sum of all
element indexes.

4. Analysis of the application effect of three-dimensional IM system for intelligent buildings..
Three feature extraction algorithms were selected to compare their performance to verify the effectiveness of
the improved SIFT. These include ASIFI, BRISK, and the classical SIFT algorithm. Table 4.1 depicts the basic
software and hardware environment settings.

The selected dataset is the UrbanScene3D dataset, which contains 16 building scenes and 128,000 high-
resolution images. 1026 images of a building were taken as the test objects. Figure 4.1 shows the comparison
results of the correct matching rate and time of the four algorithms. From Figure 8, the improved SIFT algo-
rithm had the highest matching accuracy and was as high as 98.3%. Compared with the remaining algorithms,
its matching accuracy rates were improved by 29.8%, 31.1%, and 37.6%, respectively. Meanwhile, the im-
proved SIFT had the lowest matching time of 17s, which was 154s, 71s, and 192s less than the other algorithms,
respectively, indicating that the improved SIFT algorithm had very good performance.

Figure 4.2 shows the results of the four methods in this dataset. From Figure 4.2a, in terms of the search
completion rate, the difference between ASIFI and the classical SIFT algorithm was relatively small, with the
lowest being around 50% and the highest close to 90%, and the overall trend was first decreasing and then
increasing. In contrast, the improved SIFT algorithm was able to maintain a full rate above 78% and reached
a maximum of 97%, a maximum improvement of 42% compared to the pre-improvement SIFT algorithm. In
Figure 4.2b, the trends of the four methods were relatively close to each other, with the ASIFI, classical SIFT
and BRISK algorithms all obtaining a relatively low maximum accuracy rate in the range of 40%-50%. The
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(a) Matching Accuracy of Four Algorithm (b) Matching Time of Four Algorithm

Fig. 4.1: Comparison results of matching accuracy and time of four algorithms

modified SIFT algorithm reached a maximum of 57%. This indicated that the improved SIFT algorithm had
more significant performance advantages.

The study continued with the selection of two buildings in a region as the objects, and feature matching was
performed separately. The data were collected and processed for both buildings together. Figure 4.3 shows the
results. In Figure 4.3a, the different circle patterns indicate the quantity of the valid matching points for building
A, the rectangular pattern indicates the quantity of the matching points. Figure 4.3b shows the accuracy of
matching points for building B. From Figure 10(a), the total matching points quantity of the traditional SIFT
algorithm for building A was about 264, and the number of valid points was only 201. BRISK had more valid
points but the total matching points quantity was lower than ASIFT. The improved SIFT algorithm, on the
other hand, had the highest number of matching points and had 326 valid points. From Figure 10(b), the
accuracy of matching points in building B for ASIFI, classical SIFT, BRISK, and the improved SIFT were
53.4%, 75.3%, 60.8%, and 96.2%, respectively, with the improved SIFT method improving by 30% on average
compared to the first three. In Figure 4.3c, the improved SIFT algorithm took 23s and 47s for data acquisition
and processing, respectively, with an accuracy rate of 97.2%, which was significantly better than the remaining
three algorithms.

Three common classification models were chosen for comparison, namely Random Forest (RF), Logistic
Regression (LR), and Support Vector Machine (SVM), to verify the classification effectiveness of the improved
MVCNN on 3D building model data. The datasets chosen for the study were UrbanScene3D and MSBuilding,
and the F1 value and accuracy rate were used as classification evaluation metrics. Figure 4.4 shows the
classification results of the four algorithms. In Figure 4.4, the improved MVCNN model had the best F1 value
and accuracy rate on both datasets compared to the other three models. In particular, the improved MVCNN
achieved an F1 value of 96.4% and an accuracy of 97.6% on the UrbanScene3D dataset, which was 20.2% and
13.5% higher than RF, respectively. In the MSBuilding dataset, the model had the highest F1 value of 86.8%
and accuracy of 87.7%, which were 15% and 9.6% higher than the LR model, respectively. This indicated that
the improved MVCNN model had significant performance advantages in the data classification of 3D building
models. The study continued to validate the classification effect of the improved MVCNN model on 3D building
models by selecting six categories of 3D building models for experimental validation. A total of 10 sets of tests
were conducted in the study to ensure the validity of the test results. Meanwhile, a traditional CNN was chosen
for comparison. Figure 4.5 shows the test results. In Figure 4.5, the improved MVCNN model outperformed
the classical CNN model in the classification of the 3D model for each category. Among them, the improved
MVCNN achieved the highest classification accuracy of 94.26% in model 3, an improvement of 11.57% compared
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(a) The Recall of Four Algorithm
(b) Precision Results of Four Algorithm

Fig. 4.2: The recall and precision results of four methods

Table 4.2: Comparison results of different RMSE algorithms

Algorithm

Data set
UrbanScene3D MSBuilding

Number of experiments Number of experiments
1 2 3 4 5 1 2 3 4 5

CA 7.91% 10.82% 11.43% 8.95% 10.77% 9.32% 10.58% 12.79% 11.21% 9.68%
CART 6.55% 7.43% 8.95% 8.21% 7.32% 8.42% 7.38% 7.64% 8.77% 9.49%
KNN 7.59% 9.42% 10.67% 8.37% 7.11% 7.61% 8.73% 8.92% 10.85% 9.19%
ESNN 5.78% 6.42% 5.88% 7.01% 5.95% 6.35% 5.70% 7.03% 6.47% 6.51%

MVCNN 4.99% 4.03% 5.09% 4.27% 3.99% 4.86% 4.67% 4.12% 5.04% 4.65%
Improved MVCNN 2.51% 2.17% 2.58% 2.12% 1.89% 1.12% 1.37% 2.08% 1.94% 2.17%

to CNN. Meanwhile, the improved MVCNN achieved the highest classification accuracy of 75.09% in model
6, an improvement of 25.24% compared to CNN. The complexity of the 3D model determined the accuracy
of the classification. Among them, model 3 was the simplest and therefore its accuracy was the highest, with
an improvement of 19.17% and 32.84%, respectively, on the two classification models compared to the most
complex model 6. This indicated that the improved MVCNN model was more accurate and stable in terms of
classification accuracy.

Other algorithms were added for comparison to further validate the performance of the improved MVCNN
model designed by the research. Comparison algorithms include Convolutional Autoencoder (CA)-based unsu-
pervised noise rejection method, Classification and Regression Tree (CART), K-Nearest Neighbor (KNN), and
Evolutionary Spike Neural Network (ESNN). The Root Mean Square Error (RMSE) index was used to better
reflect the classification performance of the algorithm designed by the research on 3D building models. The
dataset used in the experiment was also UrbanScene3D and MSBuilding. The comparison results of different
RMSE algorithms are shown in Table 4.2.

From Table 4.2, the maximum RMSE of the improved MVCNN algorithm was 2.58% on the UrbanScene3D
dataset, while the minimum RMSE values of CA, CART, KNN, ESNN, and MVCNN were 7.91%, 6.55%,
7.11%, 5.78%, and 3.99%, respectively. The maximum RMSE value of the improved MVCNN algorithm was
significantly smaller than the minimum value of the comparison algorithms. The minimum RMSE values
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(a) Matching Point Results of Building A (b) Matching Point Results of Building B

(c) Data Collection and Processing Results

Fig. 4.3: Data collection and processing results of four methods

(a) F1 Values of Different Models on the Dataset
(b) Accuracy Values of Different Models on the
Dataset

Fig. 4.4: Classification results of four algorithms
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(a) Classification Results of Improved MVCNN
model

(b) Accuracy Values of Different Models on the
Dataset

Fig. 4.5: Classification Results of CNN model

Table 4.3: Comparison of time consumption and CPU utilization of different algorithms

Algorithm
Time consuming CPU utilization

Number of experiments Number of experiments
1 2 3 4 5 1 2 3 4 5

CA 67.1s 78.9s 89.8s 77.7s 76.5s 27.2% 25.7% 23.8% 21.7% 22.3%
CART 58.4s 57.1s 54.0s 53.7s 54.4s 19.0% 17.8% 15.7% 18.2% 15.5%
KNN 51.7s 49.8s 48.3s 48.1s 50.4s 18.5% 16.4% 17.2% 16.2% 18.6%
ESNN 48.7s 46.5s 43.2s 41.9s 41.7s 15.8% 14.7% 16.3% 15.9% 14.1%

MVCNN 36.8s 35.4s 36.9s 35.3s 35.5s 13.2% 12.5% 13.1% 12.9% 13.6%
Improved MVCNN 18.9s 21.3s 19.1s 18.2s 18.0s 11.2% 10.0% 11.6% 10.8% 9.8%

of CA, CART, KNN, ESNN, and MVCNN were 9.32%, 7.38%, 7.61%, 5.70%, and 4.12%, respectively, on
the MSBuilding dataset. The maximum RMSE value of the improved MVCNN algorithm was 2.17%, which
was significantly smaller than the minimum values of the comparison algorithms. Therefore, the improved
MVCNN algorithm had smaller classification errors and better performance. A comparison was conducted
on the classification time and CPU utilization of different algorithms to further verify the performance of the
improved MVCNN algorithm. The comparison results are shown in Table 4.3.

From Table 4.3, the maximum classification time of the improved MVCNN algorithm was 21.3 seconds, while
the maximum classification time of CA, CART, KNN, ESNN, and MVCNN was 89.8s, 58.4s, 51.7, 48.7, and
36.9, respectively. The classification time of the improved MVCNN algorithm was significantly lower than that
of the comparison algorithm. The maximum CPU utilization of the improved MVCNN algorithm was 11.6%,
while the maximum CPU utilization of CA, CART, KNN, ESNN, and MVCNN was 27.2%, 19.0%, 18.6%,
16.3%, and 13.6%, respectively. The CPU utilization of the improved MVCNN algorithm was significantly
lower than that of the compared algorithms. Therefore, the improved MVCNN algorithm had the shortest time
consumption, the lowest CPU utilization, and better performance.

5. Simulation result and discussion. With the development of intelligent building technology, it is
gradually being applied to various aspects of the construction field, promoting the informatization development
of intelligent buildings [15]. An intelligent building 3D information management system combining BIM and
GIS technologies was studied and designed to efficiently manage the 3D information of intelligent buildings. An
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improved SIFI algorithm was adopted for feature extraction and matching of 3D information to further enhance
the management ability of the system for massive information data, and the improved MVCNN algorithm was
used to classify 3D information. It was found that the SIFI algorithm could accurately match 3D building
information and had good performance. This is consistent with the research findings of Attila Fej é r and other
experts. Experts such as Attila Fej é r used SIFI to detect the coordinates of the transformed objects and
improved the SIF algorithm. The research results showed that the average accuracy and recall values of the
SIFI algorithm were 0.84 and 0.94, respectively, indicating its good performance in the fields of detection and
matching (Attila et al. 2021). In addition, the improved MVCNN algorithm performed well in information
classification, with the highest accuracy reaching 97.6%. This is consistent with the research findings of Starly
B et al. Starly B et al. used the MVCNN algorithm and transfer learning to classify and retrieve the shapes
of computer-aided design models. The research results showed that the MVCNN algorithm could efficiently
classify shapes with a classification accuracy of up to 93% [29, 43, 44, 45]..

6. Conclusion. BIM and GIS technologies were combined to construct 3D IM systems to improve the
intelligent buildings management. IM was mainly implemented through the improved SIFT algorithm and the
improved MVCNN algorithm. According to the findings, the improved SIFT achieved the highest matching
accuracy and was as high as 98.3%. Their matching accuracy rates were improved by 29.8%, 31.1%, and
37.6%, respectively, compared with the remaining three algorithms. The difference between ASIFI and the
classical SIFT algorithm was small by comparing the full search rate, with the lowest being around 50% and
the highest close to 90%, and the overall trend was first decreasing and then increasing. The improved SIFT
algorithm was able to maintain a completion rate of over 78% and reached a maximum of 97%, a maximum
improvement of 42% compared to the improved SIFT algorithm. On the UrbanScene3D dataset, the improved
MVCNN achieved an F1 value of 96.4% and an accuracy of 97.6%, which was 20.2% and 13.5% higher than
RF, respectively. In the MSBuilding dataset, the model had the highest F1 value of 86.8% and accuracy of
87.7%, which were 15% and 9.6% higher than the LR model, respectively. This indicated that the improved
MVCNN model had significant performance advantages in the data classification of 3D building models. In
summary, the proposed 3D IM method has a high accuracy rate and can effectively improve the management
of intelligent buildings. However, the study does not make use of systematic data pre-processing measures in
the management of 3D information of intelligent buildings. Therefore, pre-processing methods such as data
conversion need to be expanded to further optimise it.
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