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RESEARCH ON SURVEYING AND MAPPING DATA PROCESSING BASED ON
NONLINEAR MATHEMATICAL MODELS AND DEEP LEARNING OPTIMIZATION

HUIXIAN WEI∗AND XIANGHUI WEI†

Abstract. In order to deeply understand the mapping data processing of nonlinear mathematical model optimization, this
paper uses nonlinear model optimization theory to process mapping data. When the precision of parameter approximation is high,
the calculation results of each algorithm are the same, and the iteration times of the fastest descent method and simplex method
are significantly increased compared with the other three algorithms. Therefore x01 = 5.42 in the parameter is kept unchanged near
the truth value, and the convergence range of Newton method, the fastest descent method, conjugate gradient method and simplex
method away from the truth value of parameter x02 = −0.25 is investigated. When the approximate value of undetermined
parameters is high, the results of Newton algorithm and simplex algorithm are consistent, but the Newton iterative algorithm has
faster convergence speed and higher computational efficiency than the simplex algorithm. Lower value when the undetermined
parameter approximation precision, namely the undetermined parameter approximation and its true value is far off, may complete
failure type Newton iteration algorithm, the simplex algorithm can be a supplement of the Newton method for the most part,
the simplex method significantly reduces the requirements for initial value of parameters, data calculation efficiency has improved
significantly.
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1. Introduction. With the development of data processing technology and ability unceasing enhancement,
the computer in many industrial control occasions, there is a kind of such variables: they are closely related to
the quality of the product, should be strictly controlled, but because of economic or technology (such as online
measuring instrument is expensive, or not work) in a poor working environment, are hard to measure online,
analytical values can only be obtained through off-line laboratory analysis [1]. However, offline laboratory
analysis often has the problem of long time lag, which cannot meet the requirements of online real-time control
and optimization operation [2].

In recent years, surveying and mapping techniques have made significant advances in order to solve the
estimation and control problems of such variables. The basic point of surveying and mapping technology is to
select the secondary variables that are closely related to the primary variables and easy to measure, such as
temperature, pressure and flow, etc., according to some optimal criteria. Use computer software to estimate the
dominant variables. In the control system that takes the estimated value of surveying sensor as the feedback
signal, the controller and estimator are separated, thus bringing great convenience to the design of both the
controller and (Soft Sensor) [3]. In addition to ”measuring” the leading variables, the soft sensor can also
estimate the process parameters of some reaction process characteristics, overcoming the problems of offline
analysis lag and large sampling interval. At present, mapping technology has become one of the key research
directions in the field of engineering control [4].Linear principal component analysis (LPCA) is mainly aimed
at steady-state data with high dimension, noise and collinearity between variables. However, many systems in
the real society are often not stable systems, such as a financial decision-making system and many real-time
industrial process systems. In addition to the above characteristics, the data generated during the operation
of these systems often have time series relationship. At this time, the traditional principal component analysis
is used to extract the features of these systems, but the principal component can not reflect the changing
characteristics of the data. Aiming at this kind of problem, the theory of dynamic principal component analysis
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method is to obtain the augmented matrix by using the sampling data of the past time to the current analysis
data matrix. Based on the augmented matrix, the traditional principal component analysis is carried out, and
the method to determine the number of the augmented sequence vector is further proposed. Linear principal
component analysis is generally used to extract linear relationships of systems or variables, which is a linear
dimension reduction technique in essence. Principal component analysis has been successfully applied in many
fields, such as chemical industry, finance, biology and so on, and has achieved good research results. But for the
actual industrial process, its nature is nonlinear. At this point, there will be some problems if linear principal
component analysis is used to extract the features of nonlinear processes.

On the one hand, since linear principal elements only reflect the linear characteristics of the system, in order
to reflect as much information as possible, the number of principal elements will increase, thus losing the role of
principal component analysis dimension reduction. On the other hand, after the nonlinear system is analyzed by
linear principal component analysis method, the residual matrix often contains nonlinear information, rather
than invalid information such as noise as the linear principal component thought. Therefore, it is often
inappropriate to use linear principal component analysis to analyze nonlinear systems. Nonlinear principal
component analysis is an extension of linear principal component analysis, which can more effectively complete
the extraction of information with nonlinear relationship [5].

2. Literature review. Nonlinear principal component analysis is a hot and difficult research topic in
recent years. In view of this research problem, Mirzaei, F. et al. proposed a mapping model based on DPCA-
RBF network for industrial data featuring nonlinear, noisy, collinearity and dynamic strength. Firstly, the
dynamic PCA method was used to preprocess the industrial modeling data to obtain the principal components,
and then the RBF network model of the principal components and key quality variables was established. This
model effectively reduces the number of model variables, removes noise and dynamic information, and reduces
the number of parameters of RBF network training, thus improving the accuracy of the model [6].

Su, Y. T. et al. proposed a nonlinear regression model based on master curve for industrial process data
with high dimension, data coupling and strong nonlinearity. This model draws on the basic idea of PLS, and
takes into account the correlation between independent variables and dependent variables while extracting
implicit variable information by using the master curve. In the space of hidden variables, polynomial function
is used to fit the nonlinear relation between hidden variables. In the case study, pure function data and real-time
operation data of vinyl chloride distillation tower were used to verify the model [7].

Cai, L. et al. made a pioneering study on the application of principal component analysis method in
the field of fault diagnosis and monitoring of chemical process, and determined whether there were faults or
anomalies by testing the statistics of data. With the development of large-scale database systems, algorithms
based on data analysis have been greatly developed [8].

On the basis of the current study, this article for the study of surveying and mapping data processing based
on nonlinear mathematical model of optimization, optimization theory and typical optimization algorithm for
nonlinear model characteristic analysis, substitution analysis model of nonlinear optimization theory to deal
with the data of surveying and mapping, when parameter approximation precision, the algorithm of calculation
result is the same.

The number of iteration of the steepest descent method and simplex method increases obviously compared
with the other three algorithms. When the parameter approximation value is taken, Newton method, quasi-
Newton method, Gauss-Newton method, trust region method and other solutions do not converge. In this case,
the norm of parameter error at this point indicates that the iterative algorithm based on Newton algorithm is
highly dependent on the parameter approximation value. Therefore, the convergence range of Newton method,
fastest descent method, conjugate gradient method and simplex method away from the parameter truth value
is investigated by keeping the parameters near the truth value unchanged. When the accurate approximation
value of parameters cannot be obtained, the efficiency of surveying and mapping data processing results can be
effectively improved [9].
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3. Methods.
3.1. Nonlinear model optimization theory and typical optimization algorithm characteristics.
(1) Nonlinear model optimization theory. The unconstrained nonlinear model is optimized, as shown in

Equation 3.1.

minfxϵRN (x) (3.1)

where f(x) = f(x1, x2, ..., xn) is the n-element nonlinear real-valued function defined in Rn, x = (x1, x2, ..., xn)
T .

Nonlinear model optimization iterative algorithm, that is, step size factor αk is determined through some
search method, as shown in Equation 3.2.

f(xk + αkdk) < f(xk) (3.2)

That is, move the objective function f(x) in a specified direction until Equation 3.1 is satisfied. Different
displacement (different selection of search direction dk and step factor αk ) results in different iterative algo-
rithms. In order to ensure the convergence of the algorithm, the search direction is required to be the downward
direction. The direct optimization algorithm of nonlinear model represented by simplex algorithm only needs
to calculate the value of the function without calculating the derivative of the objective function, which is also
the most effective method to search for the minimum value. It is suitable for situations where the expression
of the objective function is very complex and it is difficult to calculate the derivative [10].

(2) Characteristic analysis of typical optimization algorithms for nonlinear models. The fastest descent
method is one of the simplest and oldest methods for solving nonlinear least squares problems. It is the basis
of other unconstrained algorithms. It is based on the first approximation of the function and uses the negative
gradient direction dk = −∇f(x) as the search direction. Because the steepest descent method in the direction
of the adjacent two iterations perpendicular, convergence path appear jagged, thus began a few steps of step
length is longer, the approximate solution and the change of the objective function value is bigger, but when
close to convergence, step size is small, the approximate solution and the change of the objective function values
are also small, thus greatly affect the convergence rate of the steepest descent method.

Newton’s method is a classical unconstrained algorithm, which uses the first derivative (gradient) and
second derivative (Hesse matrix) at the iterative point X to perform quadratic function approximation to the
objective function, and then takes the minimum point of the quadratic function as the new iterative point, and
repeats this process until the approximate minimum point satisfying the accuracy requirement is obtained.

Conjugate gradient method is an optimization algorithm based on conjugate direction method. Conjugate
direction is in solving n positive definite quadratic objective function is minimum point to produce a set of
conjugate direction as gradient direction, under the condition of exact line search algorithm at most iterative
step n minimum point can be obtained, because the general objective function approximation of near the
minimum point in quadratic function, so you can imagine an algorithm for quadratic function is more effective.
It is expected to have a good effect on general functions. The conjugate gradient method is to generate the
conjugate direction of Hesse matrix of convex quadratic function f(x) in each iteration step without using the
fastest descending direction at the current point. Each conjugate vector depends on the negative gradient at
the iteration point, so as to establish the minimum point of not f(x)[11].

Trust region method first given the trust region radius as the upper bound of the length of the displacement,
and in the current iteration point as the center, to the upper bound for the radius of trust region area, by solving
the region’s ”letter Lai Yu subproblems” (objective function of the quadratic approximation model) of optimal
point to determine the displacement of ”candidate”, if the candidate displacement can make the objective
function values are fully drop, The candidate displacement is accepted as the new displacement, and the radius
of trust region is maintained and expanded to continue the new iteration. Otherwise, it indicates that the
approximation between the quadratic model and the objective function is not ideal, and the radius of the trust
region needs to be reduced, and then the new candidate displacement is obtained by solving the sub-problem
in the new trust region. The process is repeated until the iteration termination condition is satisfied.

Iterative algorithms need to calculate the derivative of the objective function, the solution directly without
calculating the value of the objective function derivative calculation function and when the objective function



Research on Surveying and Mapping Data Processing Based on Nonlinear Mathematical Models and Deep Learning Optimizat.2263

Table 4.1: Correlation observations and their truth values

i 1 2 3 4 5
The true value 4.202384 3.258924 2.527006 1.959459 1.519394
Observations 4.20 3.25 2.52 1.95 1.51

Table 4.2: Least-squares data processing results of nonlinear models under different calculation methods

The serial number Equalization method computing result Error norm iterations

1 steepest descent 5.421940625 0.00219887 121method -0.255618484

2 Newton 5.422744582 0.00291896 6method -0.255672087

3 conjugate gradient 5.422159251 0.00238897 20method -0.255670512

4 Trust domain 5.422748251 0.00291233 6method -0.255670512

5 simplex 5.422748251 0.00292317 64method -0.255674147

or analytical expression is complex, calculating derivative difficulty, represented by the simplex algorithm of
the simplex method is one of the most effective method of searching the minimum of the objective function of
analyticity did not demand, wide applicable [12].

4. Results and analysis.

4.1. Analysis of surveying and mapping data case by nonlinear model optimization theory. It
is known that the nonlinear model is Li = x1e

ix2, and the truth values of x1 and x2 are expressed as vectors,
that is, the five truth values of X = (5.420136187 − 0.25436189)T , Li and the corresponding five independent
observations with the same accuracy are listed in Table 4.1.

When the approximate value of the parameter is X0 = (x01, x02)
T = (5.4,−0.3)T , the error norm of the

parameter is ||X −X0||2 = 0.0499. On this basis, combined with MATLAB software programming technology,
the data processing results of the above typical optimization algorithm are obtained, as shown in Table 4.2.

As can be seen from the calculation results in Table 4.2, when the parameter approximation value is of
high accuracy, the calculation results of all algorithms are the same, and the number of iterations of the fastest
descent method and simplex method increases significantly compared with the other three algorithms [13].

When the parameter approximation value is X0 = (x01, x02)
T = (3.4,−0.8)T , Newton method, quasi-

Newton method, Gauss-Newton method, trust region method and other solutions do not converge, and the
norm of parameter error at this point is ||X −X0||2 = 2.0925, indicating that the iterative algorithm based on
Newton algorithm has a high dependence on parameter approximation value. Existing research shows that the
nonlinear model parameters of the optimal value affected by the intensity of nonlinear function of nonlinear
circle, in this case, the main factors influencing the size of the model of nonlinear strength index, in order to
further parameter approximation accuracy values of different algorithms are dependent, so keep parameters in
x01 = 5.42 near the true value of the same, The convergence range of Newton method, steepest descent method,
conjugate gradient method and simplex method beyond the truth value of parameter x02 = −0.25 is investigated.
By changing the parameter value according to X = (x01, x02)

T = (5.42− 0.25± k × 0.1)T k = 0, 1, 2, ..., n, the
convergence boundary of the corresponding algorithm and corresponding calculation results can be obtained,
as shown in Table 4.3. The comparison of parameter approximations of corresponding algorithms is shown in
Figure 4.1.

The calculation shows that similar data processing results can be obtained by changing the initial values
of parameters in other ways. As shown in Table 4.3:
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Table 4.3: Convergence boundary and corresponding calculation results under different algorithms

Algorithm
Parameter Parameter error parametric Parametric

approximation norm solution solution error
norm

Newton method
5.42,-0.25 0.0044

5.4227�-0.2557 0.00295.42,1.45 1.7044
5.42,-0.85 0.2956

Steepest 5.42,-0.25 0.0044 5.4227,-0.2557 0.0029
descent 5.42,22.95 23.2044 5.4223,-0.2556 0.0026
method 5.42,-0.45 0.1956 5.4232,-0.2556 0.0034

Conjugate 5.42,-0.25 0.0044 5.4230,-0.2557 0.0032
gradient 5.42,0.15 75.5044 5.4227,-0.2557 0.0021
method 5.42,-12.95 38.6956 5.4228,-0.2557 0.0041

Simplex method
5.42,-0.25 0.0044 5.4230,-0.2557 0.0029
5.42,74.25 75.5044 5.4227,-0.2557 0.0029
5.42,-38.95 38.6956 5.4228,-0.2557 0.0030

Fig. 4.1: Comparison of parameter approximations of corresponding algorithms

1. When the initial parameter value is within the parameter convergence region of the respective algo-
rithms, Newton algorithm has the highest computational efficiency and the least number of iterations
in the calculation process, but Newton algorithm has higher requirements on the accuracy of the initial
parameter value, and the convergence region of the initial parameter value is the smallest compared
with other types of algorithms [14].

2. Compared with the iterative calculation method, the simplex method has the lowest requirement on the
accuracy of initial parameter value, although the calculation efficiency is relatively lower. Compared
with the Newton algorithm, the simplex method significantly reduces the requirement on the accuracy
of initial parameter value of the iterative algorithm. For general surveying and mapping data processing
problems, when high precision initial values of undetermined parameters cannot be obtained, simplex
method will undoubtedly be a good supplement to Newtonian algorithm [15].
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5. Conclusions and prospects. In this paper, based on the nonlinear mathematical model for optimiza-
tion of surveying and mapping data processing research, introduces the model of the nonlinear optimization the-
ory and analysis of typical optimization algorithm features, analysis of nonlinear optimization theory model the
surveying and mapping data instance when parameter approximation precision, the algorithm calculation result
is the same, the steepest descent method and simplex method relative to the other three kinds of iteration algo-
rithm is significantly increased. When the parameter approximation value is X0 = (x01, x02)

T = (3.4,−0.8)T ,
Newton method, quasi-Newton method, Gauss-Newton method, trust region method and other solutions do not
converge, and the norm of parameter error at this point is 001, indicating that the iterative algorithm based
on Newton algorithm has a high degree of dependence on parameter approximation value. Therefore, keep
x01 = 5.42 in the parameter unchanged near the truth value, and investigate the convergence range of Newton
method, fastest descent method, conjugate gradient method and simplex method away from the truth value of
parameter x02 = −0.25. The efficiency of surveying and mapping data processing can be improved effectively
when the accurate approximation value of parameters cannot be obtained.
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