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MENDEL'S ACCOUNTANT: A BIOLOGICALLY REALISTIC FORWARD-TI ME POPULATION GENETICS
PROGRAM

J. SANFORD, J. BAUMGARDNER, W. BREWER, P. GIBSON, AND W. REMINEX

Abstract. Mendel's Accountant (hereafter referred to as “Mendela isser-friendly biologically realistic simulation progndor investigating the
processes of mutation and selection in sexually reprodudiploid populations. Mendel represents an advance owsiqurs forward-time programs
in that it incorporates several new features that enharaedital realism including: (a) variable mutation effectda(b) environmental variance that
affects phenotype. In Mendel, as in nature, mutations hasenéinuous range of effect from lethal to bene cial, and nvayy in expression from
fully dominant to fully recessive. Mendel allows mutatibedfects to be combined in either a multiplicative or additmanner to determine overall
genotypic tness and provides the option of either truraatr probability selection. Environmental variance iscsjeel via a heritability parameter and
a non-scaling noise standard deviation. Mendel is comipagty ef cient, so many problems of interest can be run odiary personal computers.
Parallelized using MPI, Mendel readily handles large papaoih size and population substructure on cluster computie report a series of validation
experiments which show consistently that Mendel resultéaro to theoretical predictions. Its graphical user ifstee is designed to make problem
speci cation intuitive and simple, and it provides a vayief visual representations in the program output. The Enuogis a versatile research tool and
is useful also as an interactive teaching resource.
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1. Introduction. Population geneticists have used mathematical modelirayfr 75 years to understand better how
mutation and selection affect population dynamics. Readrtinces in numerical simulation and the wide availability
of low cost computational resources now make possible anrative way to understand how populations change over
time. Numerical simulation offers the ability to treat cdespbiological situations where an analytical solution \eboe
cumbersome, if not impossible. Numerical simulation alidie study of the complex interactions of many biological
factors simultaneously. This is generally not practicahggraditional methods. The numerical approach provideaty
exibility and allows a researcher or student to exploregraeter space quite rapidly, without detailed knowledgénef t
mathematical techniques that underlie the classical tieatt approach.

At its most basic level, the task of modeling mutation ancéa@bn in a population over many generations can
be viewed as a bookkeeping problem in which random evenisalaajor role. Mutations are continuously entering
and leaving any population. When a new mutation arises, yt ananay not be transmitted to an individual's progeny,
depending on whether or not the chromosome segment cartygngutation segregates into the gamete from which
the progeny is derived. Generally speaking, mutationsdhatir near one another on the same chromosome are likely
to be inherited together. Therefore, tracking mutatioratmn in the genome is important if one desires to account for
mutational linkage. In addition, during meiosis there dbew two crossovers per chromosome pair in most higher
organisms [1]. This random phenomenon of crossover alsa beupart of the simulation in order to treat linkage in a
realistic manner.

Random mutations tend to differ greatly from one anotheh@irteffects on genotypic tness. The tness effect of
a given mutation can be positive or negative, can range faihal to bene cial, and can vary from fully dominant to
fully recessive. How the effects of multiple mutations (#fetent loci within the same individual) combine with one
another (additively or multiplicatively) also in uenceld overall genetic tness of an individual. The effectivea®f
selection (that is, its power to alter individual mutatioeduencies) is limited by the surplus population availabeich
in turn depends on the population's average fertility le@alection ef ciency is further limited by factors such asndom
uctuations in environmental conditions. Generally sp@ak reproduction in nature has a signi cant random compone
and is only partially correlated with the tness of the geypme. All these variables in uence actual genetic change ove
time and must be modeled accurately if a simulation is to bigically relevant.

2. Background. Although there are many programs for genetic data analgsimparatively little effort has been
devoted to software development for detailed simulatiothefprocesses of mutation and selection [2]. Numericatestra
gies for population genetics modeling have been under ss$on for several decades [3, 4], yet it is only recently that
computing resources have become widely available to abogel realistic forward-time simulations.
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One type of genetic simulation, known as coalescent sinongbegins with a set of nucleotide sequences sampled in
the present, and operates backwards in time to reconstaachenon ancestral sequence [5]. Some coalescent programs
can handle recombination and natural selection to a limetednt; however, they become unwieldy if they incorporate
natural selection for multiple loci. Coalescent-basedhoés have little relevance to modeling genetic change fahiva
time.

Forward-time simulations, although conceptually simpéee computationally more dif cult, and have been used
primarily for teaching purposes [6]. Only recently, due he trapidly decreasing cost of computing resources, has a
widespread use of serious forward-time simulation prograetome practical. The modeling of random mutations and
the operation of natural selection under complex matingirgbination schemes are distinctive advantages of forward
time simulations.

Forward-time simulations provide the opportunity to studplutionary processes in a genetically explicit and re-
alistic manner. Such programs are increasingly being egpb a large variety of questions in evolutionary biology,
conservation biology, and human genetics [7]. Howeveratlalability of a biologically realistic yet ef cient andasy
to use software package has been lacking. Guillaume anddRoag [7] point out that most studies in these areas rely
on homemade code which is rarely published. This has teral&atde researchers to build their models from scratch,
models which may or may not have been properly validated.

In addition to the complexities of such things as recomliomaand recessivity, forward-time simulations of large
population sizes and high mutation rates are very demaradingemory and computer time and require software to be
specially designed for speed-ef ciency.

Below is a summary of the previously available forward-tisimaulations:

1. PopG and Simul8 [8] are for teaching basic concepts lufrtibeone or two loci.

2. FreGene [9] simulates sequence-like data in large gesagions under the in uence of crossovers, gene con-
versions, and hot spots. It investigates the sequencepafteoduced by these processes, and does not appear
to address selection and population tness.

3. EASYPORP [2] is speci cally designed to study neutral exmn without selection.

4. FPG [10] is a simulation that provides many of the samaufeatas Mendel. Both aim at biological realism and
can be run on ordinary PCs. However, Mendel allows the usehtese between equal mutation effects (with
the magnitude of effect speci ed separately for bene ciadl@eleterious mutations) or a natural, continuous dis-
tribution of mutation effects. By contrast, FPG's modelmfgnutation is restricted to one selection coef cient
for all deleterious mutations and applies an equal and afgpefect for all bene cial mutations. In addition,
Mendel provides explicitly for user-speci ed environmahtoise, whereas in FPG environmental noise can only
be obliquely approximated by reducing the selection caeht. Moreover, Mendel provides for complete in-
dependence of all linkage blocks (useful for comparing wlioretical calculations), whereas FPG does not.
Mendel's interactive speci cation of inputs through itsagshical user interface is much more user-friendly than
the command-line parameter entry in FPG. Several inpuinpaters are more intuitive to a user in Mendel than
they are in FPG. Whereas population size in Mendel is a simplgt parameter, the population size in FPG can
be changed from its default value of 500 diploid individuaitdy by modifying and recompiling the program.
Some advantages of FPG over Mendel are that the intervalaghdstic outputs is currently xed in Mendel
but can be user speci ed in FPG, linkage disequilibrium carabalyzed in FPG but not in Mendel, and FPG
can output pseudo-DNA sequences for polymorphisms foresjuent molecular-level analysis (such as with the
same author's SITES program).

5. SImuPOP [6] is a simulation environment that operateguRgthon, a widely known object-oriented scripting
language.

6. Nemo [7] is a simulation framework, provided through adity of C++ routines.

SimuPOP and Nemo are sophisticated software packagesrthafsr a high degree of exibility, but that exibility
imposes a steep learning curve for the user. These genanabge software packages do not expose their deeper imple-
mentation details in a manner that users can easily acceggtiorize apart from modifying the software. The increased
complexity arising from the exibility of these programssaltends to make these packages computationally less ef.cie

Mendel represents an advance in forward-time simulatimorepared to those just described, by incorporating several
improvements:

1. Mendel adds the ability to model mutations as having aicoaus, natural distribution of mutation effects.
(“Mutation effects” are often equated with “selection coifts” in population genetics literature. The effect
of a mutation on phenotypic tness is equal to the selectioefcient of that mutation only with strict proba-
bility selection and no environmental variance, but noeotfise. Since Mendel also offers truncation selection
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FIG. 2.1. Web user interface of Mendel's Accountant showing ri@o of the input window.

and provides for environmental variance, we distinguistwben the terms “mutation effect” and “selection
coef cient” and use the term “mutation effect” in the contet Mendel.)

2. Mendel allows a user-speci ed ratio of dominant to reaassutations.

3. Mendel uses an in nite sites model, where segregatingtiarts are distinct and their number is unlimited (or
limited only slightly by computer capacities). This is aithe commonly used k-allele or stepwise models,
which impose highly restrictive limits on mutational vargan.

. Mendel incorporates the concept of heritability and aots for environmental variance.

. Mendel uses realistic chromosome structure with réalisbchastic crossover and recombination, and a high
number of linkage blocks (up to ord&€°). Users can specify the number of chromosome pairs.

. Mendel is tuned for speed-ef ciency and memory usage tallealarge populations and high mutation rates.

7. Mendel allows control of genetic parameters via a gragihiser interface (Figure 2.1), thereby allowing non-
programmers to construct sophisticated simulations.

8. Mendel provides several forms of graphical output, allhgihe user to see the results as the simulation proceeds
(Figures 2.2-2.4).

Like many current simulations, Mendel also provides a wardd options for mating, bottleneck events, and pop-
ulation substructure. It is computationally ef cient, @alling many problems of interest to be run on ordinary persona
computers. In addition, because Mendel is parallelizetl WPl (Message Passing Interface), it can exploit multipte p
cessors to run: (1) multiple interacting heterogeneobs$r(2) multiple replications of a single case, or (3) a vargé
population comprised of sub-populations but with suf diemgration to maintain a high degree of genetic homogeneity

[0S

»

3. Numerical Approach. A basic overview of the software implementation of Mendes$li®wn in Algorithm 1,
whereNG is the number of generations anNP is the population size. In each generation, Mendel rst perfs
migration between tribes, then mating, then creation o$pfhg, with new mutations potentially introduced in each
offspring's genome. Selection is applied as a nal step tduee the number of offspring that survive to reproduce
in the succeeding generation. Although the overall stmecisi relatively straightforward, much care has been taken i
representing and tracking the individual mutations, ashed siow discuss.

3.1. Representing and Tracking Mutations. In designing this numerical model, we endeavored to comdbimgh
degree of biological realism with a high level of exibilitipr investigating diverse population scenarios. To achins
realism and exibility, we choose to track, when desired;legerm line mutation in every individual in each generation
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FIG. 2.2. Web user interface of Mendel's Accountant showing @iqo of the output window.

Algorithm 1 PSEUDOCODE OF NUMERICAL APPROACH.
1: fori =1 toNG do
2: migrationf randomly select individuals and send their genetic infdiometo the appropriate neighboring trilges
3 forj =1toNP=2do
4: matingf randomly mate half of the population with members from othedfg
5 offspringf offspring receives half its genetic makeup from each ofits parents; add new random mutations to
offspring genomeg

6: end for
7:  selectionf impose selection based on phenotypic tness to reduce thalption sizg
8: end for

We recognized that to track millions of individual mutatiain a sizeable population over many generations, ef cieet u
of memory would be a critical issue—even with the large ant@fimemory commonly available on current generation
computers. We therefore selected an approach that usegle 3#bit (four-byte) integer to encode a mutation's tses
effect, its location in the genome, and whether it is domirarrecessive. Using this approach, given 1.6 gigabytes of
memory on a single microprocessor, we can accommodate atreyme some 400 million mutations. If our maximum
population size is, for example, 10,000, then the maximailmer of mutations in any individual is 40,000. This indicate
that, at least in terms of memaory, we can treat reasonalig leases using a single processor of the type found in many
desktop computers today. In fact, typical laptop computexe suf cient memory to run many problems of interest with
Mendel, especially in instructional contexts.

In terms of implementation, we use separate four-byte ertagays to store favorable and deleterious mutations for
all current members of the population. The sign of the intégeitilized to mark whether the mutation is dominant or
recessive. The less signi cant part of the integer is usezhttbde the mutation's tness effect, while the more sigaint
part is used to encode the mutation's location in the gendrme.modulo function is employed to extract an integer from
which the mutation's tness effect can readily be computetile a single multiplication yields the mutation's loaati
in the genome in terms of the linkage subunit on which the trartaesides.

The mutations carried by each individual occur in two hagetsets, one inherited from each of that individual's
parents. Each haplotype is divided into a user-speci ed Imemof linkage subunits. In meiosis, one member of each
linkage subunit pair is randomly selected, with all its &ssted mutations, and is inherited by the gamete. If linkage
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F1G. 2.3. Web user interface of Mendel's Accountant showing pfallele frequencies.

is speci ed to be static, all linkage subunits are inheritedependently of one another. However, if the user speci es
dynamic linkage, many subunits that reside on the sameogpootfi a chromosome are jointly transferred. In dynamic
linkage, we assume that exactly two crossovers occur fdr eamomosome pair, with the random crossover locations
constrained to lie at linkage subunit boundaries. Becausgsover positions are random, they almost always occur at
different points along each chromosome from one genertdithe next. It is during gamete formation that new mutations
are introduced. After mating and reproduction, the memasduto store the mutation information for the reproducing
generation is overwritten with the mutation informatiortloé offspring.

From this brief description it should be clear that a basjweas of the numerical code is the bookkeeping which
tracks each individual mutation within each of the membéspopulation from one generation to the next. Mendel has
been designed to make ef cient use of available memory tolbe t@ track extreme numbers of mutations. Mendel was
also designed to limit the amount of computation requiredsto enhance execution speed.

3.2. Prescribing Fitness Effects of Mutations.Because of the nature of genomic information and the mangway
mutations can alter it, mutations vary in their in uence b brganism from occasionally bene cial to almost neutoal t
lethal. The realism of any population genetics model depenitically on how mutations are assumed to alter tness. In
particular, selecting a distribution of mutational effétat matches biological reality is a crucially importarstis. The
ability to represent effects that vary over a wide range gblitode is especially important to be able to treat nearlytrad
mutations in a proper manner. This generally requires thgado span many orders of magnitude. Since nearly neutral
mutations occur at vastly higher frequencies than do martatihat have large impacts on tness, previous investigato
have employed exponential distributions [11] that yieldyeanumbers of small effect mutations and small numbers of
mutations with large effect.

To provide users of Mendel even more exibility in specifgithe tness effect distribution, we have chosen to use a
form of the Weibull function [12] that is a generalizationtbé more usual exponential function. Our function, expedss
by eg. (3.1), maps a random numbedrawn from a set of uniformly distributed random numbers ttness effect(x)
for a given random mutation.

(3.2) d(x) = dss exp( ax );0 x L

Hereds; is the scale factor which is equal to the extreme value wHia) assumes wher = 0. We allow this scale
factor to have two separate values, one for deleterioustinotaand the other for favorable ones. These scale factors
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FI1G. 2.4. Web user interface of Mendel's Accountant showingyithistion of mutations with respect to tness effect. Redeepresent mutation
distribution in the absence of selection. Blue and grees tegresent actual accumulated recessive and dominartionstaespectively, in the presence
of selection. The two bars representing mutation classtseffects nearest zero extend beyond the vertical scaleegilot.

are meaningful relative to the initial tness value assuni@dthe population before we introduce new mutations. In
Mendel we assume this initial tness value to be 1.0. For egleus mutations, since lethal mutations exist, we choose
dst der = 1. For favorable mutations, we allow the user to specify ttasiive) scale factods; oy . Normally, this
would be a small value (e.g., 0.01 to 0.1), since it is onlyeémpnspecial situations that a single bene cial mutation ldou
have a very large effect.

The parametera and , both positive real numbers, determine the shape of thesgredfect distribution. We apply
the same values @fand to both favorable and deleterious mutations. The parametetermines the minimum absolute
values ford(x), realized wherx = 1. We choose to make the minimum absolute valud(a) the inverse of the haploid
genome sizé&s (measured in number of nucleotides) by choosing log.(G). For example, for the human genome,
G =3 10° which means that for the case of deleterious mutatidfid,= 1=G= 3 10 °. For large genomes,
this minimum value is essentially. For organisms with smaller genomes such as yeast, whicla vatue forG on
the order ofL0’, the minimum absolute effect is larger. This is consisteiti the expectation that each nucleotide in a
smaller genome on average plays a greater relative roleiartanism's tness.

The second parametercan be viewed as controlling the fraction of mutations thateha large absolute tness
effect. Instead of specifying directly, we select two quantities that are more intuitinel @ogether de ne . The rst
is , a threshold value that de nes a “high-impact mutation”.eTdecond ig, the fraction of mutations that exceed this
threshold in their effect. For example, a user can rst deanhigh-impact mutation as one that results in 10% or more
change in tness ( = 0:1) relative to the scale factor and then specify that 0.001lohatations ¢ = 0.001) be in this
category. Inside the code the value ofs computed that satis es these requirements. We reit¢hateMendel uses the
same value for , and thus the same values foandq, for both favorable and deleterious mutations. Figure Bdiws
the effect of the parametgron the shape of the distribution of tness effect. Note tlmatdach of the cases displayed the
large majority of mutations are nearly neutral, that isythave very small effects. Since a mutation's effect on tean
be measured experimentally only if it is suf ciently largmyr strategy for parameterizing the tness effect disttibn in
terms of high-impact mutations provides a means for the Mkuser to relate the numerical model input more directly
to available data regarding the actual measurable fregeeotmutations in a given biological context.

3.3. Details of encoding the genomic location and tness ef€t of a mutation. In the preceding section we
mentioned that a single four-byte integer is used to encodheitation's type, its tness effect, and its location in the
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Fic. 3.1. (a.) Response of the tness-effect distribution fiot to changes in the fraction of “high impact” mutationsO@1 to 0.1). (b.)
Response of the tness-effect distribution function tomfes in the speci ed haploid genome size (number of nudestid  10* to1  10°). The
graphs display only a small portion of these distributioms;luding the larger effect mutations (that extend off tbeles to the left) as well as most
mutations that have nearly zero effect (whose distribatipiot beyond the top of the vertical scale). The verticalestsathe number of mutations per
unit tness effect, normalized to the maximum value.

genome. Some readers might like to know how we do this. Fisstye have already mentioned, whether the mutation is
dominant or recessive is encoded in the sign of the integext,Nve choose an integer modulugiven by23!t 1 =
2;147, 483 647 (which is the largest value a four-byte integer can assum@eat! by , the number of linkage subunits.
For example, if is 2000, then we choose= 1;073 741 If we let the symbol be either 1 or 1to denote whether
the mutation is dominant or recessive andnebe the integer mutational index used to represent the routatien our
encoding formula fom is given bym = [(I 1) + x ], wherel is the index of the linkage subunit on which the
mutation occurs ang is the real value of the random number between zero and ohspihkai es the mutation's tness
effect. We apply the modulo function with modulugo the absolute value af to recoveix. We dividem by and use
theint function to recovetl.

The mutation indices just described are stored in ascendinggerical order for each haplotype in each individual.
This allows us to be able to readily test whether a given rmartas homozygous, that is, whether or not the mutation
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occurs on both copies of the individual's chromosome set.eliVé new mutation is introduced, the existing mutation
indices are shifted within memory so that the index of the meumtation can be inserted in the appropriate location.
Identifying homozygous mutations in a given individual dhxes scanning the two haplotypes in numerical order and
searching for matches. The user speci es both the propodionutations that are recessive and, for both recessive and
dominant mutations, the fraction of the homozygous effebtit expressed when the mutation is heterozygous. Mutations
are assumed to be heterozygous unless found to be homozyigotlre latter case, the appropriate additional effect is
applied as a multiplier of the particular mutation effednc® a mutation that is exactly co-dominant has a heterazygo
effect of 0.5 of the homozygous effect, the added effect frmmozygosity will be> 0:5 for a recessive mutant, and
0:5 for a dominant mutant.

To calculate total tness, Mendel offers three options fombining the effects of all the mutations within an indi-
vidual. One, referred to as multiplicative tness, muligd together individual tness effects of the forfh  d;) for
all mutations, wherd;, is the tness effect associated with mutationA second option, referred to as additive tness,
simply sums the tness effect from all the mutations and subtracts this total from one. fHirl option is specifying
the proportion of multiplicative effect, the remainderrgadditive.

To reduce the number of times the tness effect function sgedbe computed from the stored mutation index
Mendel allocates an array to contain the cumulative heygrazs tness effects from all the mutations associated with
each linkage subunit for each of the two haplotypes in eadlvigtual. When a new mutation is added in a zygote, its
heterozygous tness effectis incorporated into the contpomess effect of the linkage subunit on which it occurgakt
from certain diagnostic analyses, performed infrequetttlg is the only time the tness function needs to be evadat
except in the infrequent cases of homozygosity, where thledtiomozygous effect must be applied. Because linkage
subunits are assumed to pass intact from parents to zydjdtes @ness information needed to describe the heteromggo
tness effects of all the mutations in a given linkage subhisicarried in a single number from this array. This number,
along with the list of mutation indices for the linkage sulbuis transferred from parentto zygote. Homozygous efface
computed and added once the zygote is formed. In additioedioaing the number of times the tness function needs to
be computed, another bene t of this array is that, if desited mutation indices for very low impact mutations needaeot
stored and tracked at all. The user may specify a tness gtieeshold, below which mutation indices themselves ate no
stored or tracked. Mendel accounts for the tness effecthe$e very low impact mutations by incorporating their efffe
into the cumulative tness value stored in the linkage subuness array. Choosing a tness effect tracking threghol
of 0.000001, for example, typically results in about 70%uettn in storage and 30% less computation compared with
tracking all the mutations (using a tracking threshold abe The drawback of this feature is that it does not account
for the rare instances of homozygosity among these extielmelimpact mutations. However, this error is negligible in
most circumstances.

3.4. Mating and Tribes. Mendel is presently limited to sexually reproducing diglorganisms. The default mode
for mating is random pairing of selected individuals and wgemy. Alternatively, for certain organisms such as plants
the user can specify a fraction of self-mating (self-ferdition). In addition, Mendel offers the option of partitiag
a population into a speci ed number of sub-populationsh@ithomogenous or heterogeneous), which represent mat-
ing sub-groups. Mating occurs only among individuals wittiiese sub-populations, or tribes, except that tribes can
exchange, via migration, a speci ed number of individualgwneighboring tribes at speci ed generation intervalanR
dom monogamous mating is performed within each tribe fakhgwexchanges with the neighboring tribes.

Currently, Mendel offers three options for modeling the ratgn of individuals between tribes: (1) a one-way
stepping stone model, (2) a two-way stepping stone moddl(@nan island model. These three migration models are
illustrated in Figure 3.2 for the case of four tribes. The-oray stepping-stone model passes a user-speci ed number
of individuals to only one neighboring tribe (in this cadee thext process in the process list). The two-way stepping-
stone model passes individuals to the two neighbors loaatezlther side of the sending tribe. The island model passes
individuals to every other tribe. In the case of the two-wigpping stone model, if the user speci es one individuak on
individual will be sent to each neighboring process, suelh &total of two individuals are sent from each tribe. Sinhjla
in the case of the island model, if the user speci es the nurobmigrating individuals to be one, each tribe will pass one
individual to every other tribe, meaning that NP-1 indivédiiare sent out from each tribe, where NP is the total number
of processes or tribes. It can be noted that for the case otrilves, all three models perform migration identically.
Similarly, for the case of three tribes, the two-way stegtone and island migration models are equivalent.

3.5. Selection.Specifying how selection operates within a population véhm&mbers vary in their overall tness
is a critical aspect of any population genetics model. Thenisity of selection in Mendel is speci ed primarily thrdug
fertility, that is, the mean number of offspring per femakormally, the size of the reproducing population is held-con
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FI1G. 3.2. Migration models available in Mendel.

stant. Selection eliminates surplus offspring beyond thmlver needed to match the target population size. Selection
distinguishes those individuals that will mate and repiaditom those that will not. Generally speaking, the best phe
notypes reproduce and the worst usually do not reproduceei#er, in nature whether or not a given individual survives
to reproduce does not depend exclusively on its genetic upakRandom circumstances, including random variations in
environment, usually play a signi cant role. Therefore, el offers two options for adding “environmental noise” to
genetic tness prior to applying selection. The rst optieby means of a heritability parameter. Heritability is ped

in the standard way—as the ratio of the genetic tness vagdn the total variance of tness (= sum of the genetic tness
variance and the environmental variance). In addition i® type of noise (which is present except when heritability
equals 1), Mendel also allows a user to specify the standarihtibn of normally-distributed tness-independent smi
(“non-scaling noise”). The square root of the sum of thearazes of these two types of noise yields a total noise stdndar
deviation. This is the scale factor for a normally-disttdulirandom noise term that is added to the genotypic tness of
each individual to obtain its phenotypic tness, which igthused in the selection process.

Mendel offers two primary selection methods, truncatiolec®n and probability selection. Truncation selection
eliminates those individuals in the new generation whosenptypic tness falls below an appropriate cutoff value.
The cutoff is computed such that the prescribed populaiims sifter selection, is exactly achieved. Mendel curgent!
includes two versions of probability selection. Both vens apply a scaling factor to the phenotypic tness and uise th
scaled phenotypic tness as the criterion (probability) feproductive success. One version, referred to as “clal$si
probability selection, limits the amplitude of the scalifagtor such that the probability values never exceed ongh Wi
certain combinations of mean tness and number of offspfargale, however, this can reduce the number of reproducing
individuals below that required to maintain populatioresigven when fertility is high enough to maintain it. The othe
version, referred to here as “unrestricted” probabilitiesgon, does not impose this limitation on the scalingdaetnd
therefore allows a suf cient number of offspring to repreeéuto maintain population size. Under this method, offgprin
with scaled tness exceeding one are automatically setetcieeproduce. The second method is a consistent exterfsion o
the more traditional “classical” method to situations af/lselection intensity (i. e., few offspring/female). For devate
and high selection intensity the two methods are identical.

3.6. Parallel Implementation. Mendel can utilize multiple processors to simulate thressfme scenarios: (1)
multiple replications of the same scenario, (2) a large hgenous population (to exploit the larger amount of distelu
memory), or (3) multiple interacting heterogeneous or hgemmus tribes.

3.6.1. Multiple replications of the same scenariolf one wishes simultaneously to replicate a given scenasnym
times, the task can be performed in parallel on multiple pssors. Each replicate can be dealt with as if it was a fully
isolated tribe (zero migration), with each replicate aliied with a different seed for the random number generator

3.6.2. Large homogeneous populationsCases involving large population sizes can frequently edd¢be memory
capacity of a single processor. Mendel is able treat sucbschyg utilizing the larger amount of distributed memory
available across multiple processors. This approach authed the global population into tribes, and each tribesggned
to a different processor (as below). Both genetic theoryramderical simulation show that as long as the rate of mignati
is at least 10%, the outcome is essentially identical todheandom mating within the global population.
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3.6.3. Multiple interacting tribes. Migration of a individual from one tribe to another is mod#lgy transferring
that individual's genetic information from one Messagedfas Interface (MPI) process to another. In general, ealoé tr
is assigned to a separate processor (although with MPI d@ssiple to assign multiple tribes/processes to each psoces
Communication of the genetic information of a migratingiindual is performed asynchronously via standard non-
blocking MPI Isend and Irecv calls. For each migrating indibdal, four types of information are communicated to the
destination process: (1) the list of integers encodingrheked deleterious mutations, (2) the list of integers dimgpthe
tracked favorable mutations, (3) the list of tnesses fartelinkage block, and (4) the list of the total number of miatas
in each linkage block. Before communication is performbd four lists are gathered together from each of the randomly
selected migrating individuals and packed into commuidcabuffers. Data in the buffers are then transmitted to the
appropriate destination. Algorithm 2 represents the sutime that is called every M generations, where M is specbgd
the user, NP is the total number of tribes, NRT is the numbeeadiving tribes, and NI is the number of individuals sent
to each receiving tribe.

Algorithm 2 PSEUDOCODE FOR TRIBAL MIGRATION.
selectf randomly select all individuals to migrate from the locabé&r and nd the required buffer size based on
maximum mutation cougt
2: form =1 toNRT do
compute destination procefsdestination process (island model) = mod(myid +N\f )g
4. fori=1toNI do
pack buffers
6: call MPI Isend
call MPI Irecv
8: call MPI Waitany

call MPI Waitall
10: unpack buffers
end for
12: end for

3.7. Miscellaneous FeaturesMendel provides the exibility to treat bottleneck eventsginning with a speci ed
generation, persisting for a speci ed number of generatiand maintaining the reproducing population size at ai guec
small value during the bottleneck. Population size is imiaedy reduced to this small value at the beginning of the
bottleneck, and the offspring number/female is maintaate? during the bottleneck interval (i. e., no selection @scu
during the bottleneck). After the bottleneck interval, tfespring number/female is restored to its original valbet
selection is maintained at half its normal intensity urité population recovers to its original size.

Mendel also allows restart dumps to be written at a speci edegational interval, from which a new run can be
initiated, either retaining the original input parametarspecifying new ones. For independentreplication of erpents,

a user can run multiple instances of the same problem byfgpegdifferent random number generator seeds.

Mendel can be easily accessed via its web user interfacejnsimFigure 2.1, which enables a novice user simply
to select default values but allows any user to gain accelgetamel's many complex features. After entering the desired
biological parameters and starting a run, the user can mrthét run as well as other previously submitted runs, viewi
the output plots at the click of a button.

4. Validation. Extensive validation is under way for each input paramete #r many of their combinations.
Evidence that the program correctly responds to the mosbiitapt input parameters is presented below.

4.1. Validating mutation creation and the resulting tnessvalues. Mutation numbers per individual (bene cial
and detrimental) are generated as a random Poisson funciiba number of mutations generated by the simulation
matches the number of mutations speci ed in the input. Themgarison was evaluated for a wide range of detrimental
mutation ratesy = 0:001to 1000) in simulations of 1000 generations each. Varian€esutation number among indi-
viduals very closely correspond to the mean, as is expedtbdPoisson distribution. In early generations, discnejes
from the input values were well within the limits of randonnaar As accumulation progressed, these discrepancies were
consistently less than 1% of the total expected numbers.

When mutational effects were speci ed as equal, the tnesans and variances corresponded exactly to the number
of mutations (assuming all loci co-dominant, i. e., hetggmus expression = 0.5). With unequal mutation effects, the
distribution of effects created by Mendel for these tessraorresponded very well with those calculated from thetinpu
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FiG. 4.1. Comparison showing excellent agreement between simundafiark blue or green) and theoretical calculations (reat) iumbers of
accumulated mutations with truncation selection. The remath new mutations per generation (u) and number of offggfamale (o) vary. Number
of offspring/female may also be expressed as selectionsitye(i). Input parameters for the ve cases were: (a) u=10620, i = 0.9; (b) u = 25,
0=6,i=0.67; (c)u=1,0=2.2,i=0.1; (d) u=10,0=4,i=0.5; ande) u = 25, 0=20, i =0.9. Note that the graph presents the attuanber of
accumulated mutations divided hyin order to accommodate a wide range of input values for nmutatate and selection intensity. Other input values
were constant, including equal effects of mutations, 20@4 linkage blocks, population size = 1000, and heterozygdiect = 0.5.

parameters. Evaluations included the default input setqge size:3  10°, high-impact effect threshold: 0.1, high-
impact mutation frequency: 0.001) and input sets whichagheiach of the three parameters that de ne the mutatiomteffe
distribution. Simulation outputs from the three optionsdombining effects (additive, multiplicative, and coméiions

of the two) agreed precisely for the joint effect of equdeef mutations. The agreement was also excellent for unequa
mutation effects. Individual tness values output by thmaslation matched the proportions of recessive and dominant
mutations and their respective tness expression in theroaygote state. The latter was evaluated by comparing het-
erozygote effect = 0 with heterozygote effects between Olamchile keeping all other input parameters the same.

4.2. Validating selection. Truncation selection is the most powerful form of selectiand is used extensively by
plant and animal breeders. In this type of selection, repetdn by an individual depends exclusively on whether its
phenotypic tness is greater than the truncation value. Elmv, truncation selection probably never occurs in nature
Rather, some form of probability selection occurs, in whictlividuals with higher phenotypic tness have a higher
probability of reproduction. The exact relationship betwgphenotypic tness and reproductive success in nature is
not known, but certainly it varies, depending on the organgnd its environmental context. Mendel currently offers
two versions of probability selection as described in s&c8.5, but except for circumstances of low fertility (i. f2w
offspring/female), the two versions are identical.

4.2.1. Validating selection with equal mutational effects Selection effects were extensively validated using: 1)
equal mutational effects (all mutations have an effect ehtttal magnitude, speci ed by the user); 2) complete co-
dominance (heterozygous expressiorD:5); 3) truncation selection; and 4) no environmental noiséne Tesulting
simulated means and variances for mutation numbers andstoerresponded almost perfectly with theoretical values.
As illustrated in Figure 4.1, this was true: i) through hugts or thousands of generations; ii) for mutation rates fdvi
to 1000; and iii) for selection intensities from 10% to 90%2@to 20 offspring/female). As expected, lower mutatidesa
showed greater proportional uctuations over generatibias did higher mutation rates (case c in Figure 4.1). In a few
cases, the accumulation of mutations exceeded somewhptedtietions from theoretical calculations (case a in Fegur
4.1). These cases involved either substantial numbersonnaglated mutations per linkage block (3) or very large
numbers of accumulated mutations. The theoretical cdlonlassumed in nite population size (no sampling error, no
inbreeding), no linkage, and no xation of alleles. Thusgater mutation accumulation in the simulation comparet wit
predicted numbers might plausibly result from severalfiexctl) co-segregation of alleles within linkage blocksef@cts
of Muller's ratchet [13]; 3) accelerated allele xation dte small population size (especialy= 1000); 4) inbreeding
associated with recurrent selection in small populatiGiusther study of the effect of these factors is under way.

Theoretical calculations for each generation were basdti@standardized selection differentik) corresponding
to a given selection intensity, and on before-truncatiomegie variance predicted from the previous generation. The
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expected average number of accumulated mutations peidodivMn generationy after selectionM 4 is expressed by
(4.1) Mg=Mg 1+U kg

whereu is the number of new mutations added angis the post-selection genetic standard deviation of geioerg.
This post-selection genetic standard deviation in turrivisrgby

(4.2) §= é 192+ Mg 1=2+ u:

The divisor, 2, of g , results from a gamete receiving an average of half as mangtions as its parent (thus dividing

S by 4), then being combined with another unrelated gamettr;'s(ibubling}1 S 1). This divisor of 2 can also properly
be thought of as resulting from the reduction in variancenfaveraging of the mutation numbers in the two parents. For
convenience, we assume the mutation numbers of the pacelésrtormally distributed, since the skewing produced by
selection results in only small departures from normalityy 1 is also divided by 2 to re ect the binomial variance of
%Ng 1 for gamete mutation number, given a speci ed parental nmtatumber, which is then doubled because of the
summing of two gametes in the zygote. This binomial variam‘céNg 1 equalsp(l p)Ng 1, whereNgy 1 is the
number of mutations in the parent ape 0:5 is the probability of transmission of a speci ¢ mutant adlétom parent to
offspring. The two variances on the right in equation (4r8)essentially uncorrelated due to random mating and random
recombination of gametic mutation numbers from matinggpdihe addition ofi re ects the Poisson variance of the new
mutations entering the population each generation.

Initial evaluation of effects of the level of dominance otestion gave the predicted results, con rming our expec-
tation from both theory and the programming approach therethould be excellent congruence between simulated and
theoretical results with regard to level of dominance.

In probability selection, the likelihood of reproductivecgess of an individual is proportional to its tness, but
the correlation is imperfect, so reproduction is dependepart on chance. Therefore, the mean and variance of a the
reproducing individuals are more variable than they araindation selection. Also, the standardized selectidedihtial
is lower than in truncation selection. In truncation setattonly the relative tness of individuals in uences reqtuctive
success. However, in probability selection, the actuadss value itself, resulting from the absolute magnitudeache
mutational effect, in uences the probability of succe$s@production of a speci ¢ individual. These factors coimpte
the prediction equations and so they are not presented Tieeesimulation results for each type of probability selacti
corresponded very well with the theoretical expectatidtigre 4.2). Here, unrestricted and strict probabilityesgbn
are presented as one, since they are identical except weenate few offspring/female (i. e., mild selection intéy)si

4.2.2. Validating selection with unequal mutational effets. Mendel's default mode creates a natural and continu-
ous distribution of unequal mutation effects. This resultan essentially exponential distribution where most riorel
effects are extremely small. Such small mutation effectsbvai almost uniformly distributed in all individuals. Thus
individual tness, both before and after selection, willrydargely based upon the magnitude of the effects of a few
large-effect and medium-large effect mutations. For eXxapwaith a population of 1000, a mutation rate of 10, and 0.1%
high-impact mutationgdj > 0:1), roughly 10 individuals will have a deleterious mutati@mging in absolute effect from
0.1 to 1. With truncation selection, these 10 individuall aimost always be selected away (unless fewer than 1% of the
individuals are being eliminated). In contrast, how oftedividuals with these high-impact mutations are retainét w
probability selection depends on numerous variables dictithe speci ¢ type of probability selection and the vaiigy
in tness among individuals. In addition, mutations withnsewhat smaller effects than the high-impact category \eitjv
rarely be retained with truncation selection but will oftesretained under probability selection, at least for a nemolb
generations.

With unequal mutation effects, it is dif cult to produce ise theoretical predictions of means and variances becaus
signi cant mutations are continuously and randomly ocigithat are not consistently being eliminated. In the absen
of precise predictions, the validity of Mendel was suppatig the fact that different numbers of mutations/geneng(ig
resulted in the expected pattern of tness decline, as didparison of different selection intensities (truncatiefestion
with u = 20 is shown in Figure 4.3). The pattern of elimination of muias followed very closely the selection intensity
(Figure 4.4), and the magnitude of mutation effect for whsekection was no longer effective corresponded very gjosel
for each selection intensity with that predicted by Kimusa= 1=(2N)), wheres is the selection coef cient, anil
is the effective population size [14]. The selection co&rt associated with a speci ¢ magnitude of mutation effibct
was calculated as = kd= j (data not shown), where is the standardized selection differential for a given ci@ge
intensity, and , is the phenotypic standard deviation of tness across iiddials [15]. In addition, we veri ed that the
effect of selection from one generation to the next was apprately what we expected for both truncation selection and
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FiG. 4.2. Simulation results (dark blue) vs. theoretical calculago(red) for tness over time with probability selection foiffering numbers
of new mutations(u) added to each zygote each generatiotatidins were of equal effect, of magnitude d. Input commnatshown are: (a) u=10,
d=0.0001; (b) u=5, d=0.0001; (c) u=5, d=0.0005, and (d) u=d50.001. Other key input parameters were: xed linkage kkx2000, population size
= 1000, offspring/female = 6, heterozygous effect = 0.5.

FiG. 4.3.Fitness decline becomes less severe as numbers of offspciegse. Offspring/female of 2.5, 3, 3.33, 4, and 6 comwesito selective
elimination fractions of 0.2, 0.3, 0.4, 0.5, and 0.67, redjpely. The simulations used unequal mutational effegfat distribution, see text) combined
with truncation selection. Other key input parameters were20, population size=1000, xed linkage blocks=2000tdrezygous effect = 0.5.

probability selection. This conclusion was based on sévgpat values ofu and offspring/female where simulated mean
tness in speci ¢ generations with and without selectiontire nal generation were compared with the expected effect
of selection, given the array of individual tness valueghvaut selection. All reported runs used the default mutatio
distribution (genome size & 10°, high-impact mutation effeddj >= 0:1, and high-impact mutation fraction of
0.001), which yields a mean degradation/mutation of 0.08G5d a median degradation/mutatiog:z 10 8.

4.3. Validating the effect of noise on selectionMendel allows the user to specify two types of environmental
effects that cause phenotypic tness to be more variable femotypic tness. The rst type of environmental variatyil
is expressed via a heritability parameter, de ned as thie @it genetic variance to total variance. In the absence of
environmental noise, heritability is 1.0. In nature, thetadility of tness may be 10% or less [16]. For each geniemat
Mendel calculates the genetic variance and adds a randose faétor scaled to yield the heritability value the user
has speci ed. In addition to this, the program can add xedgmigude noise (called non-scaling noise). Non-scaling
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FIG. 4.4. Diminishing effectiveness of selection with diminishiregmitude of mutation effect (x-axis). Adjacent bars repnéghe fraction of
mutations of each class eliminated by different selectidenisities (offspring/female). Mutations were grouped it classes of magnitude of effect
(x-axis, large effects on left), with the median effect shawthe x-axis label for each class. Numbers of offspringdfe of 2.5, 3, 4 and 6 correspond
to selective elimination fractions of 0.2, 0.3, 0.4, 0.50 @67 of the population, respectively. Note the absencleeobar (zero elimination, complete
retention) for mutations of small effed( ) combined with weak selection (2.5 offspring/female).eDkiey input parameters were: u=20, population
size=1000, xed linkage blocks=2000, heterozygous effez)

noise is added after the noise speci ed by the heritabiétyd makes actual “realized” heritability less than the inpu
heritability. Mutation accumulation under truncationesgion corresponded well with expected values when noise wa
added to mutations of equal effects. As expected, seleefioiency was greatly reduced with heritability valuesdd¢ban
0.5. Noticeable reductions in selection ef ciency wereoasen even with heritability values of 1 when non-scaling&o
was added. A range of input values of heritability and/or-soaling noise reduced selection ef ciency in the manner
expected.

4.4. Validating the effect of linkage on selection.The default number of linkage blocks per haploid genome is
purposely set lower than the actual number in humans (appet&ly 100,000 [17]) because the computer memory
and run time requirements increase greatly with increasései number of linkage blocks. The default value for xed
linkage is 1000 independent blocks. For dynamic linkaged@fault is 23 equal-length chromosomes, with two random
crossovers per chromosome per generation, and 1000 totd{actually 989 blocks are used as the default, since 989
is the nearest exact multiple of 23). These default paraisate adequate up to the point where the number of mutations
exceeds three per haploid block, in which case the effautis® of selection is reduced, presumably because of Muller'
ratchet. Consistent with this explanation is the fact thidhwarge numbers of accumulated mutations, reductions in
block number increased mutation accumulation rates with be@d and dynamic linkage. Also as expected, in many
parameter combinations with a speci c number of linkageckfy mutation accumulation was slightly to moderately
greater with dynamic linkage than with xed linkage. Withmymic linkage in nature and in Mendel, segments about
1/3 of a chromosome in length are transmitted intact to tloggmy, allowing less opportunity for selection to act fyeel
on each of the blocks of the transmitted unit. With dynami&dige, neighboring blocks are co-transmitted for several
generations until recombination occurs between them.

4.5. Summary of validation efforts. Simulation results compared very well with the theoretealectations when-
ever we were able to make mathematical predictions. In cakese we could not make speci ¢ mathematical predic-
tions, results still matched what general population gentbeory and logic would predict. Altering input paramster
consistently resulted in expected effects. Although fartralidations are under way, current results indicateMetdel
produces reliable results for a wide range of parameteegalu

5. Code Performance and Scaling. Most of the computational work in Mendel is associated wlith $egregation
and recombination of mutations when a new offspring is fatndutations are transmitted from parent to offspring in
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linkage subunit chunks, one chunk from each parent's daggiset of chromosomes. The amount of work per offspring
is nearly proportional to the number of linkage subunite iwhich the haplotype genome is divided. Timing tests on
a 2.0 GHz AMD Opteron processor yield a scaling of about 1Qtbeaconds per offspring per linkage subunit. For a
reproducing population size of 1000 individuals, threespfing per female, and 1000 linkage subunits in the haploid
genome, this scaling translates to a run time of 0.6 secomdggmeration. This scaling assumes the choices of dynamic
linkage and probability selection and a mean number of #dchutations per individual of about 1000. It also includies t
time required for output diagnostics. Static linkage iases the run time slightly, while truncation selection dases it
slightly. The time requirement increases only modesthhasiumber of mutations increases beyond this reference.valu
Approximately an eighth of the total time is required by tleéestion process. Forming the offspring takes most of the
rest of the time, with a few percent for the output diagnastior larger populations and/or large numbers of generstio
Mendel can be run in a mode in which no tracking of individuatations is performed but their tness effects nonetheless
still contribute fully to the linkage subunit composite wal In this mode Mendel runs about twice as fast as it does when
a usual number of mutations are tracked. In this mode all tioms are taken to be co-dominant, with a heterozygous
expression of 50% of the homozygous value. This is an adeqmiroximation in many cases of interest. For most
scenarios involving multiple tribes, parallel performaiig close to single processor performance in terms of cioo t

per offspring per linkage subunit because in most casesafaw individuals are exchanged between processors and the
amount of data per individual is small.

6. Application Examples. Understanding the accumulation of mutations is of greabirtgmce to society [18]. In
man, mutation accumulation is at the heart of many impoiteatth problems. Cancer is largely the result of mutation
accumulation within our somatic cells, and accumulatedatmns in our germline cells are clearly implicated in our
predisposition to various cancers [19]. The aging prodssdfiis clearly associated with accumulation of mutations
our somatic cells. This appears to be especially true of ¢fregeeffects of mitochondrial mutations, particularly et
heart and brain [20]. The high rate of birth defects (3-4%hi@ US) is largely due to accumulated mutations. There
is considerable concern about the growing “genetic loadhiwimodern populations [18, 21, 22, 23]. Mendel can help
us understand more about human mutation accumulationhwhight help us to understand the importance of possible
mutation mitigation measures.

In addition to mutations within the human genome, we are affected by the accumulation of mutations in the
pathogens that affect us. Mutations within a pathogen'sgencan change the pathogen's antigenic character, regulti
in resistance to immune responses and antibiotics. In s@sesccertain strains of pathogens may undergo genetic
degeneration and error catastrophe, changing the dynaisinde between strains. This aspect of epidemiology might b
better understood using Mendel in the near future, onceolthplonal reproduction is added as an option.

It is also now realized that minimizing mutation accumuatis a critical factor for preserving endangered species
and avoiding mutational meltdown. Likewise, in agricuétwall our efforts to collect and preserve germplasm for fitur
plant and animal breeding might be nulli ed unless drift andtation accumulation are not kept in check. The breeding
value of otherwise desirable genes and linkage blocks doeildrgely negated by these effects. Mendel is clearly a tool
that can provide greater understanding in all these areakowBare three speci c applications for which Mendel can
inform us about real world genetic situations.

6.1. Decreased Exposure to MutagensdiVe can generate a realistic simulation of what would happeing human
population if mutation rates could be decreased ten-fabddd this we can start from a previous Mendel case which has
reached a near-equilibrium tness after 2000 generatiSuppose this population has been experiencing a mutatien ra
of 10 new mutations per individual per generation. We catarethis old case where it left off—but now with only one
new mutation per individual per generation. What we see guié 6.1a is an immediate and dramatic reduction in the
rate of accumulation of new mutations. In addition, tneggins to increase markedly (Figure 6.1b). This indicataes th
the deleterious mutations that had previously accumulatecdhow being removed from the population faster than new
mutations are being added—so “genetic load” is actuallpdpeeduced. This indicates that if the human mutation rate
could be reduced signi cantly, in time it would have a majomiact on human tness and health.

6.2. A Population Bottleneck.Many previously endangered species have recovered frostigemottlenecks (which
result from a temporary reduction in population size). Timekican Bison is an example of this. Many currently endan-
gered species, such as the panda, are still in the bottlgrtede, and hopefully will recover and expand. Using Mendel,
we can generate a realistic simulation of a genetic bottlend/e can again re-start from an equilibrated populatidre T
population size is reduced from 1000 to 100, for 500 geramatiand then the original population size is restored.

What we see when this prolonged bottleneck begins is thatatieeof mutation accumulation does not change sig-
ni cantly (Figure 6.2a). However, Figure 6.2b makes it ¢léizat if the bottleneck had continued, extinction would dav
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FiG. 6.1. Effect of decreased exposure to mutagens followimgiggion 2000. Top: (a) deleterious mutation count pewviddal. Bottom: (b)
historical mean tness. This case employed probabiliteesibn and the multiplicative model for combining gene efffe with 80% of the mutations
recessive. Parameters prescribing the mutation effetttdiSon were: genome size = 3 billion, high impact mutativaction = 0.001, high impact
threshold = 0.1, maximum favorable tness effect = 0.01.

occurred. This is because higher-impact mutations thatdvatherwise have been selected away were then accumulating
due to stronger genetic drift. When the bottleneck endedptpulation had a very strong re-bound in tness. Restored
to its larger population size, selection was able to overddft, and the higher-impact deleterious mutations treat h
been accumulating began to be eliminated. However, theveggan tness was only partial because of the deleterious
mutations that reached xation during the bottleneck.

This experiment reveals three interesting things. Firsttlénecks cause rapid genetic degeneration and will lead t
extinction if not halted. Secondly, when a bottleneck enldsre is a strong rebound in tness as effective selection is
restored. Thirdly, long bottlenecks cause irreversibleageic damage. Fortunately, other experiments (not sholeajlg
indicate that bottlenecks lasting only a few generationsatacause permanent genomic damage. This indicates that it i
imperative that species bottlenecks be ended as soon ablposdendel can help predict the minimum population size
required to allow maximum population recovery.

6.3. Population Substructure. Totally isolated small populations, such as populationsmall ocean islands, are
potentially subject an irreversible bottleneck phenonmerdowever, if there is a modest amount of migration, the prob
lem of local inbreeding and drift can be largely relieved. ndel allows us to model large “global populations” which
are subdivided into many smaller sub-populations. To aflembigger runs, Mendel has been parallelized so that each
sub-population can be run on its own computer processonyalfjN sub-populations to be run dw parallel processors
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FiG. 6.2. Example of a population bottleneck starting at gei@r&2000 and lasting 500 generations. Top: (a) deletenougation count per
individual. Bottom: (b) historical mean tness. This casamoyed probability selection and the multiplicative mbfi combining gene effects, with
80% of the mutations recessive. Parameters prescribingntitation effect distribution were: genome size = 3 billibigh impact mutation fraction =
0.001, high impact threshold = 0.1, maximum favorable weffect =0.01.

(whereN is the number of available processors). Mendel can be usgi¢omine empirically how much migration/cross-
breeding is needed to prevent the island inbreeding eff#ben a population of 1000 is divided into 10 sub-populations
of 100 individuals each, and where there is zero migratiam see rapid degeneration for each sub-population, and the
rst sub-population goes extinct in just 591 generationg(Fe 6.3a). However, if there is just one inter-tribal naigr
tion per tribe every ten generations, the island inbreedifert is largely relieved, resulting in population staation
(Figure 6.3b).

7. Conclusions. Mendel's Accountant is a biologically realistic numerisahulation that models forward-time ge-
netic change within a population, as affected by mutatioth sglection. It is highly exible, computationally ef cien
allows large scale simulations, and is user-friendly. Mansd freely available to users and can be downloaded from
http://mendelsaccountant.info or fromhttp://sourceforge.net/projects/mendelsaccount
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