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ANALYSIS OF DELAY-TOLERANT ROUTING PROTOCOLS
USING THE IMPACT OF MOBILITY MODELS

MD. SHARIF HOSSEN*AND MUHAMMAD SAJJADUR RAHIMT

Abstract. Intermittently connected mobile networks are sparsely connected wireless ad-hoc networks where there is no end-
to-end path from a source device to a destination. Generally, these paths do not exist. Hence, these devices use intermittent paths
using the concept of store-and-forward mechanism to successfully accomplish the communication. These networks are featured
by long delay, dissimilar data rates, and larger error rates. Hence, we look into the analysis of several delay-tolerant routing
protocols, e.g., epidemic, spray-and-wait, prophet, maxprop, rapid, and spray-and-focus using opportunistic network environment
simulator. At first, the investigations of the above considered routing protocols are done across three mobility models namely
random direction, random walk, and shortest path map based (SPMB) movement model for node impact only. Then, we evaluate
these routing protocols against the impacts of message copy, buffer, and time-to-live using SPMB movement model considering
the results of node impact. We use three metrics, and the results show that spray-and-focus yields good performance for showing
higher delivery, lower latency, and lower overhead among all routing techniques, while epidemic is poor.
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1. Introduction. With the increase of portable devices (e.g. smartphones, laptops), a class of ad-hoc
networks have become popular nowadays [1, 2, 3, 4, 5, 6, 7, 8] which are known as delay-tolerant networks (DTNs)
[9]. DTNs [10] are also called intermittently connected (IC) [11]. These are wireless mobile adhoc networks
where devices can not build an end-to-end route. Examples of such networks are satellite communication [12],
wildlife tracking,[13], military, and vehicular [14, 15].

However, these networks use a technique named store-carry-and-forward to successfully communicate among
mobile devices [16, 17, 18, 19, 20, 21] by passing the information to intermediate devices, where messages are
stored in respective buffer and are forwarded to other relays in the network. Message copy passing can be in
two ways, firstly only using a single copy called forwarding based and secondly using two or more copies called
replication based [22, 23, 24].

Only replication based routing techniques mentioned in Sec. 2 are used in this research. Three mobility
models are used to analyse their impact on the performance of routing protocols in the considered IC mobile
network scenario. The performances are analysed for changing message copies, node impact, TTL, and buffer
on the impact of mobility models. Using ONE simulator we see that spray-and-focus shows good performance
compared to all and epidemic poor.

Remaining part of this research is written as follows. In Sec. 2, we discuss the classification of routing
strategies. Section 3 involves different parameter setting with simulator description. Different mobility models
are summarized in Sec. 4. Then, the explanation of different arguments is included in Sec. 5. Finally, the
summary with future endeavors is discussed in Sec. 6.

2. Routing Protocols. This section summarizes the general classification and description of routing
techniques.

2.1. Classification of Routing. Generally, two categories of routing protocols are single-copy and multi-
copy. In the first case, only one message transmission through the nodes is possible [11, 30]. In the second
case, two or more message transmissions at a time are possible in the network [25]. The first case exhibits
lower message transmission with the higher delay due to network partition [26, 27]. While, the second case can
provide better delivery due to the message replication [28, 29].
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2.2. Forwarding Based. Here, we discuss forwarding based routing techniques. As an example, we
consider the source device as X, the destination as Z, and intermediate devices can be any of the following
symbols: Y, P, Q, R, S.

First Contact. Using this routing, a device can send a copy to the nearest first device found. As an
example, the source device X can forward a single copy to the first available device (say Y). After successfully
sending a message to Y, the device X does not store any copy. Y can also forward a message similar to X, and
this process continues until found Z [26].

Direct Delivery. Using this routing, a device can send a message directly to a device without sharing its
copy to anyone. That is, no intermediate nodes are used here. As an example, source device X directly sends
the message to Z without taking any help of intermediate devices: Y, P, Q, etc. So, this technique [31] faces
high delay.

2.3. Replication Based. Here, replication based routing techniques are summarized. we consider the
source device as X, the destination device as Z and the intermediate devices as Y, P, Q, R, S, etc.

Epidemic. This routing is the first among the replication based concepts where total replicas are very
high. Hence is named as flooding. As an example, X can generate and forward several message copies to the
intermediate devices, say, P, Q, R, S, which can store a message copy if they do not have that copy. These
devices then replicate and continue this process until found Z [32, 33]. This routing exhibits much more overhead
for its replication process [22].

Prophet. Using this routing, if X wishes to forward a message copy to its intermediate devices, say, P, Q,
then depending on the past record of delivery, X forwards the message to either P or Q, i.e., if the probability
of meeting Z from P is greater than the probability of meeting Z from Q, then X forwards the message to P,
and P then easily contact to Z [33].

Prophet version-2. Prophet suffers from the delivery problem if the transitivity among nodes is not zero.
Prophet version 2 solves this issue by calculating the maximum probability among two frequently encountered
nodes having transitivity[34].

Rapid. Using this routing, devices can use one of the three optimization metrics, i.e., reduction of average
delay, missed deadline, and maximum delay. Hence, the devices can forward a message to a relay calculating
the utility value, which is related to the bandwidth, and the buffer capacity in the network [35].

Maxprop. Using this routing, a device forwards a message copy to an intermediate device having lower
hop counts using Dijkstra shortest path algorithm [36].

Spray-and-wait (SN'W). This routing has two variations: vanilla, and binary. In the first variation, X
can send N copies to the first N devices where all devices including X are in the waiting phase to contact Z.
While, in the second variation, X having N copies sends N/2 copies to P, Q, R, and S where only one device,
say, P receives N/2 copies. If a device has a copy, then it can not store another copy. P again sends N/4 copies
to the next first devices available and continues it until having a single copy (say S carrying it). This indicates
that S is in the waiting phase and directly contacts Z [37]. In this work, binary version (B-SNW) has been used.

Spray-and-focus (SNF). A device having only a single copy is in the waiting phase as the description of
SNW, but SNF routing [38] forwards this single copy to another relay instead of destination which is the focus
phase having a criteria as following: P can forward a single copy instead of Z to Q if the utility of Q to meet Z
is greater than the utility of P to contact Z plus a fixed value.

3. ONE Simulator with Simulation Setting. We discuss here ONE simulator and the parameters used
in the simulation.

3.1. ONE Simulator. ONE is a java unified mapping platform to trace the visual contact of mobile nodes,
message passing, event generation of real scenario which is packaged as a single java project in [31, 39, 40]. A
simple simulation scenario is shown in Fig. 3.1.
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FiG. 3.1. Simulation scenario.

3.2. Simulation Setting. During the evaluation, we have used a laptop: HP Pavilion, processor: Intel(R)
Core(TM) i7-6500U CPU @ 2.50 GHz, installed memory (RAM): 8.00 GB, and 64-bit OS. In the simulation,
we have used various parameters which are summarized as follows. We have used 24 hours as the simulation
time, Bluetooth as an interface with transmit velocity 250 kbps and range 10 m. Message size has been in the
range 500 KB to 1 MB. We have considered simulation area size as 4500m x 3400 m (width x height). The fixed
values for message copies, number of hosts, buffer, and time-to-live are 2 (msg/min), 100, 5 MB, 300 (minutes)
respectively. When one parameter is changed, other values are kept at fixed. Hence, we have changed the
message copies as 2, 3, 4, 5, 6, and 10 (msg/min). Node’s buffer size has been changed as the values of 5, 10,
15, 20, 25 (MB). We have changed time-to-live as 50, 100, 150, 200, 250, and 300 (minutes). In this case, during
the change of TTL (50, 100, 150, 200, 250, and 300 minutes), the fixed values for message copies, number of
hosts, and buffer size are 2 (msg/min), 100, and 5 MB.

4. Mobility Models. We have considered three mobility models which are summarized below.

4.1. Random Walk (RW). Using this mobility [41, 42, 43], devices randomly move from one location to
another until found the destination with a fixed speed within a predefined range.

4.2. Random Direction (RD). There are three categories of this mobility [44, 45, 46]. In the first case
(we use here) [44], a device with a predefined speed starts to move in a particular direction randomly until hits
the boundary of the simulation area. After touching the boundary wall, it takes a pause and moves to another
direction to meet the destination.

4.3. Shortest Path Map Based (SPMB) Movement. This mobility uses the Dijkstra algorithm to
find out the shortest path between two devices [47].

5. Results and Discussion. Firstly, we see the analysis of three mobility models discussed in Sec. 4 using
node impact. Then, taking decisions from the results we investigate the DTN routing protocols’ performance
for changing various impact of parameters.

5.1. Mobility Based Node Impact on DTN Routing. Here, we analyze the node impact on the
mobility models.
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5.1.1. Delivery. Both RW and RD follow the random nature but different strategy to trace a path from
one to another position, whereas SPMB movement model follows Dijkstra strategy to determine the minimum
distance of reaching a node from other. Hence, we see from Fig. 5.1 that all routing techniques provide higher
delivery using SPMB mobility while lower delivery for RD in the considered scenario.
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5.1.2. Latency. From Fig. 5.2, we see that with the increase of devices in the network, latency increases for
three cases i.e., RW, RD, and SPMB. However, we see lower latency using SPMB mobility while higher latency
in other two mobility models. Therefore, we can conclude that SPMB will show the desired performance in our

scenario.
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5.1.3. Overhead. Although the overhead is higher for all routing strategies except for SNF and SNW
using SPMB mobility while lower in other two mobility models, we see that SNF and SNW have lower overhead
in SPMB mobility rather than using RW and RD as shown in Fig. 5.3.
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Therefore, considering our scenario it is apparent that SPMB mobility is preferred instead of using RW and
RD due to ensure higher delivery, lower latency and lower overhead (in the case of B-SNW and SNF).

5.2. SPMB Analysis on DTN Routing. From the investigation of Sec. 5.1, it is evident that for our
scenario routing techniques show better performance using SPMB mobility instead of using RW and RD. We
do the analysis of routing techniques discussed in Sec. 2.3 using SPMB mobility for changing certain network
parameters with respect to three metrics.

5.2.1. Delivery with Message Copies and Node Density. In replication based routing, major prob-
lem is to control the limit of replicating of messages. More techniques have been proposed where SNF can
control the maximum replication while Epidemic can forward the copies randomly with the nature of flooding.
So, in both cases (shown in Figs. 5.4(a), and (b)) i.e., for changing message copies and mobile devices, we see
that SNF routing exhibits much delivery while Epidemic the less. Since rapid routing needs more resources for
the heavy density of devices, we can not include this in Fig. 5.4(b) due to the complexity of calculation.
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FiG. 5.4. Delivery probability with changing message copies and node density.

5.2.2. Delivery with Buffer and TTL. We know if we have more space, then we can store more soft
materials. The same thing here is that with the increase of buffer, devices can store more copies that’s why
delivery increases. While TTL is a lifetime of a message copy to exist in the network and so increases delivery.
In both cases shown in Figs. 5.5(a) and 5.5(b), we see better performance for SNF while lower for Epidemic
and Prophet.

Therefore, from the investigation of Sec. 5.2.1 and 5.2.2, it is clear that SNF routing shows better delivery
and Epidemic the lower compared to other routing protocols mentioned in Sec. 2.3.

5.2.3. Latency with Message Copies and Node Density. We see that with the increase of message
copies and mobile devices, latency decreases for all routing techniques except for B-SN'W which increases latency
for increasing devices. In both cases, we see lower delay for SNF and higher for Maxprop as shown in Figs. 5.6
(a) and 5.6 (b). For the same reason discussed in 5.2.1, we can not include Rapid routing (Fig. 5.6 (b)).

5.2.4. Latency with Buffer and TTL. As shown in Figs. 5.7 (a) and 5.7 (b), we see that latency
increases with the increase of buffer and TTL for all routing techniques except Maxprop (greater than the
latency in SNF). For varying buffer, Rapid and Epidemic shows very high latency because Epidemic does not
follow any strategy for the limit of copies of messages while Rapid is resource thirsty which causes more delay of
transferring copies from one to another. While for changing TTL, Maxprop provides very high growing latency.
Latency for SNF is constant and lower for changing TTL. In both cases, we see lower delay for SNF.
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Therefore, from the investigation of Sec. 5.2.3 and 5.2.4, it is clear that SNF shows lower delay compared
to all routing techniques mentioned in Sec. 2.3 while Maxprop the higher for changing message copies, node
density, and TTL. For changing buffer size, Epidemic and Rapid shows high latency.

5.2.5. Overhead with Message Copies and Node Density. As the above discussion we know that
Epidemic uses the concept of widespread outbreak of something, i.e. message copies which causes the chance
of congested network while SNF follow the most technical way to limit the replication of copies. Hence, for
this reason, we see higher overhead for Epidemic and lower for SNF in both cases i.e., for changing message
copies and number of devices as shown in Figs. 5.8 (a) and 5.8 (b). Rapid has not been simulated for the cause
discussed above.

5.2.6. Overhead with Buffer and TTL. From the discussion of Epidemic and SNF in 5.2.5 we see
greater overhead for Epidemic and lower for SNF in both cases i.e. for changing buffer and TTL as in Figs. 5.9
(a) and 5.9 (b). In Fig. 5.9 (a), we see Prophet has higher overhead than Epidemic since it stores the record of
encountering a node in buffer to forward a copy to the next node.
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Therefore, from the investigation of Sec. 5.2.5 and 5.2.6, it is clear that SNF routing shows lower overhead
ratio and Epidemic the higher compared to other routing protocols mentioned in Sec. 2.3 except for the case
of varying buffer where Prophet shows higher overhead.

6. Conclusion and Future Works. In delay tolerant network, devices need to be intermittent as they
use the store-and-forward model to deliver a packet successfully to the desired device. This intermittent ad hoc
network is featured by topology partitions, long delays, etc. In this research paper, at first we see the impact of
three mobility models namely random walk, random direction, and shortest path map based movement mobility
only for node density. Then, considering the impact of node density, we evaluate the performance of several DTN
routing protocols namely Epidemic, Prophet, Prophetv2, Maxprop, Rapid, Binary spray-and-wait, and Spray-
and-focus in an intermittently connected mobile network scenario against changing message copies, density of
nodes, buffer and time-to-live using ONE simulator in terms of three performance measurements namely delay,
delivery, and overhead. The investigated results demonstrate that spray-and-focus routing exhibits the best
performance while epidemic the poor under the consideration of all the metrics.

In near future, we would like to extend this work by using opportunistic mobility models to evaluate the
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social aware routing strategies.
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