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AN EFFICIENT NOVEL APPROACH WITH MULTI CLASS LABEL CLASSIFICATION
THROUGH MACHINE LEARNING MODELS FOR PANCREATIC CANCER
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Abstract. Pancreatic cancer is right now the fourth largest cause of cancer-related deaths. Early diagnosis is one good
solution for pancreatic cancer patients and reduces the mortality rate. Accurate and earlier diagnosis of the pancreatic tumor
is a demanding task due to several factors such as delayed diagnosis and absence of early warning symptoms. The conventional
distributed machine learning techniques such as SVM and logistic regression were not efficient to minimize the error rate and
improve the classification of pancreatic cancer with higher accuracy. Therefore, a novel technique called Distributed Hybrid
Elitism gene Quadratic discriminant Reinforced Learning Classifier System (DHEGQDRLCS) is developed in this paper. First,
the number of data samples is collected from the repository dataset. This repository contains all the necessary files for the
identification of prognostic biomarkers for pancreatic cancer. After the data collection, the separation of training and testing
samples is performed for the accurate classification of pancreatic cancer samples. Then the training samples are considered
and applied to Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learning Classifier System. The proposed
hybrid classifier system uses the Kernel Quadratic Discriminant Function to analyze the training samples. After that, the Elitism
gradient gene optimization is applied for classifying the samples into multiple classes such as non-cancerous pancreas, benign
hepatobiliary disease i.e., pancreatic cancer, and Pancreatic ductal adenocarcinoma. Then the Reinforced Learning technique
is applied to minimize the loss function based on target classification results and predicted classification results. Finally, the
hybridized approach improves pancreatic cancer diagnosing accuracy. Experimental evaluation is carried out with pancreatic
cancer dataset with Hadoop distributed system and different quantitative metrics such as Accuracy, balanced accuracy, F1-score,
precision, recall, specificity, TN, TP, FN, FP,ROCAUC , PRCAUC , and PRCAPS . The performance analysis results indicate that
the DHEGQDRLCS provides better diagnosing accuracy when compared to existing methods.

Key words: Pancreatic cancer diagnosis, Kernel Quadratic Discriminant analysis, Elitism gradient gene optimization, Rein-
forced Learning technique, Hadoop distributed system.
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1. Introduction. PDAC (pancreatic ductal adenocarcinoma) is still an incurable cancer that kills a lot
of people. Despite breakthroughs in the identification and treatment of other gastrointestinal cancers, such as
colorectal and gastric cancers, PDAC mortality rates only slightly exceed the number of newly diagnosed cases,
with 5-year survival rates as low as 3-15 percent 3,4. These poor results are due to late and incurable stage
diagnosis, as well as significant chemo-resistance in tumours[7][8]. Most treatment approaches are rendered
useless due to the latter. The importance of early diagnosis is well recognised, and various healthcare groups
have advocated for a move toward early detection. A lot of findings indicate the advantages of early PDAC
detection.

Patients diagnosed with stage I illness have a higher chance of surviving than those diagnosed with later
stages. Similarly, when compared to PDAC [2] detected when individuals have symptoms, incidentally diagnosed
PDAC is related with longer median survival. Patients diagnosed at an operable stage have a significantly higher
chance of survival than those detected at an inoperable stage. Unfortunately, up to 85% of instances are not
surgically resectable when they are discovered, and in the United Kingdom, more than half of cases are detected
after a non-specific illness course that results in an emergency hospital admission 10-13.

Biomarkers may play an important role in the early detection of PDAC by enriching for persons in high-risk
groups who are more likely to develop cancer, allowing doctors to prioritize individuals for screening. Despite
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thousands of articles, no one candidate biomarker for the early identification of PDAC has been translated
into clinical application. Indeed, developing biomarkers for this disease has distinct hurdles. Due to the
low prevalence of PDAC, obtaining the sufficient number of samples for biomarker development is difficult,
necessitating extensive national and international collaborations. Pancreatic tumors are extremely diverse,
both within and between people.

As a result, single biomarkers are unlikely to be sensitive enough to detect PDAC, and compre-hensive
panels of biomarkers will be necessary. PDAC biomarker research requires an understanding of and accounting
for any confounding factors68. The majority of important studies now include illness controls, such as chronic
pancreatitis. 68 Furthermore, people are becoming more aware that obstruc-tive jaundice can contribute to
false-positive biomarker results69-71. The fact that a large percentage of PDAC patients have diabetes mellitus
(DM), 50 is not adequately accounted for in biomarker re-search, and developing biomarkers risk being associated
with DM rather than PDAC.

Finally, a key limitation in early detection studies for PDAC has been the lack of specialized pre-diagnostic
groups. When weighing the cost vs. value of a biomarker-assisted screening programme, take into account the
costs of both the first screening and the subsequent tests required to confirm the diag-nosis. Since both genuine
positive and false positive tests necessitate additional investigation, high spec-ificity biomarkers are required.

Pancreatic cancer is the fourth most prevalent cause of cancer death and the second most common cause
of death from neoplasms that disrupt digestion. Regular pancreas segmentation, on the other hand, remains
a point of contention for the following reasons: 1) CT scans with low soft tissue contrast. 2) Significant
anatomical differences. In terms of size and placement in the abdominal cavity of patients, the pancreas is
very unpredictable anatomically [6][9]. The pancreas is a flexible tissue that yields. As a result, the shape and
appearance of the pancreas fluctuate significantly between individu-als.

1.1. Contributions of the paper. In order to solve the existing issues, a novel DHEGQDRLCS is
introduced. The contribution of the proposed DHEGQDRLCS is listed below:

• To improve the pancreatic cancer diagnosis accuracy, a novel DHEGQDRLCS technique is introduced
as a reliable diagnostic tool to improve the clinical practicality for diagnosing pancreatic cancer early
based on hybridization of Kernel Quadratic Discriminant Function, Elitism gradient gene optimization,
and Reinforced Learning technique.

• A Kernel Quadratic Discriminant Function is applied to the DHEGQDRLCS technique for analyzing
the correlation between the data samples and the class means value by using the kernel function. Then
the Elitism gradient gene optimization technique finds the maximum correlated results for classifying
the samples into a particular class. After that, reinforcement learning is applied to find the minimum
loss function. This process increases the accuracy and minimizes incorrect pancreatic classification.

• Extensive experimentation is conducted with Hadoop distributed system to measure the performance of
the DHEGQDRLCS technique and other related works. The obtained result shows that our proposed,
DHEGQDRLCS technique provides better performance than the existing Distributed eSVM (DeSVM)
and Distributed eLR (DeLR) Models.

2. Literature Survey. In a recent analysis of 3.9 million cancer patients from seven countries (Australia,
Canada, Denmark, Ireland, New Zealand, Norway, and the United Kingdom) assessing seven cancer sites
(esophagus, stomach, colon, rectal, pancreas, lung, and ovary), PDAC was found to have the lowest 5-year
survival rates (ranging from 7.9 percent in the UK to 14.6 percent in Australia). 4 Early discovery will
undoubtedly aid in the improvement of these statistics, and as our review demonstrates, progress has already
been made. The development and validation of biological and epidemiological markers will benefit from the
construction of new customized cohorts (of people with NOD or symptoms).

Careful and ethical use of existing data, whether via social media or electronic health records, can help
prediction models, while AI applied to imaging can help discover lesions early. Identifying the small number of
people with MCLs who are at the highest risk of developing PDAC is still a major knowledge gap in the field
of mucinous cysts. Much work, including the ongoing trials discussed here, has to be done to enhance the early
detection of PDAC. The ongoing cohort studies are critical in many ways, not least because they help to raise
awareness of PDAC symptoms and their relation to NOD among healthcare practitioners and patients.
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Early detection advances will be combined with therapy advances to help people with PDAC live longer.
According to the concept of regular automation algorithms, Support Vector Machine is an urgent classification
algorithm for categorising data connected to the calculation of Wisconsin Breast Cancer data in a short amount
of time [10]. Proportion of relative outcomes for four alternative algo-rithms for data retrieval and automatic
automation in terms of efficacy and effectiveness. Initiates a new function for the benefit of the medical health
system, with the purpose of predicting an average patient’s outcome in the analysis of electronic medical
processes and the recognized parameters of parameters developed for optimal operation [11].

The application coordination with the estimation of data for variable effects, categories of ef-fects, and the
threshold parameter to identify the disease diagnosis generally provides efficient prognos-tic data. They use
and cover medical proceedings for blood cancer, heart failure, and diabetes [12]. Using data from combination
radiation (EBRT) and brachytherapy (BT), construct a function based on the red convolution neural represen-
tation to analyse rectal prescribed amount sharing and forecast rectal toxicity in patients with uterine cancer
[13]. To have an impact on patient data, they established a place to live and transfer approach.

To increase the dates for video data losses and loss factors, the adaptive synthetic model technique is
applied. To construct RSDM discriminate regions with the calculation model, create Gradi-ent Activation
Weight Map (Grad-CAM) classes[19][20]. A combination of experimental results is used to examine the CNN-
based representation for predicting rectal dose by means of transfer therapy for uterine cancer radiation.

A novel machine learning technique with the twin support vector machine (TWSVM) was developed in [21]
(i.e. distributed extended SVM) for identifying pancreatic cancer early. However, the higher pancreatic cancer
detection accuracy was not achieved. Unconditional and conditional logistic regression models were developed
in [22] (i.e. Distributed extended LR) for pancreatic cancer diagnosis by measuring the relationship between
fasting glucose levels and pancreatic cancer risk. But, the higher precision and recall analysis was not achieved.

A Fully Automatic Deep Learning Framework was developed in [23] for Pancreatic Ductal Adenocarcinoma
Detection. But the Framework was not efficient to perform the multiclass classification. Multi-Omics DEep
Learning for Prognosis-correlated subtyping (MODEL-P) was developed in [24] to identify Pancreatic Ductal
Adenocarcinoma Pancreatic But it failed to improve the robustness of the deep learning model while handling
more samples for pancreatic cancer detection. Three classification algorithms namely linear discriminant, anal-
ysis (LDA), support vector machine (SVM), and k-nearest neighbor (KNN) were developed in [25] for the
classification of benign and malignant pancreatic tumors. However, the designed algorithms failed to establish
a more reliable classification model for the accurate detection of pancreatic cancer.

Different Blood biomarkers classes were analyzed in [26] for differential diagnosis and early detection of
pancreatic cancer. But the analysis was not considered with a large number of samples. A grouped” neural
network (GrpNN) architecture was designed in [27] to generate a dimensionally reduced vector for early detec-
tion of pancreatic cancer. But it failed to apply to multi-modal clinical data sets. A combinatorial approach
consisting of Particle Swarm Optimization (PSO), Artificial Neural Network (ANN), and Neighborhood Com-
ponent Analysis (NCA) iterations was developed in [28] for pancreatic cancer diagnoses. But, the performance
of pancreatic cancer detection was not improved.

3. System architecture. The system architecture is the conceptual model that describes the structural
views. A system architecture also consists of the number of processes involved and works together to implement
the overall system.

Figure 3.1 illustrates the system design architecture. First, the input is collected from the corresponding
dataset. Then the input data gets preprocessed. Pre-processing is an essential step in the data mining process
for transforming the raw data into a structured format that helps to improve accuracy and minimize time
complexity. Next, data separation is performed to split the preprocessed dataset into the testing and training
data. In machine learning, data separation is used to avoid overfitting. It is a modeling error that occurs when a
function is too strongly fit to a limited set of data points. Then the testing and training samples are given to the
machine learning techniques such as Distributed Extended Support Vector Machines (i.e.: Distributed eSVM),
Distributed Extend Logistic Regression Model, and Distributed Hybrid Elitism gene Quadratic discriminant
Reinforced Learning Classifier System. These techniques train a model on known input data and provide future
outputs. The processes of three machine learning techniques are described as given below.
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Fig. 3.1: System Design

Fig. 3.2: Distributed Extended Support Vector Machines

3.1. Distributed eSVM. Distributed Extended Support Vector Machines (DeSVM) [21] is a data classi-
fication approach that uses hyperplanes to categorize the data into different classes. In DeSVM, Distributions
are considered any population of data that has scattered in the two-dimensional space. The DeSVM technique
is often useful for data with non-regularity, or data with an unknown distribution. Let us consider the DeSVM
has two types of values, which are shown in figure 3.2.

Figure 3.2 illustrates the DeSVM principle used to build numerous separating hyperplanes from labeled
data, dividing the data space into different classes where only one type of data is distributed in each segment.
The DeSVM technique is often useful for data with non-regularity, or data with an unknown distribution [18].
To solve the classifier, then draw the straight line y = ax+ b that separates the red and blue items to classify
the data above and below.
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Fig. 3.3: Classification results

Fig. 3.4: Logistic Regression model

Figure 3.3 illustrates the classification results of DeSVM. DeSVM generates the multiple separating hyper-
planes such that the data space is divided into multiple classes and each segment contains only one type of
data. The DeSVM works based on finding a decision boundary (i.e hyperplane) between binary classes and
maximizing the margin i.e. the distance between the decision boundary and the closest data points.

3.2. Distributed Extend Logistic Regression Model (Modified Linear Regression). The Dis-
tributed Extend Logistic Regression Model (DeLR) [22] is a machine learning technique employed to analyze
the relationship between one or more independent variables (x) on the training data set and a dependent vari-
able (y). By applying a Linear Regression, that employs a linear function called a hypothesis. To solve the
parameters of this hypothesis equation, the cost function also known as the squared error function is minimized
for regression problems. These parameters are determined using the gradient descent approach.

Figure 3.4 illustrates the process of Logistic Regression where the modeling technique provides the rela-
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tionship or correlation between the dependent and independent variables. Logistic Regression is a type of
prescriptive modeling technique that measures the relationship or correlation between the dependent and inde-
pendent variables. In the two-dimensional space, ‘x’ axis represents the independent variable and ‘y’ represents
the dependent variable.

Linear regression with only one variable is represented as

y = AX + B (3.1)

Multiple linear regression is expressed as

y = A0 +A1∗X1 + A2∗X2 +A3∗X3 + . . . .An∗Xn (3.2)

where A denotes a coefficient. The goal of machine learning is to establish a mapping between data

f : X → Y (3.3)

The mapping (f) between input variables ‘X’ and output variables ‘Y ’ is represented by a regression model.
The Logistic Regression specifies a line that fits the relationship between the input variable (X) and the output
variable (Y) by determining the specific weight of the input variable coefficient. The hypothesis analysis the
training and testing results and provides the predicted output. Finally, the classification result with minimum
error is obtained.

3.3. Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learning Classifier
System. A Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learning Classifier System
(DHEGQDRLCS) is an adaptive system that integrates machine learning, evolutionary computing, and other
heuristics to deal with a Pancreatic Cancer diagnosis. The conventional DeSVM and DeLR single optimal
models not having the ability to perform accurate multiclass classification while considering a large volume of
input samples. Contrary to the conventional method, the purpose of DHEGQDRLCS is to accomplish the issue
of a single optimal model by constructing a hybridized model. In other words, the DHEGQDRLCS have the
ability to solve the multi-class classification while handling the large volume of input samples by integrating
three different techniques namely Elitism gradient gene optimization, Reinforcement algorithm, and kernel
Quadratic discriminant analysis.

Figure 3.5 depicts the architecture diagram of the proposed DHEGQDRLCS to perform accurate Pan-
creatic Diagnosis. Let us consider the Pancreatic dataset D‘and collect the number of 590 data samples
Si ∈ S1, S2, S3, ..Sn . The 590 urine samples are collected for the four biomarker panels, including 183 con-
trol samples, 208 benign hepatobiliary disease, and 199 pancreatic ductal adenocarcinomas (PDAC) samples.
The four biomarker panels are creatinine, LYVE1, REG1B, and TFF1. The dataset includes 14 columns (i.e.
attributes) listed in table 3.1.

After the data collection, training and testing are identified for pancreatic cancer diagnosis. Then the pro-
posed technique performs samples are separated into training and testing subsets. The separation of training
and testing is a technique used for evaluating the performance of a machine learning algorithm. It is also used
for solving classification problems for any supervised learning algorithms. The process involves taking a dataset
and dividing it into two subsets. The first subset is called as training dataset set used to fit the machine learning
model. The second subset called the testing dataset is used to train the model rather than the input provided to
the model. In the proposed technique, each subset has half of the samples. After the separation, the pancreatic
cancer diagnosis is performed using Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learn-
ing Classifier System (DHEGQDRLCS). The proposed DHEGQDRLCS technique integrates three methods as
Elitism gradient gene optimization, Reinforcement algorithm, and kernel Quadratic discriminant analysis to
diagnose pancreatic disease.

The proposed DHEGQDRLCS first uses the kernel Quadratic discriminant analysis for analyzing the testing
and training samples. Kernel Quadratic discriminant analysis is a supervised machine learning classifier used
to classify the samples into two or more classes based on likelihood estimation with help of Gaussian kernel
functions. A likelihood method is a measure of the relationship between the training and testing data samples.
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Fig. 3.5: Architecture diagram of proposed DHEGQDRLCS

Let us consider the number of training samples in the dataset. First, the number of classes ‘Cj =
‘C1, ‘C2, ..‘Cn are defined. The mean value of the class is calculated as given below:

Mc =
1

n

n
∑

i=1

Si (3.4)

From (3.4), Mc denotes a mean value of class and n denotes the number of training samples ‘Si’. Therefore,
the correlation between the mean and samples is measured by applying a Kernel Quadratic discriminant analysis
as given below:
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represents a Kernel Quadratic discriminant analysis output, d represents the deviation, Mc

represents the mean of the class, Si indicates a training sample. After that, the maximum correlation for the
training samples being classified into the particular class is identified through the Elitism gene optimization
technique.

Elitism gradient gene optimization is a metaheuristic evolutionary algorithm to generate high-quality so-
lutions in the search problems (i.e. finding maximum correlated results. By applying the Elitism gradient
gene optimization technique, first, the population of genes (i.e. correlations between the samples and mean of
classes) are initialized in search space.
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(3.6)
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Table 3.1: Attribute descriptions

S.no Attributes Description
1 sample_id id of the sample
2 patient_cohort Any group of individuals affected by common diseases,
3 sample_origin origin of the patient samples (BPTB: Barts Pancreas Tissue Bank)
4 Age Patient age
5 sex M- Male

F-Female
6 diagnosis 1. non-cancerous pancreas

2.benign hepatobiliary disease i.e., pancreatic cancer,
3. Pancreatic ductal adenocarcinoma

7 stage stages of pancreatic cancer IA, IB, IIA, IIIB, III, IV
8 benign_sample_diagnosis benign hepatobiliary disease samples
9 plasma_CA19_9 Monoclonal antibody levels in blood plasma, which are frequently

elevated in pancreatic cancer patients.
10 creatinine Creatinine is a protein that commonly utilized as a kidney function

indicator
11 LYVE1 Lymphatic vessel endothelial hyaluronan receptor 1 is a protein

discovered in the urine that may have a role in tumour spread
12 REG1B Urinary levels of a protein linked to pancreatic regeneration,
13 TFF1 Urinary Trefoil Factor 1 levels evaluated, which could be linked to

urinary tract regeneration and repair
14 REG1A REG1A: Urinary levels of a protein connected to pancreatic regen-

eration,

After the initialization, the fitness is measured based on the gradient ascent function also often called
steepest descent for finding a local maximum of a function (i.e. arg max).

F (W ) = arg max R (Si,Mcj) (3.7)

where F (W ) indicates the fitness function, arg max denotes an argument of the maximum function. After
that, the Elitism selection operation is applied to a gene optimization for finding the fittest individual among
the populations by setting the threshold ‘t’. Therefore, the optimal selection procedure is obtained as follows,

Zp =

{

F (W ) > t ; select individuals
Otherwise; Reject the individuals

(3.8)

where Zp denotes an elitism selection outcome (i.e. predicted classification results), t denotes a threshold,
f (X) indicates fitness. In this way, optimum correlated results are identified and classified the sample into
a particular class. As a result, the optimum correlated results are used to provide the final predicted output
classification results.

Then applying the model-free reinforcement algorithm considers the state-action pair at each time step
to predict the accurate classification results by minimizing the loss function. The state-action pair in the
reinforcement algorithm finds the total amount of expected rewards for taking an action from the state. The
state describes the current situation of the classifier whereas the action describes the set of possible decisions
made after observing the results space (i.e. loss function) from the states.

During the learning process, loss of the classification is estimated based on the target class and the predicted
classification results as given below,

l = (Zt − Zp)
2

(3.9)
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Zt = r + β max Z ′(s, a) (3.10)

where l denotes a loss function, Zt indicates a target classification result, ‘Zp’ predicted classification results, r

denotes a reward, β discount factor that denotes between 0 and 1, max Z ′(s, a) denotes a maximum predicted
reward from all possible actions. In order to minimize the loss function, the output results get updated based
on the learning rate.

Zp(t+1) = Zp + τ (r + β max Z ′(s, a)− Zp)
2

(3.11)

where Zp(t+1) denotes an updated value of the output functions, Zp indicates the previous classification

value, τ denotes a learning rate (0 < τ < 1), r denotes rewards,β indicates a discount factor between 0 and
1. This process is iterated until finding the minimum loss. Finally, accurate classified results are obtained.
Based on classification results, non-cancerous pancreas, benign hepatobiliary disease i.e., pancreatic cancer,
and Pancreatic ductal adenocarcinoma are correctly diagnosed with minimum error. The DHEGQDRLCS
algorithmic process is explained as follows:

// Algorithm 1: Distributed Hybrid Elitism gene Quadratic discriminant Reinforced
Learning Classifier System
Input: Dataset, Number of data samples Si = S1, S2, . . . Sn

Output: Improve the pancreatic diagnosing accuracy
Begin
Collect the data samples ‘ Si = S1, S2, . . . Sn from the dataset
Separate testing and training samples
For each training samples ‘ Si’
Define number of classes ‘Cj ’
for each class ‘Cj

Compute mean value ‘Mc’
end for
Measure the correlation between training samples and mean value ‘R (Si,Mcj)’
Obtain multiple correlation results
Generate the population of correlation results ‘X ‘
For each individual ‘R (Si,Mcj)’ in population
Measure the fitness ‘f (X)’
Apply elitism selection ‘Zp’
if (f (X) > t) then
Select the individuals
Classify the data into particular class
else
Reject the individuals
End if
For each classification results ‘Zp’
Compute the loss function ‘l’
Update the results ‘Zp(t+1) ’

Obtain the classification results with minimum loss
End for
End

Algorithm 1 describes the step-by-step process of the proposed DHEGQDRLCS for accurate pancreatic
disease diagnosis. First, the number of data samples is collected from the dataset. The collected data are
separated into testing and training. The input training data samples are given to the hybrid learning clas-
sifier system. The proposed classifier analyzes the training data samples with the mean of kernel Quadratic
discriminant function. Then the maximum correlation results are identified by applying the Elitism gradient
gene optimization. Initialize the population of correlation results. Then gradient ascent function is applied to
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measure the fitness of the individual. Followed by, the elitism selection procedure is applied for finding the
maximum correlated results. Finally, the samples that highly correlated to the mean value are classified into
that particular class. In this way, classification results are obtained. Finally, model-free reinforcement learning
is applied for minimizing the loss function by updating the learning rate. In this way, accurate classification
results are observed. Based on classification results, pancreatic cancers are correctly identified.

4. Experimental settings. In this section, experimental evaluation of proposed DHEGQDRLCS and
existing DeSVM [21] and DeLR [22] are implemented in Java language with Hadoop distributed system by using
a pancreatic dataset. In this article, the Hadoop Distributed System is applied that provides high-performance
data access while handling a large volume of datasets. The pancreatic dataset includes 590 data samples
and 14 attributes. The 590 urine samples are collected for the four biomarker panels, including 183 control
samples, 208 benign hepatobiliary disease, and 199 pancreatic ductal adenocarcinomas (PDAC) samples. The
attributes are sample_id, patient_cohort, sample_origin, Age, sex, diagnosis, stage, benign_sample_diagnosis,
plasma_CA19_9, creatinine, LYVE1, REG1B, TFF1, and REG1A. The original dataset is divided into three
subsets such as dataset 1, dataset 2, and dataset 3 to compare the accuracy in this paper.

5. Performance evaluation under various metrics. In this section, the performance analysis of the
proposed DHEGQDRLCS and existing DeSVM and DeLR are discussed with different metrics such as accuracy,
precision, recall, F1_Score, Specificity, true negative (TN), true positive (TP), False negative (FN), False
positive (FP), ROC_AUC, PRC_AUC, and PRC_APS.
Accuracy: It is defined as the number of data samples that are correctly diagnosed into different classes. The

accuracy is calculated as given below:

Accuracy =

[

TP + TN

TP + TN + FP + FN

]

∗ 100 (5.1)

where TP indicates a true positive i.e. number of data samples correctly diagnosed as the non-cancerous
pancreas or benign hepatobiliary disease i.e., pancreatic cancer, or Pancreatic ductal adenocarcinoma,
TN indicates a number of true negatives i.e. normal samples correctly diagnosed as normal, FP

represents the false positive i.e. normal samples incorrectly identified as pancreatic cancer, FN indicates
a false negative i.e. cancer samples incorrectly identified as normal.

Precision: The precision is computed as given below:

Precision =

[

TP

TP + FP

]

∗ 100 (5.2)

where, TP denotes the true positive, FP symbolizes the false positive.
Recall: The formula for calculating the recall is given below:

Recall =

[

TP

TP + FN

]

∗ 100 (5.3)

where TP represents the true positive, FN symbolizes the false negative.
F1_Score: It is estimated based on the average mean of precision as well as recall. The F1_Score is formulated

as given below:

F1_Score =

[

2 ∗
Precision ∗ Recall

Precision + Recall

]

∗ 100

Specificity: It is the test’s ability to correctly reject healthy samples without a condition. The Specificity is
measured as follows:

Specificity =

[

TN

TN + FP

]

∗ 100 (5.4)

where TN represents the true negative, FP symbolizes the false positive.
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Table 5.1: Comparison of Statistic

Parameters Statistic
Existing DeSVM Existing DeLR Proposed DHEGQ-

DRLCS
Accuracy 23.71 18.60 25.45
Balanced accuracy 15.27 17.69 18.98
F1_Score 13.27 2.14 14.47
Precision 13.24 15.70 16.21
Recall 13.12 19.54 20.58
Specificity 24.81 5.72 25.24
TN 25.57 22.21 19.78
TP 20.02 21.52 22.45
FN 23.89 20.74 19.44
FP 25.57 22.22 19.86
ROC_AUC 15.1 17.31 18.91
PRC_AUC 19.47 5.70 20.51
PRC_APS 21.18 9.07 22.22

Fig. 5.1: Performance results of statistic

P- value: p-value is the particular statistical measure, such as the mean or standard deviation for the null
hypothesis test.

P − value =
X − µ

σ

where X denotes input samples, µ mean and ‘σ’ denotes a deviation.
The performance analysis of the DHEGQDRLCS technique is conducted and results are depicted in table

5.1 and graph 5.1.
Figure 5.1 depicts the performance results of statistics with respect to a number of parameters such as

Accuracy, balanced accuracy, F1-score, precision, recall, specificity, TN, TP, FN, FP, ROC_AUC, PRC_AUC,
and PRC_APS. In figure 5.1, three different colors green, blue and red indicate the performance outcomes
of the statistic using three methods namely Proposed DHEGQDRLCS, Existing DeSVM, and Existing DeLR
respectively. Figure 5.1 clearly shows that performance results of statistics are significantly improved using
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Table 5.2: Comparison of the p-value

p-value
Existing DeSVM Existing DeLR Proposed DHEGQ-

DRLCS
Accuracy 7.00E-06 0.00 0.00
Balanced accuracy 0.000483 0.00 0.00
F1_Score 0.001312 0.34 0.00010
Precision 0.001333 0.00 0.00010
Recall 0.001417 0.00 0.00
Specificity 4.00E-06 0.06 0.00
TN 3.00E-06 0.00 0.00
TP 4.50E-05 0.00 0.00
FN 6.00E-06 0.00 0.00
FP 3.00E-06 0.00 0.00
ROC_AUC 0.000526 0.00 0.00
PRC_AUC 5.90E-05 0.06 0.00001
PRC_APS 2.50E-05 0.01 0.00001

Fig. 5.2: Performance results of the p-value

proposed DHEGQDRLCS when compared to existing DeSVM and DeLR. This is because the DHEGQDRLCS
uses the kernel Quadratic discriminant function to analyze the training samples and identify the maximum
correlated results by applying the Elitism gradient gene optimization. Based on the optimization results, the
accuracy of pancreatic cancer diagnosis is increased by improving the true positive and minimizing the true
negative, true positive, and false negative.

The experimental results of p-value using three methods Proposed DHEGQDRLCS, existing DeSVM, and
existing DeLR are shown in table 5.2 and Figure 5.6. The p-value is a statistical test that measures the
probability of extreme results of the statistical hypothesis test. Among three different methods, the proposed
DHEGQDRLCS provides an improved performance than the other two existing methods. As shown in figure
5.6, the DHEGQDRLCS obtains the p-value equal to 0. 000 are lesser than which is less than. 05. Then, the



An Efficient Novel Approach with Multi-class Label Classification through Machine Learning Models for Pancreatic Cancer205

Table 5.3: Comparison of Mean and Standard deviation using dataset 1

Parameters Mean Standard deviation
Existing
DeSVM

Existing
DeLR

Proposed
DHEGQ-
DRLCS

Existing
DeSVM

Existing
DeLR

Proposed
DHEGQ-
DRLCS

Accuracy 0.77 0.75 0.79 0.02 0.02 0.01
Balanced ac-
curacy

0.68 0.68 0.69 0.02 0.03 0.01

F1_Score 0.42 0.42 0.43 0.03 0.04 0.02
Precision 0.35 0.33 0.37 0.03 0.04 0.02
Recall 0.54 0.57 0.58 0.04 0.05 0.03
Specificity 0.81 0.79 0.85 0.02 0.02 0.01
TN 347.5 338.60 364.20 7.6 8.78 5.63
TP 43.5 45.70 46.90 2.84 3.86 2.33
FN 36.5 34.30 33.10 2.84 3.86 2.21
FP 82.3 91.20 65.60 7.42 8.60 5.58
ROC_AUC 0.71 0.72 0.73 0.03 0.04 0.03
PRC_AUC 0.34 0.37 0.38 0.03 0.02 0.01
PRC_APS 0.34 0.38 0.39 0.03 0.02 0.01

Fig. 5.3: (a) Performance results of mean deviation using dataset 1; (b) Performance results of standard
deviation using dataset 1

results are statistically significant.
Table 5.3 and figure 5.3 reveal the experimental results of the mean and standard deviation using dataset 1.

The performance of the mean is estimated using three methods DHEGQDRLCS, existing DeSVM, and existing
DeLR depending on a number of parameters. From the observed results, it is demonstrated that the proposed
DHEGQDRLCS technique provides improved mean value results and minimizes the deviation when compared
to existing techniques. Let us consider the input data samples, the mean of the DHEGQDRLCS technique by
computing the accuracy is 0.79, and the accuracy of existing DeSVM and DeLR are observed as 0.77 and 0.75
respectively. Similarly, the various parameters are estimated to get final results.

Figure 5.4 illustrates the experimental results of mean and standard deviation with the different numbers
of parameters. As shown in the figure, the mean and standard deviation is estimated by using three methods
DHEGQDRLCS, existing DeSVM, and existing DeLR. Among the three methods, the performance of mean
using DHEGQDRLCS is improved and the standard deviation is minimized when compared to DeSVM and
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Table 5.4: Comparison of Mean and Standard deviation using dataset 2

Parameters Mean Standard deviation
Existing
DeSVM

Existing
DeLR

Proposed
DHEGQ-
DRLCS

Existing
DeSVM

Existing
DeLR

Proposed
DHEGQ-
DRLCS

Accuracy 0.79 0.74 0.80 0.01 0.02 0.01
Balanced
accuracy

0.59 0.69 0.70 0.04 0.04 0.03

F1_Score 0.3 0.43 0.44 0.07 0.04 0.03
Precision 0.31 0.33 0.36 0.04 0.03 0.02
Recall 0.3 0.62 0.63 0.11 0.06 0.05
Specificity 0.88 0.77 0.89 0.02 0.02 0.01
TN 378 330.40 319.70 9.4 6.77 5.71
TP 24.2 49.20 50.00 8.47 5.12 4.52
FN 55.8 30.80 28.00 8.47 5.12 4.52
FP 51.8 99.40 46.10 9.39 6.48 5.42
ROC_AUC 0.65 0.73 0.74 0.04 0.04 0.03
PRC_AUC 0.28 0.39 0.42 0.04 0.02 0.01
PRC_APS 0.29 0.39 0.43 0.04 0.02 0.01

Fig. 5.4: (a) Performance results of mean using dataset 2; (b):Performance results of standard deviation using
dataset 2

DeLR. This is due to the maximum correlated function used for early identification of pancreatic cancer. The
false positive rate is minimized by applying reinforcement learning to accurately detect pancreatic cancer and
minimize the loss.

Table 5.5 and figure 5.5 illustrate the performance analysis of the mean and standard deviation using dataset
3 with respect to three different methods DHEGQDRLCS, existing DeSVM, and existing DeLR. The observed
results indicate that the DHEGQDRLCS provides better performance when compared to conventional methods.
Let us consider the accuracy parameter in the mean estimation. The observed performance of accuracy using
DHEGQDRLCS is 0.66 and the accuracy of existing methods is 0.59 and 0.64. The results indicate that the
accuracy using DHEGQDRLCS is significantly improved by improving cancer detection and minimizing the
loss function.

Table 5.7 indicates that the specificity cutoff with mean for four different stages stage I, stage II, stage III,
and stage (IV). The machine learning-based Hadoop distributed eSVM, Distributed eLR, and DHEGQDRLCS
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Table 5.5: Comparison of Mean and Standard deviation using dataset 3

Parameters Mean Standard deviation
Existing
DeSVM

Existing
DeLR

Proposed
DHEGQ-
DRLCS

Existing
DeSVM

Existing
DeLR

Proposed
DHEGQ-
DRLCS

Accuracy 0.59 0.64 0.66 0.07 0.07 0.03
Balanced
accuracy

0.57 0.57 0.59 0.06 0.05 0.03

F1_Score 0.44 0.39 0.46 0.07 0.07 0.05
Precision 0.41 0.49 0.52 0.06 0.12 0.05
Recall 0.49 0.34 0.51 0.12 0.11 0.10
Specificity 0.64 0.79 0.82 0.11 0.15 0.07
TN 41.9 51.80 40.20 7.4 10.14 6.44
TP 16.2 11.30 17.00 4.42 3.83 2.67
FN 16.6 21.50 14.80 3.5 3.41 2.34
FP 23.3 13.40 12.00 7.53 9.66 3.80
ROC_AUC 0.58 0.58 0.59 0.07 0.07 0.06
PRC_AUC 0.43 0.45 0.47 0.07 0.08 0.06
PRC_APS 0.45 0.46 0.47 0.07 0.07 0.05

Fig. 5.5: (a) Performance results of mean using dataset 3; (b) Performance results of standard deviation using
dataset 3
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Table 5.6: Model accuracy with comparisons

Methods Accuracy F1_Score PrecisionRecallTN TP FN FP ROC_AUC
Existing
DeSVM

statistic 23.71 13.27 13.24 13.12 25.57 20.02 23.89 25.57 15.10

p-value 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
avg_mean 0.72 0.39 0.36 0.45 255.8027.97 36.30 52.47 0.65
avg_std 0.03 0.06 0.04 0.09 8.14 5.24 4.94 8.11 0.05

Existing
DeLR

statistic 18.60 2.14 15.70 19.54 22.21 21.52 20.74 22.22 17.31

p-value 0.00 0.34 0.00 0.00 0.00 0.00 0.00 0.00 0.00
avg_mean 0.71 0.41 0.38 0.51 240.2735.4 28.87 68 0.68
avg_std 0.04 0.04 0.05 0.06 8.56 4.27 4.13 8.25 0.05

Proposed
DHEGQ-
DRLCS

statistic 25.45 14.47 16.21 20.58 19.78 22.45 19.44 19.86 18.91

p-value 0.00 0.11 0.03 0.00 0.00 0.00 0.00 0.00 0.00
avg_mean 0.75 0.44 0.41 0.57 238.3637.96 25.3 41.23 0.68
avg_std 0.01 0.03 0.03 0.05 5.92 3.17 3.02 4.93 0.04

Fig. 5.6: Model accuracy with comparisons

are applied for pancreatic cancer detection. The experiments demonstrated that the proposed DHEGQDRLCS
improves the performance of the classifier for early identification of pancreatic cancer with stage values ranging
from 0.6 to 0.10 and a mean specificity cutoff. The algorithms in the Hadoop distributed file system of
DHEGQDRLCS provide better accuracy than other existing approaches in this comparison research.

5.1. Advantages and Limitation of DHEGQDRLC. The architecture of DHEGQDRLCS is used
to increase the accuracy of early pancreatic cancer diagnosis based on the hybridization of three techniques
namely kernel quadratic discriminant function, Elitism gradient gene optimization, and reinforcement learning
algorithm. The hybridization process minimizes the loss function of disease diagnosis and increases the clas-
sification results. The limitation of the proposed DHEGQDRLCS is not having the ability to analyze time
consumption and space complexity in the present state when applying the large volume of the dataset.

6. Conclusion. In this section, early detection of pancreatic cancer is very significant before cancer swells
to other organs in the body. However, early detection of pancreatic cancer is difficult because this cancer has
non-specific symptoms. The conventional distributed eSVM, Distributed eLR approaches perform pancreatic
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Table 5.7: Cutoff values with a mean of proposed models

specificity cutoff WITH MEAN stages
0.6 to 0.7 I
0.7 to 0.8 II
0.8 to 0.9 II
0.9 to 0.10 IV

cancer of pancreatic cancer. But the higher accuracy and loss rate was not minimized. Therefore, a novel
DHEGQDRLCS is developed to increase the classifier’s performance for early pancreatic cancer diagnosis with
four different stages based on p-value and statics, according to preliminary data samples. In the proposed
DHEGQDRLCS, the kernel quadratic discriminant function analyzes the testing and training data samples using
the kernel function. Then the Elitism gradient gene optimization is applied to provide the final disease diagnosis
results. In order to minimize the loss function of disease diagnosis, the reinforcement learning algorithm is
applied to find the optimal learning rate. Finally, the hybridized classifier provides precise classification results
with a minimum loss function. Based on the classification results, pancreatic cancer is correctly identified. A
comprehensive experimental evaluation is carried out using three datasets with different parameters such as
Accuracy, balanced accuracy, F1-score, precision, recall, specificity, TN, TP, FN, FP,ROCAUC , PRCAUC , and
PRCAPS . The quantitative performance result indicates that the presented DHEGQDRLCS achieves higher
accuracy in a pancreatic cancer diagnosis than the conventional methods. The proposed future work could
increase the number of applications for pancreatic disease detection and also improve accuracy.
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