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REVIEW OF CROP YIELD ESTIMATION USING MACHINE LEARNING AND DEEP
LEARNING TECHNIQUES

ANITHA MODI} PRIYANKA SHARMA] DEEPTI SARASWAT ! AND RACHANA MEHTAS

Abstract. The agriculture sector is subjected to constant challenge of yield deficit due to rising population, improper resource
management and shrinking agricultural land. Advance yield estimates help in systematic planning to reduce such losses. However,
prediction of accurate estimates is still an open challenge due to geographical diversity, crop diversity & crop area. Recently non-
destructive approach has gained attention due to its robustness and provides easy availability of data from heterogeneous resources
compared to its counterpart; destructive approach which is computational, resource intensive and hence less utilized. This paper
conducts a detailed study on utilization of non-destructive approach to estimate yield taking into account, input feature, and
methodology. We consider five major observations namely, data acquisition, pre-processing techniques, features, methodology, and
result. Moreover, we summarize analysis of each observation, extract most prominent technique, the adopted methods, and finally
recommends integration of different models that can be explored to improve accuracy.

Key words: Crop yield estimation, vegetation indices, counting, regression, segmentation, machine learning, deep learning

1. Introduction. Steep population growth has led to a rise in food demand over the last few decades.
Undernourished and hunger counts have been consistently increasing as per FAO statistics [1]. Major agendas
of the FAO included improving the quality and quantity and minimizing the losses of agricultural produce.
Fig. 1.1(a) depicts the ratio of crop production to the population from the year 2015 to 2020, which shows an
increasing trend, while crop production is not increasing as per yield requirement [2]. Fig. 1.1(b) depicts the
year-wise production of major crops viz. Soyabean, Maize, Wheat and Rice [3]. Production losses and wastage
is estimated to be about 600 million tons worldwide [4].

Accurate and advanced crop yield estimates are required for planning and gap analysis. This task involved
obtaining potential and actual yield data of a particular crop. Potential yield yp is obtained when a crop is
grown in an ideal condition with optimal nutrient supply and an adapted environment without any stress [5].
Actual yield y 4 is obtained when the crop is subjected to realistic conditions. The difference between potential
and actual yield is the yield gap dyg as shown in Equation 1.1.

e =yp — ya (1.1)

Destructive and non-destructive approaches were adopted to obtain actual yield value, which is still an open
challenge. It depends on factors like regional crop cultivation techniques, climatic conditions, meteorological,
physiological, growth factors, quality of the crop, etc. Several such factors were identified and categorized
into qualitative and quantitative factors. Agrometeorological data like irrigation, soil data, climate, and soil
nutrients were majorly incorporated into yield estimation models. Factors such as VI, LAI, and phenotype
evapotranspiration were accommodated into quantitative data-oriented estimation models. There was a need
to gather accurate agrometeorological data. Country-wise, meteorological and agricultural departments con-
tributed to this task. These RS data obtained from the specialized sensor were also made available. The
availability of diverse data led to various model designs ranging from traditional CCE to modern Al-based
models. The survey focuses on the non-destructive approach adopted to calculate the yield y 4.
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Fig. 1.1: (a) Crop production versus population (b) Year-wise crop production
Table 1.1: Comparative study of yield estimation surveys with our survey
Ref Summary x ];Datg D T1 T3 M(;del4 R
6 RS with regression to estimate yield vV IV v v
7 ML algorithms along with RS data VIV Y v v
8 Brief overview of ML yield model v V|V
8 Discussed ML & RS integration ViV Vv v v
10] ML applicability in yield estimation with climatic v IV v
parameters as input
12 Summarized statistical and simulation models VA AN A 4
13 DL and counting based model v v v
14 A combination of ML and DL algorithms with ma- VIiv|VY v |V
jor focus on ML
15 DL and image-based yield v v
16 ML with specific focus on palm oil yield VIV VY v
Our paper VI IVIVIVIVIVIVI V]V

1.1. Scope of the survey. This section covers a summary of the existing review articles about yield
estimation. Johnson et al., considered popular ML models with ANN and regression, BP-ANN [6]. Chivasa et
al., conducted similar studies [7], using meteorological & environmental data and suggested to include RS data
into ML model. Liakos et al., reviewed application of ML into agricultural sector [8]. Chlingaryan et al. further
explored RS with ML, stating the need for a feature-rich dataset and advanced ML algorithms [9]. Elavarasan
and Vincent studied environment and climate data. They studied the applicability of unsupervised and super-
vised ML algorithms with climatic parameters [10]. Kamilaris & Prenafeta-Boldu explored DL architectures,
and their applicability to sub-areas of precision agriculture was stated [11]. Brasso summarized statistical, and
simulation models and Liu [12]. Fruit detection and localization using the counting technique to estimate was
reviewed by Koirala et al., [13]. Counting-based techniques was also studied by Maheswari et al.[15], Agrome-
teorological and RS by-products as input features was surveyed by Van Klompenburg et al.,[14]. Rashid et al.
reviewed ML-based models along with their advantage and disadvantage [16] for palm oil prediction. A brief
comparative study and our scope are summarized in Table 1.1

1.2. Contribution of the Survey. In this survey, a systematic review of yield estimation is presented.
The entire paper collection is segregated into five different models based on the input data and methods. We
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Fig. 1.2: (a): Organisation and reading map of the survey (b): Query based reading map

have highlighted the open issues and challenges faced in this research area. In line with the above statements,
the major contributions made in our survey are enlisted as follows.
e A detailed description of data acquisition, preprocessing and taxonomy with comprehensive coverage
of numeric and non-numeric data.
e (Categorized each paper based on the input feature and the method and covered the growth of this field
from traditional destructive approaches to modern non-destructive approaches.
e Presented overview of standard analysis to verify the results with their usage summary with the count.
This provides an insight into the choice of evaluation metric and would aid in model designing.
e We have addressed research challenges and concluded with solution insights into open issues and chal-
lenges.

1.3. Organization and Reading Map. Standard sources such as Google Scholar, Scopus, ScienceDirect,
SpringerLink and Web of Science were looked for papers. Data acquisition, preprocessing, input type, method
and result analysis were significant observations that were used for selection. Based on these observations, the
papers were grouped into five models: CM, RS, IP, ML and DL. Further, it was observed that the critical input
features of one model were integrated into other models to obtain better results which is a significant inclusion
in our survey.

A reading map consisting of the paper’s complete visual layout and a query-based reading map to address
readers’ crucial questions is shown in Fig. 1.2. Table 1.2 list the abbreviations used in our survey.

2. Background and History of Yield Estimation Approach. Based on sampling schemes adopted,
the approach is categorized into destructive and non-destructive approaches [17]. Different models were designed
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Table 1.2: Abbreviations used in the survey

Abbrev. Meaning Abbrev. Meaning
Al Artificial Intelligence NDVI Normalized Difference Vegetation In-
dex
ANN Artificial Neural Network NOAA National Oceanic and Atmospheric Ad-
ministration
AVHRR Advanced Very High Resolution Ra- | NRMSE Normalized Root Mean Square Error
diometer
BP-ANN Back Propagation Artificial Neural | RMSE Root Mean Square Error
Network
CCE Crop Cutting Experiment ROI Region of Interest
CM Crop Model RRMSE Relative Root Mean Square Error
CP-ANN Counter Propagation Artificial Neural | RS Remote Sensing
Networks
DL Deep Learning RS Remote Sensing
DVI Difference Vegetation Index RVI Ratio Vegetation Index
EVI Enhanced Vegetation Index SKN Supervised Kohonen Networks
FAO Food and Agriculture Organization SMLR Stepwise Multiple Linear Regression
GI Greenness Index SNN Semiparametric Neural Network
HRV High Resolution Vertical SPOT French: Satellite Pour ’Observation de
la Terre
1P Image Processing TCI Temperature Condition Index
LAI Leaf Area Index VCI Vegetation Condition Index
MAE Mean Absolute Error VHI Vegetation Health Indices
MAPE Mean Absolute Percentage Error VI Vegetation Indices
ML Machine Learning WDRVI Wide Dynamic Range Vegetation Index
MODIS Moderate Resolution Imaging Spectro- | WHR Weighted Histogram Regression
radiometer
NAIP National Agriculture Imagery Program | WOFOST | WOrld FOod STudies

and experimented with for each approach, as shown in Fig. 1.3. Each model used a subset of data gathered
from heterogeneous sources. Researchers have explored several methods ranging from traditional field surveys,
and CCE [18] to modern DL [82] to provide a solution. A detailed discussion of these models and the methods
adopted in each model is covered in the subsequent sections.

2.1. Destructive approach. The destructive approach means clearing a portion of the field for sampling
or harvesting the crop to obtain estimates. The approach is further segregated into the pre-harvest and post-
harvest models. Pre-harvest model provides yield estimates before actual harvest, such as CCE. A physical field
examination with a collection of samples for analysis is done in CCE [20]. Yield is estimated and extrapolated
to the entire crop region during sample analysis as illustrated in Fig. 1.3. Yield details are obtained from market
records post-harvest. Both methods provide accurate estimates. However, this approach is resource intensive.
A considerable workforce and micro-level planning are required for CCE site identification and market surveys.
Site visits and market surveys in the post-harvest method are difficult due to inherent variations in market
structure, geographical diversity, and biodiversity [21]. Further, estimates are available at the later stage or
after harvest, which affects the planning. Hence, the destructive approach is less used and is not covered in our
survey.

2.2. Non-destructive approach. Several visual and analytical models were designed and studied using
data from heterogeneous sources such as past yield data, environmental, meteorological, physiological and
visual data. This approach provided advanced estimates without undergoing any destructive process such as
harvesting, hence the non-destructive method. Non-destructive offers advanced estimates without experiencing
time-consuming market surveys, CCE site identification and experimentation at a macro level. But is highly
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Fig. 1.3: Different yield estimation approaches

dependent on accurate data. The study was initialized with numerical data. However, the availability of data
from heterogeneous sources and technological progress allowed researchers to explore the possibility of including
them in yield models. The entire non-destructive approach is summarized into three generic phases as shown
in Fig. 1.3.

3. Data acquisition and preprocessing. To estimate yield, data plays a vital role. This section covers
the detailed taxonomy of data acquisition and processing. A brief specification of their usage in different models
is also covered in this section.

3.1. Data acquisition. The data acquisition process involves data collection. Site-specific data are
recorded using various devices. Gathered data is categorized into numeric & non-numeric. Numeric data
is segregated into meteorological, environmental and economic [22], [23]. The data combines categorical or
continuous data and provides qualitative and quantitative features that can be used as input. Temperature,
humidity, sunshine, and precipitation are widely used meteorological data. Environmental parameters include
soil properties, crop type, harvest information, acreage, phenology, & irrigation. Economic data includes mar-
ket statistics such as trading prices and harvest information about crop gathering and production. Machine
learning [39], [40], crop models [41] widely use this data for estimate prediction.

Non-numeric data include images and remote sensing data products. RGB images acquired from the cam-
era are used in image processing and deep learning models [42]. Specialized cameras such as LED [43], thermal
[44], and monocular high-resolution camera devices [45] were used to capture images. Other non-numeric data
are acquired from remote sensors. The most widely used remote sensing products were NIR, R(Red), and
B(Blue) bands to compute values like NDVI and EVI. Data was gathered from various satellites with remote
sensors such as SPOT [46], MODIS [47], Terra and Aqua [48], Landsat [49] and IRS [20]. The computation of
NDVI [50] and EVI [51] for MODIS data is shown in Equation 3.1 and Equation 3.2 where SNIR, BR, B and
G represents NIR, R, B band and gain factor respectively. A sample image was acquired from earth explorer,
and VI were computed. Apart from these AVHRR NOAA [52], hyperspectral imagery [53] and multispectral
images [39] were also used. Fig. 3.1 illustrates the taxonomy of data.
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Table 3.1: Data acquisition and preprocessing details

Model | Dataset Type of data Preprocessing techniques
source
CM [66]-[69] Meteorological, envi- | Recalibration, ensemble, Kalman filter, calibration of
ronmental, economi- | data using standard equations, atmospheric corrections,
cal normalization
RS [66], [70]-[72] Environmental, im-| GA for optimization, radiometric corrections, atmo-
age spheric corrections, NDVI, LAI, EVI calculation, spatial

sampling, recalibration of parameters, spectral clustering,
ROI extraction, manual detection of boundary mask.

P [43], [44], [59], | Image, economical Color conversion, grey scaling, shape analysis, segmen-
[80] tation, color, texture detection,edge detection, threshold-
ing, histogram processing, histogram equalization, blur-
ring, laplacian, sobel, symmetry analysis

ML [73]-[76] Meteorological, envi- | Replacing missing values by mean, median, removal or
ronmental, economi- | merging certain column data, normalization (Z-score,
cal mean, standard deviation)

DL [66], [76]-[79] Image, economical Pixel annotation, spectral processing, cropping ROI, an-

notation, segmentation of pixel, augmentation, PCA, his-
togram processing

Several datasets are available as specified in the dataset source column of Table 3.1. Meteorological, en-
vironmental and economic data can be obtained from these sources. Entire data or a few subsets of features
after required preprocessing can be used in CM, RS and ML models. IP and DL model mostly uses image data.
Due to the expensive data gathering process, most of these data are unavailable as open access.

_ BNIR-BR
EVI=G PNIR - PR (3.2)

BNIR +6BR — 7.58B + 1

3.2. Data preprocessing. The data had to be preprocessed for several reasons, such as missing values,
outliers, etc. Crop and ML models used numerical data such as climate, weather information, soil data, and
meteorological data. These data were obtained from standard data sources released by country or state such
as USDA, IOWA [55], Illinois [40], Minnesota university [56] etc. The data obtained from such sources might
contain missing data or need to undergo recalibration. Data normalization techniques such as Z-score, mean,
and standard deviations [22] were used to fix the values in the required range. Atmospheric corrections filters
such as Kalman filters [55], [57] are also applied numeric data. RGB to HSV color conversion [42], reshaping
[58], resizing, grey scaling [59] are some of the techniques applied to images. Apart from this, segmentation
using colour, texture [59], and watershed algorithm [42] were also applied to separate ROI from the image.
Preprocessing remote sensing data is essential due to the inherent complexity of data and its acquisition
process. Recalibration [60], radiometric, atmospheric [46], spatial and spectral [53] corrections were applied
before using the values. Since the image acquired spans a large area, ROI extraction, manual demarcation,
and spatial sampling [61] were applied. GA [62] was used for optimal parameter selection on data gathered
from sensors. Most deep learning models require an image dataset with a large sample size for model training.
Augmentation techniques [63] helps to enhance dataset size. Remote sensing (RS) data was integrated into a
deep learning model. However, the data had to be preprocessed using techniques such as histogram processing
[64], pixel annotation [82]. RS data was segmented using spectral clustering [65] and ROI extraction. Table 3.1
summarizes the data acquisition techniques, a few dataset sources and preprocessing techniques widely adopted
in the research work.
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4. Yield estimation models. Several methods are tried depending on the features extracted from dif-
ferent sources. The taxonomy of modes is shown in Fig. 4.1. Each technique is explained as it evolved in
technological advancement.

4.1. Crop Models. The crop model estimation involves two mathematical models, viz. qualitative and
quantitative. Crop models can be categorized as statistical or simulation-based, depending on the input. Sta-
tistical estimation models accept a set of agrometeorological data as an input into a statistical regressor to
estimate yield. However, the past few decades have witnessed wide variations in climate and soil structures,
impacting the estimated yield. Statistical models failed to incorporate this dynamic aspect. To overcome this,
qualitative features such as soil, weather, phenology with other infield observations are incorporated into simu-
lation models. Plant biomass and yield were generated as an output by these models. In [83], environment and
growth-related parameters were used to estimate yield; the study was conducted at geographical sites with local
weather station data. Experimental observations concluded that there could not be a global optimized model
to estimate yield for all crops. Region-wise new models of existing models should be developed. Production
and crop growth analysis was done in the WOFOST model [84]. The CERES-Maize water balance model
experimented with [85] under varied weather and soil conditions in the Netherlands. Input data comprised
crop species, soil profile, fertility, physical properties and historical crop yield. Initially, SUCROS [86] model
studied growth under sufficient water supply and nutrients. This model did not consider growth inhibitors such
as pests, diseases and weeds. Variants of this model integrated other data such as SPOT, aerial images and
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remote sensing data to improve the accuracy of the model [60] [87].

A comparative study was conducted between SUCROS2 and SAIL [88] model. These models used SPOT
and aerial photos to calculate leaf area; it is an early study of integrating remote sensing data into the crop
model. Irrigation and Nitrogen related studies were conducted in designing the VSM model [89]. Plant den-
sity and mean daily solar parameters are included in it. Similar studies were conducted between CERES and
CroySyst model in Indo-Gangetic plains. In [90] with CropSyst gives better results in the Indian subcontinent
scenario. SBOCM [41] integrated geographical data from the weather station in China and the SVR method
to estimate crop growth at various stages. Upscaling of AquaCrop model with RS data used to compute crop
canopy and biomass was used in AquaCrop-RS [91] model for regional yield. Table 4.1 includes the summary
of crop models.

4.2. RS model. Aerial and RS images were mainly used for land cover, crop classification, etc. However,
certain features extracted from these images provided qualitative parameters which were integrated into yield
models. The frequency of data capturing and a good resolution have allowed researchers to design a model to
incorporate them. Several parameters could be calculated with the captured spectral band [92]. A subset of
these calculated or calibrated values played a significant role in yield estimation models. The plant absorbs
energy during photosynthesis as per plant physiology. IR and NIR bands capture this qualitative feature,
indicating plant health and growth process. [61] stated the usage of RVI and NDVI data to estimate crop yield
along with field survey data for the crop in India. NDVI calculated from Landsat and IRS-1A and IRS- 1B band
assisted in CCE site identification leading to higher accuracy in the yield model [20]. Evapotranspiration (ET)
data computed from (RS) was used in the SWAP model to recalibrate soil water content managing parameters
which widely assisted in increasing yield [49]. A combination of soil moisture and LAI was integrated into the
DSSAT-CSM model [55] which was unsuccessful due to discontinued satellite services. Early studies showed a
linear correlation between GIN values acquired from Landsat in the US and yield estimates when integrated
into the Agromet model [93]. In another paper greenness value obtained from Landsat and AVHRR data was
used to generate yield estimates [94].
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4.2.1. RS data used in other models. Recalibration of LAT using SPOT/ HRV data was used in the
SAFY yield model [46]. In another work, LAI calculated from Landsat 7, and 8 and Sentinel-2A were assimilated
into the WARM model [57]. WOFROST-PROSAIL model used KS reflectance algorithm with MODIS surface
reflectance. The highest accuracy was achieved when KS reflectance values were used [47]. VI product of
MODIS and LAI products was used in the CSM-CERES model for estimating yield with a conclusion that only
half year product is sufficient to estimate yearly produce [62]. RS data was also used to estimate grassland
biomass [95] in regions such as Ireland. Another product of MODIS, DVI was used at the national and further
at the subnational level capturing extreme weather conditions [48].

The growing popularity of AT and ML led researchers to explore the possibility of using them to solve the
yield estimation problem. SKN, CP-ANN and XY-F algorithms were used along with NDVI [23]. Spectral
clustering of ROI into tomato and non-tomato was done using aerial images captured from a UAV. SOM and
EM for clustering were used, and EM gave better results [65]. Linear regression with NDVI was used in [96].
VHI, VCI, and TCI computed weekly for almost two decades (1982- 2004) using NOAA-AVHRR were used in
PCR [52] to estimate crop yield. Table 4.2 summarizes the RS yield model.

4.3. Image processing model. Several methods depending on the image source and the image acquisition
mode were experimented with to obtain a yield estimate. Color, contrast, texture, and shape can be input
features. Image processing techniques are used to extract these features from images. Usually, images are
captured in broad daylight with maximum sun exposure using normal handheld cameras [42], [59] and mobile
cameras [58]. Images captured under a controlled lighting environment using the specialized LED camera at
night to avoid errors due to illumination effect [43] were also experimented. A different set of input images
captured from different devices such as thermal camera [44] monocular high-resolution camera [45] was also
tried. The manual image capturing was difficult due to various conditions such as large crop areas, repeated site
visits at a specific time, etc. This process was automated using aerial vehicles and satellite payloads. Specialized
vehicles such as UAV [65], [74], computer vision integrated autonomous vehicles [45] were used. A combination
of thermal, multispectral and RGB image data captured and features extracted from them were used in another
image processing-based yield model [74].

Color is an important feature that can be used in designing a yield model. Colour format conversions such
as RGB to HSV were also explored to improve efficiency [97]. Experiments were conducted on trees with objects
of high or meagre contrast [45], [42], [59], [98] against green foliage. The work in [99] discusses correlations
such as count and weight, size and weight, and area and weight using a grape cluster as a case study. These
correlations are essential while using count to estimate yield. Table 4.3 summarizes different yield models based
on image processing.

4.4. Machine Learning Model. ML in Al is widely used for yield estimation. Widely used ML models
include simple feed-forward neural network (NN) [101], back-propagation [22], [40] and NN.

Meteorological, environmental, and market pricing were widely used for training NN [22, 102]. SNN (a
variant of NN) with panel regression using environmental features were also tried [102]. ENN gave better
results when compared with BPN with different input features [22]. KNN, ANN [39], [102] used different
parameters for estimation. C4.5 [104] was also used to focus on GUI design for illustrating climatic variations
and estimation. GA was used for selecting optimal input features that could maximize yield estimation using
BP-ANN [40]. SMLR with feed-forward NN was designed to model the relation between soil parameters, climate,
and yield [101].



Anitha Modi, Priyanka Sharma, Deepti Saraswat, Rachana Mehta

68

“Aynoryrp ‘uoryeruuIsse
uoryismboe eyep pue [epout oy} ojut sojoryd MoYIIM pue Yym | eyep oueydsourje TIVS pue
Ayrxerdurod  [OPOJN | [eLdR pue Gy JO UOIYeIFojuf ASINHY | pPIE [enuejoq | ‘sojoud  {1,0dS £s0¥nNs | (28]
ssewolq
®)RP JUSWUOIIAUS s1ojourered jndur pue surerd odoLI ua3
jueyprodwr  SUISSI\ | WNWIUIW [}3IM [9POW POIA L | Jo pPIL [erjuejod | -0I3IN  ‘UOIyeSLIy INSA | [68]
SsoI)s
Aouopuadep A1ddns pue JuUSWUOIIAUY 1sAgdor)
UOI}eD0] PUR SJUTRIS | USSOIJIU  JUISRSIOUT  [[IIM ‘qmolrr) ‘rros pue adfjousyd querd | pue eIy
-uod [eorydei8osr) | uostredwoo [ppowr  pRIX | HYSINY ‘AHVIN | doo  jo snjelg | ‘[ios ‘IoUJeopMN | - SHYAD [06]
Ayiqe Sursues 9j0uw uory BoIR Jeo[ 9ZIRIN-INSD
-[feaeuUn RJRp 29 O] | -1 WOIJ paImboe evjep ‘eore ASINY | -e[lwaIsse ejep juo | ‘Iofjeam ‘pro1f -LVSSa
-[918S  PONUIUODSKJ | Jeo[ ‘9Injsiout [10s wolsnpuy | ‘I ‘g | -T9pIP UM PRIX | ‘eInjstowr Trog A | [gg)
BIBP SY [®° BUIYD
SIojowRl | -I30[0I09)9W T[}IM  SUOIJONP PIOIA 901y ‘quowt | JO aseqe)ep
-ed orwouo2e Juissijy | -01d 90L1 IB9A-T SO)RWIISH Y ‘HSINY | -dofeasp 201y [e9o130[0I0019N WODO4IS [17]
sseworq
‘[epowt ojul e)ep SV WOIJ ‘o8eron00  Adoueo
“eyep 1S07e[ oY) UM | ssewolq ‘o8eron0d Adoued ASINUN sjun pejenuals | ‘uoredrr ‘TAQN
uorjepifea  SUISSI[N | poje[nofed Jo uoneIdou | ‘qy  ‘HSINY | I9Uyj0 pue pRIA | ‘©yewI[d ‘og | syg-doxpenby | [16]
‘suonp
-I0d [RAPI Iopun S[qer [Ppow ajel ‘eale Jeo[ ‘oInje
-)INS [opOW [RIJUDI0J | [IMOIZ 0dIJ-0SeASIP ‘180 L | qmord (erpuejoq | -todwey ‘yysiung 28-SOUDNS | [98]
aoue[eq
Ioyem  OZIRIN
yI0m A[rey ssewo)Ayd ‘uorsued ssewolAyd [eriee -SHYTD
‘eyep JUOUWIUOIIAUS | -Xo JR9[ ‘JUSJUO0D I9jem (M ‘ol pepurdxo [tos ‘reo | + aouereyg
sursstwa 29 pojrur] | siojeowreled pPojeRI [[IMOIX) A HSINY | ‘Yuejuod  1ojep) | -1800109%0u TV uoqre)) | [gg]
suory
sjurel)s | ymolis [erpuajod paf[epout 23 -TPUOD [BOPI Iopun | ejep olvydsourye
-u0o Ayi[iqe[reae eye( | UOIIRIIRI-OI BIep UM S HSINY | UMmoI3 Terjusjoq | “edre jes| ‘1OdS sounns | [09]
orIoW
sansst uadQ Arewiwing uorjenjeay mndinQo aanjesaj ndug POYUIRIN | J°oYH

Ppow doio jo Arewrung :1°§ o[qRJ,




69

Review of Crop Yield Estimation using Machine Learning and Deep Learning Technique

uorjeIqIed PIRIA pains TN
-1 29 I9A0D PNO[D 1.0dS woyg L | -eowr 23 pojewry wOg:§ ‘uoaIr) UuoISSoI3
‘Ayrpiqerreae ere | [V UMM D | HSINY | -89 JO UOHR[RLIO) sdep g | ‘WG | ¢'F LOJS | “MI ‘oY | -1 reeury | [97]
uoryeuIr) (v » HIN SIANV
Arenb eje( | -so I0J posn olom L | senfea pueq mex weg | 1)) wlw) | pue uedlr) | pue NNV
‘9718 josered | TIN 73 [BoSTIelS | HSINY | PUu®  senfea  JA Lep g ‘wge SIAON ong | TN “MTIN | [g6]
aIms
-eoul UOT)eJUIT
sjInsalr Jjo "A[oAT1109]J@ S90) | J ‘UOls -8os  [erpedg
UoIjRICI[RD pUR | -RWIO} PdOI pUR -1001d UO0T}0939D onyg Surreysno
SUIUNOD POSSI[ | WeaIS  Pojosla( | [[ed9y | 98e)s  panjey VN VN AVl | uoo1n) poy re1poadg | [g9]
uor
“edqires 7
Apnjs oroua8 90URID9YJaI
29 ‘ejep [ejuow uory Aoer serpredoxd HIN ‘Pey | ‘uoryeoyrioax
-UOIIAUD ON | -eidoyur TN ‘SY | -NOOY | [I0S  9)ewIIsy Lep g wog SIAOIN ar) oy | [eg]
uory IA % IV
~eUTUIRIUOD PNO[D i1 6) SIojourel HIN | yum  ozrew
pue 9JI[[ejes | -IgnsS oIe son[ea -ed se eyep [y pu® UoaIx) SHYHAD
panurquoosy(] | 1eak jey pamoys | HSINY | PU® A Popnpuf sdep 91 WMT SIAON ‘onig -INSD | [29)]
"SUOT)RLIRA I
reoryderdoad | pouory “dIN ‘TAD IDL pue
onur - Jnoyjrm ©1ep YYHAV | ‘ASINY | ®¥ep ydsSn yim (s14 -uowt HYHAV VVON | IDA  ‘THA
seare odre] | YVON Pos | ‘HVIN | poredwiod ppRIX | €7) o9M | 10N VVON | ‘“MMHAV | 48 4¥Dd | [ed]
SOLIRUADS
UOT)eSLII  JUDI0] 20ud 100g pPoy sogeut spueq uorje[IuIls
®)ep [RJUSWL | JIP UM PJOIA | -IoJIp | SOLIRUADS UOIeS | ‘g  UYDIBN -1oods +INIH | 8 Iosues | -se 10} YO
-UOIAUS SUWISSIN | ‘ND UMM Sy PPIA | -LUT opun PPIA | &% ¥ 9°d 1ON Lyespuer] HINLH | s JVMS | [67]
I0Suos
ABojouayd elep pols | -GSTT  9es Y pue
do ou pue | gy 3uisn pEIA UOT) RSO -pisuod | -pueT T | YIN ur UOTSSoI3
sindur  poyrary | pue 9918 @D | HS M | PRI % 9318 DD sdep zg JON | ‘VI_ SYI | @ouerpey | -o1  aeour] | [g]
ejyep HYHAV
s1oewered Sy pleI& YYHAY “VVON
Io130 SuIssIN 15 pue xR 15 usemidq e)ep 9-VVON jespuer| UuoISS9I3
“YI0M A[rery | p1L jo Apnig Y | uorpepr  reour] | IeeA TQGT wy T jespuer] | wol [ | -o1  Ieaul] | [p6)
[opowt 20ud 90UA19] 6L puegq
‘uoIjRIoUSS BIRP | 1OWOITY 2 -IOPIP | -JIP PPIA PoAlas | -QJ6T :O[ pondurod re1poodg UOTSSOI3
pRL podelo(d | NIY) pojeisdejul PRIA | -q0 23 peojewnysy | -A0 Aep ¢ wQl | erep NID Jespuer] | -o1 Ieaur| [e6]
‘TO ‘wwng INH mdino polisd ‘S°” ‘v'a pued POUIRIN | J°H

[Ppowt QY jo Arewrmung :g'§ 9[qr],




Anitha Modi, Priyanka Sharma, Deepti Saraswat, Rachana Mehta

70

'sonss] wod() 7O ‘uorysmboy 'je( Y (J OIS\ UoIpen[eAr N ‘UOIIN[0S9Y :'SoY ‘ATRWIWNG :"WIWING ‘90USIoJo]:'JoY SULIT,

SIAON
PPIA 43Iy posn woy IA
q)m uorder pay | 73 pajndurod | 8105-000¢ | WE €9 UM )SaI0q
-UTeI 10J 9[qRIIMNG | sem [A JUSIPI( | ‘USINY |  soyewnyse pprg | ‘Aep 8 | ‘WL T1ET SITON ¥ "YIN wopuey | [0071]
SUOIIPUOD SIAON
Ay SuoIIpuUod IoYJeoM OUIDIIXO woIy IAQ
-UI9I)XO  I9(JeoM | IO([JROM OUIDIIXO e SpRIA  MO[ soqI[[eres qyum uors
Iojo  9jerodiod | 03 enp SpPEIA | YSINY | [RUOINPPe [im enby 3 pueq YIN -so1301
UL 03 o[qeun | mof  paimyden ‘U | SPPL  I9UIM | LT6E-100 W BT, | pue  poy Teoury | [87]
TIVSOdd
00UB}O0Y -1LSOYAOM
SNOTPaY sjonpoad -1 8 ojut Sy
ST uorjeIqired | sjmnsol I0339q Jul 9OURIIIPI JUI] ‘q 7es OI1OYJUAS
eyep 23 onfea | -ppIL S oMeY) | FP UIm symsar -pue pue pueq L | 73 jespue]
fewndo 3urjey | -uds  yum gy | ISINY paje[uIssy sdep g wog SIAON | -T :SIAOIN ‘SIAON | [27]
UOoIjeLIRA P[OIA SI[nsax V%
pRy-ur jo Apnjs | 19939q oAR3 S elep 1V1 -[ouryuss [epour 9011
Jueraxd  ‘sensst | [ppowr  NYVA -INYY | Jo osn gnoyjim 29 pue 8L pauor} | INYVM ojur
UOTRIIRORY | WE Pasn (TVT)SY | HVIN | ¥ sojewsy | 9108-7108 wog yespuer] | -uow JON | IVT JO 980 | [4d]
©yRp Lq
[RIUDWUOIIAUD SUOIjBLIRA [enu eyep YAsSN respuer|
23 [eordofor | -ue ym sdord ym  pareduod 2 SIAOIN UOISSoI3
-sAyd  Sumssyy | ), JIoj sejewnsy | HSINY | Pojewyse  pRIX Aep g wg BLRL, | YIN ‘PoY | -o1  resur] | [96]
‘T0 ‘wuwng A mding porag ‘soYy 'v'a pueg POUYPIN | ‘39U

o8ed snorasad woay panurjuod gy a[qe],




71

Review of Crop Yield Estimation using Machine Learning and Deep Learning Technique

‘sonss] uad() :'[°(Q ‘UorjRZIIRWIING

CWWNG ‘OLI)oUT UOIJRNTRAG] N ‘90ULID)aY :'JoY

SISEH) Q01A [e1goads SoInjesj Juo
-0oxd oarsuedxo [epowr p[ot4 ojur | HSINY 0SSoI30I | -op UO®d WO | -I[NUL ‘Tewr | -TogIp yYym Juidde)
pue xo[dwo)) | seinjesy JuLILI(] ‘24 | Sumsn pajewnyse pEIX | oSewl  S[SUIG | -I0Y) ‘oY | -098 ‘Suryogi)s agew] 7]
Surjunod
Apnjs o1y 10§ qorq  ‘uorpeIueuI3os
UOT)RIDPISTOD poysiojem ‘UO0I}939p
09Ul UoYR) Sem WYILT Junoo pue 78 :o8e I0[0D  ‘SuIp[oysaIy}
QoI o[8uIg | -08[e poseq 3urpuno)) A | 9lqo pojuowigeg | -] g :091], RIOWRD | ‘UOISIOAUOD ASH | [2¥]
Surunos
amydeo unoo X UOT)eDJISSB[D
Sunmp sedewt prei£ oand 29 100lqo adrrun ‘odrx sodewul vIo | ‘UoIjRIULOWIZIS  ‘UOI}
Jjo  Junumyg | -wod 03 TN ‘1800 MO ;Y | -Twes ‘odur pagisser) | 00gy ‘1eseje( | -wred  SIOJN | -0939p  o8pe  Auue)) [8¢g]
In[q uers
-sner) I03[y [erjeds
punois ‘uoryezifenbe wreIsoy
Sursseooad | -3orq ueaIs 2y s109[qo | |uWII) 29 JUNOD 781 1:so8ew] -SIY ‘Burproyseayy
-01d xo[dwio)) | U09I3 I10J IOIIO SSOT ‘uedy | ‘poroolep 199(q O 16G:001], RIOWR) | ‘UOISIBAUOD ASH [L6]
UOI)eZI[RI0] S309]J0 UOIYRUT unoo I§1 :s08e | oewr jy3Tu 23 UOT)eIUOUIIS
100[qo Sursstjy] | -nyt sproae yoeoxddy foemooy | 23 UOT)RIUOUIZOS | -TUT I§:001], | eiowed (qHT | [oxid ofewr SIN | [gF]
199 1soAIRY Suryunod 2y sut
porpuey | -sno odeld jo uorje[ Iojje JySom 29 JUNOD peyads jou -1o9snp  (Arjewurwihs
10U UOISN[ID() | -01I00 JYSOM ‘Juno)) A | ueamiaq worjepparo) | ozis  ordureg rIDWR)) | [RIpPRI) w0919 | [86]
perpuey
jo0u oIoMm JUSOWUOIIAUS
uorjRUTWN([I | IOOPINO UI FUIIUNOD 109( sogeur UOTPRIUOUWIIOG 29
‘uotsn(ooQ) | 3 UOIeOYISSB[) AORINDOY | -qO PoOYIsSse[D Juno)) | wopuel (O] rIDWRD | JNAS ‘stsATeue adeyg | [6¢]
"SI91SN[O CIBIUEIN
109[qo oIp (e0oua PIRIA ojemII}so snowouojne Surunod
-ury  jouued poyjewr | -Iopr) | 03 Surunoo  Yum 3UTUNOd 10J | I9A0  eIoOWRD | ‘3UI33R}-003 im
aarsuodxy] | uonismboe jJuarepI(] Iowry] | joelqo pojuowideg | ofewr o[3uIg IR[NOOUOJN | ASH ‘UOIjejUomZoq [g7]
s399[qo Surunod JUNOD 29 SOYRT eloured agew! Uu0110999p 9FeWI
UOPPIY POSSI[N | I0] ®Jep [RULIOY[OPUSIOPI(] | -19s0 Iojowrelp HNIj segewr (g [PULISY], | pUR UOISIOAUOD oY | [F¥]
I'O ‘wng INH mdinQ jesele(d 991a8(d POYISIN | 'J°H

[epout Suisseoord ogewr Jo Arewrung :¢'§ o[qe],




Anitha Modi, Priyanka Sharma, Deepti Saraswat, Rachana Mehta

72

'8s9001d 9ATS AV[] © UO papIeoq sIos e)ep

-woqur oyndwo)) -senbru | -ues o[dinwr woily polo CANNA 2 TA-NNJ | seSewr gy pue [eI} | [epowjnua woy

-yoo) Jursseooiderd pue | -yjes ejyep YyM UOIS M | MSTd “YAS ‘9se10f | -oadsmynur  ‘[RULION) | S8INjed JO  UOISNY
Surreyyes ejep xo[dwo)) | -Nj oInjes] [RPOWIHNIN ‘dHSINY | wopuery :UOISSeIZ9Y | PojeIouss Toyny | :Surssecorderd NN | [80T]

*3urunoo 93ed AoeInooy 00GT:soyoIed
-1[dnp 0} peo[ Aew sogeut 9100G-Tq fro8ew] :8ursaf,

opts o[diynJy -oSewr jo Sursseooxd oFewr ur ey JUNOD PaJRIOUDT 960T1:soU21RJ UOT)eIUOUIIOS

9pIs U0 AJUO SIOPISUO)) | podej swa[qoid SoA[0saY UOISTOdIJ | -M9ISAS SA [enuey ‘Of:08e] | onjuwewes YImM NND | [¢8]
stso[10d A1 Surysey UOT)RUIT)SO QOUDIOYTIP

JUSISUT [RIIS0[0Iq ®© 1938 01 | I0J Posn arom ejep odAy PIRIA pue PIRIA J0oTD 19seIep QT()g 9SUS] pousrs
prey 2y [epowr xo[duioy) | -0ueS YM JUSTUUOIIAUL HSINY | ‘PRIL pojewrysy | -[eyd doi ejueSudg | -op  Ioyime  NNJ | [20T]

Juryunod

spueq Jo Iaquuinu [opowr 3ururesy pue UoIyedyIjuepI 10

o8re] 0} onp [epowr xo[d | deop o) Ul posn weyep UNOO Pajett so8ewl 9013 F67 BI0 | NN ‘UOI}0919D 09I
-wod ‘ws[qold uorsn[oo() | JIosuss [e1poodstodAT] | ISINY ‘Y | -19s° sA junod pRr | -weo  qexjoedsiodApy | ‘SBumsseoord eipoedg | [gg]

uorjyelauad ulq 2y

A1Iqerreae ejep PRIA wrel130)sIf:8urssedoxd

doro oygmoads 03 pojear | ojewyse 03 eIRp QY sopow pueg o1 ‘INLST Uim
onsst ‘Aouopuodop-eje | ypm Surures] Joysuel] | M HSINY | ‘TAAN U0ISSaI30Y SIAOIN | Sururesy 1eysuel], | [p9]

Surdde
$300(qO | -ToA0 9jRIOPOW ‘MOPRYS

adurun 10J ejep Surssix | ‘98ewur papn[oo0 A[rerred Suunod UO poaseq 0071:8ut Y 10ousoy
UM soewl OIPYIUAG | po[pury WILIO[e O T, SN | uorsseidor Ieaury | -1, 000%¢ :Sururei], | -uorydeou]  poyIpoIN | [90T]

auIIg uorjeIouad werdoy

Sursseoordoxd 2g Sururery -SIH  :8ursseooid-aid

QAISUOIXe  UYum  xoid T ojur TAVIN UOISSeI39I Y3Noa) 'JRD [RI} | SSO00IJ ueIsSsner)
-woo  Ajeuorjendwioy | eyRp SY Jo uOjRIILU] HASINY | UOIjewIsd PPIA | -oodspur  GIGOIN | PU®  NND  ‘INIST | [pg]

VOd % oreos-diy

"I99SN[D B Ul MIJ Sul ‘oreos  ‘dijq  :uorjye)

-)0910p possiwu 29 SUI[[oq | '9ZIS 19SB)RD SOURYUD O} NI0m)ou Aq JUNOD -owIsny 9TOHOHA
- [[JNLI} PUNOIS Ul IOIIY | Posn Ssem UOIjejuowsny 9I00G T | SA  [INI}  puUNoIr) DOA-TVOSVd | “wu  J7  ‘NND-Y | [g9]
sonsst uadQ Arewruing NA mdinQ jesere POYIRIN | ‘J°H

[PPOIN surturesr] deg(T Jo Arewrwuing :§'§ o[qr],




The calendar day model against thermal was modelled to estimate yield in [103] as there were greater
variations in temperature conditions. Within a year, spatial changes and weather were studied using BPNN
[105]. Table 4.5 summarises various ML-based yield model.

Table 4.5: Summary of ML model

Ref | Model Input features Evaluation | Description Open issues

metric

[40] | BP-ANN Yield, weather, soil | RMSE, Ac-| Studied fertilizer & rain- | Missing weather pat-
details, phenology curacy fall with input parameter | terns, history and re-

combinations gional data.

[101] | NN, SMLR Soil data, yield, tem- | R? Quantifiable relations be- | Overfitting & need
perature, rain tween climate, soil & | more data on climate

yield.

[105] | BPNN 14 factors (site, to- | RMSEP Used BPNN & major pat- | Missing input feature
pography, weather, terns were captured selection technique
soil)

[103] | ANN, k-NN, | Growth, reproduc- | Accuracy Calendar-oriented estima- | Limited input fea-

MR tive stage tion tures

[104] | C4.5 Cloud, rainfall, tem- | Average Ac- | GUI for ease of usage. Cli- | Missing environmen-
perature, yield curacy mate changes were a ma- | tal data.

jor factor

[22] | BPN, ENN, | meteorological, envi- | Error rate reduction in error rate Optimal architecture

regression ronmental, economi- was not fixed.
cal
[39] MLR, RF, | Agrometeorological, RMSE;, overall harvest with opti- | Unbalanced & miss-
SVM, K-NN, | RS, economical data | MAER mal seed selection ing environmental
ANN, WHR data
[102] | SNN, Panel | parameters: environ- | MSE climate change impact on | Missing site-specific
Regression ment, economic, irri- yield data & warmer
gation climate conditions

4.5. Deep learning model. DNN has gained attention for solving yield estimation problems through
regression analysis. Clustering and segmentation architectures are also used along with regressors to identify or
extract ROIs. The ROI’s were further processed to estimate the count of objects being studied. These outputs
were then fed to the regressor designed for yield estimation. Deep architectures need a large dataset with a
high variance to train the network. Usually, augmentation techniques such as flip, scale, PCA augmentation
were used to increase the dataset size [63]. A modified inception-ResNetA architecture was used to count ROI
in the image with Adam optimizer and Xavier weight to initialize the network [106]. PASCAL-VOC data set
was used to identify and count from the image to estimate against ground truth [63]. DNN was used by the
winners of the Syngenta challenge 2018, wherein the data set provided was used to estimate corn yield [107].
CNN-based semantic segmentation with counting technique was also used [82]. Hyperspectral and multispectral
images obtained from RS or specialized cameras were available for studies. The paper discussed a preprocessing
technique in which multispectral data was processed, and histograms were generated. These histograms were
fed to CNN, and LSTM was integrated with a GP. A combination of CNN, LSTM and GP was also tried
in [54], [64]. In another approach, spectral processing and CNN for ROI identification were experimented
with using hyperspectral image (HSI) [53]. Multimodal fusion of data from different sensors captured using a
UAV experimented. The extracted features were concatenated and fed as input to DNN, which was used as a
regressor to estimate yield [108]. Table 4.4 list the details of DL methods in crop yield estimation.

5. Analysis. The critical part of estimation is the analysis of model-generated output with actual data
to ensure the correctness of estimates generated. This section covers the evaluation metric and methods that
are widely used.
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5.1. Evaluation Metric. The wide methods utilized in the literature for accuracy and performance anal-
ysis are RMSE, R2, RE and Accuracy. It was difficult to identify common evaluation metrics with benchmark
values as different methods were used with different input parameters across different models. Example CM
and RS models were used for rice yield estimation. However, RMSE, RE [41] MAE, RRMSE [57] and R2 [89]
with different output values were used for result analysis. This is an open issue that needs to be addressed.
Hence, metric usage was considered in our study for various models. Fig. 5.1 shows the graphical representa-
tion of the metric evaluation usage across five different models considered in the survey. The most important
metric having wide acceptance for evaluation has been kept initially. It also shows that the RMSE and R? are
acceptable evaluation metrics for all five models.

RMSE mem R-SQUARE RE ACCURACY MAE
m RS
uip
ML
mDL

F1-SCORE

RECALL MAPE DIFFERENCE

0.0%

Fig. 5.1: Percentage distribution of prominent evaluation metric across 5 yield models

5.2. Method usage. We have implemented ML techniques such as SVM, segmentation, classification,
clustering, K-Means, KNN, LSTM, Random Forest, NN, DNN and CNN for yield estimation. These techniques
are based on statistical analysis and regression. Regressors were used in all five models. SVM in CM, IP, ML
model. Segmentation in RS, IP, DL model. Classification in IP, ML, DL model. Clustering in RS, IP, DL
model. K-Means and KNN in IP, ML model. LSTM in RS, DL model. Random Forest and NN in RS, ML
model. DNN and CNN in DL models. It is quite clear that regression-based methods are predominantly used
for yield estimation. Fig. 5.2 shows detailed usage distribution of method used across all models.

6. Open issues and challenges. This section discusses the open issues and challenges of the yield
estimation models. Specific issues are common to few models.

6.1. Data related issues. A major challenge is data availability. The unavailability of historical data to
train or design the model is a significant issue [87]. National or global scale data gathering is essential to test
the correctness of a model developed at the regional level [52]. Satisfying this requirement is difficult due to
economic and government policies laid by nations. Hence, synthetic data are generated and used while designing
and testing the estimation model. This may produce incorrect results over real data [106]. Further, RS depends
on satellite services to gather the required data. Discontinuity of satellite services affects the model under design
or deployment [62]. RS and ML models could provide better results compared to CM. However, these models
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Fig. 5.2: Detailed usage distribution of methods across the entire survey

require large amount of data [95] and accurate calibration [46], [57]. Cloud cover and other weather extremities
can affect the quality of data gathered [46] [48]. Another challenge is crop diversity due to geographical and
environmental variations. It is difficult to obtain specific data on multiple variants of the individual crop, which
is crucial for estimation [20] [57]. Expensive equipment is required for data gathering, which is a bottleneck for
economical solutions [45]. Further, data gathering is subjected to several inherent problems such as blurring
of images [58], limited [42], unbalanced [39], missing data [85] and complex capturing technique [108]. Certain
IP, DL, and RS models provide better results. However, the data required by these models need to undergo a
complex preprocessing stage which is resource intensive, and time-consuming [97] [74] [108].

6.2. Model related issues. Researchers designed several estimation models using different methods. The
designed model is applicable with specific conditions or over specific crops due to inherent variations. Example
RS model is suitable for rainfed crops and cannot be applied to irrigated lands on the specified ROI [100]. Also,
there is no common model that fits all crops. Research is carried out around standard crops [17] such as wheat
[90] [23], rice [41], cotton [80], few fruits [44] [45] [97] and vegetables [65]. This introduces a new issue of certain
crops being eliminated as they are grown in limited regions or countries which needs to be addressed. Certain
models such as RS, ML and DL depend on image data and focus on counting-based yield estimation [99] [44].
However, inherent image processing issues such as occlusion [53], illumination [59], duplicate count [82], geo-
referencing [45] [74], and object clusters [98] are few major challenges that affect the accuracy of prediction in
these models. ML, RS, and CM need a careful selection of input features. No standard algorithms or methods
can be used to perform this task [105]. DL and CM simulation version have high computational complexity due
to complex input data [54] [53] [74]. Certain IP, DL, and RS models provide good results with certain inputs.
However, it requires a resource-intensive and time-consuming preprocessing stage to generate these inputs [108]
[85]. Also, these models require expensive equipment for data capturing, preprocessing and training [45] [74].
Insufficient or missing historical yield estimates gathered using traditional techniques [102] or market studies
led researchers to fill the gap using synthetic data, which may not lead to an optimal model [47] [106].

6.3. Analysis related issues. Count and weight are the major representation of yield value. CM, RS
[46] and ML models produce weight-based results [93], while image processing, RS (image) and deep learning
models provide counting based results [63] [99] [44]. A single model cannot handle both representations. Further,
different models are designed to solve estimation problems for a particular crop. Researchers have used different
evaluation metrics and input parameters to solve the problem. For example, CM and RS models are used to
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estimate rice yield. However, different evaluation metrics with different result values were used for result
verification as per their design [41][57][89]. Hence, it isn’t easy to establish a common evaluation metric with
benchmark values.

7. Conclusion. The paper summarizes non-destructive approaches designed to estimate crop yield. Dif-
ferent models were developed based on input data and the methodology adopted. Statistical and simulation
crop models were less researched as they could not incorporate various dynamic features effectively. The quali-
tative by-products of RS, such as NDVI, EVI, and DVI data, were extensively used in the crop and ML model
to improve the accuracy of the model. Clustering and segmentation were widely used to separate ROIs in the
image processing model. Pixel classification and segmentation architectures were used in the deep learning
model for estimating crop yield. Most CNN and its variants, LSTM, were used to test and train the model
for object detection and then proceeded towards counting. RS data was also experimented with for integration
into deep architectures with histogram preprocessing.

To summarize, weight-based yield estimation was implemented by the crop model, ML model and RS
model. These models were generally used for estimating yield in large geographical areas. Counting-based
analysis was implemented by image processing, RS model and deep learning model using an image as a primary
input. Single and a bunch of objects were explored during the counting process. But accuracy is still an open
challenge due to object clutter and occlusion. R2; RMSE is widely used to analyze the accuracy of the yield
estimation model. Further, there is a broad scope to harness the multimodal integration of RS image data,
image processing techniques and deep learning techniques to estimate crop yield over large areas.
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