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DATA MINING TECHNOLOGY FOR SMART CAMPUS IN BEHAVIOR ASSOCIATION
ANALYSIS OF COLLEGE STUDENTS
JUN ZHANG1, YUNXIN KUANG2∗, AND JIAN ZHOU3

Abstract. The data in smart campuses is complex and massive, with insufficient utilization, and existing data processing
methods have many limitations. Therefore, in order to improve the efficiency of data processing in universities and assist in
student management, a data processing method integrating cluster analysis and association rule mining is proposed. The proposed
method is divided into two parts. Firstly, an improved K-Means model based on information entropy and density optimization is
constructed for clustering analysis of student consumption, learning, and other data; Secondly, use the improved Mapping Apriori
to obtain the correlation between student grades, consumption records, and learning behavior. The clustering results on student
consumption data show that the average accuracy of ED-K-Means clustering is 97.41%, which is 12.8%, 8.5% and 4.0% higher
than the comparison algorithm. The result of the correlation between consumption level and achievement shows that when the
amount of consumption is less than 1500 yuan, the student’s achievement is directly proportional to the amount of consumption.
Therefore, the proposed method can effectively mine and analyze student behavior data, which has important practical significance
for intelligent management in universities.
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1. Introduction. As an important platform for training talents, higher education is an indispensable part
of education. With society developing, colleges’ and universities’ management needs are constantly changing.
Science and technology integrated development drives the SC construction [1]. SC effectively integrates uni-
versity information resources by using information technology. It can realize reasonable resource allocation,
coordinate and optimize education and teaching, student management, teacher office and other work [2]. The
huge data contained in the SC can provide theoretical basis for educational operation decision-making, teachers
and students management, campus convenience and other aspects. This can also enhance the quality of the
campus and promote the efficient operation of the campus [3]. Among them, as an important part of higher
education, college students can generate behavior data in a variety of ways in daily life. Consumption records,
travel records, learning and training data are very large. How to analyze them and understand students’ behav-
ior laws is the research direction of many scholars [4]. Data mining technology can mine potential information
in massive data, make reasonable use of college education and teaching information and various kinds of data,
and provide reference basis for student management.

University data has the characteristics of complexity and large quantity. Although data mining technology
has significant advantages in university management, its application still faces challenges such as insufficient
data utilization. In addition, existing data mining technologies also face issues such as insufficient computational
efficiency and poor mining results. In view of this, new data processing methods urgently need to be proposed
to address the aforementioned issues. Therefore, the study first utilizes the improved K-Means algorithm
based on information entropy and density optimization to cluster massive data such as student consumption
and learning; Subsequently, the improved Mapping Apriori is used to explore the correlation between student
grades, consumption records, and learning behavior.

The significance of the research lies in the aim of analyzing the daily behavioral characteristics of college
students and their relationship with academic performance through improved data mining algorithms, providing
scientific basis for university management. Through the K-Means algorithm based on information entropy and
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Fig. 1.1: Main Process and Contributions of the Study

density optimization, as well as the improved Mapping Apriori algorithm, it is expected to improve the efficiency
and accuracy of data processing, and provide strong support for optimizing resource allocation and improving
campus management quality, thereby helping universities achieve refined and intelligent management. The
main process and contributions of the study are shown in Figure 1.1.

2. Related Work. As information technology develops, SC is widespread. Aiming at data digitization in
the SC construction, Li W scholars studied the construction of a SC system using IoT technology. The system
used face recognition technology for data collection and unified management and analysis in the background.
Through the experimental test, the data of students and teachers analyzed could help colleges and universities
make reasonable learning plans, and the satisfaction of system users reached 8.0 points [5]. To realize data
visualization, Prandi et al. built an interactive and intelligent system, studied the sensors to collect real-time
campus data, and interacted with relevant data in the system background. By testing the student experiment,
the system could visualize a large amount of data in front of users, and the participation enthusiasm of student
users had been greatly improved, which had certain use value [6]. Facing the difficulties encountered in SC
construction, Jurva research team proposed an intelligent campus framework consisting of 5G and the Internet
of Things. Through actual case analysis, the intelligent campus could effectively collect, store and analyze
massive data, in which 5G technology played an important role [7]. Faced with the increasingly huge campus
resources and the need to optimize the information management and decision-making methods, researchers such
as Valks used Internet technology to build a SC. Through the application practice test, the results showed that
the system could collect data in real time, and feedback user data changes according to the space utilization rate,
which could provide a basis for decision-making for campus management [8]. Starting from the evolution and
application of SC, Zhang and other scholars summarized the problems in the construction and development of
the system through literature reading, case analysis and other methods. The results showed that the awareness
of massive data sharing contained in the SC is insufficient, and the evaluation system formulation strategy
needed to be optimized and improved [9].
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Students are crucial in higher education. It is very important to excavate and analyze student information.
Fan and other scholars started with online courses and studied a course recommendation method combining
attention mechanism. This method was based on students’ preferences and learning records, and personalized
course recommendations are made for them through data analysis. Through the data validation test, the
recommendation results of this method basically met the students’ expectations. And the recommendation
effect was good, which could realize personalized course recommendation [10]. To analyze the factors of students’
rapid adaptation to school, the research team of Roorda used meta-analysis and survey methods to analyze
the role of teachers. The results showed that teachers could help students integrate into campus life more
quickly, actively participate in activities, and promote students’ internal will and externalization behavior to
be positively correlated [11]. Bureau et al. explored the relevant factors and influencing mechanism of students’
self-determined motivation through case analysis. The results show that students’ self - ability is the most
significant factor affecting self - determination motivation, followed by autonomy; And teachers’ encouragement
and support have a greater impact than parents’ [12]. Li scholars analyzed the relationship between students’
anxiety, depression, sleep quality and mobile phone addiction, and calculated the correlation coefficient through
the effect model. Students’ mobile phone addiction correlates positively with anxiety and depression, negatively
with sleep quality. Students with mobile phone addiction were more prone to anxiety, depression and other
emotions. And their sleep quality was not high [13]. Pérez-Pérez research team faced the problem of students’
satisfaction with learning management system. The research explored by building a relationship analysis model,
and used the partial least squares method to calculate the relationship coefficient. The results showed that
system information quality is significantly impacted on students’ satisfaction. At the same time, building a
good virtual learning environment could also improve students’ satisfaction. The research results could provide
a reference basis to improve the system [14].

As information technology popularizes, it is found that colleges and universities have gradually attached
importance to the construction of SC data and the analysis of campus data. But many data have not been
in-depth studied from the brief introduction of the achievements of domestic and foreign researchers. The study
analyzes the relationship between students’ different behavior characteristics and grades, and provides feasible
suggestions for student management by students’ daily behavior data such as consumption, study, and diet
rules.

3. Analysis on students’ behavior data by improved clustering and association rule algorithm.
3.1. Clustering algorithm based on information entropy and density optimization. With the

SC construction and development, data related have expanded rapidly. Data mining technology can sort out,
analyze and summarize valuable information from massive data, which is widely used by people [15]. Through
the analysis of various behavioral data generated by college students in their daily life, students’ behavioral
laws can be obtained. This can help the development and improvement of campus quality service, scholarship
evaluation, campus security and other work [16]. Cluster analysis can classify and process similar data, which
is the most commonly used technology in data analysis. The research will apply cluster technology to the
analysis of college students’ behavior data. The relationship between students’ grades and various behaviors
will be explored through association rule algorithm to provide suggestions and ideas for student management.
When applying the clustering algorithm, it is essential that appropriate algorithms are chosen for different
situations and requirements. K-Means clustering algorithm divides the data into different classes through
continuous iteration, with simple concept and strong scalability. Figure 2 shows the iterative clustering process
of K-Means algorithm when K = 4.

K-Means has high clustering efficiency and good scalability. However, for the initial cluster center, the
random selection of K-Means may make the cluster center in the same cluster, and the validity of the clustering
results will be greatly reduced [17]. At the same time, the size of the cluster (i.e., K value) cannot be accurately
calculated, which is usually determined by the user’s experience. It can affect the clustering accuracy greatly. In
view of the shortcomings of K-Means, the K-Means of Information Entropy and Density Optimization (ED-K-
Means) is proposed. The optimization idea is to use the information entropy of sample data attributes to assign
the Euclidean distance, and determine the cluster center more reasonably from the assigned value. Information
entropy is one of the methods to eliminate information uncertainty, which can be used to measure the amount
of information. In the process of using information entropy to assign values to each data, the sample data set
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Fig. 3.1: K-Means iterative clustering process

contains multiple dimensions, and the attribute matrix in the database needs to be constructed. Formula (3.1)
the is expression.

A =


a11 a12 · · · a1m
a21 a22 · · · a2m
...

...
...

...
an1 an2 · · · anm

 (3.1)

m is students’ number in the sample data. n is the behavior data number generated by students in formula
(3.1). The number of times that students appear behavior j is expressed by i when calculating the weight of
each behavior attribute of students in the data set. In the calculation process, the data needs to be limited to
the range of [0,1]. Formula (3.2) shows the data process.

Qi,j =
ai,j∑m
j=1 ai,j

(3.2)

In formula (3.2), Qi,j represents the proportion value of behavior attribute. Formula (3.3) is the expression
of behavior i information entropy.

Ii = −
m∑
j=1

logQi.j ∗Qi.j (3.3)

In formula (3.3), when Qi,j = 0, ai.j is all equal, and there is a maximum value of Ii. In the data set, to
distinguish the differences between behavior attributes, the difference coefficient is defined as hi. Formula (3.4)
is the calculation.

hi = 1− Ii (3.4)

Formula (3.4) shows that the smaller the information entropy Ii is, the larger the hi is, the more important
the behavior attribute is, and the greater the clustering effect is. On the contrary, the clustering effect is smaller.
When Ii = 1, hi = 0, which means behavior attribute has no clustering effect. The difference coefficient is used
to assign values to different behavior attributes, and Formula (3.5) is the weight expression.

wi =
hi∑n
i=1 hi

(3.5)

After the assignment, the similarity between data objects is calculated according to the Euclidean distance
formula. Formula (3.6) is the changed Euclidean distance.

dw (xi, xj) =

√√√√ n∑
p=1

wp (xip − xjp)
2 (3.6)



Data Mining Technology for Smart Campus in Behavior Association Analysis of College Students 5705

Fig. 3.2: Operation process of ED-K-Means algorithm

wp refers to the weight of attribute p in formula (3.6). Through similarity calculation, the attribute that
corresponds to weight is appropriately reduced or enlarged. This makes the clustering effect of attributes with
large weights greater, and the clustering effect of attributes with small weights smaller. If clustering objective
function is the standard deviation, the expression is Formula (3.7).

σi =

√∑
dw (ai, ci)

|Ci| − 1
(3.7)

ci represents the centroid of data objects of the same category, and |Ci| represents the number of data
objects contained in ci in formula (3.7). The σi is smaller, the data similarity objects in the cluster is greater,
the data objects are denser, and the clustering effect of selecting the centroid in the cluster is better. Therefore,
when the initial clustering center of the optimization algorithm is selected, the Euclidean distance between two
data points is weighted to measure the similarity of data points. A more accurate initial clustering center can
be obtained by ordering the value of σi of the objective value function. The running process of ED-K-Means
algorithm is shown in Figure 3.2. K initial clustering centers are selected by entropy method, and the remaining
data are clustered by calculating the assigned Euclidean distance. The clustering center is repositioned by the
target value function σi and iterated repeatedly until the clustering requirements are met.

3.2. Improvement of college students’ behavior association analysis algorithm. The constructed
K-Means can be used for clustering analysis of student consumption, learning, and other data. Subsequently,
the improved Apriori algorithm is used to explore the correlation between student grades, consumption records,
learning behavior, and other student behaviors. The Apriori algorithm has high efficiency and wide applica-
tion in association rule mining. Through frequent itemset generation and pruning, it can effectively discover
association relationships in the dataset, making it particularly suitable for processing large-scale data. In ad-
dition, the attribute relationships between various types of data in universities are complex and diverse. The
Apriori algorithm can use raw data analysis to extract potential rules and information between data, calculate
their association rules, and help users quickly grasp information and make effective decisions [18]. Therefore,
the study utilizes the Apriori algorithm to explore the deep correlation between student grades, consumption
records, and learning behavior, providing a basis for improving student management and optimizing resource
allocation. Apriori algorithm’s core idea is to mine the set of frequent items from the target database by means
of layer-by-layer iteration and search, analyze the association rules between frequent item sets, and find out
the association rules between the target data. Assume that there is a transaction database that is T , the



5706 Jun Zhang, Yunxin Kuang, Jian Zhou

transaction sets A and B meet A ⊆ T,B ⊆ T , and A ∩B = ∅. The percentage which is the union of A and B
in the transaction database in all transactions is called support, and the calculation formula is (3.8).

Sup (A ⇒ B) =
count (A ⇒ B)

T
(3.8)

In the transaction database, for item set P , the number ratio of the item occurrences set to the total is
called absolute support. Then the absolute support expression of item set P in database T is shown in formula
(3.9).

Sup (P ) =
count (P )

T
(3.9)

In formula (3.9), count (P ) represents the number of occurrences of item set P in database T . By comparing
the size of support and minimum support, it can determine whether the item set is frequent. For item set P , if
Sup (P ) ≥ min sup is met, item set P is frequent. The minimum support is a threshold set by yourself. It can
be adjusted for the actual situation. Through the minimum support, all frequent item sets can be found. For
association rule A ⇒ B, it is also necessary to determine whether it meets the needs of users. The confidence
level of rule A ⇒ B is set as the number ratio of A and B union in the transaction database to the number of
A in the transaction database. Formula (3.10) is the specific confidence calculation.

Conf (A ⇒ B) =
count (A ⇒ B)

count (A)
(3.10)

The minimum confidence threshold can be used to measure whether the rule is reliable. When the support
and confidence of rule A ⇒ B are not less than the threshold, the rule is a strong association rule. The original
Apriori algorithm scans the target object database many times, which will cause heavy burden on the algorithm
operation. Reducing the scans number is the most direct and effective way. Mapping Apriori uses the “mapping”
principle to save and compress the object data structure in the database, which can significantly reduce Apriori
algorithm calculation support complexity and calculations as much as possible. In Mapping-Apriori algorithm,
it is assumed that the expression of the set of all items and the target object library is Formula (3.11).{

F = {F1, F2, . . . , Fl}
D = {T1, T2, . . . , Tl}

(3.11)

Among them, the identification of T ⊂ F is Tad. According to the mapping principle, the storage structure
of target object library D can be designed as Figure 3.3.

In Figure 3.3, the values corresponding to keys Fk (1 ≤ k ≤ l) and Fsum are one-dimensional arrays. Formula
(3.12) is the definition formula of dab.

dab =

{
0, Fa /∈ Tb

1, Fa ∈ Tb
, 1 ≤ a ≤ |F | , 1 ≤ b ≤ y, y = |D| (3.12)

|D| represents the number of things in formula (3.12). sj represents the number of item sets contained in
the target database. Formula (3.13) is the definition.

Sb =

l∑
a=1

dab, l = |F | (3.13)

|F | is the number of item sets in formula (3.13). The value of RC represents the number of duplicate things
in the transaction database. Different situations need to be discussed. If there are no duplicate things in the
transaction database, the value of RC is 1. Formula (3.14) is expression.

RCa = 1, if Tsb ̸= Ttb (s ̸= t) , b = 1, 2, . . . y; a, s, t = 1, 2, . . . , l (3.14)
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Fig. 3.3: Storage structure diagram of target thing library

Fig. 3.4: Mapping-Apriori algorithm flow chart

If one thing is repeated, a value is assigned to RC, and Formula (3.15) is the specific expression.

RCa = RCa + 1, if Tsb = Ttb (s ̸= t) , b = 1, 2, . . . y; a, s, t = 1, 2, . . . , l (3.15)

By assigning a value to RC, the map size can be reduced effectively. The Maping-Apriori algorithm uses
the mapping data structure to reduce the complexity of computing item set support, and also pre-prunes
frequent item sets to reduce a large number of comparisons. The execution process of the Mapping-Apriori
algorithm is shown in Figure 3.4. The target transaction database D is entered with minimum support. C1 and
mapping can be obtained by scanning the database. The k−1 order frequent item set Ck−1 can be obtained by
cycle operation. C

′
k−1 can be obtained by pruning Ck−1, and the k order candidate set Ck can be generated.

Calculate the support of Ck according to the array of corresponding item sets obtained from the mapping, and
compare it with the threshold to obtain all frequent item sets.

subsectionPreprocessing of college students’ behavior data
As information technology develops, the SC system has produced massive data, but there are inevitably

incomplete and low-quality data in it. The reasons for generating these data are various, mainly including
collection errors, inconsistent data format, and the lack of data that cannot be obtained [19]. These data
cannot be directly analyzed, and need to be processed into relevant data that can be directly analyzed. The
preprocessing technology came into being. Data preprocessing is the premise of data mining analysis. The data
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Fig. 3.5: Data preprocessing method flow

Fig. 3.6: Data cleaning principle

after data preprocessing is directly related to the analysis results. Data preprocessing methods consists of data
cleaning, integration, transformation and reduction. Figure 3.5 is the specific process.

Data cleaning is to find and correct identifiable errors in data files. It will check data consistency, process
invalid data and missing values. After getting the data, you should first check which data is unreasonable and
its basic situation, and then clean it through the common methods of data governance. Common data cleaning
methods include manual cleaning of missing value data, that is, replacing the missing value with the average
value, maximum and minimum value or probability estimate. For noise data processing, it is usually to delete
isolated points isolated from other data. The disadvantage of this method is that it may delete valuable data.
Inconsistent data is mainly corrected by referring to paper records. Figure 3.6 shows the principle of data
cleaning.

Data integration is because the data to be integrated is obtained from the databases of multiple application
systems. Because its different formats, attributes and characteristics need to be collected into a database for
analysis, data from different data sources need to be sorted and consolidated into data storage with consistent
characteristics. Good data integration can reduce the result data set redundancy and inconsistency, and improve
the accuracy and efficiency of its subsequent mining process. Data transformation refers to the normalization
of data to achieve the purpose of mining. Data transformation mainly involves smoothing, data aggregation,
data generalization, and data normalization.

Data reduction refers to a process of minimizing the data and maintaining its integrity as much as possible.
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Fig. 4.1: Running time results of four algorithms

Although large databases can be used for data mining, the selected mining algorithm may not be applicable due
to its high dimension and large amount of data. The large amount of calculation will cause heavy load on the
equipment. It is necessary to reduce large data sets to small data sets as much as possible. Without changing
the mining analysis results, reducing the data size and data reduction can improve the mining efficiency.

4. Analysis on data performance and application of mining technology in college students’
behavior association analysis.

4.1. Improved clustering algorithm and association rule algorithm performance test. To ana-
lyze the proposed ED-K-Means’ performance, a comparative experiment was conducted with other clustering
algorithms. Clara (Clustering LARge Applications), traditional K-Means and KNN (K-Nearest Neighbor) were
selected. The test data was a self-made database composed of college students’ consumption behavior, score
records, book borrowing, etc. The data collection process involves multiple steps. Firstly, by collaborating with
relevant departments on campus, we obtained student consumption records, academic performance data, and
library borrowing records. These data cover students of different grades, majors, and genders, and have high
comprehensiveness and representativeness. During the data cleaning and preprocessing process, missing and
outliers were removed to ensure data quality and consistency. The final dataset includes multiple behavioral
characteristics and academic performance, which can comprehensively reflect the overall behavioral patterns of
college students and provide a reliable data foundation for the performance evaluation of clustering algorithms.
The results obtained from the running time analysis are in Figure 4.1.

The runtime curves of the four algorithms show an upward trend with the increase of the dataset in
Figure 3.6. Among them, K-Means has the longest running time, consuming more than 5min, the longest
running time is 15.08min, and the average running time is 10.36min. The maximum running time of Clara
is 8.97 min, the average time is 6.22 min, and the running speed is accelerated. The average operation time
of KNN is 5.11min, and the longest time is 6.18min. The operation speed and stability are further improved.
ED-K-Means has the best performance in running time and stability, with an average running time of 1.96
minutes. Compared with KNN, Clara and K-Means, its running efficiency has been improved by 81.1%, 68.5%
and 61.6% respectively. This shows that the idea of information entropy combined with density optimization
can improve the algorithm efficiency, and has better performance.

To test the improved Mapping-Apriori algorithm effectiveness, the performance test is carried out with
Apriori and Frequent Pattern Growth (FP-Growth) algorithm under the same conditions. Figure 4.2 shows the
loss curve.

The change trend of the loss curve of the three algorithms is similar, and the decline speed and fluctuation
range of the loss value are different. Among them, Apriori’s loss value decreases slowest and gradually converged
to within 40 after 150 iterations, and the loss value basically fluctuated between 30-45 after 200 iterations. The
decline speed of FP-Growth loss curve was accelerated, the loss value dropped to within 30 after 150 training,
and then fluctuated between 20-30, and the stability is improved. The loss curve of Mapping-Apriori decreases
the fastest, and the loss value is within 20 after 80 training. With training times increasing, the fluctuation range
of the loss value is between 10-15, and the algorithm has the best stability. It shows that Apriori improvement
by mapping can improve the iterative algorithm efficiency and stability.
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Fig. 4.2: Loss curve results of three algorithms

Fig. 4.3: Cluster accuracy results

4.2. Student data clustering results of improved K-means method. The consumption behavior
and performance data of students were collected in a certain major in the SC database. Several clustering
algorithms are applied for clustering analysis of relevant data, and the clustering accuracy is used for evaluation
and analysis. Figure 4.3 shows the clustering accuracy results obtained from the two data.

From Figure 4.3(a), the clustering accuracy of K-Means is poor, with an average accuracy of 86.33%. The
stability of the algorithm is also poor, and the accuracy curve fluctuates greatly, with the maximum difference
of 16.9%. Clara’s clustering accuracy has increased, with an average accuracy of 89.82%. Its stability has
improved, with a fluctuation of 10.7%. The accuracy curve of KNN fluctuates by 8.6%, and the stability of
the algorithm is further strengthened. The average clustering accuracy is 93.65%, and the clustering effect is
good. The clustering accuracy of ED-K-Means is mostly above 95%, with the smallest fluctuation range and
the largest difference of 5.9%. The average accuracy of clustering is 97.41%. Compared with the comparison
algorithm, the accuracy is improved by 12.8%, 8.5% and 4.0%.

Figure 4.3(b) shows the clustering results of 50 students’ performance data. It can be seen that the accuracy
of several algorithms is above 80%, and ED-K-Means clustering has the best accuracy and stability. The
average clustering accuracy of K-Means, Clara, KNN and ED-K-Means is 87.18%, 91.27%, 94.88% and 97.83%
respectively. Compared with the comparison algorithm, the accuracy of ED-K-Means is 10.65%, 6.56% and
2.95% higher. According to Figure 10, ED-K-Means has the best clustering accuracy and stability in the face
of different clustering data. The clustering results of students’ monthly consumption level using ED-K-Means
are shown below.

When the total monthly consumption of a student is more than 600 yuan in Table 4.1, the student is at
a high consumption level and belongs to non-poor students. Students whose consumption amount is between
200 and 600 belong to poor students, and the consumption amount is less than 200, which indicates that the
student’s consumption is extremely low and belongs to extremely poor students. According to the clustering
results, the total consumption of most students is below 600. The school can provide decision-making basis for
the assessment of poor students based on relevant information.
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Table 4.1: Student monthly consumption level clustering results

Consumption level Cluster center range Cluster center value Percentage of students
High Total amount>600 yuan 629.88 16.67%
Medium 200-600 yuan 447.29 57.19%
Low Total amount <200 yuan 179.45 26.14%

Fig. 4.4: The correlation between student achievement and consumption

Table 4.2: Association result

Result Consumption
level

Consumption
habits

Academic
record

Learning
behavior

Conf

1 High Regular A(>85) Regular 0.153
2 High Regular B(75-84.5) Regular 0.162
3 Medium Regular A(>85) Regular 0.417
4 Medium Irregular C(60-74.5) Regular 0.118
5 Medium Regular A(>85) Regular 0.474
6 Medium Irregular D(<60) Irregular 0.122
7 Low Regular A(>85) Regular 0.453
8 Low Irregular D(<60) Irregular 0.136

4.3. Results of college students’ behavior correlation analysis. The research establishes a rele-
vant database through cluster analysis of students’ consumption records, grades and learning behaviors. And
Maping-Apriori is used to explore the correlation between student performance and consumption behavior rules,
consumption level and learning behavior. Figure 4.3 shows the correlation between student achievement and
consumption.

From Figure 4.4, when the amount of consumption is less than 1500 yuan, there is a certain positive
correlation between the level of consumption and student performance. At the initial stage, with the increase
of the amount of consumption, the student’s performance improved, but after the amount of consumption
reached 1500, the positive correlation disappeared. The minimum support is set to 0.15 and the confidence is
set to 0.85. Table 4.2 shows the correlation results.

The consumption rules in Table 4.2 mainly refer to the consumption records of students’ three meals a
day, and the learning behaviors mainly refer to the records of access to the library and dormitory. In Table 3,
there is a certain correlation between students’ grades and their diet rules, library and dormitory access rules.
Students with good grades have relatively regular life. This is because students who insist on eating breakfast
on time generally have better self-discipline and can arrange time scientifically. At the same time, students who
insist on eating breakfast on time can also improve their mental state in class at ordinary times. Among them,
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most of the students with moderate consumption level, regular consumption and regular learning behavior are
“A” and “B” in their academic achievements; The students with irregular consumption and learning behavior
are mostly “C” and “D” in their academic performance. Through correlation analysis, colleges and universities
can observe the characteristics of students’ daily behavior in school, help and guide students to develop good
living and learning habits, and promote students’ healthy growth and smooth completion of their studies.

5. Conclusion. The overall operation effect is closely corresponding to the management of students’ be-
havior. Strengthening the management of students’ behavior will improve the overall operation efficiency. In
face of massive data in SC, the improved ED-K-Means method is proposed to cluster relevant data, and the op-
timized Mapping-Apriori algorithm is used for association analysis. Through the performance test, the average
ED-K-Means running time was 1.96 minutes. Compared with the comparison algorithm, the running efficiency
was improved by 81.1%, 68.5% and 61.6%. The loss curve of Mapping-Apriori decreased the fastest, the fluctu-
ation range of loss value was the smallest, and the algorithm stability was the best. Through cluster analysis,
the results showed that the average accuracy of ED-K-Means clustering was 97.41% for student consumption
data. In terms of student achievement data, the accuracy of the algorithm was as high as 97.83%, which was
better than the comparison algorithm. At the same time, the algorithm divided different consumption levels
and performance grades according to the total monthly consumption. The correlation results obtained from
Mapping-Apriori show that students with good grades live relatively regularly. Through the analysis of rele-
vant data, colleges and universities can help poor students to carry out the assessment work smoothly, and
guide students to cultivate good habits. The research mainly uses structured data in the SC system. The
unstructured data has not yet been analyzed and processed. In the future, unstructured data such as pictures
and videos will be analyzed to improve the reliability of the results.
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Hunan Province in 2020;Research on the construction of process learning evaluation system of online courses
in higher vocational colleges under the background of big data; No.: ZJGB2020019.
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