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VISISENSE: A COMPREHENSIVE IOT-BASED ASSISTIVE TECHNOLOGY SYSTEM
FOR ENHANCED NAVIGATION SUPPORT FOR THE VISUALLY IMPAIRED

BHASHA PYDALA* T. PAVAN KUMAR/ AND K. KHAJA BASEER?

Abstract. The field of visually impaired assistive technology looks for novel approaches to enhance independence and naviga-
tion. In this field, systems have to reliably identify and transmit environmental data in order to facilitate visually impaired users’
safe and effective navigation. Developing a sophisticated framework for assistive technology that significantly enhances visually
impaired navigation is the goal of this research. Make object detection and environmental awareness more efficient, dependable,
and intuitive. This study introduces VISISENSE, ”A Comprehensive [oT-Based Assistive Technology System for Enhanced Nav-
igation Support for the Visually Impaired.” VISISENSE is an IoT-based system with multiple components that enhances object
detection. For primary environmental sensing, a handstick with implant sensors, a visual capture and transmission unit for process-
ing visual data, and edge computing for object detection and classification are used. The system makes use of the R-CNN global
computer vision model hosted on a cloud server, Mobinet computer vision models, and Logistic Regression with Iterative Learning.
VISISENSE’s effectiveness is demonstrated by a performance analysis of its object detection accuracy, processing speed, resource
utilization, energy consumption, latency, and false positive rate. In all of these categories, VISISENSE performs better than Smart
Stick and Smart Navigation. The data includes the fastest processing time of 17 ms, the most efficient resource utilization of 41%,
and object detection accuracy of up to 99% at 2 Mbps load. Across all load conditions, VISISENSE has the lowest false positive
rate, energy consumption, and latency. The VISISENSE assistive technology system is developed for the visually impaired. Its
excellent object detection and navigation accuracy, speed, and efficiency enhance user experience and hold the potential to increase
the independence and quality of life for visually impaired people. This research contributes to a significant advancement in assistive
devices—smart, responsive technologies for the visually impaired.

Key words: VisiSense, Artificial Intelligent, R-CNN, Cloudsim, MobileNet, IoT, Binary Classifier.

1. Introduction. People who are blind or visually impaired frequently have mobility issues. To address
these issues, there is growing interest in creating IoT-based assistive technologies. [1]. This piece introduces
"VisiSense,” a state-of-the-art navigation aid. The objective of VisiSense is to develop a simple navigation
system for those who are blind. VisiSense provides complete support and real-time assistance to visually
impaired users as they navigate foreign environments. A network of devices that gathers and evaluates envi-
ronmental data includes wearable sensors, smartphones, and environmental sensors. For accurate navigation
assistance, VisiSense uses edge computing, cloud computing, and Al algorithms for advanced object detection
and recognition.

The accuracy of object detection, processing speed, resource utilization, energy efficiency, latency, and false
positive rates are all areas where VisiSense’s performance analysis reveals promising results.

Due to the system’s precise and timely obstacle information, visually impaired people can now confidently
navigate their surroundings.

VisiSense, a navigation aid for people with visual impairments, advances this field through IoT, edge com-
puting, cloud computing, and AI. The design, implementation, and evaluation of this comprehensive assistive
navigation system demonstrate its potential to increase the freedom, security, and quality of life of blind and
visually impaired people. VisiSense can increase inclusivity and accessibility for people who are blind or visually
impaired.
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2. Literature Survey. This review looks at studies that suggest novel ways to improve navigation for
people with vision impairments, ultimately raising their quality of life. Each paper examines a different topic
and technology, highlighting its advantages and potential for development.

Islam et al’s [1] discussion of walking assistants includes systems based on sensors, computer vision, and
smartphones. In developing assistive tools, the authors stress the value of reliability, lightweight design, and
simplicity. The article thoroughly examines the benefits and drawbacks of various methodologies, emphasizing
the demand for further development of current systems.

A visually impaired person can use an Al-based assistive technology for smart navigation, according to
Joshi et al. [2]. They use a deep learning model in their system to identify objects and provide immediate
auditory feedback. The system shows promising results, achieving high accuracy rates for object detection and
recognition. Notably, the addition of a distance-measuring sensor improves its performance.

Using ultrasonic sensors for obstacle detection, Saisubramanyam et al. [3] present a cheap and lightweight
smart walking stick. Within a 2-meter radius, the stick can detect obstacles, including water and dark areas. The
advantages of this system are its low cost, compact design, precise detection abilities, and distinctive features.
The paper, however, could benefit from more in-depth programming explanations and system comparisons.

Vaidya et al. [4] develop a real-time object detection system for visually challenged individuals using image
processing and machine learning techniques. The system successfully detects objects and notifies blind users
through audio output. Noteworthy advantages include independent navigation for visually impaired individuals
and real-time object detection. However, no specific disadvantages are mentioned in the paper.

Ramesh et al. [5] propose a low-cost walking stick for blind people equipped with ultrasonic sensors and an
SMS message system for emergency situations. The stick detects obstacles within a 4-meter range and provides
voice alerts. This navigation aid stands out for its affordability, efficient design, artificial vision capabilities,
portability, and the inclusion of an SMS message system. No disadvantages are mentioned.

Farooq et al. [6] design an IoT-enabled smart stick incorporating ultrasonic sensors, a water sensor, a high-
definition camera, and object recognition capabilities. The stick offers obstacle detection and recognition modes,
providing vibration and voice feedback to users. Additionally, GPS/GSM modules enable live location tracking
and emergency assistance. The system’s merits include obstacle detection and recognition, voice feedback, live
location tracking, and energy efficiency. No specific demerits are mentioned.

Kuriakose et al. [7] review smart navigation solutions for blind and visually impaired individuals, encom-
passing various tools and technologies. The article highlights the core features lacking in existing navigation
systems and offers recommendations for future design. Despite the development of numerous assistive navi-
gation technologies, there remains a need for a seamless system that functions effectively both indoors and
outdoors, enables dynamic interactions, and adapts to changes.

Bhasha et al. [15], S. Maidenbaum et al. [30] and K. Patil et al. [25] designed a smart navigation stick
through sensor technology. Kim et al. [16] proposed a model for improving visually impaired people experience
through deep neural networks. Rahman et al. [17] proposed one IoT based smart device through IoT and
Deep Learning techniques. Bhavani et al. [18] and Ashraf et al. [19] suggested a Smart Walking Stick through
machine learning approach. Kim et al. [20] and Marzec et al. [21] build a healthcare device with optimal power
consumption navigation system for blind people through infrared sensors.

Salama et al. [22] and Sangpal et al. [23] Proposal of Smart Stick for blind People through Arduino and
AIML. Elmannai et al. [24, 26, 28] proposed an extremely precise and consistent data synthesis Framework
through sensor based 6technology for Supervisory the Visually Impaired people. G.F. Lourengo et al. [27]
designed an assistive device for VIP based on user satisfaction. Rajapandian et al. [29] proposed an innovative
tactic AID for blind, deaf and dumb people. [31] Foley A et al. presented a review on Technology for people,
not disabilities: ensuring access and inclusion.

D. Dakopoulos et al. [32] and Topknot et al. [33] presented a survey about Wearable obstacle avoidance
electronic travel aids for blind. A. Igbal et al. [34] proposed a low cost Al vision system for visually impaired
people. Chirayu Shah et al. [35] proposed a Tactile Feedback based Navigation System for VIP. L. Ran et al.
[36], R. Imrie et al. [38] and Mountain G et al. [37] proposed an integrated indoor/outdoor blind navigation
system and quality assistive technology services.

Scherer MJ et al. [39] done a review of Living in the State of Stuck: How Technology Impacts the Lives of
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Table 2.1: The Contemporary Contributions and Proposed Framework VisiSense

Reference Using Objects Edge Cloud Using AI
IoT on Dif- | Comput- | Comput-
ferent ing ing
Sides
Joshi, Rakesh Chandra, et al. [2] v v
Saisubramanyam, Kaladindi et al. [3] | v/
Vaidya, Sunit et al. [4] v
Ramesh, Gopisetty et al. [5] v
Farooq, Muhammad Siddique et al. [6] | v v
VisiSense v v v v v

People with Disabilities.Md. Milon Islam et al. [40] presented a review on Development of Walking Assistants
for VIP. Sreenu Ponnada et al. [41] designed a smart system for detecting Manhole and Staircase through
sensor based technology. Nur Syazreen Ahmad et al. [42] developed a Multi-sensor Obstacle Detection System
via Model-based State-Feedback Control in Smart Cane Design for VIP. J. Bai et al. [43] simulated a smart
system model through Virtual-Blind-Road Following-Based Wearable Navigation Device for Blind People.

In assistive technologies for the visually impaired, the review addresses deep learning models, IoT, sensor-
based systems, and AI applications. Reliability, ease of use, real-time processing, and affordability are necessary
for assistive devices to be effective. By going over several models, the review draws attention to the expanding
usage of cutting-edge technologies like ATl and IoT in navigation aids. VISISENSE, which combines IoT, edge
computing, cloud computing, and Al, is supported in this environment. The need for seamless indoor-outdoor
functionality and user-centered design is met by this integration, which also suggests a strong and adaptable
system. VISISENSE is a comprehensive solution that has the potential to improve assistive devices for the
visually impaired and close many gaps in current technologies. The review demonstrates how, if it preserves
user accessibility and practicality in real-world settings, its holistic approach might offer a better user experience.

3. The Proposed Methodology. The VisiSense framework is a comprehensive system designed to assist
visually impaired individuals in detecting objects in their surroundings. It encompasses several key components
that work together to provide object detection and alert capabilities. The Handstick with Implant Sensors
serves as the primary sensing unit, detecting obstacles in the environment and relaying this information to
the system. The Visual Capturing and Transmission Unit, consisting of a mobile camera and a processing
unit, captures visual data from the surroundings and performs initial processing tasks. The Edge Computing
component plays a crucial role in object classification and detection. It includes a binary classifier, specifically
the Logistic Regression with Iterative Learning, which classifies visuals as "known” or "new”. Known visuals
are forwarded to the Mobinet computer vision model, which leverages its learned knowledge to detect objects
and provide object details.

The Cloud Server component houses a global computer vision model, specifically the R-CNN (Region-based
Convolutional Neural Network) [8], trained on images from multiple similar sources of the VisiSense prototype.
New visuals captured by the mobile camera are transferred to the cloud server for processing. The global
computer vision model applies its knowledge and detects objects on these visuals, extracting object details.

The functional flow within the framework starts with the implant sensors detecting obstacles and alerting
the mobile camera. The camera captures visuals, which are processed by the unit and classified by the binary
classifier. If classified as known, the visuals are sent to the computer vision model for object detection, and the
processing unit alerts the user through a hearing aid about the detected objects. If classified as new, the binary
classifier alerts the processing unit, which transfers the new visuals to the cloud server. The global computer
vision model in the cloud server detects objects on the new visuals and sends the object details back to the
processing unit. The processing unit, along with the computer vision model in the Edge Computing component,
alerts the user through the hearing aid, providing information about the detected objects. VisiSense prototype
is a system designed to assist visually impaired individuals in detecting objects in their surroundings (figure 3.1).
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Fig. 3.1: The Flow Diagram of the Visisense Prototype Components

3.1. Functional Flow between Components. The implant sensors on the handstick detect obstacles
in the environment and alert the mobile camera. The mobile camera captures visuals of the surroundings and
transfers them to the processing unit. The processing unit forwards the visuals to the binary classifier for
classification. If the visuals are classified as known, the binary classifier sends them to the computer vision
model. The computer vision model detects objects on the known visuals and sends the object details back to
the processing unit. The processing unit alerts the user through a hearing aid, providing information about the
detected objects.

If the visuals are classified as new, the binary classifier alerts the processing unit about the new visuals
and learns from them for future classification tasks. The processing unit transfers the new visuals to the cloud
server.

The global computer vision model in the cloud server detects objects on the new visuals, extracting object
details. The processing unit and Computer Vision Model of the Edge computing receives the object details
from the cloud server and alerts the user through the hearing aid.

3.2. The Binary classification Strategy. Logistic regression [9] performs well and is simple for binary
classification in the VisiSense prototype. Visual data are categorized as "already known / processed” (positive)
or "new” using logistic regression. Logistic regression is especially suitable for the VisiSense system because it
is well known for its effectiveness in handling binary classification problems. A critical function of the VisiSense
framework is determining whether visual data has been processed or is new. It is well-suited for this task due
to its probabilistic interpretations and adept handling of linearly separable data.
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Fig. 3.2: Logistic regression algorithm

Data Preparation. Gather a labeled dataset of visual data, where each instance is associated with a binary
label indicating whether it is "already known/processed” (positive) or "new” (negative).

Figure 3.2 describes for logistic regression algorithm with continuous learning: Represent each visual in-
stance as a feature vector. Let X be the matrix of feature vectors, where each row corresponds to a visual
instance, and let y be the vector of corresponding labels.

Model Initialization: Initialize the parameter vector 6 to small random values. Let 6 be a column vector
with dimensions (n + 1)x1, where n is the number of features. The additional 1 is for the bias term.

Hypothesis Function: Define the hypothesis function h8(x) that models the probability of a visual instance
belonging to the positive class as: hf(x) = sigmod(0” x) where sigmod(z) is the sigmoid function given by Eq 3.1

sigmod(z) = 1/((1 + exp(—=2))) (3.1)
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Cost Function. Define the cost function J(#)that measures the discrepancy between the predicted proba-
bilities and the actual labels as: Eq 3.2

J(0) = (1/m) x sum(—y * log(hf(x)) — (1 — y) x log(1 — hb(x))) (3.2)

where m is the number of training examples.

Gradient Descent. Update the parameters iteratively using gradient descent to minimize the cost function
is Eq 3.3.

J(O):0=0— % (1/m)* X" % (hl(x) — ) (3.3)

Continuous Learning. During the system’s operation, continuously monitor the predictions and feedback
received from false positives, false negatives, and true negatives.

For each misclassification, update the parameter vector § by further adjusting the parameters using the
gradient descent update rule.

The logistic regression algorithm optimizes the parameters # to maximize the likelihood of the observed
labels given the input visual features. By iteratively updating the parameters based on the gradient descent
algorithm and continuously learning from misclassifications, the model improves its ability to classify "already
known/processed” and "new” visuals more accurately.

Mathematical Model. The logistic regression algorithm can be formulated as follows.

By iteratively updating the parameters using gradient descent and continuously learning from misclassi-
fications, the logistic regression model in the VisiSense prototype adapts to new visual data, improving its
classification performance over time.

1. Hypothesis Function: hf(z) = sigmod(67 z)

2. Cost Function: J(0) = (1/m) x sum(—y x log(h8(z)) — (1 — y) * log(1 — ho(x)))

3. Gradient Descent Update Rule: 6 := 60 — x (1/m) * XT % (h0(x) — y)
In the above equations, X represents the matrix of feature vectors, y represents the vector of labels, 6 represents
the parameter vector, and represents the learning rate. The sigmoid function is given by Eq 3.4.

sigmod(=) = (1/((1 + eap(~2)))) (3.4)

By iteratively updating the parameters using gradient descent and continuously learning from misclassifications,
the logistic regression model in the VisiSense prototype adapts to new visual data, improving its classification
performance over time.

3.3. Computer Vision Model as Edge Computing Service . The constrained resource environment
of the VisiSense prototype is ideal for MobileNet’s [10] compact convolutional neural network (CNN) architec-
ture. Without sacrificing precision, depth-wise separable convolutions reduce the number of parameters and
computational complexity. MobileNet allows for customization based on the size of the model and the required
computational power. Real-time processing and user alerts are feasible due to the system’s lightweight design.
Transfer learning improves performance with limited labeled data in MobileNet. Because of its efficacy, adapt-
ability, and real-time processing, MobileNet is ideal for the VisiSense prototype’s efficient and accurate object
recognition, which improves the perception and safety of the blind and visually impaired (see Figure 3.3).

The steps involved in object detection model follows:

Step 1. Model Initialization and Configuration. Load the MobileNet architecture with a specific con-
figuration suitable for the VisiSense prototype, considering the balance between model size, accuracy, and
computational efficiency.

Step 2. Input Preprocessing. Preprocess the visual data captured by the wearable mobile camera to meet
the input requirements of MobileNet. This typically involves resizing the images to the input dimensions
expected by MobileNet and normalizing the pixel values.

Step 3. Convolutional Layers. Pass the preprocessed visual data through the convolutional layers of Mo-
bileNet, which consist of depth-wise separable convolutions. For each layer, compute the weighted sum of inputs
and apply a non-linear activation function, such as ReLU: a. Depth-wise Convolution:
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Input Preprocessing
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MobileNet Activation and Pooling
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Fig. 3.3: The MobileNet for VisiSense

1. Perform depth-wise convolution for each channel i : z; = W;*x: Apply the activation function(e.g.,ReLU):a; =
ReLU(z;)b.
2.
3. Point-wise Convolution:
(a) Perform point-wise convolution across channels: z = W % a
(b) Apply the activation function: a = ReLU (%)

Step 4: Activation and Pooling. Apply non-linear activation functions, such as ReLU, after each convolu-
tional layer to introduce non-linearity into the model and capture complex features. Perform down sampling
using pooling layers, such as max pooling or average pooling, to reduce the spatial dimensions of the feature
maps while preserving important information.

Step 5: Fully Connected Layers:. Flatten the output feature maps from the convolutional layers into a (D
vector. Connect the flattened vector to one or more fully connected layers, which process the extracted features
and capture higher-level representations. Apply an activation function, such as ReLU, to the outputs of the
fully connected layers.

Step 6: Output Layer:. Connect the output of the fully connected layers to the final output layer. Apply
an appropriate activation function based on the task, such as softmax for multi-class classification or sigmoid
for binary classification. Obtain the predicted probabilities or class labels from the output layer.

3.4. Mathematical Model. Let’s denote the input visual data as x, the output probabilities as ypred,
and the parameters of MobileNet as W;, W and W;ec.
Convolutional Layers. For each layer, compute the weighted sum of inputs and apply the activation function:
1. Depth-wise Convolution:
(a) Perform depth-wise convolution for each channel i: z; = W, * z.
(b) Apply the activation function (e.g., ReLU): a; = ReLU(z;).
2. Point-wise Convolution:
(a) Perform point-wise convolution across channels: z = W x a.
(b) Apply the activation function: a = ReLU(z).
Activation and Pooling. Apply non-linear activation functions, such as ReLLU, after each convolutional layer.
Perform down sampling using pooling layers, such as max pooling or average pooling.
Fully Connected Layers.
1. Flatten the output feature maps into a 1D vector: ag.; = Flatten(a).
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2. Compute the weighted sum of the flattened vector: zg. = Wi * agag.
3. Apply the activation function: ag = ReLU(z¢).
Output Layer.
1. Compute the weighted sum of the fully connected layer output: zout = Wout * G-
2. Apply the appropriate activation function based on the task (e.g., softmax for multi-class classification
or sigmoid for binary classification): ypreqa = activation(zout).

The parameters W;, W, Wy, and W, represent the weights of the respective layers, and ReLU is the
activation function used throughout the model.

By following these algorithmic steps and applying the mathematical model, MobileNet within the VisiSense
prototype efficiently processes visual data captured by the wearable mobile camera. It produces predicted prob-
abilities or class labels, indicating the presence and type of objects within the captured visual data. The
lightweight and efficient nature of MobileNet allows for real-time object identification on edge computing de-
vices, enhancing the accuracy and responsiveness of the VisiSense system for the benefit of visually impaired
individuals.

3.5. Global Computer Vision Model as Cloud Service. The R-CNN (Region-based Convolutional
Neural Network) [8] algorithm holds significant significance as the Global Computer Vision Model in the
VisiSense prototype. Figure 3.4 R-CNN provides accurate and robust object detection by employing a two-stage
approach, with a region proposal network (RPN) [11] generating potential object proposals and a subsequent
classification network performing object classification. This two-stage process ensures precise localization and
classification of objects in visual data. The RPN efficiently generates region proposals using anchor boxes and
convolutional features, enabling the model to handle objects of various sizes and aspect ratios. Additionally, R-
CNN offers flexibility, adaptability, and real-time processing capabilities. Its popularity in the computer vision
community provides access to pre-trained models, resources for fine-tuning on specific datasets, and an active
support community, making it a valuable choice for enhancing object detection in the VisiSense prototype
and empowering visually impaired individuals with improved situational awareness. R-CNN (Region-based
Convolutional Neural Network) is a two-stage algorithm for object detection. It consists of a region proposal
network (RPN) and a subsequent classification network. Here’s a high-level description of the R-CNN algorithm
and its mathematical model.

3.5.1. Region Proposal Network (RPN). The RPN generates region proposals by sliding a small
network (typically a convolutional neural network) over the input image. It predicts potential object bounding
boxes, known as region of interests (Rols), and their associated objectness scores. The RPN operates on a
set of anchor boxes of different scales and aspect ratios, which act as reference boxes for proposing potential
object locations. The RPN predicts the objectness score (probability of an anchor containing an object) and
the coordinates (z, y, width, height) of the bounding boxes relative to the anchors.

Inputs: Image(])

Anchor boxes: A = {ay,aq,...,a,} (n anchor boxes with different scales and aspect ratios)

Output: Region proposals (R), Objectness scores (O)

RPN predicts the objectness score for each anchor box:

O ={o01,09,...,0,} (where o; is the objectness score of the i-th anchor)

RPN predicts the coordinates for each anchor box: R = {ri,ra,...,7,} (where r; = (dz;,dy;, dw;, dh;)
represents the bounding box coordinates relative to the i-th anchor)

3.5.2. Classification Network. The classification network takes the proposed Rols from the RPN and
extracts fixed-sized feature vectors using a shared convolutional backbone network.

These feature vectors are then fed into a classifier (typically a fully connected network) to classify the
object contained within each proposed Rol. The classifier predicts the object class probabilities and, optionally,
refines the bounding box coordinates of the proposed Rols.

Inputs: Proposed Rols (R’)

Output: Class probabilities (P), Refined bounding box coordinates (B)

The classification network takes the proposed Rols R’ and extracts feature vectors using a shared convolutional
backbone network.
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Fig. 4.1: VisiSense prototype simulation model

The feature vectors are fed into a classifier to predict the class probabilities: P = {p1,pa, ..., pm} (where p; is
the probability of the i-th Rol belonging to a specific object class).

The classifier may also refine the bounding box coordinates of the proposed Rols: B = {b1,ba, ..., b, } (where
b; = (dx}, dy}, dw;, dh}) represents the refined bounding box coordinates of the i-th Rol).

4. Experimental Study. The Simulation Model depicted in figure 4.1 is defined to test the performance
of VisiSense. The simulation model that integrates Custom Software Model, iFogSim [12] for Edge Computing,
and CloudSim [13] for Cloud Services. The Custom Software Model comprises the "Mobile Camera” and
"Processing Unit” components. The "Mobile Camera” captures visuals from the environment, which are then
processed by the ”"Processing Unit.” The processed visuals are further passed to the ”"Binary Classifier” for
classification, and the resulting visual classification is sent to the "Hearing Aid” for generating object alerts.

In Figure 4.1, the iFogSim module represents the Edge Computing component of the VisiSense Prototype
Simulation Model, playing a critical role by enabling low-latency, real-time processing crucial for assisting
visually impaired users. Edge Computing’s proximity to data sources allows for rapid processing and decision-
making, enhancing user safety through immediate object recognition and alerts. It reduces the system’s reliance
on cloud connectivity, ensuring consistent performance even with variable network quality.



VisiSense: A Comprehensive IOT-based Assistive Technology System for Enhanced Navigation Support 1143

This local processing capability not only optimizes bandwidth and energy efficiency, crucial for handheld
assistive devices, but also bolsters privacy by minimizing the transmission of sensitive data. Furthermore, the
Edge Computing layer, through its Binary Classifier, provides a scalable and adaptive mechanism that learns
from new visual data, thereby continuously refining the system’s accuracy and responsiveness. Overall, Edge
Computing significantly contributes to the VisiSense system’s robustness, making it an indispensable element
in the proposed research work for real-time navigational support to visually impaired individuals.

The ”"Binary Classifier,” a component of the iFogSim package, examines the images received from the
"Processing Unit” to determine whether they are old or new images. The "Computer Vision Model” then
processes known images for object detection, sending the resulting object details back to the "Processing Unit.”

When there are new visuals, the "Binary Classifier” alerts the "Processing Unit” to their presence. The
"Processing Unit” then sends these images to the ”Global Computer Vision Model” inside the CloudSim package,
which carries out object detection. The "Processing Unit” and the "Computer Vision Model” are both given
access to the object details discovered from the fresh visuals.

The "Processing Unit” creates object alerts by combining the object details obtained from the ”Global
Computer Vision Model” and the ”Computer Vision Model.” Users can learn more about the discovered objects
thanks to the "Hearing Aid [14],” which receives these alerts.

4.1. Performance Analysis. By examining important performance indicators like object detection accu-
racy, processing speed, resource utilization, energy consumption, latency, and false positive rate, this section
evaluates VisiSense. VisiSense proved its superiority and efficacy. Accurate object detection, real-time data pro-
cessing, resource optimization, energy efficiency, and low false positive rates are just a few of its strong points.
The section also contrasts VisiSense with other current models to show its benefits and potential influence on
the assistive technology market. The performance analysis aids in decision-making and ongoing development
while showcasing VisiSense’s capabilities and directing improvements. In the end, VisiSense shows promise in
enhancing accessibility and quality of life for people with visual impairments.

4.1.1. Object Detection Accuracy. This metric evaluates the precision of VisiSense’s object detection.
It evaluates the precision of object identification in the recorded images. It’s crucial to evaluate both overall
accuracy and object type accuracy in order to gauge the system’s object detection capabilities.

The Figure 4.2, Table 4.1 shows the results for "Object Detection Accuracy”. The values in Mbps in the
table compare the object detection accuracy of VisiSense, Smart Stick [6], and Smart Navigation [7] under
various load conditions.

VisiSense achieves the highest object detection accuracy of 99% at a load of 2 Mbps. The Smart Stick comes
in second place at 91% and Smart Navigation comes in at 84%. VisiSense maintains a high accuracy of 97%
as the load increases to 4 Mbps, while the Smart Stick and Smart Navigation achieve 90% and 83% accuracy,
respectively. VisiSense consistently outperforms the other solutions in terms of object detection accuracy as
the load increases, and this trend continues.

VisiSense achieves 94% accuracy at 10 Mbps, compared to 88% and 82% accuracy for the Smart Stick
and Smart Navigation, respectively. As the load grows, accuracy gradually declines, but VisiSense consistently
keeps its accuracy higher than the other two solutions.

4.1.2. Processing Time. In this metric, VisiSense analyzes visual data and identifies objects. It takes
time to capture visuals and to perform preprocessing, classification, and object detection. People with visual
impairments require quicker responses and real-time performance Figure 4.3.

Table 4.2 shows the processing time in milliseconds (ms) for VisiSense, Smart Stick, and Smart Navigation
under various load conditions, denoted by the values in Mbps.

VisiSense displays the quickest processing time of 17 ms at a load of 2 Mbps, followed by the Smart Stick at
26 ms and Smart Navigation at 32 ms. The processing time for VisiSense slightly increases to 19 ms at 4 Mbps
load, while the processing times for the Smart Stick and Smart Navigation are 28 ms and 34 ms, respectively.
As the load continues to rise, this pattern persists.

VisiSense processes data at a rate of 24 ms at 10 Mbps, compared to 35 ms and 40 ms for the Smart Stick
and Smart Navigation, respectively. As the load increases, processing time gradually increases, but VisiSense
consistently shows faster processing times than the other two models. Overall, these findings suggest that
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Fig. 4.2: The Object detection accuracy for VisiSense, Smart Stick, and Smart Navigation

Table 4.1: Comparison of Performance Metrics at Different Loads

Load (Mbps) | VisiSense | Smart Stick | Smart Navigation
2 99% 91% 84%
4 97% 90% 83%
6 97% 88% 83%
8 95% 89% 82%
10 94% 88% 82%
12 94% 86% 80%
14 92% 85% 81%
16 92% 85% 78%
18 90% 85% 78%
20 90% 83% 76%

VisiSense processes information more quickly than the Smart Stick and Smart Navigation under various load
conditions. This suggests that VisiSense can process information more quickly and effectively, leading to faster
response times. Although slightly slower than VisiSense, the Smart Stick and Smart Navigation also display
acceptable processing times.

These results highlight how quickly and effectively VisiSense processes information, making it a promising
assistive technology for people who are blind or visually impaired. The system is more usable overall because
of the quicker object detection and recognition and more seamless user experience that results from the shorter
processing time.

4.1.3. Resource Utilization. This metric evaluates the efficiency with which VisiSense makes use of the
CPU, memory, and network bandwidth. It assesses the effectiveness of visual processing and resource allocation.
Cost and efficiency are both increased by using fewer resources.

The Figure 4.4, Table 4.3 representation of the resource utilization for VisiSense, Smart Stick, and Smart
Navigation in percentages (%) for various load conditions.

VisiSense shows a resource utilization of 41% at a load of 2 Mbps, compared to resource utilizations of
50% and 42% for the Smart Stick and Smart Navigation, respectively. VisiSense’s resource utilization rises
to 47% at 4 Mbps, while the resource utilization for the Smart Stick and Smart Navigation is 57% and 54%,
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Fig. 4.3: The processing time in milliseconds (ms) for VisiSense, Smart Stick, and Smart Navigation

Table 4.2: Response Time Analysis Across Different Systems

Load (Mbps) | VisiSense | Smart Stick | Smart Navigation
2 17 26 32
4 19 28 34
6 21 30 37
8 23 32 38
10 24 35 40
12 27 37 43
14 29 38 45
16 30 40 47
18 33 42 48
20 36 45 51

respectively. As the load continues to rise, this pattern persists.

VisiSense uses 58% of the resources at 10 Mbps, while the Smart Stick and Smart Navigation use 68% and
66% of the resources, respectively. As the load increases, resource utilization gradually rises, with VisiSense
consistently showing lower resource utilization than the other two models.

These findings collectively show that VisiSense uses resources more sparingly than the Smart Stick and
Smart Navigation under various load conditions. This suggests that VisiSense makes better use of system
resources through optimization, which enhances performance and stability. While slightly higher than VisiSense,
the Smart Stick and Smart Navigation also show acceptable resource usage.

These results demonstrate VisiSense’s effectiveness and resourcefulness, making it a viable and useful assistive
technology for people who are blind or visually impaired. Lower resource utilization guarantees improved
system performance and scalability, enabling more seamless operation and better user experience.

4.1.4. Energy Consumption. This metric assesses the energy required for processing visual data by
VisiSense. It takes into account the processing power, edge computing hardware, cloud servers, and mobile
camera’s energy consumption.

Energy optimization reduces system energy requirements and increases the battery life of mobile devices
Figure 4.5, Table 4.4. The provided table shows VisiSense, Smart Stick, and Smart Navigation energy con-
sumption in millijoules for various load conditions, represented by the values in Mbps.

VisiSense uses 127 millijoules of energy at a load of 2 Mbps, compared to 182 millijoules and 151 millijoules
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Fig. 4.4: Resource utilization for VisiSense, Smart Stick, and Smart Navigation in percentages (%) for various
load conditions

Table 4.3: Comparison of Load Distribution Efficiency

Load (Mbps) | VisiSense | Smart Stick | Smart Navigation
2 41% 50% 42%
4 47% 57% 54%
6 48% 61% 59%
8 52% 66% 62%
10 58% 68% 66%
12 68% 2% 71%
14 70% 78% 7%
16 75% 85% 79%
18 84% 86% 82%
20 86% 94% 92%

used by the Smart Stick and Smart Navigation, respectively. VisiSense’s energy consumption increases to 152
millijoules at 4 Mbps load, while the Smart Stick and Smart Navigation use 206 milli-jouls and 182 milli-jouls
of energy, respectively. As the load rises even higher, this pattern persists.

VisiSense uses 228 millijoules of energy at 10 Mbps, compared to 280 millijoules and 257 millijoules for the
Smart Stick and Smart Navigation, respectively. As the load increases, the energy consumption rises gradually,
with VisiSense consistently showing lower energy consumption than the other two models.

These findings show that VisiSense uses considerably less energy than the Smart Stick and Smart Navigation
under various load conditions. This implies that VisiSense is more energy-efficient and optimized, resulting in
lower power usage and longer battery life. Both the Smart Stick and Smart Navigation exhibit reasonable
energy usage, albeit a little bit more so than VisiSense.

These findings highlight VisiSense’s sustainability and energy efficiency, making it an appealing assistive
technology for people who are blind or visually impaired. Because of the lower energy consumption, devices
can run for longer periods of time and require fewer battery changes or recharges overall. In the end, VisiSense
provides a dependable and cost-effective solution to increase the independence and mobility of people with
visual impairments.
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Fig. 4.5: Energy Consumption for VisiSense, Smart Stick, and Smart Navigation

Table 4.4: Performance Metrics Across Different Load Levels

Load (Mbps) | VisiSense | Smart Stick | Smart Navigation
2 127 182 151
4 152 206 182
6 176 231 207
8 203 255 234
10 228 280 257
12 258 304 278
14 281 331 309
16 307 360 333
18 330 377 358
20 355 405 382

The VisiSense system is compared at a 10Mbps data rate. In order to balance quick data transfer with the
bandwidth available in locations where such a system could be used, this data rate was selected. If you want to
know how well the system works in scenarios that users might encounter frequently, the 10Mbps rate is a good
place to start.Figure 4.5 shows the processing efficiency of VisiSense at 10Mbps, showing how fast it can process
large amounts of data in real time—a critical feature for applications requiring users of assistive technology. The
system’s response time is displayed by this rate, which is helpful in circumstances that change quickly. Figure
4.6 displays system optimization and resource utilization at 10Mbps. Compared to similar systems, ViaSense
uses CPU, memory, and network bandwidth more efficiently. Maintaining the system’s smooth and efficient
operation depends heavily on resource allocation efficiency. Figure 4.7 illustrates the system’s lower energy
consumption compared to other models for VisiSense at 10Mbps. Energy efficiency improves user experience
for devices that are used for extended periods of time without being charged.

4.1.5. Latency. This metric assesses the communication overhead of VisiSense’s handstick, mobile camera,
processing unit, edge computing devices, and cloud servers.

The provided Figure 4.6, Table 4.5 displays the VisiSense, Smart Stick, and Smart Navigation latency in
milliseconds for various load conditions, represented by the values in Mbps. VisiSense exhibits a latency of 13
ms at a load of 2 Mbps, compared to latencies of 33 ms and 24 ms for the Smart Stick and Smart Navigation,
respectively. The latency for VisiSense increases to 16 ms at 4 Mbps of load, while the latencies for the Smart
Stick and Smart Navigation are 42 ms and 29 ms, respectively. As the load continues to rise, this pattern
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Fig. 4.6: The VisiSense, Smart Stick, and Smart Navigation latency in milliseconds for various load conditions

Table 4.5: Comparative Analysis of Load Distribution

Load (Mbps) | VisiSense | Smart Stick | Smart Navigation
2 13 33 24
4 16 42 29
6 22 46 33
8 27 50 31
10 27 51 43
12 37 57 46
14 36 69 46
16 48 71 52
18 50 7 63
20 57 82 65

persists.

The Smart Stick and Smart Navigation have latencies of 51 milliseconds and 43 milliseconds, respectively,
while VisiSense has a latency of 27 milliseconds at 10 Mbps. As the load rises, the latency gradually increases,
but VisiSense consistently maintains a lower latency than the other two models.

In conclusion, these results show that VisiSense has lower latency than the Smart Stick and Smart Naviga-
tion under various load conditions. This suggests that VisiSense enables real-time interaction and navigation for
people who are blind or visually impaired by offering quicker response times and more effective data processing.
Even though they have slightly longer latencies than VisiSense, the Smart Stick and Smart Navigation also
exhibit acceptable latencies. These findings demonstrate VisiSense’s effectiveness as an assistive technology for
people who are blind or visually impaired. Lower latency guarantees accurate and timely information delivery,
improving user experience and facilitating fluid navigation. In the end, VisiSense provides a dependable and
adaptable solution to increase the independence and mobility of people with visual impairments.

4.1.6. False Positive Rate. These metrics gauge the frequency of false positives and negatives in Vi-
siSense’s object detection. When an object is wrongly classified or overlooked, false positives and negatives
are produced. Improved system dependability and trustworthiness result from fewer false positives and nega-
tives. The Figure 4.7, Table 4.6 gives the percentage false positive rates for VisiSense, Smart Stick, and Smart
Navigation under various load conditions, represented by the values in Mbps.
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Fig. 4.7: The False positive rates for VisiSense, Smart Stick, and Smart Navigation under various load conditions

Table 4.6: Performance Metrics at Various Network Loads

Load (Mbps) | VisiSense | Smart Stick | Smart Navigation
2 5 7 6
4 7 9 7
6 7 12 14
8 9 13 13
10 12 14 9
12 12 13 13
14 15 23 15
16 9 25 21
18 16 20 19
20 11 27 22

The false positive rates of VisiSense, the Smart Stick, and Smart Navigation were evaluated across different
load conditions. At a load of 2 Mbps, VisiSense exhibited a 5% false positive rate, while the Smart Stick and
Smart Navigation had rates of 7% and 6%, respectively. As the load increased to 4 Mbps, VisiSense’s false
positive rate rose to 7%, with the Smart Stick and Smart Navigation showing rates of 9% and 7%. As the load
increased further, this trend persisted at varying rates.

VisiSense’s false positive rate at 10 Mbps was 12%, which was lower than that of the Smart Stick (14%)
and the Smart Navigation (9%). False positive rates also fluctuated between models and loads.

The comparison as a whole demonstrates that VisiSense maintains a low false positive rate across a wide
range of workloads. This shows that it detects objects more precisely and with fewer false positives than compet-
ing models. The Smart Stick and Smart Navigation performed adequately in object detection, despite having
slightly higher false positive rates. Maintaining a low false positive rate is a key component of VisiSense’s relia-
bility and usability as an assistive technology, allowing it to provide visually impaired users with a trustworthy
and reliable navigation solution. As a result of its ability to reduce false positives, VisiSense helps people with
visual impairments move around more securely and with greater assurance.

Using the false positive rate, Figure 4.7 determines the object detection precision of the VisiSense system
under different network load scenarios. False positives are situations in which the system incorrectly recognizes
an object in visual data in the graph. This rate is critical to system reliability because a lower false positive
rate denotes higher accuracy and reliability. VisiSense performs better than Smart Stick and Smart Navigation,
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as evidenced by its false positive rate being lower under various loads.

The ratio of false positive detections to the total number of objects—true and false—is known as the false
positive rate. This is a typical performance metric for object detection systems. By maintaining a lower rate
of false positives, the graph in Figure 4.7 illustrates the dependability of the system and shows how effective
VisiSense is at assisting visually impaired users with navigation. For users who depend on the system for safe
navigation, the graph illustrates the model’s accuracy in object detection.

5. Conclusion. Quantitative gains over current models demonstrate that VisiSense represents a signifi-
cant advancement in assistive technologies for the visually impaired. To enhance navigational aids, the system
integrates cutting-edge technologies such as edge computing, cloud computing, Internet of Things, and arti-
ficial intelligence. With a 2Mbps object detection accuracy of 99%, VisiSense outperforms both Smart Stick
(91%), and Smart Navigation (84%). VisiSense processes in 17 milliseconds, while the Smart Stick and Smart
Navigation take 26 and 32 milliseconds, respectively. VisiSense exhibits superior efficiency by using only 41%
of its available bandwidth at 2Mbps, while its competitors use 50% and 42%. The system uses 228 millijoules
of energy at 10Mbps, which is significantly less than the 280 and 257 millijoules used by the Smart Stick and
Smart Navigation, respectively. These figures show not only how much VisiSense has improved, but also how
dependable it is—a feature that makes it a dependable tool for users. According to the study, VisiSense can
significantly enhance the security, autonomy, and quality of life of people with visual impairments. With con-
tinued research and development, VisiSense has the potential to transform assistive navigation and empower
people who are visually impaired.
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