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A DISTRIBUTED SYSTEM FAULT DIAGNOSIS SYSTEM BASED ON MACHINE
LEARNING

YIXIAO WANG∗

Abstract. Now days distributed system becomes the mainstream system of information storage and processing. Compared
with traditional systems, distributed systems are larger and more complex.However, the average probability of failure is higher and
the difficulty, complexity of operation and maintenance are greatly increased. Therefore, it is necessary to use efficient methods to
diagnose the system. Our aim is to use the trained model to diagnose the fault data of the distributed system, so we can obtain as
high diagnostic accuracy as possible, and create a web side for users to use. The technique we proposed uses the integrated learning
approach of Stacking to model the superposition of the raw data. To realize this, we trained with a dataset of 10,000 pieces of
data and assessed accuracy every once in a while. Our best training results are about 80.69% accurate and can be used on the
web side. By training data sets and analyzing distributed system faults with Stacking technology, a model with a test accuracy of
80.69% was obtained. Through this model and the web platform we built, the fault of distributed system can be diagnosed, and
the diagnosis results are better than other models.

Key words: distributed system; Machine learning; Stacking algorithm; Fault diagnosis; Forecast; Deep learning

1. Introduction. Compared with traditional centralized systems, distributed systems have become more
and more widely used to deal with large-scale complex data and support various cloud computing platforms
[1, 2]. Distributed system is a combination of independent computers, which communicate with each other
through the network, share resources, and cooperate with each other to achieve distributed processing [3, 4].

As the distributed system being more widely applied in people’s production and life, the problems of
distributed system such as large scale, high probability of failure, and difficult to find and diagnose are gradually
exposed [5, 6]. Therefore, the key issue is to use technical means to analyze the fault data of the distributed
system, design the fault diagnosis model, efficiently analyze and identify the fault categories, then realize the
intelligent fault operation and maintenance of the distributed system, quickly recover the fault, greatly reduce
the difficulty of the operation and maintenance of the distributed system, and reduce the consumption of human
resources [7, 8].

When a node in a distributed system fails, it propagates along the topology, causing the related indicators
of adjacent nodes of the distributed system node to fluctuate and a large number of log exceptions. Through
these large amounts of fault feature data and label data, these log anomalies can be trained by machine learning,
deep learning and other technologies.

The Stacking method that we use consists of two phases: the basic model training phase and the meta
model training phase. In the basic model training phase, each basic model is trained using training data. Then,
each basic model will predict the verification data and get the predicted result. In the meta model training
phase, the predictions of all the underlying models are combined and input into the meta model as new features.
This method can deal well with the complex and huge data set in the distributed system fault log, and get
more accurate model results.

2. Model Analysis. Stacking is an integrated learning method that uses models to model the superposi-
tion of raw data. It first learns the raw data through the base learner, the base learner outputs the raw data,
and then the outputs of these models are stacked in columns to form new data in the dimensions of (m, p) (m,
p) (m, p) (m, p) (m, p) (m, P), and then hand over the new sample data to the second-layer model for fitting.

Figure 2.1 here shows the principle and execution of the Stacking method.
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2.1. Data Set Introduction 

There are 107 features and labels in this dataset, and there 
are 6 categories in the labels, which are 0, 1, 2, 3, 4 and 5 
respectively. There are 10001 samples in the dataset, but 
3704 lines of duplicate data are analyzed and deleted. It 
can be seen that statistics such as mean value, standard 
deviation, minimum value and maximum value of data 
vary greatly among different features. 

The correlation coefficients in this dataset range 
from -1 to 1, where -1 means completely negative 
correlation, 1 means completely positive correlation, and 
0 means no correlation. By analyzing the correlation 
coefficient matrix, the project can make the following 
observations: 

1. The correlation between the target variable "label" 
and other features is weak, and the correlation coefficient 
between most features and the target variable is close to 
zero. 

2. In terms of the correlation between features, there 
are strong positive correlations between some features. 
For example, the correlation coefficient between feature0 
and feature5 is 0.195971, and the correlation coefficient 
between feature3 and feature5 is 0.216278. 

3. Similarly, there is a strong negative correlation 
between certain features. For example, the correlation 
coefficient between feature1 and feature4 is -0.079628, 
and the correlation coefficient between feature1 and 
feature5 is 0.021696. 

In this dataset, the correlation coefficient between 
features and labels is screened, but the correlation 
between most features relatives weakly, with only 3 
features higher than 0.2, 7 features higher than 0.1, and 
101 features higher than 0.008. After testing, it is 
unrealistic to select features according to the correlation 
coefficient. So we need to find another way. 

Figure 2 shows the data distribution analysis diagram 
of this dataset. 

And Figure 3 here reflects the correlation between 
features. 

 
Figure 2. Data distribution analysis diagram 
 
 

 
Figure 3. Correlation Coefficient Heat Map 

Fig. 2.1: Schematic diagram of Stacking methods.

2.1. Data Set Introduction. There are 107 features and labels in this dataset, and there are 6 categories
in the labels, which are 0, 1, 2, 3, 4 and 5 respectively. There are 10001 samples in the dataset, but 3704 lines of
duplicate data are analyzed and deleted. It can be seen that statistics such as mean value, standard deviation,
minimum value and maximum value of data vary greatly among different features.

The correlation coefficients in this dataset range from -1 to 1, where -1 means completely negative cor-
relation, 1 means completely positive correlation, and 0 means no correlation. By analyzing the correlation
coefficient matrix, the project can make the following observations:

1. The correlation between the target variable ”label” and other features is weak, and the correlation
coefficient between most features and the target variable is close to zero.

2. In terms of the correlation between features, there are strong positive correlations between some features.
For example, the correlation coefficient between feature0 and feature5 is 0.195971, and the correlation coefficient
between feature3 and feature5 is 0.216278.

3. Similarly, there is a strong negative correlation between certain features. For example, the correlation
coefficient between feature1 and feature4 is -0.079628, and the correlation coefficient between feature1 and
feature5 is 0.021696.

In this dataset, the correlation coefficient between features and labels is screened, but the correlation
between most features relatives weakly, with only 3 features higher than 0.2, 7 features higher than 0.1, and
101 features higher than 0.008. After testing, it is unrealistic to select features according to the correlation
coefficient. So we need to find another way.

Figure 2.2 shows the data distribution analysis diagram of this dataset.
And Figure 3 here reflects the correlation between features.
A variance of 0 means that all the data are equal. In machine learning, features with zero variance do not

contribute anything to the model because they provide no information. Using the zero-variance feature only
adds complexity to the model without increasing its predictive power. In this data set, ’feature57’, ’feature77’,
and ’feature100 ’have variance of 0. Therefore, they need to be deleted.

2.2. Basic Model And Metamodel. In this project, multiple classifiers are used for model fusion,
among which the three basic classifiers are CatBoost, random forest and support vector machine, and the
meta-classifiers are logistic regression. These classifiers are grouped together and the stacking method is used
for model fusion.
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Figure 3. Correlation Coefficient Heat Map 

Fig. 2.2: Data distribution analysis diagram.

Here are brief introductions to the base learner and metamodel:
1.CatBoost is a gradient lifting decision tree algorithm developed by Yandex. It is an ensemble learning

algorithm capable of handling classification and regression problems. CatBoost builds the model by iteratively
training the decision tree, with each iteration reducing the prediction error from the previous iteration. CatBoost
has many advantages, for example: (1) Robustness: CatBoost can handle different types of data, including
numeric, categorical, and textual data. It can also handle missing values and outliers; (2) Efficiency: CatBoost
uses a number of optimization techniques to accelerate model training and prediction, including symmetric
trees, semi-sorting and fast histogram algorithms; (3) Accuracy: CatBoost uses techniques such as order lifting
and category feature combination to improve the accuracy of the model;(4) Easy to use: CatBoost provides
rich API and documentations that supports multiple programming languages and platforms. It also provides a
number of pre-processing tools and visualization tools for ease of use. This project uses the CatBoostClassifier
class to create a CatBoost classifier that uses Gpus for training and multi-classification evaluation metrics with
200 iterations, a learning rate of 0.09, and an early stop technique to prevent overfitting.

2. Random forest is an integrated learning algorithm based on decision trees, which can deal with classi-
fication and regression problems. Random forest builds models by constructing multiple decision trees, each
of which will predict data, and the final prediction result will be decided by voting of the prediction results of
all decision trees. Random forest has many advantages, including: (1) robustness: Random forest can handle
different types of data, including numerical and categorical data, it can also handle missing values and outliers;
(2) Accuracy: Random Forest improves the accuracy of the model by constructing multiple decision trees, and
it also uses techniques such as self-help method and feature sampling to reduce overfitting and underfitting
problems; (3) Interpretability: Random forests can provide importance scores to help users understand the
contribution of each feature to the predicted outcome. This project uses the RandomForestClassifier class in
the scikit-learn library to create a random forest classifier. The classifier is trained using default parameters.
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Fig. 2.3: Correlation Coefficient Heat Map.

3. Support Vector Machine (SVM) is a supervised learning algorithm that can handle classification and
regression problems. SVM maximizes the space between different classes by finding a hyperplane to separate
them. Support vector machines can also use kernel functions to map data into high-dimensional Spaces to
solve nonlinear classification problems. This project uses the SVC class from the scikit-learn library to create
a support vector machine classifier. This classifier uses radial basis kernel functions and turns on probability
estimation.

4. Logistic regression is a generalized linear model that can handle binary classification problems. In the
code of this project, the logistic regression model is used as a meta-classifier to combine the predictions of the
underlying classifier.

5. The Stacking method is an integrated learning method that combines the prediction results of multiple
basic models to improve the accuracy of the model. The Stacking method consists of two phases: the basic
model training phase and the metmodel training phase: In the basic model training phase, each basic model is
trained by using training data. Then, each basic model will predict the verification data and get the predicted
result. In the metamodel training phase, the predictions of all the underlying models are combined and input
into the metamodel as new features. The metamodel is trained using these new features and the real labels of
the validation data, and finally, the metamodel makes predictions on the test data to get the final predictions.
In this project, CatBoost classifiers, random forest classifiers, and support vector machine classifiers are used
as the base classifiers, and logistic regression models are used as meta-classifiers. These classifiers are grouped
together and the model fusion is performed using the stacking method.

2.3. Analysis of Stacking Model. First, feature x and label y are put into the three models, and then
each model is learned separately. The value of x is then predicted, sometimes given the proba probability, where
we use the predicted value and then overlay the output values of the three models to form a new sample data.
The new sample data is then used as label x, the label of the new data is still the label y of the original data,
and the x and y of the new data are passed to the second layer model for fitting, which is used to fuse the
results of the previous round of three models.

However, this model often overfits, so the above method is improved by using K-fold cross-validation
method. The difference is that each model in the figure is trained on all the data and then outputs y to form
new data. K-fold cross-validation is used to train only K-1 folds at a time, and then the remaining predicted
value of 1 fold is used as new data.

K-fold cross-validation is used to divide the data into 4 folds to form 4 sets of data sets, with yellow



A Distributed System Fault Diagnosis System based on Machine Learning 1121

representing the training set and green representing the verification set. Then, each set of training sets is
given to the model for training, and the verification set is predicted to obtain the output of the corresponding
verification set. Since the data is divided into 4 groups by 4 times of cross-validation, there will be 4 verification
sets. The predictions for each model are then stacked on their own validation set, row by row, to get the predicted
values for the full sample data. Each model takes the predicted values in this way and then merges them into
the columns.

In this project, for a single model, class 0 and Class 1 are easily confused, and the classification effect is
not significant, or the classification effect of class 4 is not good, such as catboost in class 4 classification effect
is good, but class 0 and class 1 classifications are not good, support vector machine in class 0 classification
effect is good, but in class 4 classification is not ideal. Therefore, the fusion method of stacking models is
used to integrate three basic learning tools, catboost, random forest, and support vector machine, to play their
respective advantages and improve the overall accuracy.

3. Web Design. The system is divided into web side and server side, using their interaction to complete
the data collection, processing and result return. The web side can obtain the file data from the user and
transfer the file to the server side. The server receives the file, performs various operations, then returns the
result.

3.1. Front Design. The front-end part mainly uses html, css, JavaScript design and jQuery to improve
efficiency, and the design results can be stably displayed on the web.

We have carried on the function analysis and determined the various front-end interfaces required for
this function.It can be divided into login interface, function realization interface and information introduction
interface.

Among them, the login interface is divided into registration and login two functions, and use the button
to switch. The registration function requires the user to enter the user name, password and other information,
the web page can determine whether the format of the user input is correct and prompt, when the user input
correctly and confirm the registration, the data is passed into the background and stored in the database. Login
function requires the user to enter the corresponding user name and password, the web page can determine
whether the input format is correct and prompt, and then the pair of user name and password into the back-
end to determine whether the corresponding. If the username and password are correct, the user can enter the
function implementation interface.

The functional implementation interface is divided into two parts: training data and test samples. Training
data allows users to upload a.CSV format file, and then the file will be sent to the background for training,
and directly download the model file after successful training. The Test sample section allows the user to select
a.joblib format model file and a.csv file for testing, click Start Training, and then use the model to train the
dataset in the background. After the training, click the test result preview button to jump to the result preview
interface to view the training results.

The information introduction interface includes the distributed system introduction interface, and the
Personal information interface. Distributed Systems Introduction interface provides basic information about
distributed systems and their diagnostics. The Personal Information interface stores information of the user
who has logged in and allows the user to modify his or her information.

3.2. Back Design. The back-end part uses the mainstream python framework django, which has been
popular for a long time. It has many functions, for example, the system is complete, which can help complete
the design quickly and development of web pages.

First, using django, you can generate the files directly from the command line by using the startproject to
create the main project and startapp to create the user application.

In the second step, you need to do this in settings.py in the main project. First add the application and
middleware that will be used, then set the database interface to mysql and select the user and password to
log in to mysql and the database to be used. In this case, select a new user database as the database of the
web application. Then set the static file path so that you can better call css, js, and image ICONS from the
templates html file. Finally, a compress application interface is set up to better check the effect of css and js
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tables directly in the user database, which also makes it 
easy to access the database in the subsequent view 
functions. 
 
The fifth step is to define the function used in views.py, 
the view function. First, form is declared to process the 
user information input by the front end. Other 
information, such as the file information uploaded by the 
user, can be obtained through request. The view function 
is mainly written in the login function and the main 
interface of the index function. The login function will 
compare the user's information with that of the user in the 
database in the registration section, so that the registration 
can be carried out without having repeated user name and 
email address. The registered user information will also 
be stored in the database, and the user name or email 
address entered by the user can be queried in the login 
section. Compare the password stored in the database with 
the password entered by the user. If the password is the 
same, the user can log in successfully and go to the main 
page. In the index function, the training part and the test 
part are mainly processed. In the training part, the file 
selected by the user is obtained and the my_train function 
is called for training, and the training model file is 
downloaded at last. In the test part, the test machine file 
and model file selected by the front-end user are obtained 
and the test function is called for testing. Finally return to 
download the test result file. 
 
4. Results and Discussion 
This project studied how to use machine learning to 
diagnose faults in distributed systems. We used 
appropriate Stacking algorithms, trained sample fault logs, 
and improved them constantly to obtain a relatively 
accurate result model with an accuracy rate of more than 
80% on the verification set. 

The result analysis of the validation set and its 
accuracy rate are shown in Figure 4. 
 

Figure 4. Result Model 

Also, the system can run on the web platform, allow users 
to upload training data and train online, and download the 
obtained model after completion.It also allows single or 

batch upload of test samples, and the results can be 
visualized and downloaded. 
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changes in development, so that every change in css and js can be displayed instead of using the system cache
content.

The third step is to call the urls in the user file in the urls.py setting of the main file, and set the urls to
be used in the user file and the function and name that it calls in views.py.

The fourth step is to declare the properties of the user in the models.py and apps.py files of the user file,
and use migrate to allow the system to create the corresponding tables directly in the user database, which
also makes it easy to access the database in the subsequent view functions.

The fifth step is to define the function used in views.py, the view function. First, form is declared to process
the user information input by the front end. Other information, such as the file information uploaded by the
user, can be obtained through request. The view function is mainly written in the login function and the main
interface of the index function. The login function will compare the user’s information with that of the user
in the database in the registration section, so that the registration can be carried out without having repeated
user name and email address. The registered user information will also be stored in the database, and the user
name or email address entered by the user can be queried in the login section. Compare the password stored in
the database with the password entered by the user. If the password is the same, the user can log in successfully
and go to the main page. In the index function, the training part and the test part are mainly processed. In
the training part, the file selected by the user is obtained and the my_train function is called for training, and
the training model file is downloaded at last. In the test part, the test machine file and model file selected by
the front-end user are obtained and the test function is called for testing. Finally return to download the test
result file.

4. Results and Discussion. This project studied how to use machine learning to diagnose faults in
distributed systems. We used appropriate Stacking algorithms, trained sample fault logs, and improved them
constantly to obtain a relatively accurate result model with an accuracy rate of more than 80% on the verification
set.

The result analysis of the validation set and its accuracy rate are shown in Figure 4.1.
Also, the system can run on the web platform, allow users to upload training data and train online, and

download the obtained model after completion.It also allows single or batch upload of test samples, and the
results can be visualized and downloaded.
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