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RESEARCH ON HIGH-PERFORMANCE COMPUTING NETWORK SEARCH SYSTEM
BASED ON COMPUTER BIG DATA

XIAOGANG CHEN 1∗AND DONGMEI LIU 2†

Abstract. An efficient computing system for massively parallel systems is established. The stochastic Petri net abstracts
and models the high-performance computer work scheduling system. The IB switch is modeled. Stochastic Petri nets are used
for performance analysis. Finally, the proposed method is combined with InfiniBand interconnection architecture to evaluate the
system’s delay. The experimental results prove the feasibility of this algorithm.
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1. Introduction. The degree of digitalization in various industries is increasing, and the depth and
breadth of its applications are gradually increasing. In scheme design, system simulation verification and
optimization, digital design and analysis tools are widely used in engineering development. However, majors
such as structure, strength and fluid are more likely to use digital simulation methods to solve various technical
problems. The increasing size of analytical models, the increasing accuracy of calculations, and the increasing
number of multidisciplinary iterations led to an explosive increase in the demand for computing power. High-
performance computing systems delivering supercomputing power are already an essential digital foundation. It
is already a significant indicator of Chinese overall competitiveness. It can effectively support and drive the re-
search and development of China’s primary science and technology projects and thus promote the development
of science and technology. Because there is no interconnection among different HPC clusters, many computing
tasks are challenging to execute in the clusters. As a result, the system’s management complexity and resource
efficiency are not well utilized. Using multiple HPC clusters to build a platform with logical consistency and
fully use computing resources is a problem that needs to be solved.

Literature [1] reviews the research progress of high-performance computing at home and abroad. The
research results of the high-performance computing ecosystem built by the Chinese Academy of Sciences are
introduced. This lays a foundation for the research of high-performance computing in China. Literature [2]
illustrates the challenges and problems faced in building HPC portals and the technical paths taken. Especially
for aviation and other industries, the construction of high-performance computing has essential reference value.
[3] Building efficient computing architecture. Literature [4] presents new challenges and development direc-
tions for high-performance computing in cloud environments. They research performance evaluation of high-
performance computers. At present, the commonly used evaluation techniques include measurement method,
reference method, simulation method, model evaluation method and so on. This paper presents a new perfor-
mance evaluation method. This method has significant application value in performance prediction, capacity
planning and hardware and software procurement. This project will start by constructing a random Petri net
(GSPN) and conducting fine processing. This results in a higher-level random network. Then, the relevant
performance evaluation is carried out.

2. System design ideas. This paper makes a detailed analysis of the distribution of multiple high-
performance computer clusters in each laboratory. For example, each cluster uses existing scheduling software
and storage systems and adopts a hierarchical scheduling mode [5]. Single-layer scheduling in the same room
reconstructs a complete high-performance computing platform. Each cluster location is maintained at the same
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construction:  

(1) Unified entrance: Users can use efficient computing resources through the 
unified entrance. 

(2) Unified user: log in to the website with a unified ID and perform efficient 
calculations. 

(3) Integrated scheduling: Effective integration and allocation of high-
performance computing tasks through a unified scheduling system. In this way, high-
performance computing resources can be fully utilized. 

(4) Integrated storage: comprehensive integration of scattered storage on each 
entity. This ensures maximum utilization of storage resources. 

(5) Integrated monitoring: Through the comprehensive monitoring and statistics 
of the operation and utilization of high-performance computing tasks, resource 
utilization, license, etc., the reasonable allocation of computing resources is realized. 
This improves the efficiency of operation management. 

3. Technical architecture. 3.1 Basic Principles. (1) High scalability: it can 
access multiple high-performance computers simultaneously. 

(2) High security: The information security in the system can be reliably 
transmitted and saved after the cluster is networked. 

(3) High ease of use: it can quickly and effectively use high-efficiency computing 
resources. 

3.2 System Architecture. Construct an efficient computing system based on a 
distributed system and integrate and share it. The management center mainly 
manages user access, user management, unified work arrangement and platform 
monitoring [6]. Figure 3.1 shows the HPC platform architecture (image referenced 
in High availability and disaster recovery). 

 

Fig.3.1. A shared architecture diagram for multiple clusters. 

The high-performance computing platform consists of several functional 
modules: 

(1) Access portal: Users and administrators can access, use and manage high-
performance computers through this portal. 

(2) User management: Authentication of user credentials by integrating with the 
existing certificate issuance and verification system. Through the integration with 
the central database to achieve the collection of enterprise-related information [7]. 

Fig. 3.1: A shared architecture diagram for multiple clusters.

level, considering existing conditions, compute and storage capabilities, and scalability. The following ideas are
adopted for construction:
(1) Unified entrance: Users can use efficient computing resources through the unified entrance.
(2) Unified user: log in to the website with a unified ID and perform efficient calculations.
(3) Integrated scheduling: Effective integration and allocation of high-performance computing tasks through a

unified scheduling system. In this way, high-performance computing resources can be fully utilized.
(4) Integrated storage: comprehensive integration of scattered storage on each entity. This ensures maximum

utilization of storage resources.
(5) Integrated monitoring: Through the comprehensive monitoring and statistics of the operation and utiliza-

tion of high-performance computing tasks, resource utilization, license, etc., the reasonable allocation
of computing resources is realized. This improves the efficiency of operation management.

3. Technical architecture.

3.1. Basic Principles.
(1) High scalability: it can access multiple high-performance computers simultaneously.
(2) High security: The information security in the system can be reliably transmitted and saved after the

cluster is networked.
(3) High ease of use: it can quickly and effectively use high-efficiency computing resources.

3.2. System Architecture. Construct an efficient computing system based on a distributed system and
integrate and share it. The management center mainly manages user access, user management, unified work
arrangement and platform monitoring [6]. Figure 3.1 shows the HPC platform architecture (image referenced
in High availability and disaster recovery).

The high-performance computing platform consists of several functional modules:
(1) Access portal: Users and administrators can access, use and manage high-performance computers through

this portal.
(2) User management: Authentication of user credentials by integrating with the existing certificate issuance

and verification system. Through the integration with the central database to achieve the collection of
enterprise-related information [7]. The active table of the College Network Administration Center is
used to authenticate operating system users.

(3) Task allocation: Each computing center builds efficient task clusters to complete task allocation. In a
distributed environment, the computing tasks of each node are transmitted in real-time [8]. The
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The active table of the College Network Administration Center is used to authenticate 
operating system users. 

(3) Task allocation: Each computing center builds efficient task clusters to 
complete task allocation. In a distributed environment, the computing tasks of each 
node are transmitted in real-time [8]. The computing resources of other nodes are 
used to compute, and the corresponding input and output results are forwarded in 
real-time. 

(4) File system: Use a unified file system to save all kinds of intermediate data 
and calculation results generated by each operation center during the operation 
process. 

(5) Resource monitoring: various machine-generated information is collected by 
each computing center. The dispatching center comprehensively processes the 
operation center, and the overall statistics, analysis and charges are carried out. 

3.3 Portal Design. The access portal is configured in the management center of 
the system to realize the efficient utilization of each system. Access portals are 
configured in clusters [9]. This can balance the network load and ensure the system's 
high availability. The implementation of the system includes task management, data 
management, graphic interaction, compilation and debugging, third-party system 
integration, web page customization and so on. Through the portal, administrators 
can manage clusters, tasks, users, permissions, projects, etc. This portal allows Users 
to submit, monitor, and manage work and data. This system is based on B/S 
architecture. Access the entry using a browser. 

3.4 Multi-User Cluster Management and Scheduling. 3.4.1 User and 
License Management. The recognition and control of users are realized through 
system control. The authentication of user credentials is realized by integrating with 
the existing authentication system [10]. Through the integration with the central 
database to achieve the collection of enterprise-related information. The paper uses 
LDAP technology to authenticate computing resources. Figure 3.2 shows a schematic 
of user management (image cited in Wireless Communications and Mobile 
Computing, 2022, 2022.). 

 
Fig.3.2. User management diagram. 

Through the hierarchical authorization method, the unified management of all 
kinds of users is realized, while the computer system administrator can only manage 
the corresponding permissions of users. 

Fig. 3.2: User management diagram.

computing resources of other nodes are used to compute, and the corresponding input and output
results are forwarded in real-time.

(4) File system: Use a unified file system to save all kinds of intermediate data and calculation results generated
by each operation center during the operation process.

(5) Resource monitoring: various machine-generated information is collected by each computing center. The
dispatching center comprehensively processes the operation center, and the overall statistics, analysis
and charges are carried out.

3.3. Portal Design. The access portal is configured in the management center of the system to realize the
efficient utilization of each system. Access portals are configured in clusters [9]. This can balance the network
load and ensure the system’s high availability. The implementation of the system includes task management,
data management, graphic interaction, compilation and debugging, third-party system integration, web page
customization and so on. Through the portal, administrators can manage clusters, tasks, users, permissions,
projects, etc. This portal allows Users to submit, monitor, and manage work and data. This system is based
on B/S architecture. Access the entry using a browser.

3.4. Multi-User Cluster Management and Scheduling.

3.4.1. User and License Management. The recognition and control of users are realized through
system control. The authentication of user credentials is realized by integrating with the existing authentication
system [10]. Through the integration with the central database to achieve the collection of enterprise-related
information. The paper uses LDAP technology to authenticate computing resources. Figure 3.2 shows a
schematic of user management (image cited in Wireless Communications and Mobile Computing, 2022, 2022.).

Through the hierarchical authorization method, the unified management of all kinds of users is realized,
while the computer system administrator can only manage the corresponding permissions of users.

3.4.2. Job Scheduling and Software Management. The administrative center is responsible for co-
ordinating and arranging the work. The manager can set an upper limit for CPU time, memory size, runtime,
etc., required to perform the task. It can adjust the priority of tasks and perform operations such as pause and
resume. You can configure the task schedule according to the following scheduling strategy:
(1) First come, then calculate: the calculation task distribution method is ”first come, then calculate.” By its
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3.4.2 Job Scheduling and Software Management. The administrative 
center is responsible for coordinating and arranging the work. The manager can set 
an upper limit for CPU time, memory size, runtime, etc., required to perform the 
task. It can adjust the priority of tasks and perform operations such as pause and 
resume. You can configure the task schedule according to the following scheduling 
strategy: 

(1) First come, then calculate: the calculation task distribution method is "first 
come, then calculate." By its order in the queue to determine. Users or managers can 
change the order of issuance by modifying the priority of computation work. 

(2) Fairness: Distribute different data to different user groups for different 
needs. This enables fair access to different types of data streams. The fair sharing 
mechanism can ensure the fair and reasonable use of the system by distributing the 
resources allocated to each person or a particular group. If the workload is 
insufficient, other human computing tasks can use the extra resources for other 
people's computing [11]. This makes full use of the system. If a user submits more 
computing tasks, its computing tasks will be completed with higher priority. A 
method based on fair sharing is proposed. In this way, a reasonable allocation is 
made to specific users. 

(3) Limited time constraint: Resource restriction Scheduling policies can restrict 
the use of resources. When the number of resources occupied by a computing task 
exceeds the specified number, it is labeled, or its priority is reduced. The queue 
parameter is set to limit the resources available for the computation job. Resource 
constraints determine the number of resources that an arithmetic task can use. 

(4) Preemptive scheduling: This method allows high-priority tasks to occupy a 
smaller space and be executed immediately under tight conditions. When two 
arithmetic tasks compete for the same arithmetic resources, the arithmetic task in 
execution is suspended. Currently, the scheduling of work parts is mainly based on 
the combination of first access calculation and limited resource constraints. By 
default, the first commit computation task has a higher priority and terminates the 
configuration of the user's resources if the user reaches a limit. In this way, the 
dynamic adjustment of the emergency operation task is realized. The simulation 
analysis software is uniformly installed and configured (Figure 3.3). 

 

Fig.3.3. Installation diagram of multi-node simulation computing software. 

Integrate access points and task plans. Use a variety of simulation analysis 
software to complete user tasks. 

3.4.3 multi-computing center planning and monitoring. The schedule 
for the cross-cluster is shown in Figure 3.4. (1) Computing network connection: the 
existing computing network is divided into a management network, computing 
network and monitoring network. The network management system implements 
cluster management. The computing network realizes the interconnection of each 

Fig. 3.3: Installation diagram of multi-node simulation computing software.

order in the queue to determine. Users or managers can change the order of issuance by modifying the
priority of computation work.

(2) Fairness: Distribute different data to different user groups for different needs. This enables fair access to
different types of data streams. The fair sharing mechanism can ensure the fair and reasonable use of
the system by distributing the resources allocated to each person or a particular group. If the workload
is insufficient, other human computing tasks can use the extra resources for other people’s computing
[11]. This makes full use of the system. If a user submits more computing tasks, its computing tasks
will be completed with higher priority. A method based on fair sharing is proposed. In this way, a
reasonable allocation is made to specific users.

(3) Limited time constraint: Resource restriction Scheduling policies can restrict the use of resources. When
the number of resources occupied by a computing task exceeds the specified number, it is labeled, or
its priority is reduced. The queue parameter is set to limit the resources available for the computation
job. Resource constraints determine the number of resources that an arithmetic task can use.

(4) Preemptive scheduling: This method allows high-priority tasks to occupy a smaller space and be executed
immediately under tight conditions. When two arithmetic tasks compete for the same arithmetic
resources, the arithmetic task in execution is suspended. Currently, the scheduling of work parts is
mainly based on the combination of first access calculation and limited resource constraints. By default,
the first commit computation task has a higher priority and terminates the configuration of the user’s
resources if the user reaches a limit. In this way, the dynamic adjustment of the emergency operation
task is realized. The simulation analysis software is uniformly installed and configured (Figure 3.3).

Integrate access points and task plans. Use a variety of simulation analysis software to complete user tasks.

3.4.3. multi-computing center planning and monitoring. The schedule for the cross-cluster is shown
in Figure 3.4.

(1) Computing network connection: the existing computing network is divided into a management network,
computing network and monitoring network. The network management system implements cluster manage-
ment. The computing network realizes the interconnection of each computing server. The monitoring network
can monitor and control the hardware. The network management, computing, and monitoring network are
interconnected through networking. The task scheduler is executed on the management server. The task is
executed on the computing server. Computing tasks are then assigned to specific computing centers.

(2) File transfer: It is responsible for transmitting working data. And enter the file into the data buffer
directory of the working server. Set parameters and compress them before sending. In the data transfer section,
the paper added the function of resumable breakpoint. It can prevent the retransmission of big data due to
network failure. To ensure that the communication between the client and the client is not interfered with
by the outside world, the access of the data between the client and the server must be authenticated. API
is used to verify the data in the system and ensure the correctness of the system information. When data is
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computing server. The monitoring network can monitor and control the hardware. 
The network management, computing, and monitoring network are interconnected 
through networking. The task scheduler is executed on the management server. The 
task is executed on the computing server. Computing tasks are then assigned to 
specific computing centers. 

(2) File transfer: It is responsible for transmitting working data. And enter the 
file into the data buffer directory of the working server. Set parameters and compress 
them before sending. In the data transfer section, the paper added the function of 
resumable breakpoint. It can prevent the retransmission of big data due to network 
failure. To ensure that the communication between the client and the client is not 
interfered with by the outside world, the access of the data between the client and the 
server must be authenticated. API is used to verify the data in the system and ensure 
the correctness of the system information. When data is transferred, it is transferred 
in blocks and finally integrated into the overall file. At the same time, it provides the 
function of a resumable breakpoint [12]. It can effectively prevent data resending 
caused by network failure. Authorization differential management is carried out on 
operation data to ensure the security of operation data. Users can only access and 
manage their operation data but cannot see the operation information of other users. 

 

Fig.3.4. Schematic diagram of cross-cluster scheduling. 

The cluster monitoring module retrieves each cluster periodically to obtain the 
related data of each cluster. The specific implementation method of cluster 
monitoring is: 

(1) Real-time fine-cluster load monitoring and analysis: monitor and analyze the 
CPU core ratio, task ratio, CPU core usage, memory usage, etc., at each stage. 

(2) File system load and health monitoring: monitoring file system space 
utilization, IOPS, etc. 

(3) Load analysis of multi-dimensional spatial clusters: The data is studied from 
multiple levels, such as units. 

(4) Real-time monitoring of the license: the usage of each component in the 
license is monitored. 

(5) Statistics and early warning of system records: analysis and early warning of 
abnormal data. 

(6) Email alert: In any abnormal situation, the email is sent to the user's mobile 
phone to play a role in prompting. When no task is executed, it will be merged into 
the queue. This allows multi-dimensional monitoring of the queue for computing 
tasks. 

4. Abstract model of the job scheduling system. This paper abstracts it 
based on the analysis of LSF work plan theory. The corresponding random Petri net 
model is established [13]. The model contains only one queue g  in the LSF where 
the default is reached. A separate CPU does each task. The workpiece is assigned to 

Fig. 3.4: Schematic diagram of cross-cluster scheduling.

transferred, it is transferred in blocks and finally integrated into the overall file. At the same time, it provides
the function of a resumable breakpoint [12]. It can effectively prevent data resending caused by network failure.
Authorization differential management is carried out on operation data to ensure the security of operation data.
Users can only access and manage their operation data but cannot see the operation information of other users.

The cluster monitoring module retrieves each cluster periodically to obtain the related data of each cluster.
The specific implementation method of cluster monitoring is:
(1) Real-time fine-cluster load monitoring and analysis: monitor and analyze the CPU core ratio, task ratio,

CPU core usage, memory usage, etc., at each stage.
(2) File system load and health monitoring: monitoring file system space utilization, IOPS, etc.
(3) Load analysis of multi-dimensional spatial clusters: The data is studied from multiple levels, such as units.
(4) Real-time monitoring of the license: the usage of each component in the license is monitored.
(5) Statistics and early warning of system records: analysis and early warning of abnormal data.
(6) Email alert: In any abnormal situation, the email is sent to the user’s mobile phone to play a role in

prompting. When no task is executed, it will be merged into the queue. This allows multi-dimensional
monitoring of the queue for computing tasks.

4. Abstract model of the job scheduling system. This paper abstracts it based on the analysis of
LSF work plan theory. The corresponding random Petri net model is established [13]. The model contains
only one queue g in the LSF where the default is reached. A separate CPU does each task. The workpiece is
assigned to a specific arithmetic node (ai) for the first time upon arrival. A specific CPU(sij) is then assigned
to that arithmetic node to complete the job. Repositories and changes in this pattern include the following
(Fig.4. 1):

g indicates a work queue for temporary storage tasks that have not been specified. βi represents the task
that has been temporarily assigned to compute node i. gi represents the task waiting queue for computing
node i. A task temporarily stored in arithmetic node i that is not assigned to a processor. vij represents the
work wait queue, the processorj used to compute node i. It is used to store the artifacts that the processor
processes. z represents the process in which the task is hosted by the client. ai indicates that the workpiece is
assigned to the arithmetic node i according to a particular scheduling strategy. wi indicates that the operation
node i adds the planned work program to its wait queue. sijrepresents a processor j that assigns a job to an
arithmetic node i according to a scheduling strategy. rij represents the working process in the processor.

4.1. Mode refinement and analysis. The original mathematical modeling method is divided into several
independent sub-models. Each submodule represents Y/Y/1 queue system, in which transition sij , library vij
and transition rij respectively represent the workpiece arrival process (arrival rate µij), the workpiece waiting
queue (queue length dij) and the workpiece processing process (processing rate ηij) of the queue system of the
node i processor j.

4.2. Scheduling method of operation nodes. This project aims at a global minimum average latency.
The task is assigned to the nodes with the global minimum mean delay by the comprehensive minimum mean
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a specific arithmetic node ( )ia for the first time upon arrival. A specific ( )ijCPU s  is 

then assigned to that arithmetic node to complete the job. Repositories and changes 
in this pattern include the following (Fig.4. 1): 

g  indicates a work queue for temporary storage tasks that have not been 

specified. iβ  represents the task that has been temporarily assigned to compute 

node i . ig  represents the task waiting queue for computing node i . A task 

temporarily stored in arithmetic node i  that is not assigned to a processor. ijv  

represents the work wait queue, the processor j  used to compute node i . It is used 
to store the artifacts that the processor processes. z  represents the process in which 
the task is hosted by the client. ia  indicates that the workpiece is assigned to the 

arithmetic node i  according to a particular scheduling strategy. iw  indicates that 

the operation node i  adds the planned work program to its wait queue. ijs
represents a processor j  that assigns a job to an arithmetic node i  according to a 

scheduling strategy. ijr  represents the working process in the processor. 

 

Fig.4. 1. Abstract model of job scheduling. 

4.1 Mode refinement and analysis. The original mathematical modeling 
method is divided into several independent sub-models. Each submodule represents 

/ /1Y Y  queue system, in which transition ijs , library ijv  and transition ijr  

respectively represent the workpiece arrival process (arrival rate ijμ ), the workpiece 

waiting queue (queue length ijd ) and the workpiece processing process (processing 

rate ijη ) of the queue system of the node i  processor j . 

4.2 Scheduling method of operation nodes. This project aims at a global 
minimum average latency. The task is assigned to the nodes with the global 
minimum mean delay by the comprehensive minimum mean delay optimization 
algorithm [14]. The executable predicate 

ia
y  of change ia  is used to restrict change 

ia and determine whether it can be executed. If the processor queue for the compute 

node i  is not satisfied for the current task to be dispatched, then either the processor 
i  requires the slightest delay or the other compute node's processors are full. 
Currently, tasks are assigned to the compute node i  according to the scheduling 

Fig. 4.1: Abstract model of job scheduling.

delay optimization algorithm [14]. The executable predicate yai
of change ai is used to restrict change aiand

determine whether it can be executed. If the processor queue for the compute node i is not satisfied for the
current task to be dispatched, then either the processor i requires the slightest delay or the other compute
node’s processors are full. Currently, tasks are assigned to the compute nodei according to the scheduling
algorithm. The conditions that can be implemented can be expressed in the following expressions:

yai
: (

n∑
y=1

Y (viy) <

n∑
y=1

diy)Λ((

n∑
y=1

Y (viy
ηiy

= min(

n∑
y=1

Y (v1y)

η1y
, · · · ,

n∑
y=1

Y (vmy)

ηmy
))

∨ (∀ζ ̸= i,

n∑
y=1

Y (vζy) =

n∑
y=1

dζy))

(4.1)

Type ai random switching uai
represents the possibility of changing the realization of ai, that is, the

possibility of changing the realization of ai if it can be realized at multiple operation nodes [15]. The following
expression can express this possibility

uai(Y ) =

{ 1
|OSEDR(Y )| , if i ∈ OSEDR(Y )

0, otherwise
(4.2)

Among them,

OSEDR(Y ) = {ζ|
n∑

y=1

Y (vζy)

ηζy
=

min(

n∑
y=1

Y (v1y)

η1y
, · · · ,

n∑
y=1

Y (vmy)

ηmy
∧

n∑
y=1

Y (vζy) <

n∑
y=1

dζy}
(4.3)

4.3. Processor scheduling algorithm. This project is based on the principle of minimum delay. The
task is assigned to the processor with the most minor delay by sorting the given processor. The executable
predicate ysij of change sij is used to limit the change and determine whether it can be executed [16]. The task
assigned to processor j can be assigned to processor j if it has the shortest expected delay among the tasks
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currently to be assigned. What can be achieved can be expressed in the following expressions:

ysij : (Y (vij) < dij) ∧ ((∀ζ ̸= j,
Y (vij)

ηij
≤ Y (viζ)

ηiζ

∨ (∀ζ ̸= j, Y (viζ) = diζ))

(4.4)

Random switching usij in change sij is the possibility of changing the implementation of sij , that is, the
possibility of changing the implementation of sij when multiple processors can implement it.

usij (Y ) =

{ 1
|SEDR(Y )| , if j ∈ SEDR(Y )

0, otherwise

Among them, SEDR(Y ) = {ζ|Y (viζ)
ηiζ

= min(Y (vi1)
ηi1

), · · · , Y (vin)
ηid

) ∧ Y (viζ) < diζ}.

4.4. Perform a scheduling system. Let U(Y ) represent the steady-state probability of identifying
Y . Suppose that the warehouse v is a queue with capacityd, then the average number of tokens in this
queue represents the average number of artifacts S(v) in the queue [17]. It can be expressed in terms of

S(v) =
d∑

y=1
y ∗ U(Y (v) = y). The usage degree A(t) of the change t is equal to the sum of the stable probabilities

of all the identifiers that make the change executable. If the change is the processor running, then the change
in usage is the processor usage. It can be expressed by A(t) =

∑
Y ∈E

U(Y ). Here is the entire accessible

identification set that can execute t. The productivity of change T (t) is the product of the efficiency with
which the change is used and the efficiency with which it is executed, and can be expressed by T (t) = A(t) ∗ µ.
Here µ is the execution rate t. According to the queuing theory, the waiting time STij is equal to the number
of waiting workpieces/represents the number of transferred processes that exit the queue. It can be expressed
as STij = S(vij)/T (rij), where S(vij) is the average token number of the warehouse vij . Where T (rij) is
the output of rij in the transfer process. The lag time STscheduling of the whole plan can be expressed by
STscheduling = (

m∑
i=1

n∑
j=1

S(vij))/
m∑
i=1

n∑
j=1

T (rij). The paper takes the probability of queuing up to the maximum

time as the task loss rate LR. During the queuing process, the workpiece is discarded, and the loss rate LR of
the workpiece can be expressed by LR = U(Y (v) = d). Using the above mathematical expression, we can use
SPNP to calculate the system’s performance.

5. Conclusion. This paper studies a design scheme of multi-cluster high-performance computing on clus-
ter architecture. Build a high-performance computing platform with unified access and resource sharing to
provide users with efficient computing and software support, thereby improving resource utilization efficiency.
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