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APPLICATION OF CNN BASED REGOGNITION TECHNOLOGY IN PUBLIC ENGLISH
TEACHING IN COLLEGE INTELLIGENT CLASSROOM

SHUHUI LI∗

Abstract. With the advancement of intelligent technology, CNN-based recognition technology has been integrated into pub-
lic English teaching in universities. This implementation contributes to enhancing teaching quality, nurturing students’ English
proficiency, and holds significant educational and practical value. To address the issue of low traditional attendance efficiency in
intelligent classrooms for public English teaching, a face recognition model based on CNN recognition technology has been devel-
oped. R-CNN is utilized for object detection, along with pyramid pooling and non-maximum suppression to acquire the optimal
candidate region for face detection. Furthermore, K-Means clustering is combined to enhance Fast R-CNN, thereby improving
detection accuracy. Experimental results demonstrated that among the three networks—Fast R-CNN, Faster R-CNN, and CNN—
Faster R-CNN maintained a high recognition rate and exhibited faster convergence speed, showcasing superior overall performance.
Specifically, at 500 iterations, the three networks require 23.7 seconds, 26.8 seconds, and 34.2 seconds, respectively. For facial
expression recognition, Faster R-CNN achieved the highest recognition rate, indicating its exceptional detection efficiency and
potential for aiding teaching management. This study offers novel technical support for public English teaching in intelligent uni-
versity classrooms, effectively enhancing teaching efficacy and learning experiences. Its practical significance extends to promoting
educational reform and improvement.
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1. Introduction. With the rapid development of technology, artificial intelligence technology has gradu-
ally penetrated into the field of education. In recent years, with the implementation of the enrollment expansion
policy, the scale of universities has become increasingly large, and there are more and more college students.
Teaching management has become a major challenge [1]. As an important basic education course, public
English teaching in universities has always been the focus of attention for education workers in terms of teach-
ing effectiveness and learning experience. Intelligent classroom public English teaching in universities is an
important aspect of teaching. In order to strengthen its teaching management level and improve the teaching
environment, attention should be paid to classroom attendance to facilitate the smooth implementation of
teaching. Classroom attendance is an important link in teaching and is generally used as one of the criteria
for teachers to evaluate students’ grades [2]. Intelligent technology offers a solution to the limitations of tra-
ditional teaching methods by enabling personalized and targeted approaches tailored to diverse student needs.
In the context of public English teaching in universities, existing models face challenges including low student
participation, inadequate assessment of learning outcomes, and a lack of personalized teaching processes. To
enhance the objectivity and efficiency of classroom management in this setting, facial recognition technology
is being implemented for attendance tracking in intelligent classrooms. Convolutional Neural Networks (CNN)
have strong feature learning capabilities and have been widely used in fields such as computer vision and pat-
tern recognition [3]. Therefore, leveraging CNN-based recognition technology in intelligent classrooms allows
for accurate identification of students’ emotions, expressions, and interactive behavior, enabling educators to
make timely teaching adjustments and create a more personalized learning environment. This will help improve
students’ learning motivation and interest, thereby improving teaching effectiveness. CNN-based recognition
technology can monitor and analyze students’ expressions, postures, etc. in real time. By identifying stu-
dents’ emotions and interactive behaviors, it can help teachers better understand their learning status. For
example, when the system detects that students have low emotions or difficult learning situations, teachers
can provide timely attention and assistance. In addition, an intelligent classroom monitoring system based on
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this technology can also provide teachers with data such as student participation and interest levels, helping
with personalized teaching. Therefore, the application of CNN-based recognition technology in public English
teaching in intelligent classrooms in universities has important practical significance and potential application
prospects, which involves important ethical, social, and educational considerations. The facial data of students
belongs to personal sensitive information and must be appropriately protected. To ensure the responsible use of
data, strict data protection policies should be established, with clear communication and consent from students
regarding the usage, storage, and processing of their personal information. Robust encryption and security
measures must be implemented to prevent unauthorized access or misuse of stored data. Facial recognition
technology should be implemented in a fair and unbiased manner, ensuring equal treatment for all students.
By utilizing facial recognition for attendance tracking, teachers can effectively monitor student engagement.
This data can also provide insights into students’ learning habits and needs, facilitating personalized teaching
support. Leveraging CNN for facial recognition and addressing its limitations will enhance the efficiency of
attendance management in public English teaching in intelligent university classrooms, promoting scientific
and standardized approaches to education.

2. Related works. Intelligent recognition is an important content in many fields at present, and recog-
nition efficiency and accuracy make a big difference in the final result. Face recognition technology based on
CNN can improve the accuracy of face recognition, it has been applied to many fields by many scholars and
achieved many research results.

For the purpose of improving the teaching efficiency of multimedia English, Hao K put forward an intel-
ligent network teaching system model, which used deep learning speech enhancement and facial expression
recognition technology to judge students’ understanding of emotions. The result showed a good detection effect
[4]. Duan R and other scholars established an AI speech recognition correction model based on AI speech
recognition technology to solve the problem of limited oral English pronunciation correction. The test results
showed that the model effectively assisted teachers in correcting students’ spoken English pronunciation [5]. In
view of the shortcomings of intelligent speech recognition, Dong S established an intelligent English recognition
and prediction system based on support vector machine and combined with wavelet packet analysis to extract
features of EEG signals. The result showed that the system built by the research improved the speech recog-
nition rate [6]. For the purpose of improving the efficiency of cross-cultural English teaching, Zhang M and
other scholars established a cultural O2O English teaching system that supported cross-intelligent recognition
and management to detect and recognize students’ emotions. Combined with the neural network algorithm
optimization system, the result showed that the system built by the research had a nice performance [7]. Li
A and other researchers built an English intelligent online teaching model to solve the problem that the tra-
ditional English online teaching mode was limited by the location and used the improved deep belief network
to identify the students’ status and locate the location. The result showed that the model effectively enhanced
the monitoring and recognition of students’ online learning status, and had a good performance [8].

Yu J, for the purpose of achieving task recognition in English classroom teaching, used improved CNN to
recognize images and combined GPU to solve the problem that data training took a long time. The result showed
that the way proposed in the study validly perceived the results according to the target location, which was
conducive to task recognition in English teaching [9]. Chen X, for the purpose of enhancing the recognition
of English speech emotion, established a training strategy based on transfer learning and CNN. The result
showed that the proposed method had a good performance in English speech emotion recognition [10]. For
the purpose of improving the efficiency of face recognition, Karkal G and other researchers built a non-invasive
attendance system, which used CNN to detect faces and a neural network to recognize faces. The result showed
that the system realized automatic detection of face recognition and improved the efficiency of attendance
[11]. For the purpose of improving the efficiency of classroom attendance, Seelam V and others proposed an
intelligent classroom attendance management system based on face recognition by using the principles of deep
learning and computer vision. The result showed that compared with traditional manual attendance, the former
improved the efficiency of attendance [12]. Shah V and other scholars established a recognition model based
on machine learning and depth learning algorithms to improve the accuracy of emotional state recognition.
The result showed that the model effectively processed text data and had a high accuracy in emotional state
recognition [13].



Application of CNN based Regognition Technology in Public English Teaching in College Intelligent Classroom 2347

Shen Y and other researchers built an intelligent assessment system for autistic children in view of the lack of
professional evaluators for autistic children’s painting. They developed an assessment model for autistic children
by utilizing LSTM and CNN to segment and identify the components of portrait sketches. The result showed
that this model validly judged children’s autistic tendencies [14]. Lan C and other scholars, in order to enhance
the recognition rate of speaker recognition system, constructed a model combining the additive Margin Softmax
loss function, which combined CNN with gated recursive units. The speaker model was trained using the data
enhancement method. The result showed that compared with other models, the equal error rate of this model
was reduced, the recognition rate was greatly enhanced, and it had good robustness [15]. Chen Z and other
scholars proposed a lightweight real-time facial recognition algorithm based on CNN to improve the accuracy of
facial recognition, therefore reducing the parameters and computational complexity of facial feature extraction
networks. The research results indicated that this method improved the accuracy of facial recognition and the
recognition time was shorter than the current recognition methods [16]. Rao T et al. designed a multi-scale
graph CNN-based facial expression recognition method to improve the accuracy of facial expression recognition.
The experimental results showed that this method had a more stable performance and improved the accuracy
of facial expression recognition [17]. Xianzhang P proposed a video facial expression recognition method based
on CNNs and gradient direction histograms to address the low efficiency of facial expression recognition in
videos. This method comprehensively extracted facial features from videos and recognized facial expressions.
The research results indicated that this method effectively extracted facial expressions from videos, thereby
improving the performance of facial expression recognition [18].

The above content is the intelligent recognition research conducted by scholars from different fields com-
bined with CNN. Compared to traditional facial recognition methods, CNN technology has high accuracy and
robustness in image recognition and can better recognize faces under different lighting, angles, and facial expres-
sions. However, using CNN for facial recognition requires a large amount of labeled data and computational
resources for training. In order to improve the efficiency of teacher attendance in public English teaching in in-
telligent classrooms in universities, this study will introduce Faster R-CNN, which can perform object detection
faster, improve recognition speed and accuracy, and facilitate the smooth implementation of teacher teaching
work.

3. Face recognition in public English teaching attendance for college intelligent classroom.
3.1. Research on face recognition and CNN optimization. Since the 1970s, face recognition tech-

nology has risen and developed rapidly. There are many excellent methods used in face recognition, including
geometric feature matching, template matching, neural network, and other methods Among them, the match-
ing method based on facial geometric features, as the most effective face matching method, has the advantage
of simple recognition methods, but it mainly depends on the accuracy of facial organ feature localization algo-
rithm, and the localization algorithm has a high complexity. At the same time, the accuracy of face recognition
will be affected by occlusion and expression The detection method based on the feature face uses principal
component analysis to project the face image into the feature face subspace, calculate the position and length
of the projection point, and then recognize the face. This method has a simple calculation method and fast
recognition speed, but it requires high image quality, and other external environmental factors also have a
greater impact on the recognition results. The way based on template matching mainly uses coded matching
to complete face recognition. Template matching can be divided into points, regions, and a mixture of the two
according to the level. The calculation process of the first way is relatively complex, the calculation amount
of the second method is reduced, and the matching method based on the combination of the two methods has
more recognition efficiency. The recognition method based on the hidden Markov model has a high recognition
rate, and can better realize the recognition of face images under different conditions. The method based on
the neural network has stronger expression ability and adaptability, and the recognition efficiency is better.
CNN is the representative network structure of the neural network and has made many breakthroughs in face
recognition.

Face detection is a key step in face recognition. Its results have a great impact on the extraction of face
features and the accuracy of face recognition. Conventional face detection mainly extracts features manually
and then trains classifiers, but it has high requirements for the detection environment CNN can better extract
facial features. CNN structures generally include an input layer, convolution layer, down-sampling layer, and
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output layer. The convolution layer and down-sampling layer appear alternately between the input layer and
the output layer and are important modules for feature extraction [19]. At the same time, activation functions
are also an important part of CNN, which can increase the expression ability and learning ability of models.
Common activation functions include the Sigmaid function, Tanh function, and ReLU function. Among them,
Sigmoid function and Tanh function are continuously differentiable functions, monotonically increasing, which
is convenient for forward propagation of the network and unfavorable for back propagation. The expressions of
the two functions are shown in Formula 3.1.{

f(x) = 1
1+e−x

tanh(x) = ex−e−x

ex+e−x

(3.1)

The ReLU function generally outputs hidden neurons, and the expression is shown in Formula 3.2.

f(x) = max(0, x) (3.2)

The expressions (2.1) and (2.2) show that the ReLU function requires less computation than the three functions.
When X < 0 , the occurrence rate of over fitting is greatly reduced, which is not conducive to back propagation.
Therefore, it is improved to obtain the Leaky ReLU function. The expression is shown in Formula 3.3.

f(x) =

{
x, if x ≥ 0

ax, if x < 0
(3.3)

The Leaky ReLU function is used as the activation function of CNN. Meanwhile, the loss function can
improve the accuracy and stability of the model. Its expression is shown in Formula 3.4.

f(x) = − log

(
efyi∑
j e

fj

)
(3.4)

In formula 3.5, fj represents the jth element in the classification score vector f [20]. The normalized
exponential function also has a significant impact on most CNNs, and its expression is shown in formula 3.5.

fj(z) =
ezj∑
kezk)

(3.5)

The random gradient algorithm can decrease the difference between the real value and the predicted value
when the parameters are updated, which is conducive to obtaining the optimal weight parameters. At the same
time, CNN uses iterative training to improve its ability to extract features and combines gradient descent way
to reverse adjust the weight parameters of the network layer by layer. CNN also has the function of multi-layer
perception, which enables local receptive field, convolutional kernel weight sharing, and spatial subsampling.
In turn, CNN has the advantages of lower network complexity, easier network tuning, and less risk of fitting
Regions with convolutional neural network feature (R-CNN) have a better effect in target detection. The
general steps of R-CNN are shown in Figure 3.1.

In Figure 3.1, R-CNN generates candidate regions for each image to be detected through the selective
search (SS) algorithm. Among them, SS extracts the features of candidate regions by merging sub regions.
First, the input image is divided into many small regions, and a hierarchical grouping algorithm is used in
this process. After that, the regions are merged through the similarity between small regions, and iterative
merging is performed. When all images are merged into a whole region, the iterative process is ended. A
circumscribed rectangle is then made for the sub-regions merged in the iteration process, and the candidate
regions are the circumscribed rectangles of the sub-regions. Finally, the candidate regions are output. Before
feature extraction, it is necessary to normalize and unify the size of candidate regions, and then extract features
using CNN to obtain feature vectors [21]. Then the classification processing is carried out. When it belongs to
the corresponding category, the position coordinates of the candidate box to be corrected can be output after
its position. It is worth noting that the detection effect of R-CNN is better than that of conventional detection
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Fig. 3.1: R-CNN flow chart

methods, but there are also issues such as long training and testing time and large memory consumption in the
process.

To address the issue of information loss and deformation caused by normalizing and unifying candidate
regions in size, and to improve the accuracy of recognition results, Spatial Pyramid Pooling (SPP) can be
employed as an intervention technique. As a multi-scale Pooling technology, image features can be extracted
from more than one angle, and feature maps of different sizes can be converted into feature vectors of uniform
size, thus improving the accuracy of image detection.

In addition, in the process of face target detection, since more than one target candidate box region will
contain the same face, the candidate boxes will contain or cross each other At this time, the candidate region box
can be filtered by using non-maximum suppression (NMS). NMS can suppress non-maximum elements, search
for local maximum, eliminate overlapping windows, and then get the best candidate area for face detection

3.2. Face recognition based on improved Faster R-CNN algorithm. Fast R-CNN adopts the
method of sharing the convolution layer. After a complete graph is input into the network, the operation
of extracting the features of candidate regions is implemented on the final convolution layer, which can avoid
repeated calculation of convolution. The overall framework of the Fast R-CNN algorithm is shown in Figure 3.2.

Due to some defects in the speed of Fast R-CNN, it takes more time to find all candidate regions using the
SS algorithm, so Fast R-CNN uses the Region Proposal Network (RPN) instead of SS to improve the detection
speed. Fast R-CNN represents the combination of Fast R-CNN and RPN. It mainly uses the CNN network to
detect targets and uses RPN to generate candidate regions from the extracted feature map. In addition, since
the area generation network and classification network use the same CNN to complete the weight sharing, the
detection speed and accuracy can be improved. In view of the large number of RPNs generated by the Faster
R-CNN algorithm, and in order to give consideration to the RPN size and the proportion of width and height
and lose the pertinence, it is necessary to improve the face target search algorithm in Faster R-CNN, using
RPN as the area search strategy. The RPN structure is shown in Figure 4.1.

RPN is a full convolutional network, and shares all convolutional features with all CNNs used for detection.
It can extract high-quality detection areas and save area recommendation time. In Figure 3.3 , the output
characteristic diagram of the last convolution layer of the shared convolution network uses a × 3. The window
is fully connected. The feature is mapped to a low-dimensional vector and then sent to the parallel box
classification layer (cls) and box regression layer (reg). The positions of the points of the convolved feature
graph and the original graph are mapped, and every point on the former graph is mapped to the latter at the
same time, the center of each sliding window has anchor points at the position corresponding to the original
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Fig. 3.2: Overall framework of Fast R-CNN algorithm

Fig. 3.3: RPN structure

drawing, and each anchor point corresponds to a size and aspect ratio [22]. RPN has three dimensions, length
to width ratio, so each feature map element generates a total of 9 regional recommendations. When the RPN
network is trained, the anchor points generate different anchor frames according to the corresponding rules due
to the particularity of their positions. The Faster R-CNN algorithm takes each anchor point as the center and
generates three anchor frames with different length-width ratios and pixel areas. Then all generated anchor
frames are classified, including positive sample sets and negative sample sets, according to the Image Interaction
Over Union (IoU) standard. The calculation way of training RPN. IoU is shown in Formula 3.6.

IoU =
area(C) ∩ area(G)

area(C) ∪ area(G)
(3.6)

At Formula 3.6, area(C) expresses the generated Candidate bound,area(G) expresses the original Ground
truth bound, and IoU represents the overlap rate and the ratio of their intersection and union, which can
indicate the accuracy of object detection in a specific data set. When IoU = 1, it means that they are all
overlapped, indicating that the accuracy is the best.IoU < 0.7 divides the anchor frame into negative samples,
and IoU > 0.7 or the value of the anchor frame and target into positive samples at most.

Given that the face target image typically contains a small number of pixels and the aspect ratio of the
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Fig. 3.4: Basic process of K-Means

face’s bounding box is relatively small, utilizing the features of the bounding box as the face candidate area
for the RPN network can enhance feature extraction and overall speed in face detection. In view of this, an
unsupervised K-Means clustering way is used to learn the characteristics of face candidate regions from many
labeled samples. First, the input sample set is D = X1, X2, ...Xm, the amount of clusters is K,n represents the
maximum amount of iterations, C = C1, C2, ...Ck describes that the output is cluster division, and the basic
flow of K-Means clustering is shown in Figure 3.4.

The K-Means clustering method can be used to obtain candidate regions more suitable for the face dataset
in this study for RPN, and the anchor size obtained is closer to the face bounding box of the dataset in this
study, which can save training time, improve detection accuracy and speed up convergence. Among them,
K-Means clustering uses the square of Euclid distance to calculate the distance, as shown in formula 3.7.

dist(x, y)2 =

n∑
i=1

(xi − yi)
2 = ∥x− y∥22 (3.7)

In formula 3.7,x and y are two different samples, and n is used to describe the sample dimension [23]. At
the same time, the sum of the squared error (SSE) is used to judge the clustering results. When SSE is the
minimum value, the best clustering result is obtained. The calculation way of SSE is shown in formula 3.8 .

SSE =

k∑
i=1

∑
x∈Ci

dist(x, ci) (3.8)

In formula 3.8,ci represents the center of cluster Ci . Common evaluation indexes are cited to appraise the
results, including precision, recall rate, false positive rate, PR curve, average accuracy (AP), and mean average
precision (mAP). In addition, true positives (TP), false negatives (FN), false positives (FP), and true negatives
(TN) are introduced into the calculation. The calculation method of accuracy is shown in Formula 3.9.

P =
TP

TP + FP
(3.9)

In formula 3.9,P represents the precision,TP expresses the number of positive samples predicted to be
positive samples, and TP + FP represents the number of correct examples. The calculation way of the recall
rate is shown in formula 3.10.

R =
TP

TP + FN
(3.10)
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Table 4.1: System parameter

Number Project Size Unit
#1 Operating system Windows 10 /
#2 Experimental platform Tensor Flow /
#3 GPU GTX 1080Ti SM
#4 Memory 1024 Mb
#5 Working voltage 220 V

In formula 3.10, R represents the recall rate and TP +FN represents the number of correctly labeled instances.
The calculation way of the FP rate is shown in formula 3.11.

F =
FP

TP + FN
(3.11)

In formula 3.11,F is the FP rate, and is the amount of correct target instances predicted from the wrong
target [24]. The calculation way of AP is shown in formula 3.12.

APC =
1

n

n∑
i=1

PC,i (3.12)

In formula 3.12,APC is the AP of Category. The mAP is calculated as shown in formula 3.13.

mAP =
1

m

m∑
i=1

APC (3.13)

In formula 3.13,m represents the number of categories to be detected. Generally, the larger the mAP value
is, the better the detection algorithm is.

4. Face recognition training experiment and result analysis.
4.1. Experimental analysis of face recognition model training. In the analysis of the application of

CNN-based recognition technology [25, 26, 27] in public English teaching in intelligent classrooms in universities,
a significant step was to gather a substantial amount of student face data within university classroom settings.
Established facial recognition datasets like CASIA WebFace and LFW were utilized as a starting point. However,
to enhance the effectiveness of the model in practical applications, data from specific classroom environments
was incorporated. The data was appropriately annotated with student identity information, ensuring consistent
distribution for training and testing purposes. The face recognition process was trained and a simulation
model was created, facilitating the implementation of the model on the Tensor Flow platform. Leveraging the
capabilities of Tensor Flow, the model could be automated for seamless operation. The platform also provided
support for various algorithms such as CNN and RNN, ensuring a high degree of compatibility and assistance
throughout the process. Other parameter settings of the simulation model are shown in Table 4.1.

The CNN excitation function was set as the Sigmaid function, Tanh function, ReLU function, and Leaky
ReLU function respectively to learn face features and observe the performance of the CNN to obtain four
different excitation function training networks. The results are shown in Figure 4.1.

In Figure 4.1, the horizontal axis expresses the number of iterations of the CNN network structure training,
and the vertical axis expresses the convergence value of the loss function during training. Sigmoid function,
Tanh function, ReLU function, and Leaky ReLU function are represented by red, purple, orange, and green lines
respectively. In Figure 4.1, among the four excitation functions, the loss value of the last three functions was
significantly lower than that of the first function, indicating that the last three functions had a high recognition
rate. Among the three functions, the Leaky ReLU function had the fastest convergence speed at the same time,
so the Leaky ReLU function was used as the excitation function of the model. Then the three networks were
trained to get the training results, as shown in Figure 4.2.



Application of CNN based Regognition Technology in Public English Teaching in College Intelligent Classroom 2353

Fig. 4.1: Training of CNN by excitation function

Fig. 4.2: Training of three networks

In Figure 4.2, the abscissa expresses the amount of training iterations, and the ordinate expresses the loss
value of the loss function in the training process. The orange line expresses the training iteration of CNN, the
blue line expresses the training iteration of Fast R-CNN, and the green line expresses the training iteration
of Fast R-CNN. In Figure 6, the convergence rates of the three networks differed greatly. When the number
of iterations was 250, the Loss values of CNN, Fast R-CNN, and Faster R-CNN were 2.19, 1.51, and 0.72
respectively. When the number of iterations was 500, the loss values of CNN, Fast R-CNN, and Faster R-
CNN were 2.43, 1.67, and 0.27 respectively, that is, Faster R-CNN converged faster among the three networks,
maintained a high level of recognition rate, and had a Faster convergence rate. The evaluation indicators mainly
included precision, recall, AP, and mAP to analyze the proportion of correctly recognized faces to the total
number of faces, as well as the accurate recognition of each student in public English teaching. Cross-validation
methods were used to evaluate the stability and generalization ability of the method, tests were conducted in
different classroom environments, and the adaptability of the method was analyzed. Three network structures
were evaluated in combination with evaluation indicators, and the outcomes are shown in Table 4.2.

In Table 4.2, among various evaluation indicators, the precision, recall, AP, and mAP of the three networks
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Table 4.2: Comparison of three network evaluation indicators (%)

Iterations Index CNN Fast R-CNN Faster R-CNN

100

Precision 66.3 68.2 88.1
Recall 77.1 82.5 86.7

AP 80.2 83.4 85.6
mAP 79.7 82.1 83.4

200

Precision 72.5 82.3 91.4
Recall 80.5 84.6 87.1

AP 81.6 84.7 86.3
mAP 80.1 82.9 83.7

300

Precision 73.6 83.8 93.7
Recall 82.7 85.3 89.4

AP 82.4 85.3 87.6
mAP 83.6 83.9 84.3

400

Precision 77.1 86.3 94.5
Recall 83.4 86.9 92.7

AP 83.9 86.2 88.1
mAP 84.1 85.2 86.4

500

Precision 82.5 93.4 96.2
Recall 86.3 88.4 94.8

AP 84.2 87.5 89.4
mAP 82.9 85.7 87.2

Table 4.3: Recognition rate result of facial expression recognition (%)

Number Expression CNN Fast R-CNN Faster R-CNN
#1 Smiling face 80.2 89.3 94.2
#2 Doubt 68.4 70.4 91.3
#3 Drowsiness 76.9 68.7 90.7

were Faster R-CNN, Fast R-CNN, and CNN in descending order. The improved Faster R-CNN had the strongest
comprehensive performance and validly enhanced the detection efficiency.

4.2. Analysis of face recognition results based on optimized CNN network structure. The
change in recognition accuracy and training iteration time of the three network models in the face recognition
iteration process were simulated, and the results are shown in Figure 4.3.

In Figure 4.3, the orange line, blue line, and green line respectively represent the accuracy and time use of
CNN, Fast R-CNN, and Faster R-CNN in the training iteration process. Subgraph (a) represents the accuracy
rate change, subgraph (b) represents the time use, and the abscissa of the two subgraphs shows the number of
iterations. The ordinate of subgraph (a) represents the accuracy, in%. The ordinate of subgraph (b) represents
the time, in seconds (s). In subgraph (a), the accuracy of the three network models from low to high was CNN,
Fast R-CNN, Faster R-CNN, and the accuracy of Faster R-CNN tended to be stable first. In subgraph (b),
when iteration was 500 times, the time of R-CNN, Fast R-CNN, and Faster R-CNN was 34.2s, 26.8s, and 23.7s
respectively. That is, in terms of the accuracy and time of face recognition, Faster R-CNN had the highest
accuracy and the shortest time, after that, three models were used to recognize facial expressions, and the
outcomes are shown in Table 4.3.

Table 4.3 shows that Faster R-CNN still had the highest recognition rate for specific facial expression
recognition. Faster R-CNN had 94.2%, 91.3%, and 90.7% recognition rates for smiling faces, doubts, and
sleepiness, 89.3%, 70.4%, and 68.7% respectively for smiling faces, doubts, and sleepiness, and 80.2%, 68.4%,
and 76.9% respectively for smiling faces, doubts, and sleepiness. Among the three models, smiling faces had the
highest recognition rates for different facial expressions Therefore, Faster R-CNN was used to analyze students’
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(a) Change of accuracy rate

(b) Time Usage

Fig. 4.3: Changes in recognition accuracy and time consumption during iteration

mental state and classroom performance on the basis of face recognition, which was beneficial for teachers to
master students’ learning in teaching.

In order to further analyze the research methods, the proposed model was compared with more advanced
You Only Look Once (YOLO) and Single Shot Multibox Detector (SSD). These methods made significant
breakthroughs in the field of object detection and recognition and were applied to public English teaching in
intelligent classrooms in universities. The results are shown in Figure 4.4.

From Figure 4.4, the accuracy of the research method was comparable to other advanced methods. However,
the research method had a higher recognition rate for different expressions in college intelligent classroom En-
glish teaching, indicating that the research method had good comprehensive performance and good application
effects in public English teaching in college intelligent classrooms.

5. Conclusion. With the increasing number of students in school, teachers’ classroom attendance will
take more time, increase the difficulty of attendance and teachers’ workload, and have some adverse effects
on teachers’ other teaching work. Public English teaching in intelligent classrooms in colleges and universities
also faces this problem. As a required course for every student in colleges and universities, teachers will spend
more energy on attendance. Therefore, it is urgent to improve the efficiency of attendance by using intelligent
attendance methods. By using the CNN recognition technology and improving its shortcomings, Faster R-CNN
is obtained. The experimental results showed that the Leaky ReLU function had the fastest convergence speed
and was used as the excitation function of the network model. Faster R-CNN, Fast R-CNN, and CNN have the
lowest loss value in the training process. When the number of iterations was 500, the loss values of the three
networks were 2.43, 1.67, and 0.27 respectively. Based on the evaluation index, the three network structures
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Fig. 4.4: Comparison between research methods and other advanced methods

were evaluated, and it was found that the precision, recall, AP, and mAP of Faster R-CNN were the best. In
terms of accuracy and time of face recognition, Faster R-CNN had the highest accuracy, the shortest time, and
tended to be stable first. In terms of specific facial expression recognition, Faster R-CNN still had the highest
recognition rate. That is, Faster R-CNN maintained a high level of recognition rate and had faster convergence
speed and better performance. It enhanced the efficiency of classroom attendance in teaching and promoted
the development of intelligent attendance. At the same time, how to achieve intelligent attendance in the
classroom on mobile devices is also the main research direction in the future. The advantages of Faster R-CNN
include high accuracy, fast detection speed, and end-to-end training process, but there are complex network
structures, weak target recognition ability, and complex training and parameter tuning problems. Efforts
should be made to continuously enhance algorithms, minimizing false recognition rates. Facial recognition
can be combined with other intelligent technologies to enrich classroom interaction. Additionally, regular
evaluations of data management policies can be conducted to ensure compliance with the most recent ethical
and legal standards. Students can be actively involved in the evaluation and improvement process, ensuring
their needs and concerns are considered and addressed effectively. Overall, the use of this technology requires a
balance between the benefits of technological progress and the accompanying ethical and social responsibilities.
Through continuous technological improvement, policy formulation, and stakeholder engagement, the positive
impact of these systems can be maximized while minimizing potential negative effects.
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