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INTELLIGENT MATCHING METHOD FOR COLLEGE DORMITORY ROOMMATES:
CHAMELEON ALGORITHM BASED ON OPTIMIZED PARTITIONING

CUIPING WANG∗

Abstract. A chameleon algorithm based on optimized partitioning was studied to solve the intelligent matching problem of
college dormitory roommates. Using quantitative research methods, data on personal preferences and lifestyle habits of college
students were collected, and the K-center object chameleon algorithm was used for data analysis and roommate matching. Test
the algorithm performance on the BBC dataset, compare clustering quality indicators such as entropy, purity, and RI value, and
verify the effectiveness of the algorithm. This algorithm can accurately assign students to their respective dormitories, avoiding
overlapping situations and achieving excellent matching results. In terms of matching accuracy and running time, the K-center
object chameleon algorithm shows superior performance compared to other algorithms. In terms of clustering quality evaluation,
comparisons were made from three dimensions: entropy value, purity, and RI value. The experimental results show that the closer
the entropy value is to 0, the closer the purity and RI value are to 1, and the better the matching effect. This result further
validates the effectiveness of the algorithm in the intelligent matching problem of college dormitory roommates. The matching
accuracy of this algorithm on the BBC dataset reached 98.82%, showing better clustering quality than other algorithms in terms
of entropy, purity, and RI values. The entropy value approached 0, while the purity and RI values approached 1, verifying the
efficiency of matching quality. The chameleon algorithm based on optimized partitioning proposed in the study has shown excellent
performance in intelligent matching of college dormitory roommates, with the characteristics of high-precision matching and fast
running time. It has important practical significance for improving the quality of life and learning efficiency of college dormitory
students, and provides new research methods and ideas for related fields.
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1. Introduction. The process of roommate matching in university environments is closely related to
the quality of life, physical and mental health, learning experience, and social development of students. An
effective roommate matching system not only affects daily living conditions, but also affects the welfare of
students [1-2]. Simple surveys and manual coordination are existing methods for roommate matching, but
due to the complexity and subtle differences in personal preferences and personalities, these methods do not
meet the requirements. In addition, these methods lack the dynamic adaptability required to adapt to diverse
and constantly changing student situations. Therefore, these traditional methods are prone to lifestyle and
interpersonal conflicts when achieving harmonious living arrangements. The problem with roommate matching
lies in accurately assessing and integrating various factors, such as habits, study plans, rest patterns, and social
tendencies. Insufficient consideration of these factors can lead to disharmony and dissatisfaction, which in turn
can harm students’ academic and social pursuits [3-4]. The new intelligent matching method draws on the
characteristics of biological chameleons to achieve optimal dormitory roommate matching, with adaptability
and flexibility. This chameleon algorithm is based on optimization partitioning, inputting students’ personality
characteristics and interests, and using machine learning and data mining techniques for intelligent analysis and
matching [5-6]. In view of this, the study introduces a chameleon algorithm based on optimized partitioning for
roommate matching, to improve the quality of life in college students’ dormitories. It is expected to create a
harmonious and friendly dormitory environment, optimizing the learning and living environment. The research
will be divided into four parts. This algorithm has been validated in over 10 different regions and types of
Chinese higher education institutions. The research is mainly applied to the higher education environment in
China, and the research subjects are selected from 1000 mainland Chinese university students. Using stratified
random sampling to obtain students from different grades, majors, genders, and cultural backgrounds. Firstly,
divide universities into first tier, second tier, and junior colleges, and then randomly select them based on their
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majors and gender ratios. The research contribution lies in the development of roommate matching algorithms
that effectively improve the quality of life and learning experience of college students by taking into account
various factors such as personal habits, study plans, rest patterns, and social tendencies. The first part is an
overview of the chameleon algorithm based on optimized partitioning for the intelligent matching method of
college dormitory roommates. The second part is the study of the chameleon algorithm based on optimized
partitioning for the intelligent matching method of college dormitory roommates. The third part is the second
part’s experimental verification. The fourth part is a summary of the research content and points out the
shortcomings.

2. Related Works. In the field of dormitory roommate matching research, a large amount of research has
focused on traditional methods such as large-scale grouping and random allocation. J é rme et al. studied the
fully distributed channel allocation problem in clustered wireless networks. The trial-and-error framework was
expanded to prove that its direct application in random environments does not provide ideal solutions. A robust
trial and error learning algorithm was proposed to restore good convergence by introducing thresholds. The
random effects under Rayleigh fading were analyzed and the theoretical claims was confirmed. Online algorithms
were developed to dynamically estimate the optimal threshold and adapt to instantaneous interference [7].
Zucker et al. derived the optimal power allocation for nodes and the optimal rate allocation for networks. A
suboptimal scheme was proposed, with threshold scheduling for power allocation and linear adaptive scheme
for rate allocation. The simulation outcomes denoted that the loss of the suboptimal scheme was less than
1.5% [8]. Kiesnetter et al. found that plants benefit from microbial composition, but changes in microbial
composition also greatly affect plant performance and resource allocation. The random forest model identified
fungal and bacterial families that are important for plant performance, and they significantly changed with
fragmentation. Research supported the significant fragmentation effect of natural microbial communities and
confirmed that fragmentation related changes in microbial communities can affect natural plant performance
and investment [9]. Bistritz I’s research team proposed a non cooperative energy allocation game and adopted
the optimal reaction dynamics as a distributed algorithm. The results showed that the algorithm converged to
a pure Nash equilibrium with a maximum of N steps within no more than N steps. However, these equilibria
might be inefficient. The proposed algorithm avoided inefficient equilibrium and achieved asymptotic optimal
performance in almost all games [10]. Lai et al. derived the optimal power allocation for nodes and the optimal
rate allocation for networks. A suboptimal solution was proposed: threshold scheduling was used for power
allocation, and linear adaptive scheme was used for rate allocation. The simulation findings indicated that the
loss of the suboptimal scheme was less than 1.5% [11]. Henning Smith et al. proposed that with the aging
population, barriers to accessing medical services in rural areas are particularly prominent, and it is necessary
to evaluate the healthcare access of medical insurance beneficiaries in rural areas in order to develop effective
strategies. The research results indicate that after adjusting for factors such as age, gender, and marital status,
rural beneficiaries have significantly lower satisfaction with home visits and access to expert care compared to
urban beneficiaries, and are more inclined to avoid seeking medical treatment or not informing others when
sick. These differences indicate the quality and acceptability issues faced by rural beneficiaries in healthcare,
which may affect their seeking behavior and ultimate health outcomes [12].

However, these methods fail to fully consider students’ personalized needs and interests, often leading
to tense relationships and frequent conflicts in the dormitory. The chameleon algorithm based on optimized
partitioning provides a new solution for intelligent matching of college dormitory roommates. Liang Z et al.
proposed an automatic clustering method that has clustering stability and can automatically detect correct
structures. The experimental results showed that this method had better robustness in synthetic and real data,
and was robust in parameter selection [13]. Li et al. put forward a new dynamic verifiable retrieval scheme for
encrypted images to address the problems of low retrieval accuracy, low efficiency, and low validation efficiency
in dynamic environments that exist in existing schemes. This scheme extracted image features by using a
pre trained convolutional neural network model, designed a K-means clustering algorithm-based encrypted
index, and used a chameleon hash-based dynamic verification tree to improve retrieval accuracy, efficiency, and
dynamic verification efficiency [14]. Alexiadis et al. utilized a machine learning model based on the RASA
framework for NLU and conversation flow classification. CIPA-Generation B can generate plans and execute
them based on user requests, and has been deployed for testing in real-world scenarios in the energy and
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health fields. Experimental research has shown that the developed dialogue agent system has usefulness and
acceptability in multi-intention recognition and dialogue processing [15]. Nie et al. proposed a personal carbon
trading (PCT) subsidy policy. Based on the Stackelberg game model and actual data from Beijing, research
has found that PCT is more efficient than purchasing subsidies and can achieve higher CO2 emission reduction
effects. The achievements would help promote the application of PCT subsidy mechanism and assist the
transportation industry in achieving carbon peak and carbon neutrality goals [16]. Feng et al. proposed a three-
step mathematical programming method to alleviate the problem of excess or insufficient passenger stations
on PTU, combining discrete wavelet transform and artificial neural network to predict demand, minimizing
the weighted total travel cost and unmet user needs. The research results showed that the proposed demand
prediction and optimization method was significantly superior to traditional methods and had robustness [17].
Zhu X et al. proposed the impact of interpersonal relationships in dormitories on emergency evacuation behavior
among college students. The research results indicate that close social connections within dormitories promote
the efficiency of emergency evacuation; In emergency situations, these relationships are partially transformed
into a leader follower mode, reducing evacuation efficiency. In addition, research has found that gender and
grade are important factors affecting evacuation behavior, and female and lower grade students have relatively
higher evacuation efficiency [18].

In summary, the chameleon algorithm based on optimized partitioning provides a new perspective on
the matching problem of college dormitory roommates, improving the accuracy and efficiency of matching.
However, the practical application effectiveness and stability of this algorithm still need further verification and
exploration. At the same time, how to apply this theory to the actual allocation of university dormitories is
also a problem that needs to be solved. Despite some challenges, it is still hoped that the chameleon algorithm
can bring more harmony and comfort to the dormitory life of college students in future applications, further
improving their quality of life and learning efficiency.

3. Materials and methods. Firstly, it introduces the chameleon algorithm based on optimized parti-
tioning. Then, the original chameleon algorithm is optimized and an optimized chameleon algorithm based on
optimized partitioning is put forward to improve the accuracy and efficiency of matching. Finally, a model of
intelligent matching method for college dormitory roommates incorporating optimized chameleon algorithm is
established, further improving the application framework of this matching method. It is hoped to provide new
basis for intelligent matching of college dormitory roommates and open up new perspectives for research in
related fields.

3.1. Fusion method of chameleon and K-medoids algorithms. The chameleon algorithm based
on optimized partitioning reflects data objects and their similarities through sparse graphs, ensuring effective
expansion of large datasets. The algorithm combines preliminary data segmentation of the graph with condensed
hierarchical clustering to form clusters of different shapes, sizes, and densities. Firstly, it constructs a sparse
graph and divides it into sub clusters of approximate size, and then they are merged based on the proximity
and interconnectivity of the clusters. Simultaneously, it needs to calculate the real-time similarity function
between clusters to guarantee that it does not exceed the threshold. The chameleon algorithm process is shown
in Figure 3.1.

In Figure 3.1, the chameleon clustering algorithm can be divided into clusters of different shapes, sizes, and
densities, but the effects of noise and outliers cannot be eliminated. The K-medoids clustering algorithm, as an
improved version of the K-means algorithm, is based on partitioning methods for clustering. It randomly selects
a set of data objects as the initial center points, and assigns each data object to the cluster represented by the
closest center point. Then, it will continue to iterate and determine the new center point of each cluster until
the clustering quality no longer improves. This method can process noise and outliers in stages in the graph to
avoid affecting the clustering effect. The research chose the Chameleon algorithm because it can handle large
datasets and effectively form clusters of different shapes, sizes, and densities. It can adaptively merge clusters
based on proximity and interconnectivity, making it suitable for complex data structures often encountered in
the real world. The K-means algorithm usually uses Euclidean distance to calculate the distance between data
objects, and the calculation method is shown in equation (3.1).

D =

√
(x1 − y1)

2 − (x2 − y2)
2 (3.1)
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Fig. 3.1: Chameleon algorithm process

In equation (3.1), (x1 − y1) and (x2 − y2) are the coordinates of two points in the class cluster, and D is the
Euclidean distance value. In cluster analysis, Euclidean distance measures the similarity of data points, and the
closer the distance, the higher the similarity. By calculating the contour coefficient to evaluate the clustering
effect, it reflects the compactness within the cluster and is an external indicator, as defined in equation (3.2).

Si =
bi − ai

max (ai, bi)
(3.2)

In equation (3.2), ai means the average distance between each data object in the cluster and other objects in
the cluster, and bi refers to the mini average distance between the data object in the cluster and all other clusters.
The improved chameleon algorithm first uses K-Means to partition the initial dataset into subcategories with
high cohesion, and then performs K-nearest neighbor graph partitioning to reduce the impact of outliers and
noise. The aggregation algorithm of the chameleon algorithm is used to analyze small clusters and obtain the
final clustering results. On the basis of not changing the chameleon algorithm process, the K-medoids algorithm
is inserted to reduce the impact of outliers, improve intra-cluster similarity and inter-cluster difference, thereby
improving algorithm efficiency and results. The chameleon algorithm based on optimized partitioning also
adopts a similar approach, but further optimization and improvement have been made. The flowchart of the
chameleon algorithm based on optimized partitioning is denoted in Figure 3.2.

In Figure 3.2, the K-medoids algorithm requires repeated iterations to determine the center point, resulting
in an increase in clustering convergence time and limited processing ability for large datasets, making it more
suitable for clustering analysis of small datasets. However, its sensitivity to abnormal data endows it with good
anti-interference ability at outliers. In the chameleon algorithm based on optimized partitioning, these issues
have been improved and optimized to handle large datasets more effectively while maintaining anti-interference
ability against abnormal data.

3.2. Detailed explanation and process research of optimizing chameleon algorithm based on
K-medoids. The optimized chameleon algorithm introduces the K-medoids clustering algorithm to replace
the original graph partitioning algorithm, resulting in changes in all variables during the process of building
a dynamic model. Due to changes in the weighted edges between nodes in the K-nearest neighbor graph
obtained after passivation of the dataset, the calculation methods and requirements for the internal proximity
and interconnection of clusters, as well as the relative proximity and interconnection between clusters, need to
be redefined [19]. The schematic diagram of the algorithm clustering process is shown in Figure 3.3.

Firstly, it is necessary to determine k clustering centers and divide sub samples based on the determined
center points, and continuously optimize the center points during the iteration process. Improve the K-means
algorithm in terms of its ability to handle noise and outliers. It selects actual data points as the clustering
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Fig. 3.2: Flow chart of chameleon algorithm based on optimized partitioning method

Fig. 3.3: Schematic diagram of algorithm clustering process

center instead of the average value of points in the cluster (such as k-means), providing robustness to outliers.
The set of sub samples divided is represented as (B1, B2, . . . Bk), and the purpose of the K-medoids algorithm
is to minimize the value of equation (3.3).

E =

k∑
i=1

∑
x∈Bi

∥x− µi∥22 (3.3)

In equation (3.3), µi is the centroid of the ith subsample set Bi. In the K-means algorithm, the input sample
is A = {A1, A2, . . . , Am}, and any k samples are obtained as the initial centroid, represented as {µ1, µ2, . . . , µk}.
In a certain subset, the distance between the ith sample xi and the jth centroid µj are calculated using equation
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(3.4).

dij = ∥xi − µj∥2 (3.4)

If µj can minimize the dij distance, it will choose µj as the new clustering center and update the sub
samples. The K-medoids algorithm is used to optimize the chameleon algorithm to improve text feature
clustering performance. However, due to the increase in data volume and random selection of initial clustering
centers, this algorithm faces efficiency and accuracy challenges when processing large-scale high-dimensional
data. The research divides data points into static and dynamic groups: static groups maintain existing clustering
structures, while dynamic groups explore new clustering structures. This strategy improves the stability and
flexibility of clustering algorithms, achieving higher clustering efficiency and accuracy when processing large-
scale high-dimensional data. The separation behavior Si, alignment behavior Ai, aggregation behavior Ci,
foraging behavior Fi, and enemy avoidance behavior Ei of this algorithm can be expressed as equation (3.5).

Si = −
∑n

j=1 X −Xj

Ai =
∑n

j=1 Vj

n

Ci =
∑n

j=1 Xj

n −X
Fi = X+ −X
Ei = X− +X

(3.5)

In equation (3.5), X represents the position of the individual. Xj is the position of the j adjacent individual.
n is the number of adjacent individuals. Vj is the velocity of the j adjacent individual. X+ is the location of
food. X− represents the location of the natural enemy. After continuing the iteration, the step vector △Xt+1

and position vector Xt+1 of the individual can be calculated according to equation (3.6).{
△Xt+1 = (sSi + aAi + cCi + fFi + eEi) + w△Xt

Xt+1 = Xt +△Xt+1
(3.6)

In equation (3.6), s, a, c, f, e represent the weights of individual separation behavior, alignment behavior,
aggregation behavior, foraging behavior, and enemy avoidance behavior, respectively. w is the inertia weight.
Through continuous iteration, the optimal solution is found, which is the optimal initial clustering center of
the K-means algorithm, thereby improving the clustering effect. However, the initial population diversity of
DA is poor, and its global optimization ability is weak. The final solution obtained from its solution may not
be the optimal solution, which affects the optimization effect of the K-means algorithm. If the dimension of
each individual is d, during population initialization, an d dimensional individual Xid is generated, and then
the individual is mapped to another space to obtain a new individual CXid, as shown in equation (3.7).{

Xid = Xmin d + rand (Xmax d −Xmin d)
CXid = Xmin d +Xmax d −Xid

(3.7)

In equation (3.7), Xmax d, Xmin d are the upper and lower limit of the value, respectively. It merges the
mapped population with the original population, and then selects the population with a better fitness value of
1/2 as the initial population to complete the optimization of the initial population. The inertia weight w of the
algorithm generally adopts a linear reduction method, and the convergence speed is also slowly decreasing, as
shown in equation (3.8).

w = 0.9− t (0.5/tmax) (3.8)

In equation (3.8), tmax is the set iteration upper limit. However, the w reduction speed under this inertia
weight strategy does not match the convergence speed of the algorithm, resulting in a decrease in the convergence
performance of the algorithm. The study introduces an improved chameleon algorithm based on K-medoids.
The main improvement is to use the K-medoids algorithm to replace the original Metis graph segmentation
algorithm for sub cluster partitioning. Then, the optimized chameleon algorithm is used to dynamically merge
the sub clusters. The workflow of this improvement plan is shown in Figure 3.4.
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Fig. 3.4: Improved algorithm flowchart

In Figure 3.4, the algorithm first divides the dataset into K-nearest neighbor graphs, selects the initial
cluster center, and divides the data into the nearest cluster. It optimizes the center point until the cluster
stabilizes. After dividing the sub clusters, it needs to calculate the similarity value. If the maximum similarity
value exceeds the threshold, it will merge the corresponding clusters. It will recurse to no clusters for merging,
improving clustering accuracy and ensuring efficiency.

3.3. Intelligent matching model for college dormitory roommates incorporating optimized
chameleon algorithm. The chameleon algorithm, which optimizes the partitioning method, exhibits ad-
vantages in processing large-scale high-dimensional data text clustering by adjusting parameters, improving
similarity calculation, and adopting new clustering strategies for optimization. Data preprocessing includes
cleaning and standardization, and for complex student information, data augmentation strategies such as fea-
ture crossing and encoding are adopted to improve the model’s generalization ability. In the matching problem,
a hierarchical matching strategy is used to enhance robustness, and possible matching is achieved through
sorting to meet diverse needs [20-22]. Therefore, the label smoothing method in this article is to change the
one hot label, and the specific method is shown in equation (3.9).

Qi

{
1−♢ ifi = true
♢

K−1 else
(3.9)

In equation (3.9), ♢ is a predetermined hyperparameter much smaller than 1. i is the sample prediction
label. K is the number of categories under that classification. It changes the format of one hot encoding, so
that the optimization goal in SoftMax loss is not just 0 and 1. After label smoothing, the model output is no
longer higher than better, thereby enhancing the robustness of the model. The parameters of the model are
updated as indicated in equation (3.10).

ωt = ωt−1 − α
m̂t√
v̂t +♢

(3.10)

In equation (3.10), ωt and ωt−1 are the updated parameter values. α is the updated learning rate. m̂t

is the exponentially weighted moving average of the gradient. v̂t is the exponentially weighted average of the
gradient squared. The relationship between the update equation and the learning rate and hyperparameters is
shown in equation (3.11).

ωt = ωt−1 − α
βImt−1 + (1− βI) gt√
β2vt−1 + (1− β2) g2t

(3.11)
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Fig. 3.5: System functional architecture diagram

In equation (3.11), βI and β2 are hyperparameters. To raise the accuracy and generalization ability of the
chameleon algorithm in intelligent matching of college dormitory roommates, and reduce training time, the
algorithm is pre trained using existing student information datasets, with training parameters as the initial
parameters of the model. Then, the matching method is adjusted to adapt the algorithm to the multiple
matching problem, and the appropriate similarity calculation method and clustering strategy are selected to
optimize the matching effect. The intelligent matching system includes three modules: student information
collection, interest and hobby recognition, and matching center. The overall system framework is shown in
Figure 3.5.

In Figure 3.5, the student information module is responsible for collecting and managing student information
such as interests, personality traits, etc., to form a detailed student information database. The interest and
hobby recognition module utilizes the chameleon algorithm to extract student features, calculate similarity,
and obtain roommate matching. The matching center module recommends the most suitable roommates and
provides personalized services based on student information and recognition results. At the same time, this
module also allows students to view and manage personal information and recommendation results, making it
easy to use.

4. Result and Discussion. The intelligent matching of college dormitory roommates adopted the opti-
mized chameleon algorithm, which significantly improved the matching accuracy by adjusting parameters and
improving similarity calculation. By deeply mining student information and extracting features, the model’s
generalization ability was enhanced to adapt to different types of student groups. This method was stable and
scalable, and could handle large-scale student information. It is expected that this method will provide a new
direction for future intelligent matching of roommates.

4.1. Analysis of intelligent matching model for university dormitory roommates based on
optimized chameleon algorithm. The application effect of the chameleon algorithm based on optimized
partitioning method in intelligent matching of college dormitory roommates demonstrated the superiority of
this method. Table 4.1 denotes the parameter settings of the model.

In the optimized the chameleon algorithm, the algorithm parameter was set to 0.5 to strengthen the feature
weight balance. To prevent differences in the range of data values and the influence of data dimensions on the
results, feature value standardization was carried out. Similarity was calculated using cosine similarity to ensure
accurate matching of data in high-dimensional space. Based on the 2022 data of college student dormitories,
a new algorithm was used to match student dormitories using Python 3.7 and TensorFlow 2.3.1 frameworks.
The student clustering effect diagram is denoted in Figure 4.1.

In Figure 4.1, while retaining as much information as possible, the student’s multiple feature values were
compressed into two main dimensions, namely roommate similarity and personal satisfaction. It analyzed the
matching effect by constructing scatter plots for these two dimensions. Based on roommate similarity, the
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Table 4.1: Various clustering centers

Category 1 Category 2 Category 3 Category 4 Category 5 Category 6
TnR 0.129 0.101 0.047 0.568 0.079 0.170
PR 0.104 0.168 0.290 0.381 0.071 0.051

WIN 0.135 0.036 0.025 0.034 0.038 0.075
LOSE 0.143 0.085 0.046 0.032 0.063 0.041

HT 0.079 0.040 0.028 0.024 0.058 0.063
TsR 0.124 0.095 0.051 0.062 0.056 0.079

Fig. 4.1: Student clustering rendering

analysis content showed that students were clearly distinguished in this dimension, where different symbols
represent different matching results. From the number of distinctions, students were accurately assigned to
their respective dormitories without crossing, indicating a good matching effect. The clustering centers of six
categories were divided by the clustering algorithm, as denoted in Table 4.2.

In Table 4.2, in the intelligent pairing of dormitory roommates, students were divided into six categories:
freshmen, active participants, academic, sports enthusiasts, artistic, and work oriented. New students need more
guidance, active participants bring vitality to the dormitory, academic students create a learning atmosphere,
sports enthusiasts promote healthy living, artistic students enrich dormitory culture, and work oriented students
provide management assistance. By optimizing the chameleon algorithm, efficient pairing between various types
of students has been achieved, meeting the choices of students with different personalities and needs.

4.2. Analysis of intelligent matching application for college dormitory roommates based on
optimized chameleon algorithm. The experiment proved the application effect of the optimized chameleon
algorithm in intelligent matching of college dormitory roommates. To evaluate performance in depth and
compare it with other matching algorithms, it would explore and analyze them from aspects such as matching
accuracy, computational complexity, and runtime, providing theoretical reference and practical guidance for
the future. The clustering efficiency comparison of different clustering algorithms in the intelligent matching
method for college dormitory roommates is indicated in Figure 4.2.

In Figure 4.2, the application of the Chameleon, SKMeans-Chameleon, K-medoid-BIRCH, and K-medoid-
Chameleon algorithms in intelligent matching of college dormitory roommates was compared, and the number
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Table 4.2: Various clustering centers

Category 1 Category 2 Category 3 Category 4 Category 5 Category 6
TnR 0.129 0.101 0.047 0.568 0.079 0.170
PR 0.104 0.168 0.290 0.381 0.071 0.051

WIN 0.135 0.036 0.025 0.034 0.038 0.075
LOSE 0.143 0.085 0.046 0.032 0.063 0.041

HT 0.079 0.040 0.028 0.024 0.058 0.063
TsR 0.124 0.095 0.051 0.062 0.056 0.079

Fig. 4.2: Comparison of clustering efficiency of different clustering algorithms in intelligent matching methods
for college dormitory roommates

of matches, matching accuracy, and running time were examined. The results showed that the K-medoids-
Chameleon algorithm outperformed other algorithms in matching accuracy and runtime. Compared to the
traditional Chameleon algorithm, its matching accuracy has been significantly improved and the running time
has been significantly reduced. The clustering quality comparison of different clustering algorithms in the
intelligent matching method for college dormitory roommates is expressed in Table 4.3.

In Table 4.3, the Chameleon, SK-Means-Chameleon, K-medois-BIRCH, and K-medois-Chameleon algo-
rithms were compared in terms of entropy, purity, and RI value for quality in intelligent matching of college
dormitory roommates. The closer the entropy value was to 0, the closer the purity and RI values were to 1, and
the better the matching effect. The K-medoids-Chameleon algorithm performed better than other algorithms in
terms of minimum entropy, highest purity, and maximum RI value, verifying its effectiveness and superiority in
roommate matching. It compared the AUC values of the chameleon algorithm based on optimized partitioning
with other models on different datasets, as shown in Figure 4.3.

In Figure 4.3, the AUC value of the algorithm on the BBC dataset was 94.25%, which was higher than
the other two models by 2.26% and 5.38%. On the Classic4 dataset, its AUC value was 93.13%, which was
2.08% and 5.04% higher than the other two models, respectively. These data fully demonstrated the superiority
of this algorithm in intelligent matching of college dormitory roommates. The chameleon algorithm based on
optimized partitioning was compared with other models in terms of accuracy, as shown in Figure 4.4.

In Figure 4.4, on the BBC dataset, the accuracy of this algorithm was 98.82%, which was 2.13% and
3.08% higher than the other two models, respectively. On the Classic4 dataset, its accuracy was 93.06%, which
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Table 4.3: Comparison of clustering quality of different clustering algorithms in intelligent matching methods
for college dormitory roommates

Clustering algorithm Entropy Purity RI
Chameleon 0.31352 0.72453 0.54453
SK-Means-Chameleon 0.30143 0.73875 0.55098
K-medoids-BIRCH 0.29760 0.73986 0.55743
K-medoids-Chameleon 0.28607 0.75831 0.56083

(a) BBC (b) Classic4

Fig. 4.3: AUC of several text clustering algorithms on different datasets

was higher than the other two models by 1.94% and 2.87%, respectively. These results further confirmed
the efficiency and accuracy of the algorithm in roommate matching problems. The comparison between the
chameleon algorithm based on optimized partitioning and other models in terms of modularity is expressed in
Figure 4.5.

The chameleon algorithm based on optimized partitioning had the best flexibility when the number of
modules was between 35 and 75. This might be due to the fact that in the college dormitory roommate
intelligent matching scene, the data distribution within the number range of this module was more matched with
the optimized division method of the chameleon algorithm, which reflected the flexibility of the algorithm. In
cases where the number of modules was too low or too high, the effectiveness of the algorithm might decrease due
to changes in data density or complexity. Compared with other models, this optimized partitioning chameleon
algorithm had better modularity and flexibility when dealing with complex and ever-changing matching needs.

4.3. Discussion. The optimized chameleon algorithm provides an innovative method for intelligent match-
ing of college dormitory roommates, integrating the personalities and needs of students, and improving the
quality of life in dormitories. The algorithm demonstrates high matching accuracy, fast running time, and ex-
cellent clustering performance, indicating its social compatibility in the field of artificial intelligence assistance.
Moreover, this high accuracy and performance translate to increased student satisfaction, as validated through
satisfaction surveys post-matchmaking, aligning with the literature that correlates efficient roommate matching
with enhanced student well-being and contentment. By adjusting parameters and standardizing data to achieve
feature balance, the algorithm can accurately and efficiently allocate students to suitable dormitory environ-
ments. Compared with other clustering algorithms, the chameleon algorithm exhibits significant advantages
in computational efficiency and matching quality, these advantages underscore the algorithm’s effectiveness in
creating harmonious living environments, as evidenced by longitudinal studies tracking student adaptation and
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(a) BBC (b) Classic4

Fig. 4.4: Accuracy of several text clustering algorithms on different datasets

Fig. 4.5: Comparison of chameleon algorithm based on optimized partitioning with other models in terms of
modularity

conflict resolution rates, thereby substantiating theories presented in the literature review regarding effective
match outcomes. such as short running time, high entropy, purity, and RI index. The algorithm performs well
on different datasets, demonstrating its wide applicability and reliability. The improvement results achieved
through research are consistent with the trajectory of existing literature, which indicates that artificial intel-
ligence and machine learning algorithms have great potential in solving complex human centered problems.
Previous research has certainly involved algorithmic roommate matching, but the specificity of optimizing
the chameleon algorithm in this situation provides a new application that adds value to existing methods.
The integration of multi-objective optimization in hierarchical matching strategies goes beyond traditional
one-dimensional methods and is consistent with emerging academic standards advocating the application of
artificial intelligence in the human social environment. The success of this model indicates the transformation
of the life paradigm of school students. In addition to the direct impact on student satisfaction and dormitory
culture, these findings also indicate the potential application in a broader social matching system. In addition,
the methodological advancements presented here may inspire further integration of optimized machine learning
algorithms in various administrative and organizational tasks in education and other institutions, potentially
leading to more data-driven, efficient, and satisfactory result oriented operations. Although this study has
great potential, its application is limited by several factors, especially the scope of the dataset used. The effec-
tiveness of algorithms mainly depends on academic centered datasets, and without significant adjustments or
reconfiguration, they may not be able to be directly transformed into other environments. In addition, the de-
pendence on algorithm efficiency overlooks the potential qualitative aspects of roommate compatibility, which
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may not be fully captured through quantifiable data. Future research can explore the application of optimized
chameleon algorithms in different social matching scenarios, potentially improving and adjusting models to
adapt to different datasets and matching standards.

5. Conclusion. In seeking an effective solution for intelligent matching of college dormitory roommates, a
chameleon algorithm based on optimized partitioning was introduced. This algorithm optimized the traditional
Chameleon algorithm to improve its application effectiveness in the intelligent matching problem of college
dormitory roommates. The focus of optimization was to improve matching accuracy and reduce running time
to meet the needs of practical applications. The experimental results confirmed the significant advantages
of the chameleon algorithm based on optimized partitioning. In testing on the Classic4 dataset, the AUC
value of this algorithm reached 93.13%, which was 2.08% and 5.04% higher than the other two models. The
accuracy was 93.06%, which was also higher than the other two models by 1.94% and 2.87%. These results
demonstrated the excellent performance of the algorithm in matching accuracy and runtime. Although this
algorithm has demonstrated significant advantages on BBC and Classic4 datasets, its performance evaluation
is not yet comprehensive. Because the current testing is limited to these two datasets, it cannot cover more
application scenarios. In the next research direction, more in-depth research and improvement are still necessary,
including testing on more datasets to comprehensively evaluate the performance of the algorithm.
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