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RESEARCH ON THE CONSTRUCTION OF INTELLIGENT SYSTEM OF LANDSCAPE IN
SCIENCE AND INNOVATION PARK OF SMART CITY – BASED ON THE CONCEPT OF

SMART GARDEN DESIGN
KE XIE∗

Abstract. With the advancement of urbanization in China, there is a growing demand for intelligent landscape management
in urban science and innovation parks. To improve landscape management efficiency in science and technology innovation parks,
this study adjusted the Inception module and activation function of the GoogLeNet algorithm, designed an improved GoogLeNet
algorithm, and based on this, constructed a multi clue science and technology innovation park landscape vegetation intelligent
recognition system. This is also the main contribution of this study. The experimental results show that the average image
recognition accuracy of the “Improve GoogLe Net+MM” model designed from the study is 92.95%, which is higher than all the
comparison models. Additionally, the computation time is significantly lower than the comparison models when the computation
data volume is larger. The model designed in this study has a certain application value to improve the performance of the landscape
intelligent management system within smart cities’ science and technology parks.
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1. Introduction . After entering the 21st century, artificial intelligence technology has developed by
leaps and bounds, especially image recognition technology. This technology is extensively utilized in security, e-
commerce, and various other industries [10]. Due to the demand for smart city construction, the landscape plant
management mode at urban science and innovation park needs to become more intelligent in order to reduce
the cost of manual management and improve management efficiency, and lay the foundation for subsequent
intelligent plant watering and intelligent fertilization to remove pests. Therefore, the application of image
recognition technology in artificial intelligence to this field is a potential research direction [13]. Intelligent
recognition of landscape vegetation is a commonly utilized aspect within this area. However, issues such as
inadequate recognition accuracy or speed frequently arise. Therefore, this study aims to enhance insufficient
recognition accuracy and low recognition efficiency of image recognition models based on AI technology. The
study will adjust the activation function and Inception module of the GoogLeNet neural network algorithm
in artificial intelligence technology. Subsequently, a multi clue integration model for intelligent recognition of
landscape plants in science and technology innovation parks will be designed with the improved GoogLeNet
algorithm as the core. This enables GoogLeNet to obtain the possibility of improving recognition image accuracy
while minimizing network parameters. This is the main academic contribution reflected in this study. In order
to verify the application effect of the designed model, several comparative plant recognition experiments were
arranged and carried out, in which not only the effects of using different dataset processing methods and model
training methods on the final image recognition performance of the model are compared, but also the recognition
accuracy of different plant recognition algorithm models built with the same dataset processing methods and
model construction methods are horizontally compared.

2. Related works. Patel H et al. proposed an improved convolutional neural network called “Depth-
FuseNet” [12]. This algorithm is used to fuse thermal and visible images, and extract data features from the
two images to generate high-latitude features. The experiment found that this method has a recognition accu-
racy of 6.74 percentage points higher than the VGG16 algorithm in constructing recognition systems on the
test set [12].

The research team of Hwang used an improved convolutional neural network to build a model for detecting
neovascularization and age-related macula of patients. The experimental outcomes demonstrated that the
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approach effectively enhances clinical diagnosis efficiency [4].
The paper [7] concluded that deep learning-based detection of optic disc abnormalities in color fundus

photographs is mainly limited to the field of glaucoma. However, numerous systemic and neurological diseases
that pose life-threatening risks can present as deviations in the optic disc. Therefore, the authors trained a color
fundus photo optic disc abnormality detection model using migration learning for ResNet-152 neural network,
and the test results showed that the algorithm model has a significant advantage over the comparison algorithm
with 90% recognition sensitivity and 69% specificityy [7].

The paper [2] developed a gangue recognition method using a convolutional neural network based on an
auditory model. According to the experimental results, the method achieved a high recognition accuracy of
99.5%. In addition, the method offers significant noise immunity in comparison to frequently utilized recog-
nition methods across different noise conditions [2]. Maior C S believes that with the rapid spread of SARS
coronavirus type 2 around the world, the scientific community has spent a lot of energy to better understand
the characteristics of the virus and the possible methods of prevention, diagnosis and treatment of COVID-19.
Therefore, the author proposes an improved convolutional neural network to aid in diagnosing COVID-19. The
test results show that the model achieves a balance accuracy of 87.7% when predicting one of the three cate-
gories (“no discovery”, “COVID-19” and “pneumonia”), and a specific balance accuracy of 97.0% in predicting
the “COVID-19” category [9].

The research team of [1] proposed an improved convolutional neural network to improve the recognition
accuracy of protein images based on mass spectrometry. According to experimental results, the neural network
significantly improves the recognition accuracy of protein images [1].

The paper [6] constructed an improved convolutional neural network model utilizing a two-way long-short
memory network and attentional architecture to identify protein-specific spot recognition. The test results
showed that the recognition performance of the algorithm is better and the computational speed is faster than
the traditional convolutional neural network algorithm [6].

The author of [5] designed a convolutional neural network that combined the Gaussian statistical method.
The test results show that the recognition effect of the algorithm for quantum microscopic images is significantly
higher than the traditional deep learning algorithm. However, it has lower computational efficiency, being 24.2%
slower than the recognition model built by the GoogLe Net algorithm and 21.9% slower than the recognition
model built by the VGG16 algorithm [5].

In summary, although a lot of algorithm improvement studies have been conducted by previous people
to improve the image recognition efficiency of the convolutional neural network, most of the studies failed to
reduce the computational time consuming of the algorithm and improve the computational efficiency under
the premise of improving the recognition accuracy of the algorithm. And identifying plants in science and
technology parks is a significant and complex task that demands an intelligent system with higher efficiency.
Therefore, this research seeks to improve the recognition speed of the recognition algorithm under the premise
of improving its accuracy.

3. Design of intelligent plant identification system based on GoogLe Net algorithm for smart
city science and innovation park.

3.1. Improved GoogLe Net algorithm design considering plant image features. Intelligent plant
recognition belongs to an image recognition task, and the use of artificial intelligence (AI) algorithms is
widespread in this area. The GoogLe Net neural network in artificial intelligence technology is an algorithm
with good performance and fast computation speed that has been made public in recent years [15]. In addition,
considering the aesthetics of the landscape and the intelligent and precise management requirements of the ur-
ban science and innovation park [3]. Figure 3.1 illustrates the typical network structure of GoogLe Net, which
has demonstrated high recognition accuracy. The structure shown in Figure 3.1 has been proven to have high
recognition accuracy, and the model is reasonable in terms of computation and training time, and computation
consumption resources [11]. The GoogLe Net algorithm incorporates the Inception module, which expands the
network width and reduces the computational effort by using asymmetric convolution. Specifically, it adds a
1×1 network in front of the 5×5 and 3×3 convolutional layers to reduce the dimensionality of the data.

The network input is a 224*224*3 RGB image, and preprocessing requires subtracting the mean data from
the training set’s RGB channels for each pixel. That is to subtract the mean data of the three primary color
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Fig. 3.1: Typical structure hierarchy of GoogLe Net

channels obtained from the training set for each pixel. And to reduce the error caused by the phenomenon of
“gradient vanishing”, here it sets the convolutional layer in the Inception module to use ReLU as the activation
function. Specifically, 5*5. 3 * 3 convolutional layers are used to reduce the depth of the convolutional layer
through a 1 * 1 filter. After maximizing the pooling layer, a 1 * 1 filter is also used to reduce the depth of
the convolutional layer. After reducing the size or achieving maximum pooling, ReLU activation processing is
required. The input layer of the GoogLeNet neural network is connected to a regular convolutional layer and a
maximum pooling layer, followed by a reduced size convolutional layer and a regular pooling layer. Afterwards,
a separate convolutional layer should not be designed. A 7-step average pooling layer of 7 * 1 should be set after
the Inception module to reduce feature extraction errors caused by neighborhood size limitations during the
convolution calculation process. After completing the data dimensionality reduction, the data will be input into
the subsequent Dropout layer, with an output ratio of generally 60%. It will be followed by a fully connected
layer containing 1024 neurons, which still uses the ReLU activation function. Finally, the data will be input
into a softmax function classifier, and the predicted category data of the corresponding size will be output
according to the usage requirements. After the design is completed, the Inception module structure is shown
in Figure 3.2. As shown in Figure 3.2, compared to the simple Inception module, the Inception module in (b)
subgraph has added a 1 * 1 convolutional filter, which can achieve the effect of changing the data dimension
without changing the original feature structure, meeting the proportion invariance of features.

Considering the limited variety of cultivated landscape plants in the science park, especially the dataset
vegetation types used to test the performance of the algorithm in this study are only 12, the number of neurons
in the last fully connected layer of the GoogLe Net algorithm is also reduced to 12. Considering that the
system needs to cope with the classification task, the cross entropy function withL1 regular term is used here
to construct the loss function and the adaptive gradient method is used to estimate the network parameters,
and the loss function is calculated as shown in equation (3.1).

loss = − 1

N

N∑
n=1

M∑
m=1

[
pnm log pn̂m + (1− pnm) log

(
1− pn̂m

)]
+

1

2
λ

N∑
n=1

L∑
l=1

[∥Wl∥1 + ∥bl∥1] (3.1)

In equation (3.1), M represents the number of images and plant species in each training batch, pnm andpn̂m
represent the true probability that the n image belongs to them category and the probability that it is predicted
to be the category, Wl andbl represent the weight coefficients and intercept coefficient matrix of thel layer,
respectively. λThe former in this study is initially set to 5 × 10−4 according to the industry experience.
L represents the regularization coefficients and the number of layers containing parameters in the network,
respectively. The architecture of the GoogLeNet algorithm has been established, and detailed improvement
methods for the GoogLe Net algorithm used for plant recognition tasks will continue to be designed.
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Fig. 3.2: Schematic diagram of the calculation structure of the designed Inception module

In summary, a series of structural improvements have been made to GoogLeNet to solve the problem of
gradient vanishing. The GoogLeNet algorithm introduces the Inception module as its initial module to increase
the network width and reduce computational complexity. This module adopts an asymmetric convolution
method, which reduces the dimensionality of the data by adding a 1x1 network before the 5×5 and 3×3
convolutional layers. In the activation module, the convolutional layer in the Inception module uses ReLU as
the activation function, while the 5x5 and 3x3 convolutional layers use a 1x1 filter to reduce the depth of the
convolutional layer. After maximizing the pooling layer, a 1x1 filter is also used to reduce the depth of the
convolutional layer. By introducing the Inception module and increasing the depth and width of the network, the
network can better capture the complex features and structural information of landscape vegetation. This helps
to identify different types of vegetation, their morphology, growth status, and other details, thereby improving
the cognitive ability of vegetation. By using asymmetric convolution and adding a 1x1 network before the 5x5
and 3x3 convolutional layers to reduce the dimensionality of the data, the computational load can be effectively
reduced. This enables the network to process large-scale image data more efficiently, improving the speed and
accuracy of vegetation recognition. And ReLU, as an activation function, has nonlinear characteristics, which
helps the network better learn and represent the complex features of vegetation, and can help the network
better capture the nonlinear relationship of vegetation, improving the accuracy and robustness of vegetation
recognition.

3.2. Design of intelligent plant recognition system based on hybrid improved GoogLe Net
algorithm. . On the one hand, the deeper the hierarchy, the more training data are needed to train the neural
network before it may be able to play a good application effect. However, the image data used for training
the plant recognition system at the Smart City Science and Technology Park may be extremely limited, so it
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Fig. 3.3: Improved Inception module computational structure

is necessary to build a convolutional neural network with fewer network parameters to ensure its adaptability
and good computational performance. Therefore, this time, various improvements are made to the classical
GoogLe Net neural network algorithm to meet the demands of the intelligent plant recognition system in the
science and innovation park.

In this study, the main purpose of achieving the overall number of parameters reduced while maintaining the
computational accuracy of the GoogLe Net neural network is from the perspective of improving the Inception
module. In the design idea of Visual Geometry Group Net (VGGNet) neural network, two 3×3 convolutional
layers can achieve the same receptive field as a 5×5 kernel while reducing the number of parameters by at least
20% compared to the latter. In the process of improving the Region-Convolutional Neural Networks (R-CNN)
target detection network to Fast R-CNN, the structure of reusing the convolutional layer information is used
in it in order to reduce the training time of the algorithm. Specifically, the R-CNN algorithm utilizes the
convolutional structure to create a feature map for each proposed region individually. While Fast R-CNN is
also a convolutional feature map in the original image, resulting in all proposed boxes being formed in the same
feature map output following convolutional computation. Based on the concepts of reusing the convolutional
feature layer and convolutional kernel substitution, an improved Inception module is now designed by combining
the two computational branches of 3*3 and 5*5 size convolutional kernels in the original Inception module; The
input module first uses a 1*1 size convolutional kernel for dimensionality reduction processing, followed by an
input 3 * 3 size convolutional block; The output information for this convolutional layer has two branches, one
of which will directly use the output information as one of the outputs of the Inception module; The other
branch will pass through convolutional layers of size 1*1 and 3*3 in order to reduce the output to one of the
final module outputs. Figure 3.3 displays the enhanced computational hierarchy of the Inception module.

The activation function plays a crucial role in determining the final computational performance of a deep
neural network algorithm. A nonlinear activation function can effectively ensure the network’s fitting ability. In
general, a good activation function needs to be monotonic, non-saturated, low computational complexity, with
few parameters, non-linear, and differentiable everywhere. However, the ReLU or Swish activation functions
used in traditional neural networks suffer from neuron “necrosis” and large computational effort, respectively.
The latter is contrary to the original purpose of the research design to improve the Inception module. Therefore,
in order to improve the computational accuracy and reduce the computational complexity of the GoogLe Net
neural network, H_Swish function is chosen as the activation function in the algorithm, and its calculation
method is shown in equation (3.2).

H_Swish(x) = x ·ReLU(x+ 3)/6 (3.2)

In equation (3.2), x is the independent variable of the input H_Swish function. After improving and replacing
the Inception module and the activation function of the GoogLe Net neural network respectively, the other
structures in the neural network and the way the parameters are updated are left unchanged.

Given the limited amount of training and testing image data utilized in this study, it is necessary to use
the migration learning technique to ensure high computational accuracy of the algorithm under such conditions.
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Fig. 3.4: Computational structure of plant multi-cue recognition model based on convolutional neural network
algorithm

In other words, the study borrowed more complete and rich training data to train a neural network with more
reasonable and mature parameters. Specifically, with reference to the general steps of migration learning, this
study chose to use a richer image dataset to train the improved GoogLe Net neural network. Specifically, the
last two fully connected layers in the network structure were modified to adjust the number of fully connected
neurons to the number of desired classification categories, and a richer image dataset was used to train the
neural network. After training, the neural network was trained again by applying the originally matched dataset
to fine-tune some of the parameters to make the network more adaptable to the plant recognition needs of the
science and technology park.

In plant recognition tasks, the information on recognition features that a single plant organ can provide
is often more limited, especially different plant species in the same subject may have organs with similar
appearance. For instance, while the flower shape and color of plum blossom and cherry blossom are relatively
similar, but the leaf structure and the shape of the entire plant of plum blossom tree and cherry blossom tree
differ considerably. It can be seen that the utilizing the multi-cue model for developing a plant recognition
system can further improve the plant recognition ability of the system and alleviate the recognition error
problem caused by the over-similarity of individual organs or local structures of plants to a certain extent.
The computational layout of the plant multi-cue model based on the convolutional neural network algorithm is
shown in Figure 3.4. As shown in Figure 3.4, the convolutional neural network-based plant multi-cue feature
recognition model consists of two key components. Firstly, it requires training a sub-recognition model for each
major recognition organ of the plant for a single organ, and the sub-recognition model in this study consists of
a modified GoogLe Net neural network. Secondly, it involves efficiently merging the independent single-organ
recognition models.

It is evident that each input for the plant multi-cue recognition model constructed in this study, is the final
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computational output of a related single-organ recognition model. This facilitates the encompassing model
in acquiring an expanded insight into the plants, that are supposed to be recognized, in distinct dimensions.
However, whether the final recognition results after integration can be more accurate than individual models
depends mainly on the integration method of each single model. This study refers to the sublearners integration
method of random forest algorithm, and uses the weighted summation of each single organ classifier to form the
final classification results. The percentage of the sublearner’s contribution in the final prediction is determined
by the prediction category score of the single-organ prediction model. The detailed design of the integration
approach is presented in this section. Since most plants can be identified by four aspects: leaves, fruits, flowers,
and whole plants, only four sub-learners are also correspondingly set in the multi-cue plant identification model
designed in this study, assuming that the model identification accuracy of each sub-learner isA1 , A2 , A3 ,
andA4 , and can be described by equation (3.3).

A = {A1, A2, A3, A4} (3.3)

In equation (3.3), A represents the sublearners recognition accuracy matrix, then the integrated output weight
of each sublearners can be described by equation (3.4),

qi =
Ai∑N
i Ai

(3.4)

WhereAi represents the classification accuracy of thei th plant organ recognition model on the test set, andN
represents the number of single-organ plant recognition sublearners. It should be noted that the inputs of
each sublearners are the corresponding plant part images of the plant parts, and each sublearner operates
independently of the others. The sublearners’ scores weighted according to the weights of equation (3.5) will
be used as the initial values of the prediction scores for each category of the multi-cue modelS∗

i ,

S∗
i =

qiSi∑4
i=1 qi · Si

(3.5)

WherePj is the score of the final predicted category by thei th sub learner, which needs to satisfy the0 < Si < 1
relationship, andS∗

i the initial score of thei th sub learner input to the integrated model. If the same category
scores appear in the sub learners, it means that multiple sub learners predict the same plant category and they
need to be combined. That is, ifPi = Pj , andPi, Pj ∈ {1, 2, ..., 12} , i < j , the relationship of equations (3.6)
and (3.7) exists.

S∗
i = S∗

i + S∗
j (3.6)

Pj = 0 (3.7)

In Eq. (3.7), Pj represents the predicted plant category output by thej sub learners. The integrated learner
then counts the scores of each category label of the current image to be recognized and outputs the category
with the highest score as the predicted category, as shown in Eq. (3.8).

ŷ = Pi (i = argmax(S∗
i ), i = 1, 2, 3, 4) (3.8)

Finally, the experiment presents the calculation formula for the test indicators. This study shares two indicators:
accuracy and calculation time. The latter is obtained through a computer-based timer and does not require
further processing. Equation (3.9) demonstrates the calculation method for accuracy.

Accuracy =
TP + TN

TP + TN + FP + FN
(3.9)

In equation (3.9), TP and TN respectively represent the number of cases accurately judged as positive and
negative, while FP and FN respectively represent the number of cases wrongly judged as positive and wrongly
judged as negative.



Research on the Construction of Intelligent System of Landscape in Science and Innovation Park of Smart City 4077

Table 4.1: Statistics on the number of various types of images in the PlantCLEF2016 dataset

Number Category ID Blade pictures Fruits pictures Flower pictures Pictures of the whole plant
#01 309265 198 96 62 119
#02 007574 120 24 37 255
#03 106245 27 23 91 122
#04 012807 41 29 24 98
#05 016730 32 61 465 135
#06 041186 25 25 28 164
#07 309347 71 51 67 230
#08 012513 115 38 38 241
#09 251599 45 117 82 256
#10 228025 30 23 33 40
#11 309295 359 27 81 269
#12 133595 162 80 50 293

4. Plant intelligent identification system performance analysis.

4.1. Performance analysis experimental program development. The following computational ex-
periments are designed to validate the performance of the improved GoogLe Net neural network algorithm-based
plant intelligent recognition system for science and technology parks designed in this study. The datasets used
in the experiments are ImageNet, which is a large image database containing at least 14,000K in size and
more than 20,000 categories, and PlantCLEF2016, which assisted in the initial training of the model during
the migration learning phase. The latter dataset was also used for fine-tuning and performance testing of the
model post-initial training. Table 4.1 displays the key components of the PlantCLEF2016 dataset.

Before using the dataset, it also needs to be preprocessed. To avoid the model parameters biased to certain
categories, the image quality is enhanced by using perspective transformation, affine transformation, etc. to
expand a smaller number of image types and by using contrast enhancement, color dithering, etc. To compare
the computational effects of the improved algorithms, the VGG16 algorithm, the classical Google Net algorithm,
and the Faster-RCNN algorithm, which are commonly used in the industry and have good performance, are
selected as the comparison methods to build the plant recognition system. The hyperparameters for each neural
network algorithm were determined using the dichotomous method of multiple debugging with common tuning
parameters in the industry. The parameters were not duplicated. To comprehensively compare the performance
of the algorithms designed in this study, a comparative experimental scheme is designed as shown in Table 4.2.
It is important to note that “MM” in Table 4.2 represents the abbreviation for the multi-cue model.

The reason for choosing this method of ”expand+drop” for preprocessing is to solve the imbalance problem
in the dataset and enhance the quality of training data. By expanding the dataset, the model can be exposed
to more diverse images, which helps improve its generalization ability for unseen data. Discarding images
with insufficient pixel ratio helps prevent the model from bias towards certain categories and ensures that
relevant features are focused during training. The use of ”expand+drop” preprocessing techniques can enhance
the performance of the model by providing more diverse and balanced datasets. This may lead to better
generalization ability and higher accuracy during training and testing stages. By focusing on relevant features
and avoiding bias towards specific categories, the model becomes more robust and effective, and can identify
different plant organs or species.

Transfer learning can utilize knowledge gained from a task to improve the learning of related tasks. In
this case, the source task involves model training on a large dataset such as ImageNet, which contains various
images from multiple categories. By pre training on ImageNet, the model learned rich and universal features
that can be transferred to the target task of plant recognition. The use of transfer learning can significantly
improve the performance of models, especially when applied to tasks with limited labeled data. By using
the weight initialization model learned in ImageNet, the model learns more basic features from images, which
can accelerate convergence speed in target task training. This typically leads to faster training and better
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Table 4.2: Comparison experimental protocol display table

Experiment Algorithm solutions Program explanation Purpose of the experiment
number

#01 Improve GoogLe Net+MM+New
Learning

Direct training and testing with
PlantCLEF2016

Exploring whether the use of migra-
tion learning is beneficial for

Improve GoogLe
Net+MM+Migration Learning

Initial training with ImageNet, fine-
tuning and testing with Plant-
CLEF2016

improving recognition system per-
formance

#02

Improvements to GoogLe
Net+MM

Multi-cue model by improved
GoogLe Net

Exploring the effect of different
model organization methods

Improving GoogLe Net+ Flower
Single Organ

Improving the GoogLe Net algo-
rithm by training with only flower
images

on recognition performance

Improving GoogLe Net+ fruit sin-
gle organ

Training a single model using only
fruit images

Improvement of Google Net+ leaf
single organ

Training a single model using only
leaf images

Improved GoogLe Net+ whole sin-
gle organ

Training a single model with only
the whole image

Improved GoogLe Net+ hybrid
recognition

Training a single model with all im-
ages

#03

Improvements to GoogLe
Net+MM

/ Comparing the recognition perfor-
mance of multi-cue models

VGG16+MM Multi-cue model construction using
the VGG16 algorithm

composed of different algorithms

GoogLe Net+MM Similar to the previous algorithm
Faster-RCNN+MM scheme

#04 Consistent with #03 / Compare the calculation time of
each model

Table 4.3: Experimental working environment and hyperparameter setting results

Type Number Name Values and Setting Results

Hardware environment
#11 Host processor Intel Core i7-6800K
#12 Random Access Memory Specifications 6GB
#13 Read Only Memory Specifications 1024GB

Software environment
#21 Operating system Windows 10 Professional Edition
#22 Programming language Python
#23 Database software MySql

Parameter settings

#31 Learning rate 0.0001
#32 Maximum number of iterations 800
#33 Does the hidden layer have offset items Yes
#34 Parameter initialization method Random Initialization
#35 Number of training samples in a single batch 64

generalization performance, resulting in higher accuracy and better overall performance.
The environmental settings and hyperparameter settings for this experiment are shown in Table 4.3. The

environmental settings are categorized as either hardware or software. The hyperparameters are obtained by
conducting multiple experiments within the conventional range or conventional setting method to select the
optimal value. The remaining parameter settings were determined during the model design phase.

4.2. Analysis of experimental results. The horizontal axis of Figure 4.1 displays various strategies
for preprocessing data sets, including processing method 1, processing method 2, and processing method 3,
which correspond to “no expansion + no discard”, “no expansion + discard”, and “expansion + discard” in
that order. The processing method “expand + discard” is also depicted. “Expansion” represents the use of
image processing techniques to expand the number of images in a relatively small number of categories in the
dataset, and “discard” represents the deletion of images in the dataset where the percentage of pixels of the
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Fig. 4.1: Comparison of recognition accuracy of improved GoogLe Net under new learning and migration
learning models

target plant organ is too small. The vertical axis of Figure 4.1 represents the image recognition accuracy of
each model, and the different color labels represent different model training schemes. It is noted that to reduce
the effect of experimental random error, each experimental scheme was repeated 20 times. The metrics of
the type of measurement were presented in the form of mean ± standard deviation. The difference between
groups was verified using the T difference significance test, with the level of significance set at 0.05. Observing
Figure 4.1, it can be seen that the accuracy of the training scheme with the fused migratory learning is higher
under the condition of using the same dataset pre-processing scheme. For example, the recognition accuracy
of the migration learning scheme for treatment schemes 1 to 3 is 29.53, 29.34, and 24.59 percentage points
higher than that of the brand-new learning scheme, respectively. From the perspective of processing schemes,
the model using scheme 3 achieves the highest accuracy in comparison to the other conditions.

Considering the results of the study in Figure 4.2, the datasets of all model schemes of the subsequent
experiments need to be pre-processed in the way of processing scheme 3, and all of them are trained with
the migration learning method. The results of Experiment #02 were used to generate Figure 6, where the
horizontal axis represents the model scenarios formed by different organization methods, which are explained
in Table 4.2, and the vertical axis represents the image recognition accuracy of each model. As we can see in
Figure 4.2, the recognition accuracy of the “Improve GoogLe Net+MM” organization scheme is the highest,
with a mean value of 92.95%, while the accuracy of the models trained with whole plant images or mixed all
images is lower, with a mean value of 66.38% and 71.42%, respectively. It indicates that the multi-cue model
combining each major plant organ and the overall image, outperforms a single model in terms of recognition
performance.

Considering the results of the study in Figure 4.2, it is necessary for all algorithms in the following experi-
ments to create multi-cue models in order to take part in the study. The results of Experiment #03 were used
to create Figure 4.2, where the horizontal axis represents the recognition models built based on each algorithm,
the left vertical axis represents the recognition accuracy, and the right vertical axis represents the difference
between the recognition accuracy of each algorithm model and the “Improve GoogLe Net+MM” model de-
signed in this study, in %. As can be seen in Figure 4.3, the recognition accuracy of the “Improve GoogLe
Net+MM” model designed in this study is still significantly higher than the other comparable models. The
“Faster-RCNN+MM” model follows with the second-highest accuracy rate.

The average accuracy of the MM model is 90.51%, which is only 2.44 percentage points lower than that of
the previous model. It shows that the recognition performance of the algorithm model designed in this study
is already better than the Faster-RCNN model which has a better recognition effect in the market.

The results of Experiment #04 were used to create Figure 4.3. The graph displays the amount of time
spent on computing (vertical axis) versus the number of images to be identified (horizontal axis). These images
were sourced from the ImageNet dataset. As we can see in Figure 4.4, the “Improve GoogLe Net+MM” model
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Fig. 4.2: Comparison of recognition accuracy of different model organization methods

Fig. 4.3: Comparison of recognition accuracy of each algorithm model

is lower than the other three comparison models as the number of images to be recognized increases, while the
computation time of the model built by the unimproved GoogLe Net algorithm is higher, but the computation
time of the “VGG16+MM” model is lower than the other three comparison models when the sample size is
larger. The “VGG16+MM” model requires the longest computation time of 37.86 seconds.

To further analyze the reliability and application value of this design model, 80 landscape plant experts
from both domestic and foreign sources are now invited to conduct an evaluation experiment. Obtain a total
of 762 real landscape plant images from a domestic science and technology innovation park, and use this design
model and comparison model for landscape plant recognition. And have experts rate the recognition results of



Research on the Construction of Intelligent System of Landscape in Science and Innovation Park of Smart City 4081

Fig. 4.4: Comparison of computational time consumption of each algorithm model

Table 4.4: Statistics of Evaluation Experiment Scoring Results

Identification Average value Standard deviation Maximum value Minimum value
Improve GoogLeNet+MM 9.18 0.43 9.77 8.81
GoogLeNet+MM 8.24 0.52 9.05 7.63
VGG16+MM 7.65 0.64 6.89 8.30
Faster-RCNN+MM 8.69 1.09 9.62 6.84

each model on a 10 point scale, and the scoring results are shown in Table 4.4. The scoring results, shown in
Table 4.4, indicate that the overall average of the Improved GoogLeNet+MM recognition model designed in this
study is the highest, with the most stable scoring results. The overall rating data for the Faster RCNN+MM
recognition model is only lower than the former, but the stability of the rating results is the worst because the
latter has the largest standard deviation of 1.09 among all models.

From the results of the above data experiments and evaluation experiments, it can be seen that the model
proposed in this study exhibits favorable application outcomes. The communication between the experimental
members and the expert group members in the evaluation experiment found that the expert team believes that
the recognition model designed in this study better solves the problem of insufficient accuracy in identifying
scarce categories in traditional landscape plant recognition models within science and technology innovation
parks. This is mainly because the model designed in this study uses transfer learning to assist in training
the model, enabling the model to obtain more effective local feature information that exists in different plant
images.

Finally, the study will separately analyze the limitations of the design model. Firstly, the biggest limitation
of this study is the inability to deploy the designed model into the plant management system for testing its
effectiveness in a more realistic usage environment. Secondly, the evaluation experiment part of this study only
invited experts to participate, and did not test the evaluation and application attitude of ordinary people to
this model. These shortcomings will be addressed and improved in subsequent research.

5. Conclusion. This study focuses on the recognition accuracy and speed issues of traditional landscape
vegetation intelligent recognition models. The GoogLeNet algorithm is improved and a landscape plant recog-
nition system for science and technology innovation parks is designed. The experimental results show that
the model’s recognition accuracy is significantly improved by pre-processing the training data set with “ex-
pand+drop” and training the model with transfer learning. The recognition model constructed with multiple
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cues achieved an average classification accuracy of 92.95%, which surpasses that of all single models signifi-
cantly. Compared with other models based on different algorithms but built in the same way, the recognition
accuracy of the “Improve GoogLe Net+MM” model designed in this study is 92.95%, which is higher than
all the comparison models. The “Faster-RCNN +MM” model follows with an average accuracy of 90.51%.
Moreover, the computation time of the “Improve GoogLe Net + MM” model is lower than other models when
processing larger data. The research data show that the improved GoogLe Net algorithm can improve the
accuracy of plant recognition. However, due to limited research energy, this study was unable to combine
the designed recognition system with the plant intelligent management system to analyze its application value.
Subsequent research can develop real-time monitoring and feedback systems to continuously monitor the health
status of plants and provide timely feedback. Real time data is fed back to the factory’s intelligent management
system for real-time decision-making and adjustment through sensor networks, cameras, or other IoT devices.
Utilize machine learning and intelligent algorithms to deeply integrate plant recognition systems and factory
intelligent management systems. By continuously learning and optimizing, the system can adapt to different
environments and plant species, and provide more accurate predictions and recommendations.
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