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THE APPLICATION OF INFORMATION TECHNOLOGY FOR ATHLETE DATA
ANALYSIS AND AUTOMATIC GENERATION OF TRAINING PLANS

SHULI YUAN∗

Abstract. In response to the demand for scientific training of sports athletes, the author combined data mining technology to
study an improved sports training mode decision support evaluation system. In this regard, the author analyzed the characteristics
of association rule algorithms and elaborated on their functions in data preprocessing, data mining, and pattern evaluation. Based
on the software design of decision support systems, the characteristics of system operation were analyzed. At the same time,
the author focused on explaining the data fusion processing of association rules in sports evaluation decision support systems,
and proposed an improved Apriori algorithm output mode to improve the effectiveness of system evaluation. Compared with
other algorithms such as Apriori, DC Apriori and Apriori, this algorithm has higher reliability. When the minimum confidence is
increased, the advantage of prior information will gradually disappear, and the final result will be obtained. Experimental results
show that this method can effectively provide support for sports training decision-making.
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1. Introduction. In modern sports competition, the analysis of athlete data and the formulation of train-
ing plans are crucial for improving competitive level and achieving excellent results. With the development of
technology and continuous innovation in data collection technology, more and more athletes and coaches are
using information technology to collect, analyze, and apply sports data. The training plan for athletes has
gradually shifted from subjective experience in the past to objective decision-making based on data, making
training more scientific and efficient. The application of data analysis in sports competitions has become a
trend. By analyzing athlete data, coaches can understand their performance during training and competition,
identify their strengths and weaknesses, and then develop targeted training plans [11]. For example, in bas-
ketball games, coaches can evaluate a player’s performance in offense and defense by analyzing their shooting
percentage, rebounds, and assist data, and provide targeted technical and tactical training. Through data
analysis, coaches can discover the potential abilities of athletes and assist them in personalized training to
improve their competitive level.

Data analysis can not only help coaches develop training plans, but also help athletes understand their
performance and improve their space. By analyzing their own sports data, athletes can gain a deeper under-
standing of their strengths and weaknesses, identify their problems in the competition, and find ways to improve.
For example, in track and field competitions, athletes can analyze their speed, endurance, and technical data to
identify their weaknesses in training and conduct targeted training to improve their competitive level. Data
analysis can enable athletes to have a more comprehensive understanding of their performance and potential,
thereby formulating more scientific and effective training plans. In addition to data analysis, the application of
information technology in sports training also includes data collection and application [4]. With the continuous
advancement of technology, athletes can use various sensors and devices to collect exercise data, such as heart
rate, step frequency, exercise trajectory, etc. These data can help athletes and coaches have a more compre-
hensive understanding of their sports status and performance, enabling more precise training and adjustments.
For example, in football training, athletes can monitor their heart rate and movement track by wearing smart
bracelets or chest bands, so as to adjust their intensity and rhythm in training. Through data collection and ap-
plication, athletes and coaches can more scientifically manage training and competitive processes, and improve
training effectiveness [1]. The application of data analysis and information technology has not only changed
the training methods of athletes, but also put forward new requirements for the role of coaches. Traditionally,
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Fig. 2.1: Data mining process.

coaches relied mainly on their own experience and intuition to develop training plans, but now they need to
have certain abilities in data analysis and information technology application. Coaches need to learn to collect,
process, and analyze sports data, obtain valuable information from it, and apply it to training programs. This
poses new requirements for the comprehensive quality of coaches, who need to constantly learn and update
their knowledge to adapt to the needs of technological development and data analysis.

In summary, the application of data analysis and information technology in modern sports competitions has
become a trend. Through data analysis, coaches can develop targeted training programs to help athletes improve
their competitive skills. Athletes can also analyze their sports data to identify their problems and engage in
targeted training. Data collection and application can help athletes and coaches have a more comprehensive
understanding of sports status and performance, and improve the scientificity and effectiveness of training. The
use of data analysis and information technology not only changes the teaching process, but also places new
demands on the effectiveness of teachers. With the continuous development of techniques and technology, the
use of statistical data and information technology in sports competitions is becoming more and more popular,
challenging many methods and approaches to athletes and coaches.

The author aims to explore the application of information technology in athlete data analysis and automatic
generation of training plans, and evaluate its impact on athlete training and competitive performance. By
collecting and analyzing physiological, technical, and competitive data of athletes, combined with advanced
data mining and machine learning algorithms, we hope to automatically generate personalized training plans
to help athletes better tap into their potential, improve training effectiveness, and achieve better results in
competitions. Through this study, we will be able to gain a deeper understanding of the current status and
potential of the application of information technology in athlete training and competition, providing scientific
training guidance and decision support for athletes and coaches [15].

2. Decision support system for sports training mode.
2.1. Overview of Association Rule Mining Algorithms. The most crucial aspect of data mining

technology is the association rule algorithm, and the Apriori algorithm is a classic algorithm in association rule
algorithms. At present, there are various ways to classify association rules, and the most common one is to
classify them according to the dimensions of the data types in the association rules [7]. It can be classified
into one-dimension and multiple-attribute.There are a lot of influential factors in practice for athletes’ physical
training, and the data types obtained are much bigger than that of 3D ones. Therefore, the multi-dimension
association rules must be taken into account in the design of the DSS of sports training model. Multi-dimensional
association rules are more complicated than single-dimension association rules. Usually, multidimensional
association rules include data preprocessing, data mining, and model assessment.The concrete data mining
process is illustrated in Figure 2.1.

The preprocessing stage in the data mining process mainly involves collecting, processing, and transforming
data, which takes the longest time throughout the entire data mining process; The data mining stage mainly
analyzes the data in the preprocessing stage through selected association rules, neural network techniques, etc
[12]. The evaluation stage of the pattern mainly involves presenting the information obtained from data mining
to users, or providing a visual program for real-time viewing and analysis.

2.2. Data Fusion Processing of Sports Training Evaluation Decision Support System. In the
evaluation of sports training model based on large data mining, the related data should be integrated into the



4378 Shuli Yuan

DSS.This paper focuses on the classification of the extracted data by neural networks.
2.2.1. Fusion and Clustering of Sports Evaluation Decision Information. The data feature iden-

tification function of the sports evaluation decision support system is:
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Based on the association criteria of sports training modes, feature recognition of sports decision support
systems is carried out based on the different types of data obtained. Among them, the attribute categories of
association criteria in the system are:

RβX = U{E ∈ R | c(E,X) ≤ β} (2.3)
RβX = U{E ∈ R | c(E,X) ≤ 1− β} (2.4)

For different data block types mi and mj combined with the association criteria of sports training modes,
the iterative process of sports training decisions obtained by using the fuzzy mean method in the data types is
as follows:

Sb =
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p (ωi) (ui − u) (ui − u)
T (2.5)
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(2.6)

Si = Sb + Sω (2.7)

In the formula, p (ωi) is the set of association rule vectors for the sports training decision system. Based on
the above calculation formula, the fusion of information in the sports training mode decision support system is
achieved [14].

2.2.2. Improve Apriori algorithm output. It is necessary to create a policy organization that presents
the information only during the request for information that will be used to make design decisions for sports
training models. The author created a collection of sports training standards organization standards using a
modified weight system, and the last important rule is the only product that accepts weight products.

ωsij (n0 + 1) = ωsij (n0)− ηsij
∂J

∂ωsij
(2.8)

Through the similarity analysis of relevant data in the DSS, the adaptive learning process can be obtained
as follows:

αi
desira = α1 ·

Densityi∑
i Densityi

+ α2
APi

APinit
(2.9)

Rearrange the relevant data stored in the system in quintuples to obtain the probability density function
used for data mining:

Ps = P k
2D (1− P2D)

N−1−k
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λi
s =

λs

1− λs
(2.10)
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Fig. 2.2: Improved Apriori algorithm for frequent association rule process.

In the formula, λs and P2D represent the correlation dimension of the data and the probability that the
data can be effectively detected. The motion training model determines that the data clusters in the support
system differ in the following ways:

DisSim(A,B) = 1−
∣∣∣∣SameDis(A)- SameDis(B)

Dis(A) + Dis(B)

∣∣∣∣ (2.11)

In summary, the author can establish a system database model by mining the data of the sports training
mode decision support system and extracting its association rules, and design the corresponding system in
combination with software development [5].

2.3. Software Design. The decision support system for sports training mode is based on modern comput-
ers and uses computer and programming languages to simulate the sports training effects of athletes through
human-computer interaction. It mainly addresses decision-making issues for managers during the implementa-
tion of plans. Decision systems can provide athletes with the convenience of obtaining real-time sports data,
while also assisting in guiding and tracking the effectiveness of sports.

The author chooses the improved Apriori algorithm with frequent association rules as shown in Figure 2.2
to design the human-computer interaction system. Its main functions include:

1. The human-computer interaction system can provide a more convenient computer environment for
decision-makers in sports training. It can check the physical fitness indicators of each athlete based on
the front-end display settings, and use computers for tracking and processing.

2. Visually display the operational status of the decision support system, allowing users to fully understand
the data changes during the system’s operation and make timely adjustments.

3. Based on the output results of the system, targeted adjustments can be made to the training plan, and
the simulation can be calculated to form the optimal training plan.

4. The human-computer interaction system can also correct erroneous information and perform prelimi-
nary verification and judgment on input data [6].

On the basis of analyzing the decision support system algorithm, the author integrated data mining technol-
ogy with the system program through algorithm compilation to design a sports training mode decision support
system [2]. The main functional modules of the system include communication module, program module,
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Fig. 2.3: Flow chart of athlete performance modeling and estimation.

database module, and data output module. Using Conti-ki bus technology to transmit and coordinate the data
types of the sports training mode decision support system, meanwhile, combining VIX integrated control tech-
nology can achieve integrated control of the system. The data perception of decision support systems is built
based on the 6LoWPAN protocol stack. The design of the wireless sensor network system adopts Atmel1284P
as the main chip to control the overall IoT address allocation and mobilization of the sports training mode
decision-making system. After the taskbar address is determined, the system’s human-computer interaction is
achieved through the TaskBasic interface program.

2.4. Athlete Performance Modeling and Estimation. The workflow of athlete performance modeling
and estimation based on big data analysis technology is shown in Figure 2.3.

The steps for modeling and estimating athlete performance using big data analysis technology are as follows:
1. Collect historical data of athlete performance, process the historical data of athletes to obtain the range

of athlete performance:

x′′
i =

xi − xmin

xmax − xmin
(2.12)

In the formula, the maximum value of the athlete’s score is xmax, and the minimum value of the
athlete’s score is xmin.

2. On this basis, a support vector machine model based on PSO is proposed [10].
3. Train athletes according to each set of parameters and implement learning through support vector

regression machine.
4. If the number of iterations exceeds the set maximum value, the algorithm ends; If the number of

iterations is less than the set maximum value, adjust the flight speed and position of the particle
swarm.
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Table 3.1: Data related to the badminton team training in a certain place

Type Tid Item Avg

Data 5401 114 38

Fig. 3.1: Comparison of execution times at minimum support.

Fig. 3.2: Comparison of execution times at minimum confidence.

5. Increase the number of iterations of particle swarm optimization algorithm.
6. Retrain athlete performance through the optimal parameters of the support vector regression machine,

and obtain the optimal parameters of the support vector regression machine through the optimal
solutions pbest and gbest. Construct an athlete performance estimation model based on support
vector regression machine.

7. Test and analyze the performance of the athlete performance estimation model through athlete perfor-
mance test samples, and output the final athlete performance estimation results [3].

3. Simulation experiment analysis. On this basis, Apriori algorithm, DC Apriori algorithm and mod-
ified Apriori algorithm are compared, the results show that the algorithm is feasible. Most of the time during
the experiment, programming was done in the Java language. In this paper, a badminton team in the relevant
training data as the research object.

The “Tid”, “item”, and “quantities” in Table 3.1 represent the specific types of training items, the total
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number of data items, and the average level per training.
In Figures 3.1 and 3.2, the change in system runtime is shown as minimum support and minimum confidence

increase.
Figure 3.1 shows the reaction speed of the modified Apriori algorithm proposed in this article under the

minimum support, which shows that it is a more efficient method [9, 13, 8]. As you can see in Figure 3.2, the
improved Apriori algorithm has better performance when the minimum confidence is low. As the minimum
confidence level increased, the advantages of Apriori faded and the same effect was achieved.

4. Conclusion. In order to improve the competitive level of athletes, we must constantly improve the
competitive level. Based on information technology, this paper studies the problem of decision support in
sports teaching mode. On this basis, a method of physical education based on network is proposed. Secondly,
using Apriori, DC Apriori, Apriori and other classical algorithms to test and verify the Apriori algorithm, the
Apriori algorithm can better support training decisions, with high practical value.
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