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RESEARCH ON DEEP LEARNING-BASED ALGORITHM FOR DIGITAL IMAGE
COMBINATION AND TARGET DETECTION

SHANLU HUANG∗AND JIALIN LAI†

Abstract. This study uses deep learning techniques to improve target recognition and digital picture processing, combining
efficiency and accuracy in the fields of computer vision and image processing. Different situations, heterogeneous circumstances
in the environment, and a wide range of image properties present obstacles for the traditional approaches of combining images
and target recognition. To address these issues, our research suggests a novel method that makes use of deep learning methods to
identify relevant characteristics and trends from a variety of sources that provide diverse pictures. As part of the research process,
a complex deep learning system that can recognize ordered representations of input photos is developed and trained. We will
investigate whether faster RCNN are suitable for capturing temporal and spatial relationships in the image data. To maximize the
model’s performance, deep learning techniques will be used to make use of pre-trained networks on sizable datasets. Benchmark
datasets will be used in the method’s assessment, and it will be pitted with conventional image processing techniques. The
accuracy and dependability of the algorithm’s performance will be evaluated using quantitative metrics including precision, recall,
and F1-score. Furthermore, qualitative evaluations will be conducted to determine the visual appeal and interpretive capacity of
the created composite images.
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1. Introduction. The branch of computer science known as artificial intelligence (AI) studies how to make
machines intelligent. In a perfect world, these devices would react similarly to humans in terms of perception,
comprehension, and problem-solving decision-making [21, 5, 26]. Artificial Intelligence (AI) encompasses a
broad range of fields, most of which are related to the senses that humans have, including computer vision
(CV), the processing of natural languages (NLP), oversight, and robots. Through its ability to comprehend
digital images and movies, computer vision is a branch of computer science that strives to emulate human
vision [16, 2, 27, 15]. It analyses photos using a variety of optimization approaches and techniques. CV is
a multidisciplinary field that includes automation, math, probability, artificial intelligence, and recognition of
patterns. The branch of artificial intelligence called machine learning (ML) uses data to learn instead of explicit
programming [8].

A more intricate and sophisticated model is needed to comprehend pictures and videos. Neural networks
(NNs) are remarkably adept at processing vast volumes of data (such as photos and videos) and deciphering
it, according to research findings. Scientists were able to resolve challenging issues such picture categorization,
recognizing objects, recognition of objects, and segmentation of instances recognition of optical characters by
utilizing neural networks in CV. Using deep learning methods, computer vision additionally plays a role in
the analysis and detection of objects in images. By resolving the issues, CV has influenced several industries,
including the analysis of documents, self-driving cars, medical imagery analysis, and satellite picture research.
[14].

For several years, one of the main goals of computer vision research has been to identify objects. The
primary objective of recognizing objects is to identify an instance in pictures and videos [28]. Using a bounding
box, object identification in CV refers to identifying things of interest (such as people, pets, dogs, cycles, etc.)
at a given spot in an image [1]. In the fields of artificial information, machine vision, and robotic seeing, object
detection finds numerous uses, such as in augmented reality, security, and surveillance. Two types exist for
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object detection. Finding general categories (person, cat, etc.) is the first form of detection; the second type
targets particular examples, like the president’s face.

Identifying objects in satellite images is a crucial, essential, and difficult task since objects are small, multi-
oriented, and densely grouped. Thus, the main challenge is to identify and locate small objects in satellite images.
Because the low-resolution image dataset shortens the training period, we have created a custom dataset with
low-resolution images of objects (like small-sized aircraft) to achieve good accuracy with a minimal amount
of computational power. Using a custom dataset, we have analysed the speed and accuracy of various object
detection pipelines.

The main contribution of the proposed method is given below:
1. We assembled a dataset of satellite photos of airplanes and pre-processed it for training and testing

purposes.
2. To speed up the target identification process, the suggested algorithm makes use of the Faster R-CNN

architecture, which is well-known for its effectiveness in object detection tasks.
3. The model overcomes the computational performance constraints of standard methods by effectively

localizing and classifying targets inside the images using region-based convolutional neural networks.
4. Using a bespoke dataset, the effectiveness of the main algorithms for the identification and categoriza-

tion of aircraft in satellite imagery was compared in terms of execution speed and accuracy.
The remaining sections of this paper are structured as follows: Section 2 discusses the related research

works, Section 3 describes the digital image combination and target detection, Section 4 presents the methods
used to adopt the proposed model, Section 5 discusses the experimented results and Section 6 concludes the
proposed system with future work.

2. Related Works. In the past few years, deep learning and machine learning approaches have been used
to overcome many issues related to object identification in satellite imagery. There are three pipelines that offer
real-time remedies: YOLO, SSD, and Faster-RCNN. The cutting-edge real-time object recognition framework
YOLO (you only look once) uses a 416 x 416 resolution image and is based on a CNN (convolutional neural
network) algorithm [23, 19]. The state-of-the-art framework Faster RCNN uses a 1000 × 600 resolution image
and is based on the region suggestion method. The SSD (single shot detector) architecture operates on either
300 × 300 or 512 × 512 pixels per image, extracting feature maps across various layers and applying CNN
filters to recognize an item.

The International Society for Photogrammetry and Remote Sensing (ISPRS) Vaihingen and dam benchmark
datasets [6], which include high-resolution photos followed by CNN for fine-tuning and hitting state-of-the-
art accuracy, were subjected to dense labelling by the author [9, 4, 29]. By using region-based approaches
and classification algorithms, the researcher in [20] focused on remote sensing and localization and produced
improved object localization outcomes. Nevertheless, the region-based method’s significant latency prevented
the huge area from being covered (40 s covered area of 1280 × 1280 pixels). Although it was shown to be slower
for segmentation, the author’s work [12] used separation and additional processing approaches and produced
trustworthy findings regarding automated road detection in satellite data.

Sparse and collaborative representation, as well as kernel-based machine learning, have seen the effective
application of machine learning in HTD. By expanding traditional statistical techniques, several kernel-based
target detectors have been presented, such as kernel target-constrained interference-minimized filter (KTCIMF)
[25], kernel adaptive subspace detector (KASD) [10], and kernel orthogonal sub-space projection (KOSP) [11].
However, a lot of presumptions are also extensively relied upon by these procedures. Regarding limited and
cooperative depictions, since the author developed a sparsity-based target detector (STD) [17], several other
useful works have been presented. These include the hybrid sparsity and statistics detector (HSSD) [24], the
combination of sparse and collaborative representation (CSCR) [13], and the sparse representation-based binary
hypothesis-based detector (SRBBHD) [19].

Only a few techniques have been developed for the relatively new use of deep learning to HTD. Guided
detectors use synthesizing to primarily increase target data. They then build an end-to-end detector through
extensive pixel-pair training. Among the well-liked techniques are two-stream convolutional network-based
target detector (TSCNTD) [17], deep network-based HTD (referred to as HTD-Net) [18], and convolutional
neural network target detector (CNNTD) [7]. Furthermore, to transfer information from a large-sample domain
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Fig. 3.1: Architecture Diagram of Proposed Method

of origin to a small-sample target domain, a domain adaptable learning model has been developed [22]. Under
specific restrictions, unsupervised methods often improve the discriminating ability with unsupervised networks
and then use a straightforward matching strategy to detect targets [3].

3. Proposed Methodology. In this work, Faster RCNN method is used for digital image combination
and target detection. Initially the dataset is collected, in this work the aircraft satellite images are used as a
dataset. Next the collected dataset is pre-processed and then the data is divided for training and testing. The
training and testing is carried out by deep learning method Faster-RCNN. In figure 3.1 shows the architecture
diagram of proposed method.

3.1. Dataset Collection. One of the most important phases in the entire object identification process is
creating the dataset since the dataset has a significant impact on the model’s accuracy and performance. It
is the most crucial factor to consider while evaluating and examining the efficacy of different algorithms. The
internet makes it possible to use larger images in a multitude of categories to accurately depict the intricacy
and diversity of objects. The emergence of extensive datasets such as millions of photos has been crucial in
facilitating exceptional object detection capabilities.

We obtained satellite images with a 1920 x 1080-pixel resolution using Google Earth. Since they are
typically classified, real-time satellite surveillance photographs are extremely difficult to find. For this reason,
Google Earth is your best bet when looking for satellite photos of aircraft. Consequently, we tried to locate
as many pictures of aircraft as we could. The dataset ought to be larger, but our options are limited. To cut
down on training time, we separated the collected photos into 550 × 350 resolution after collecting. Next, we
manually eliminated every picture that didn’t include any items. In our dataset, there are 442 photos including
2213 aircraft objects. Next, we tagged photos using the labelling tool.

Pre-trained models are adept at extracting complex features from images, thanks to their exposure to
diverse datasets. These features can range from basic textures and shapes to more intricate patterns, providing
a rich set of characteristics for the system to use in target recognition tasks. Leveraging pre-trained models
can drastically reduce the time and resources needed to train deep learning systems from scratch. Since these
models have already learned a broad set of features, they require less data and fewer iterations to adapt to the
specific nuances of a new task.

3.2. Pre-processing. An essential first step in getting the data ready for further examination or use
is pre-processing satellite photos. To improve the quality, fix distortions, and retrieve pertinent information,
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a sequence of actions must be followed. Adjust photometric aberrations unique to each sensor to guarantee
uniformity in color and brightness throughout the image. Adjust for distortions in geometry brought on by
differences in geography, Earth’s curvature, and viewing angles of satellite sensors. To create an accurate
planimetric description of the image, this stage entails orthorectification.

Adjust for environmental variables including skies, haze, and particles to enhance the image’s quality. For
applications involving remote sensing, this is especially crucial. If required, adjust the image’s spatial resolution
to conform to the analysis’s specifications or to match other datasets. This frequently entails resampling
methods such as cubic or bilinear convolution.

3.3. Training and Testing the data using Faster-RCNN. The Faster RCNN is a two-stage detecting
architecture that involves the categorization and localisation of objects in the second phase and the creation
of areas in the first. Fast RCNN has a quick detection process and is dependent on external region recom-
mendations. According to recent research, CNN can localize items in CONV (convolutional) the layers, but
its performance is less in fully linked layers. Consequently, a targeted quest for generating regional proposals
took the place of CNN. They suggested replacing selective search with a precise and effective region proposal
network (RPN) to generate region proposals. They split the structure into two components: fast RCNN for
object categorization and the localization of operations and RPN for region proposal creation.

Design or utilize existing APIs (Application Programming Interfaces) that allow for smooth data exchange
and communication between the deep learning system and existing software. This may involve developing
custom middleware or adapters. Ensure that data formats, including input images and output recognition
results, are standardized across systems to facilitate easy sharing and processing.

The categorization and placement of objects using bounding boxes is carried out by an extensive number
of convolutional layers used in RPN and the last convolutional layers in the faster RCNN. Figure 4.2 shows
the network topology of the faster RCNN. When features are retrieved by CONV layers, RPN creates k n × n
anchor boxes with varying aspect ratios and sizes. Every n × n anchor is transformed into a low dimensions
vector, like 512 for the group known as Visual Geometry Group (VGG) and 256 for ZF. These vectors are then
fed into two fully linked layers, which comprise layers for object categorization and bounding box regressors.

Since RPN is a sort of fully convolutional network, it shares features with the rapid RCNN and facilitates
the computing of region suggestions efficiently. Instead of using manually created features, CNN uses faster
RCNN only for feature extraction (Figure 3.2). Using three hundred suggestions per image, the faster RCNN
with the VGG16 model reaches object detection accuracy on the PASCAL VOC dataset at 5 frames per second
on the GPU. The author investigated the role of region suggestion the generation through selective search
and region proposal generation through CNN considering the quicker RCNN growth. They concluded that
CNN-based RPN includes less geometric data for identifying objects in the CONV Layers as opposed to FC
layers.

(himg,wimg, x, y, w, h, objectives)

K is generated at each sliding window location when training a faster RCNN with anchors and various
proposals. A class probability of object or not object is represented by a 2K score in the CLS layer, whereas
the 4K boxes with coordinates in the Reg layer. K anchors, sometimes known as boxes, are the subject of the K
parameter. They produce nearly WHK anchors at the convolutional feature map W × H by using k = 9 with
three scales and three aspect ratios at each sliding window. To solve the multiscale problem based on anchors,
Faster RCNN employs CNN for features computed on a single scale image. Sharing features and addressing
multiscale at a lower cost are two advantages of this.

They give each object a binary label that indicates whether the object is present or absent for training
purposes. They give anchors a favourable label. Anchors can be computed in two different methods. Ground
truth boxes assign labels to numerous anchors. Initially, one picks those anchors whose crossover over union
is high with a ground truth box. Secondly, one selects those anchors whose intersection over union is bigger
than 0.7 with a ground truth box. As a result, the second requirement is inappropriate for accurate anchor
prediction. As a result, they apply the initial criterion, which gives anchors positive labels and has the highest
IOU with the ground truth box.
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Fig. 3.2: Overall Process of Proposed Method

4. Result Analysis. Our work concentrated on creating and refining a Faster R-CNN-based algorithm
for target detection in satellite photos of aircraft and digital image combining. When compared to traditional
methods, the suggested algorithm showed notable improvements in terms of speed, accuracy, precision, recall
and F1-score.

accuracy =
TP + TN

TP + TN + FP + FN
X100 (4.1)

precision =
TP

TP + FP
X100 (4.2)

recall =
TP

TP + FN
(4.3)

When evaluating the accuracy of Faster R-CNN target recognition on satellite images, the model’s predic-
tions are usually compared with ground truth annotation. Determine how many times the model’s predictions
coincide with the actual data (accurately predicted targets). Find out how many targets there are in the dataset
overall. Utilize the formula to determine the accuracy. Remember that although while accuracy is a widely used
metric, it might not be enough in all situations, particularly when working with datasets that are unbalanced
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Fig. 4.1: Accuracy

Fig. 4.2: F1-Score

or in situations where false positives or false negatives have distinct outcomes. In these circumstances, further
measures such as recall, precision, and F1-score may be considered to offer a more thorough assessment of the
model’s effectiveness in target detection on satellite photos. In figure 4.1shows the evaluation of Accuracy.

A high F1-score suggests a good trade-off between precision and recall when evaluating a Faster R-CNN
model for satellite image target recognition, indicating that the algorithm is successfully locating and recog-
nizing targets in the images. When analysing F1-score results, it’s crucial to consider the requirements of the
application as well as the implications of false positives and false negatives. In figure 4.2 shows the evaluation of
Precision. When employing Faster R-CNN for object detection tasks in satellite pictures, precision is an essen-
tial evaluation criterion. By quantifying the precision of the model’s positive predictions, one can ascertain the
proportion of projected positive instances that turn out to be true positives. figure 4.3 shows the evaluation.

Recall is a crucial parameter in satellite image analysis that assesses the model’s accuracy in identifying
and capturing all pertinent instances of the target class in the dataset when employing a Faster R-CNN-based
algorithm. Recall is critical in the context of satellite photography since it offers insights into the algorithm’s
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Fig. 4.3: Precision

Fig. 4.4: Recall

capacity to identify every instance of the target class, guaranteeing that no significant data is overlooked. A
high recall score means that the model can identify most real instances of the target class and effectively reduce
false negatives. In figure 4.4 shows the evaluation of Recall.

5. Conclusion. To combine efficiency and accuracy in the domains of computer vision and image pro-
cessing, this work employs deep learning approaches to enhance target detection and digital picture processing.
Traditional ways of merging images and target recognition face challenges from varying scenarios, variable
environmental conditions, and a broad range of image attributes. The study we conducted proposes a novel
approach to address these problems by using deep learning techniques to extract significant features and pat-
terns from several sources that offer a range of images. A sophisticated deep learning system that can identify
ordered presentations of input photographs is created and trained as part of the study process. We will examine
if temporal and geographical links in the visual data can be captured by quicker RCNN. Deep Learning tech-
niques will be applied to utilize pre-trained networks on large datasets to optimize the model’s performance.
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The method will be evaluated using benchmark datasets and compared to traditional image processing tech-
niques. Quantitative measurements like precision, recall, and F1-score will be used to assess the algorithm’s
correctness and reliability. Additionally, qualitative assessments will be carried out to ascertain the composite
images’ visual appeal and interpretive potential.
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