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CONSTRUCTION METHOD OF INFORMATION SECURITY DETECTION BASED ON
CLUSTERING ALGORITHM

SHAOBO CHEN*

Abstract. A method for K-prototype clustering, which can process mixed data types, is proposed first. An algorithm for
information security evaluation of hybrid clusters based on K-prototypes was constructed. This method makes full use of the
excellent global optimization performance of PSO and effectively solves the defect that the K-protection function quickly falls into
local optimization. Simulation results show that the proposed method can effectively prevent local extreme values and improve
overall performance.

Key words: Clustering; Information security; Safety evaluation; PSO algorithm; K-prototypes

1. Introduction. In enterprise information construction, various security devices will generate massive
records. These log data are an essential source of threat information for information system security assessment.
Therefore, it is a crucial issue in network security evaluation to quickly and effectively extract potential threats
from extensive network data [1]. In recent years, more and more data mining methods have been applied to the
security evaluation of information systems, and log-based cluster analysis has become a hot research direction.
Cluster analysis is to classify something into one class according to the similarity of a particular class [2]. The
similarity of the same class is high, and the similarity of different classes is low. Cluster analysis has been
increasingly applied in data mining, pattern recognition, machine learning, image processing, etc. The existing
clustering algorithms mainly include hierarchical clustering, partition clustering, density clustering and raster
clustering.

K-means is a standard clustering algorithm based on blocks. The K-means algorithm transforms problems
into multi-dimensional combinatorial optimal problems [3]. It groups a series of samples with several clusters
and objective functions as constraints. So, you get the optimal solution. The classic K-Means method is fast
and efficient. The disadvantage is that it only applies to numeric type data, is more sensitive to initial values,
and only applies to spherical distribution data. Many improvements have been proposed to overcome some of
K-Means’ problems. Some scholars use genetic algorithms, particle swarm optimization, immune planning, ant
colony, and other heuristic optimization algorithms to prevent algorithms from falling into the local optimal
dilemma [4]. Algorithms such as K-modes and K-protection have been studied for the two types of mixed
problems.

At present, the recorded data of security evaluation contains many characteristics of symbol type and
number type, and some have strong characteristics of symbol type, such as network protocol type and network
service type. They cannot be eliminated directly [5]. For this reason, the project intends to study a new way
of clustering multi-source log data based on K-prototypes, combined with PSO’s excellent global optimization
performance, to solve the defects of the K-protection package algorithm that easily fall into local extreme values.
Simulation results show that the proposed method can effectively prevent local extreme values, improve the
overall convergence, and improve the accuracy and stability of the algorithm.

2. Clustering algorithm based on fuzzy K-prototypes. This paper introduces a fusion method of
fuzzy K-means and fuzzy K-mode algorithms, which can effectively deal with data with different properties.
Suppose U = {uy,us,-- ,u,} is a collection of data objects, and u; = {Eil, o By Eiggg1), ,Em} repre-
sents that the data objects have m properties. The preceding g terms are continuous, and the ¢ + 1 through
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Fig. 2.1: Flow of the clustering algorithm for fuzzy K-prototypes.

m terms are categorical [6]. Therefore, the difference between data targets u; and u; can be obtained through
calculation in formula (2.1). Figure 2.1 shows the process of the fuzzy K-prototypes clustering algorithm.

q 1/2

s (ui,uy) = [Z (win — Ujh)2

h=1

>y (win, ugn) (2.1)
h=q+1

In (2.1), the former represents the difference in adjacent properties and the latter in class properties.
is the weight used to adjust the degree of difference between two properties, called the "property ratio.” The
definition of v (win, u;p) is given in formula (2.2):

1, U
v (Win, ujn) = { h 7 Ugh (2.2)
0, win = ujn

The objective function of the fuzzy K-prototypes clustering algorithm is expressed in formula (2.3):

z n

GX,Y) =33 (wr)” s (i, yr) (2.3)

k=11i=1

Tk € 10,1352k = 1,0 < 37 @k < m; X is the dependency coefficient matrix of n x z.n is the
number of data objects. Where z is the number of clusters. xy; is the extent to which the ¢ object belongs to
the k cluster. Where Y is the cluster center of mass set, Y = {y1,y2, -+ ,y.}. Where 9 € [1, 0] is the fuzzy
coefficient. In the fuzzy K-prototypes iterative method, membership x;; is calculated in the following ways:

T = Lyr = uy
TR = 0,yn = uj, h #k

1
o z s(Yk,ui) (0-1)
Thi = Zh:l [‘g(thui)}

yn F Ui, 1 <h <z

1<V zxki (Y, u;) = (2.4)

1<i
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In the iteration, j(1 < j < ¢) adjacent properties Ej; of the cluster centroid yi are computed by the
following method:

DT

y— .
9SS ) 25

For feature Ey; = el ¢ DOM (Ej) of category j(¢+ 1 < j < m), c must meet the following conditions.

J

n n
> (@Clm‘)a g = e = <($m)a | wij = 65-“) lset<n; (2.6)
=1 1=1

n; is the number of numeric values of class property Fj.
3. Particle swarm optimization based on information security..

3.1. PSO algorithm. This project uses a binary particle swarm optimization algorithm to classify them.
The group of particles is divided into N particles, and each particle is an active point in the discrete D-
dimensional space [7]. At this time, the velocity of particle ¢ at time ¢ is y;(¢), u;(t), ¢:(t), and the optimal
position of the individual is y;(¢), then the iterative formula of particle ¢ velocity and position is as follows:
Figure 3.1 shows the flow of the particle swarm optimization algorithm.

Yis(t+ 1) = 0 - 4is(t) + 2101 (¢is () — uis(t)) + 2202 (ys(t) — wis(t))
_ _ )1 es <Sig(yis(t+1)) (3.1)

t=1,---,N (N is the size of the population, usually 20). s =1,---,5 ( S stands for the dimensions of each
component of the particle code given according to a particular problem). ¢;, ¢g, ¢3 is any number in the interval
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(0,1). Where z; and zy are learning factors; It’s generally thought that z; = 2o = 2; ¢ is not negative [8]. In
this paper, it is called "inertia coeflicient” or "inertia weighting”. In the binary particle swarm optimization
algorithm, ¢ = 1 is generally taken. Sig(-) is the standard symbol, it’s usually called Sig(u) = 1/(1 4+ exp(—u)).
3.2 Fitness function. Label the category in the sample collection as X = {u; |i =1,2,--- , N}. Where u; is a
vector in dimension S, then the class internalization of X f, is:

N N
fu = Z Z Hui’ujll (32)

i=1 j=1

Cluster center X, of X meets the following conditions:

X—ii 4 (3.3)
Z_Nizluz .

Suppose the other categories of the sample collection represent Y = {y; | i =1,2,--- , M}. Where y; is a
vector of S dimension, then the Euclidean distance between groups X and Y is their group interval s(X,Y).
The method synthesized the intra-group distance and interval, the intra-group aggregation degree and the inter-
group dispersion degree and defined the adaptability value f. as the formula (3.5). The value of f’ decreases
with the decrease of the intra-group distance and the increase of the group distance [9]. The algorithm’s
convergence can be achieved by selecting the minimum fitness as the operating criterion.

_ Ix+fy

f'= 5(X,Y) (3.4)

4. Simulation experiment and result analysis.

4.1. Experimental data and parameter Settings. The experimental data used in this paper comes
from the KDD99 intrusion detection system, which is highly similar to the real world and is widely used in
intrusion detection systems. Each record has 42 characteristics, and an expert identifies the previous item as a
regular link or an attack. Of the remaining forty-one attributes, nine are numbers, and thirty-two are numbers.
Because many of the 41 experimental properties are useless, their appearance worsens the clustering result and
the operation speed faster. Therefore, it is necessary to eliminate them when clustering them. This paper uses
the attribute selection method proposed in the literature [10] to select 14 attributes, including four symbols
and ten values. Because the data size of the complete knowledge discovery database is enormous, the paper
selects some samples from the knowledge discovery database to carry out the algorithm test. In 10% of the
training database, 55,555 samples were used as test data to ensure that the selected data matched the recorded
data of the actual network [11]. There are 50,000 formally linked data; Of these, 5000 Dos attacks, 500 U2R
attacks, 50 R2L attacks, and 5 Probe attacks. All test data are extracted from the 10% training library under
the requirement of sampling quantity for each classification. First, the data should be normalized to prevent
the impact of different dimensions on the data.

X; = _Xi — Xoin (4.1)
Xmax - Xmin

X, and X are the initial values and normalized values of each feature, respectively. Xpin and X, ax represent
the maximum and minimum of this feature. The clustering results of this method are usually measured by
three criteria: class target value, intra-cluster tightness and degree of separation between clusters. When the
value of the cluster objective function is lower, the clustering results in the cluster are better [12]. With the
decrease of the spacing between clusters, the clustering efficiency of clusters increases. As the distance between
clusters increases, the clustering efficiency of clusters also increases. The number of particles in PSO-KP and
the number of chromosomes in GA-KP were set to 20, and other regulation and control indicators were set
in a general way. In the PSO-KP method, it is improved by taking w; = 0.9,ws = 0.2 as the initial value.
c1 = ¢ = 2.0 is used to express the acceleration coefficient. The maximum speed limit is denoted by Vi,.x = 0.5.
The interaction possibility of the GA-KP method is expressed by Pc = 0.6, and the mutation possibility is
expressed by Pm = 0.05.
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Table 4.1:

Comparison of clustering results of various algorithms.

Clustering algorithm

Evaluation criterion 1: Objective function value

Mean value

Standard variance

Minimum value

Maximum value

K-prototypes 0.7290 0.0824 0.6031 0.8965
GA-KP 0.5675 0.0221 0.5272 0.6168
PSO-KP 0.5225 0.0179 0.4926 0.5628

Clustering algorithm

Evaluation criterion 2: In-class distance

K-prototypes

Mean value
40488

Standard variance
5929

Minimum value
33486

Maximum value
50917

GA-KP

39696

1529

34623

41753

PSO-KP

40042

1401

37632

42252

Clustering algorithm

Evaluation criterion 3: Distance b

etween classes

Mean value

Standard variance

Minimum value

Maximum value

K-prototypes 16.3921 2.2467 9.4027 19.4889
GA-KP 17.0264 1.3935 13.5611 20.1120
PSO-KP 20.0553 0.5652 17.9706 21.0883

5299

4.2. Result Analysis. In the test, three algorithms for K-prototypes, GA-KP and PSO-KP, were executed
30 times and 100 times for each cycle, respectively. Table 4.1 shows the objective function values, in-class
distance, standard deviation, and minimum and maximum values of the results of 30 operations.

It can be seen from Table 4.1 that the mean value and standard deviation of functions obtained by the K-
prototypes algorithm were the worst. The GA-KP method gives the second-best value. The PSO-KP method is
the best [13]. There is little difference between the three methods in the distance between classes. K-prototypes
have the advantages of high mean value and low intra-class cohesion. GA-KP and PSO-KP methods have lower
mean and mean square error and higher degrees of intra-class aggregation. GA-KP is slightly better than the
K-prototypes method regarding distances within clusters, but it is better than GA-KP. Therefore, the PSO-
KP method can ensure small coupling between clusters. In addition, the K-prototypes algorithm may also
have local extreme values, and PSO can solve the problem of K-prototype’s local extreme values in a certain
sense, but it can better prevent falling into local extreme values. Compared with the K-prototypes strategy
PSO-KP, which organically integrates the advantages of particle swarm optimization with K-prototypes, the
particle swarm optimization has a robust global search performance, thus avoiding the defect of K-prototypes
function quickly falling into local optimization [14]. For the generation of the next generation population, the
idea of K-prototypes is adopted for genetic optimization of the particles, combined with K-prototypes’ powerful
global optimization ability and fast convergence characteristics to accelerate the search speed. Figure 4.1 shows
the convergence rate of each method’s optimal clustering objective function in 30 cycles. The convergence of
the K-prototypes algorithm is the best, but its convergence function is too large. It is easy to fall into local
extreme values [15]. The GA-KP method has a lower convergence rate, but its final function is smaller than
the K-prototypes function. Compared with the K-prototypes method, the convergence rate of the PSO-KP
method is slightly inferior to the K-prototypes function, but its convergence rate is higher, it can reach the
optimal adaptation point, and its stability is better than that of standard genetic algorithms.

Because the selected test samples have specific classification and recognition, the cluster analysis method
can be used to classify them. Table 4.2 shows the accuracy rates of the clustering results of the three algorithms.
The accuracy of the method is only slightly higher than that of the K-prototypes method, while that of the PSO-
KP method is higher than that of the other two methods, and the accuracy rate for each test is [83.24%, 88.96%],
almost unchanged. The experimental results also prove that the PSO-KP method improves the clustering effect
and stability.

5. Conclusion. A new hybrid clustering algorithm for prototypes was constructed by combining PSO with
K-prototype functions. The advantages of the PSO and K-prototypes algorithm were organically integrated.
This method can effectively solve the problems existing in the K protection method. The selection of the
original cluster is too particular, and the local extreme value can quickly occur to improve its clustering ability
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Fig. 4.1: Convergence curves of optimal clustering objective functions for various algorithms.

Table 4.2: Clustering accuracy rate.

Clustering algorithm | Accuracy rate of clustering results

Mean value | Minimum value | Maximum value
K-prototypes 51.90% 39.88% 71.45%
GA-KP 60.17% 50.49% 74.40%
PSO-KP 89.16% 86.40% 91.91%

stability. Simulation results show the effectiveness of this method.
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