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RESEARCH AND EMPIRICAL EVIDENCE OF MACHINE LEARNING BASED
FINANCIAL STATEMENT ANALYSIS METHODS

YAOTANG FAN∗

Abstract. This study presents a novel approach called FinAnalytix which merging machine learning’s prowess in pattern
recognition with financial statement analysis. This integrated algorithm combines deep neural networks and recurrent neural
networks for predictive accuracy in stock return analysis, alongside logistic regression and random forest models for robust fraud
detection in financial statements. The empirical evidence demonstrates FinAnalytix effectiveness in identifying abnormal financial
patterns and predicting market reactions to earnings announcements. The study utilizes extensive data from listed companies,
ensuring a comprehensive and practical application. FinAnalytix represents a significant advancement in the field, providing a dual
approach to financial analysis for enhancing investment strategies through accurate stock return forecasts and bolstering financial
integrity by detecting fraudulent activities. The simulation of the study based on the financial data of 100 sample listed companies.
This research not only bridges the gap between traditional financial analysis and modern machine learning techniques but also
offers a powerful tool for investors and regulatory bodies in navigating the complex financial landscape.
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1. Introduction. The integration of machine learning in finance, particularly in financial statement analy-
sis, marks a significant advancement[13, 6]. Traditional methods, though effective, often cannot keep pace with
the complexities and rapid changes in financial markets [11]. Machine learning algorithms offer a dynamic and
in-depth approach, capable of handling large, diverse datasets and uncovering subtle patterns undetectable by
conventional means [3]. This research delves into the transformative potential of machine learning, highlighting
its ability to provide a more nuanced, comprehensive analysis [4]. By leveraging these advanced algorithms,
financial statement analysis becomes not just more efficient, but also richer and more informative, aligning with
the evolving demands of modern financial markets.

Financial statement analysis is vital for stakeholders like investors and regulatory bodies, as it sheds light
on a company’s financial health and future outlook[5, 10]. The challenge lies in the sheer complexity and volume
of financial data, which traditional analytical methods struggle to process comprehensively. Machine learning
emerges as a robust solution, with its proficiency in handling and interpreting large datasets [1]. This study
focuses on the application of advanced machine learning models such as deep neural networks and recurrent
neural networks, exploring their potential in deciphering intricate financial data, thus enhancing the overall
accuracy and insightfulness of financial analysis[17, 7].

FinAnalytix, a new novel technique proposed in the research which combines predictive analytics with
fraud detection by harnessing machine learning strengths for a dual-purpose tool. It enhances the accuracy of
stock return predictions and bolsters the detection of financial fraud indicators [2]. This innovative approach
demonstrates machine learning’s transformative potential in financial statement analysis. FinAnalytix stands
out for its efficiency and effectiveness, offering a more adept solution for navigating the complex nuances of
financial data, marking a significant step forward in the field of financial analysis.

The motivation behind the FinAnalytix study emerges from the critical need to enhance traditional financial
statement analysis with the advanced capabilities of machine learning. In the complex and rapidly evolving
financial markets, investors and regulatory bodies face significant challenges in making informed decisions and
ensuring financial integrity. Traditional methods of financial analysis, while foundational, often fall short in
capturing the subtleties of market dynamics and in effectively detecting sophisticated fraudulent activities
within financial statements.
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Enter FinAnalytix, a pioneering approach that harnesses the power of machine learning to revolutionize
financial analysis. By integrating deep neural networks (DNNs) and recurrent neural networks (RNNs), FinAna-
lytix introduces a level of predictive accuracy in stock return analysis previously unattainable with conventional
techniques. These models excel in recognizing patterns and trends in vast datasets, enabling them to forecast
stock returns with remarkable precision. This capability is invaluable for investors looking to optimize their
investment strategies based on reliable predictions of market reactions to earnings announcements.

FinAnalytix stands as a significant innovation in financial analysis, blending advanced machine learning
with predictive analytics and fraud detection. Its main contributions include accurate stock return predictions,
efficient fraud detection in financial statements, and comprehensive analysis of complex financial data. The al-
gorithms adaptability ensures continual learning from new data patterns, making it a valuable tool for investors
and regulatory bodies. This convergence of predictive analytics and fraud detection marks a noteworthy ad-
vancement in financial statement analysis, showcasing the transformative impact of machine learning in finance.
In FinAnalytix, key techniques like Deep Neural Networks (DNN) and Recurrent Neural Networks (RNN) are
used for predictive analytics, particularly in forecasting stock returns. These models are adept at handling
sequential data, making them ideal for financial time series analysis. For fraud detection, Logistic Regression
and Random Forest models are employed to identify anomalies in financial statements. These techniques excel
in classification tasks and are effective in detecting patterns indicative of fraudulent activities. Together, these
methods enable FinAnalytix to provide comprehensive financial analysis, combining accurate prediction and
efficient fraud detection.

2. Related work. This paper [9] presents a comprehensive approach of deep learning models in finance
and classifying them by subfield and analyzing their applications. This research highlights the potential for
further advancements and ongoing research opportunities in the intersection of deep leaning in finance. The
research [8] explores advanced predictive models using deep learning techniques like Convolutional Neural
Networks (CNN) and Long Short-Term Memory (LSTM) networks to forecast stock prices, challenging the
efficient market hypothesis. Utilizing granular data from a company listed on the National Stock Exchange of
India, the study develops and tests a suite of nine deep learning models. The effectiveness of these models is
assessed through metrics like execution time and root mean square error (RMSE), showing promising results
in stock price prediction[14].

This study [15] investigates the application of Deep Learning models to financial sentiment analysis, specif-
ically in the context of social networks like StockTwits. It explores the use of advanced neural network models,
including LSTM, doc2vec, and CNN, to analyze stock market opinions. The findings reveal that Deep Learn-
ing, particularly convolutional neural networks, is highly effective in predicting the sentiment of authors in
the StockTwits dataset, offering new insights into stock market trends and investor behavior. This study [16]
proposed OALOFS-MLC model, coupled with Hadoop MapReduce for big data management, employs an op-
positional ant lion optimizer-based feature selection approach to optimize feature subsets, leading to improved
classification accuracy. Additionally, the deep random vector functional links network (DRVFLN) model con-
tributes to the grading process. Experimental validation demonstrates the superiority of the OALOFS-MLC
algorithm in financial crisis prediction compared to existing approaches, underscoring its potential in bolstering
national economies and contributing to the field of financial analysis[12].

The research gap identified in the study revolves around the integration of advanced machine learning
techniques with traditional financial statement analysis for enhanced predictive accuracy in stock return analysis
and robust fraud detection. While significant strides have been made in applying machine learning to financial
markets analysis, several gaps remain, notably:

1. Limited Integration of Diverse Machine Learning Models: Existing research predominantly focuses
on the application of single machine learning models to financial analysis tasks. The comprehensive
integration of different types of models, such as deep neural networks (DNNs), recurrent neural networks
(RNNs), logistic regression, and random forest models, within a unified framework like FinAnalytix,
is relatively unexplored. This integrated approach promises to leverage the unique strengths of each
model type for various aspects of financial analysis but remains underutilized in current literature.

2. Predictive Accuracy and Fraud Detection: While machine learning has been applied to predict stock
returns and detect fraud, the effectiveness of these models in navigating the complex and nuanced
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Fig. 3.1: Proposed FinAnalytix Architecture

environment of financial markets needs more exploration. The specific challenge lies in improving pre-
dictive accuracy for stock returns while simultaneously enhancing the capability to detect sophisticated
fraudulent activities in financial statements.

3. Methodology. The methodology for FinAnalytix involves several critical steps. Initially, it focuses on
data collection and preprocessing, where financial data from listed companies is gathered and standardized for
consistency. The next step is feature selection, which utilizes techniques from existing studies to identify key
features impacting stock returns and potential financial fraud. The core of FinAnalytix is model integration,
combining Deep Neural Networks (DNN) and Recurrent Neural Networks (RNN) for stock return prediction
with Logistic Regression (LR) Gradient Boosting, Random Forest (RF) for fraud detection. These techniques
are integrated with one another and achieved an effective result in the field of financial data analysis. Training
and validation of the model are performed on diverse datasets, ensuring accuracy in both fraud detection and
stock return prediction. Output analysis follows, interpreting the model’s results for actionable insights. Finally,
a continuous feedback loop updates the model with new data, enhancing its precision and adaptability. This
proposed architecture is illustrated in Figure 3.1.

3.1. Proposed FinAnalytix Architecture.

3.1.1. Combining DNN and RNN for stock return prediction. In stock return prediction, DNN and
RNN serve distinct yet complementary roles. DNNs excel in identifying complex, nonlinear patterns within large
and diverse datasets, which are common in financial markets. They consist of multiple layers of interconnected
nodes where each layer transforms the input data into a more abstract and composite representation. This
architecture allows DNN to effectively capture intricate relationships between various financial indicators and
stock returns such as the interplay between market trends, company financials and macroeconomic factors.
The depth of these networks enables the extraction of high-level features from raw financial data, making them
adept at forecasting stock returns based on a wide array of inputs. On the other hand, RNNs specialize in
analyzing sequential or time-series data, a crucial aspect of stock market information. RNNs are designed to
recognize patterns across time, making them highly suitable for predicting stock returns where past prices,
trends, and financial events play a pivotal role. Unlike traditional neural networks, RNNs have loops within
their architecture, allowing information to persist. This characteristic enables them to process sequences of
data, such as daily stock prices, and understand their temporal dynamics. RNNs, particularly with LSTM
(Long Short-Term Memory) units, are adept at handling long-term dependencies and can capture the influence
of events from the distant past on future stock prices. The performance of DNN and RNN are illustrated in
the algorithm 1 for stock return prediction.
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Algorithm 1 Performance of DNN and RNN
Step 1: Collect the raw financial data is denoted as xr

Step 2: Apply preprocessing techniques to normalize the data for further analysis which is expressed as xp =
xr−µ

σ this normalization denotes the mean and standard deviation for the input data xr.
Step 3: Choose features f = [f1, f2, . . . fm] for relevant to stock returns like historical prices (pt), volume vt

and the financial ratios R.
Step 4: Formulate input x using selected features f

DNN and RNN model training
DNN model

Step 4: Input x = [x1, x2, . . . xn] where xi are denoted as features.
Step 5: Computation h = σ(wh.x+ bh) with wh as weight, bh as bias and σ as the activation ReLU function.
Step 6: y = wo.h+ bo where y is the predicted stock return wo and bo are the weights and biases for the output

prediction layer.
RNN model training

Step 6: Sequential input data xt

Step 7: Gate performance of LSTM unit is expressed as forget gate

ft = σ(wf . [ht−1, xt] + bf )

it = σ(wi. [ht−1, xt] + bi)

ĉt = tanh(wc. [ht−1, xt] + bc

ct = ft ∗ ct−1 + it ∗ ĉt

ot = σ(wo. [ht−1, xt] + bo)

ht = ot ∗ tanh(ct)

Step 8: Output layer is predicted as yt = wy.ht + by
Step 9: Training Loss function
Step 10: Adapt Adam optimizer to minimize.

The algorithm 1 is a method for predicting stock returns using financial data, employing both DNN and
RNN techniques. The process starts with collecting raw financial data, which is then normalized to prepare
it for analysis. Key features relevant to stock returns, such as historical prices, trading volume, and financial
ratios, are selected from this data. For the DNN part of the algorithm, these features are fed into a network of
layers that progressively extract patterns and relationships within the data, ultimately leading to a prediction
of stock returns. In parallel, the RNN, particularly using LSTM units, processes the data in a sequential
manner, capturing the time-dependent aspects such as trends and patterns over time. This approach helps in
understanding how past financial events influence future stock prices. Both these networks are then trained and
optimized to accurately predict stock returns, leveraging DNN’s capability to identify complex patterns and
RNN’s strength in analyzing sequential data. The combination of these two methods provides a comprehensive
and nuanced understanding of the stock market, making the it as effective for stock return prediction.

3.1.2. Logistic Regression and RF based Fraud Detection. LR and RF algorithms play a crucial
role in fraud detection by offering distinct approaches to identify fraudulent activities within financial data.
LR a statistical model, excels in classifying data into binary categories. It works by estimating probabilities
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using a logistic function which is particularly useful in fraud detection for its ability to provide a clear prob-
abilistic framework. This makes it straightforward to interpret and implement, especially in scenarios where
the relationship between the input variables and the probability of fraud is relatively linear or when the goal
is to understand the impact of individual factors on the likelihood of fraud. RF on the other hand, is a more
complex ensemble learning technique that operates by constructing multiple decision trees during training and
outputting the class that is the mode of the classes of the individual trees. This method is inherently suited
for handling the complexities often found in financial datasets such as non-linear relationships and interactions
between variables. Its ability to handle large datasets with numerous input variables and to provide importance
scores for each feature makes it an excellent tool for fraud detection. RF can effectively capture intricate pat-
terns and anomalies that might indicate fraudulent activities, offering a high degree of accuracy and robustness
against overfitting. Together, LR and RF offer a comprehensive approach to fraud detection. LR provides
clear insights into the influence of different variables on the likelihood of fraud, while RF brings a powerful
ability to model complex and non-linear relationships within the data. This combination ensures a thorough
and nuanced analysis of financial datasets for effective fraud detection. This is demonstrated with the simple
algorithm 2.

Algorithm 2 Simple algorithm
Step 1: Select fraud indicators ff = [ff1, ff2, . . . ffn] from financial data.
Step 2: Apply logistic and RF techniques which is expressed as

pf =
1

1 + e−(wf .x+bf )

Step 3: Construct multiple decision trees.
Step 4: For each tree split nodes based on information gain.
Step 5: Aggregate predictions from all trees to make a financial decision.
Step 6: Use a loss function of cross entropy l = − 1

N

∑
[y log (pf ) + (1− y) log(1− pf )

Step 7: Validate the model on a separate dataset and adjust parameters.
Step 8: Apply the trained models to new data for detecting potential fraud cases.

The above algorithm is a method for detecting fraud in financial data using a combination of LR and
RF techniques. Initially, it involves selecting specific indicators from financial data that are likely to signal
fraudulent activity. Using LR, the algorithm calculates the probability of fraud for each case by applying a
formula that considers these indicators, their respective weights, and a bias term. Concurrently, the algorithm
constructs several decision trees as part of the RF technique. Each tree splits the data into nodes based on how
well they separate fraudulent cases from non-fraudulent ones, a process guided by the principle of information
gain. The individual predictions from all these trees are then aggregated to form a more accurate and robust
decision about whether a particular case is fraudulent. The performance of this combined model is measured
using a cross-entropy loss function, which helps in fine-tuning the model’s accuracy. After validation on a
separate dataset, the refined model is ready to be applied to new financial data for effective fraud detection. In
essence, this algorithm blends the probabilistic approach of LR with the comprehensive analysis provided by
RF to enhance the detection of fraud in financial datasets.

The proposed benefit of the FinAnalytix study lies in its transformative approach to financial analysis,
leveraging the integration of machine learning techniques with traditional financial statement analysis to sig-
nificantly enhance the predictive accuracy of stock returns and the robustness of fraud detection mechanisms.
Specifically, FinAnalytix offers the following benefits:

Enhanced Predictive Accuracy: By combining deep neural networks (DNNs) and recurrent neural networks
(RNNs) with logistic regression and random forest models, FinAnalytix achieves superior predictive accuracy in
stock return forecasts. This allows investors to make more informed decisions, potentially leading to improved
investment outcomes.

Robust Fraud Detection: The integration of machine learning models provides a nuanced capability to
detect fraudulent activities in financial statements, surpassing traditional methods in identifying subtle patterns
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indicative of fraud. This is crucial for maintaining financial integrity and protecting investor interests.
Comprehensive Financial Analysis: Utilizing extensive data from listed companies, FinAnalytix ensures a

wide-ranging and practical application of its methodologies. This comprehensive approach allows for a deeper
understanding of market dynamics and financial behaviours across different sectors and regions.

Data-Driven Investment Strategies: FinAnalytix empowers financial analysts and investors with data-
driven insights, facilitating the development of sophisticated investment strategies that are grounded in detailed
analysis and predictive modelling.

Regulatory Compliance and Transparency: By improving the detection of fraudulent activities, FinAnalytix
aids regulatory bodies in enforcing financial transparency and compliance, thereby contributing to the overall
stability and trustworthiness of financial markets.

4. Results and Experiments.

4.1. Simulation Setup. To validate the proposed FinAnalytix system which combines DNN, RNN, LR,
and RF models for stock return prediction and fraud detection the dataset containing financial indices of 100
sample companies would be utilized which is adapted from the study [7]. First, the dataset would be divided
into a training set (75% of the data) and a test set (25%). The training set would be used to train both the
DNN and RNN models for stock return prediction and the LR and RF models for fraud detection. The DNN
and RNN models would learn to identify complex patterns and time-series correlations in the financial data,
while the LR and RF models would focus on detecting potential fraudulent activities based on financial indices.
After training, the models would be applied to the test set to evaluate their performance. For evaluation the
proposed FinAnalytix is compared with RF, LR, CNN, RNN, DNN, and CNN-LSTM. The accuracy, precision,
recall, and F1-score of each model in predicting stock returns and detecting fraud would be calculated to assess
their effectiveness. The performance on the test set would provide insights into how well ”FinAnalytix can
generalize to new, unseen data, which is crucial for real-world applications. The comprehensive approach of
using multiple models aims to leverage the strengths of each technique, potentially providing a more robust
and accurate system for financial analysis and fraud detection.

4.2. Evaluation criteria. Figure 4.1 showcases the effectiveness of the proposed FinAnalytix model,
particularly focusing on its accuracy. Accuracynis pivotal in assessing the overall performance of a predictive
model. It quantifies the proportion of total predictions made by the model that are correct, encompassing both
correct positive predictions (true positives) and correct negative predictions (true negatives). In the context
of financial analytics, where the risks are high, the significance of accuracy cannot be overstated. A high
accuracy rate is indicative of a model’s reliability and competence in crucial tasks such as predicting stock
returns and identifying fraudulent activities. In Figure 4.1, the proposed FinAnalytix model demonstrates an
impressive accuracy of 93.48%. This high percentage underscores the model’s precision and effectiveness. It
suggests that when applied to predict stock market trends or detect financial fraud, FinAnalytix is correct in
its predictions approximately 93.48 times out of 100. Such a level of accuracy is highly desirable in financial
analytics, indicating that the model is robust and can be trusted to deliver reliable insights, which are essential
for making informed financial decisions and safeguarding against fraudulent activities.

Figure 4.2 illustrates the precision of the proposed FinAnalytix system, highlighting its ability to accu-
rately identify true positive cases. Precision is particularly vital in contexts where the consequences of false
positives are significant. In financial analytics, for instance, incorrectly identifying a transaction as fraudulent
or misjudging a stock’s potential can have substantial implications. In the case of FinAnalytix, the precision
rate stands at an impressive 93.25%. This high percentage is indicative of the system’s efficacy in making
accurate positive predictions. When FinAnalytix flags an instance as fraud or identifies a stock as potentially
profitable, there is a 93.25% likelihood that this prediction is accurate. This level of precision ensures that users
of FinAnalytix can rely on its assessments with a high degree of confidence, significantly reducing the risk of
costly errors. The capability of FinAnalytix to maintain such high precision reflects its sophisticated analytical
prowess, especially in discerning the subtle nuances that differentiate legitimate transactions from fraudulent
ones and profitable stocks from unprofitable ones. This makes FinAnalytix an invaluable tool in the realm of
financial decision-making, where accuracy is paramount.

Figure 4.3 in the analysis highlights the recall metric for the proposed FinAnalytix system, an essential
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Fig. 4.1: In terms of Accuracy

Fig. 4.2: Precision Comparison

Fig. 4.3: Recall Comparison

aspect of its performance evaluation. Recall is a critical measure in any predictive model, especially in high-
stakes environments like financial analytics. It gauges the system’s ability to correctly identify all actual
positive cases. This metric becomes particularly crucial when the consequences of missing true positives (false
negatives) are significant, such as in the detection of fraudulent activities or identifying lucrative stock market
opportunities. For FinAnalytix, a high recall rate is indicative of the system’s robustness in capturing most
instances of fraud or identifying profitable stock opportunities. A recall rate of 92.85%, as shown in Figure 4.3,
is particularly noteworthy. It implies that FinAnalytix successfully identifies about 92.85% of all real instances
of fraud or profitable stock scenarios presented to it. In other words, out of 100 actual cases of fraud or profitable
stocks, FinAnalytix correctly identifies approximately 93 of them, missing only about 7 cases.

F1-Score, a critical metric in the evaluation of predictive models. The F1-Score is particularly important
as it provides a balanced measure that combines both precision and recall into a single metric. This balance
is crucial in scenarios like financial analytics, where both false positives and false negatives carry significant
consequences, and particularly in fraud detection, where class distribution is often twisted. The F1-Score
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Fig. 4.4: F1-Score Comparison

is calculated as the harmonic mean of precision and recall, ensuring that neither metric disproportionately
influences the overall performance evaluation. In the context of FinAnalytix of figure 4.4, an F1-Score of 93.99%
is indicative of a highly effective and balanced model. This high score suggests that FinAnalytix is adept not
only at accurately identifying true positive cases (high precision) but also at capturing a high percentage of
all positive cases (high recall), without unduly compromising on either aspect. Such a harmonious balance
between precision and recall is essential in the financial domain. It means that FinAnalytix is equally adept
at minimizing false alarms and not overlooking genuine cases of interest whether in predicting stock returns or
detecting fraudulent activities. This level of balanced performance makes FinAnalytix a reliable and versatile
tool for financial analysis, capable of providing trustworthy insights and predictions.

5. Conclusion . The study on FinAnalytix demonstrates its efficacy as an advanced analytical tool in
financial analytics, combining DNN, RNN, LR, and RF models. The system excels in both stock return
prediction and fraud detection, as evidenced by its high scores in accuracy, precision, recall, and F1-score. The
integration of various modeling techniques allows FinAnalytix to leverage the strengths of each, resulting in a
robust and versatile platform capable of handling the complexities and nuances of financial data. However, there
are limitations to the current scope of FinAnalytix. The model’s performance, while impressive, is contingent
on the quality and comprehensiveness of the input data. As financial markets are dynamic and influenced
by a myriad of factors, including economic, political, and social elements, the model might need continuous
updates and retraining to maintain its accuracy. Moreover, the current version may not fully account for
rare, unprecedented market events, which could impact its predictive capabilities. Looking forward, there
is significant potential for further enhancement of FinAnalytix. Incorporating real-time data analysis and
adapting to emerging trends in the financial market could greatly enhance its predictive power. Additionally,
integrating advanced techniques like Natural Language Processing (NLP) to analyze news, reports, and social
media could provide a more holistic view of market sentiments and trends. The scalability and adaptability of
FinAnalytix make it a promising tool for future developments in financial analytics.
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