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ALGORITHM IDENTIFICATION AND INTEGRATED WITH PUSH SERVICE FOR
TELEMEDICINE SYSTEM

CAI YAN-LING∗, LI XIN-YU†, AND KUMAR KANNAN‡

Abstract. Telemedicine systems, while overcoming physical space constraints, often lack personalized interactions. By incor-
porating a push service and leveraging prediction-oriented algorithms, these systems can offer an improved user experience. Such
enhancements enable timely treatment options and reduce unnecessary resource usage in on-site outpatient clinics. This research
work starts by creating a robust algorithm using data mining techniques. Next, it establishes the foundation for a telemedicine
push service. The service includes essential modules for disease differentiation, doctor recommendations, and diagnosis predictions.
To optimize these modules, a merged algorithm combining k-nearest neighbor classification, nearest neighbor recommendation,
and FP-growth is needed. This work aims to enhance treatment options for patients and streamline resource usage in on-site
outpatient clinics. Moreover, this work has carried out empirical research for identification of algorithm by using available data
at a public Chinese telemedicine system. The results of data analysis show the follows: 1. For disease diagnosis, the KNN model
(k=1) is more accurate but less efficient, SVM and LibSVM are more efficient but less accurate than the KNN model; 2. In terms
of doctor recommendation, nearest neighbor recommendation performs better but is not as efficient as matrix factorization; 3.
in diagnostic prediction, the combination of introducing association mining and data segmentation can play a better role. The
developed algorithm and its conclusions from this study could make easier and more efficient to provide treatment options for
undecided-condition patients.
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1. Introduction. According to the World Bank, about 10 percent of gross domestic product is spent
on healthcare every year. Telemedicine has been a treatment mode with the development of information
communications technology, which provides more access to medical resources [1, 2]. At present, there are many
telemedicine systems supported by various organizations [3-5], but most of them lack the function of active
interaction with users and fail to provide personalized recommendation. Therefore, by adding push service to
the telemedicine system, it can provide personalized service, which improves user experience and enhances user
stickiness.

For an old-mode telemedicine system, it has been accumulating abundant data. Mining user information,
doctor information and diagnostic records can realize a push service. On one hand, according to the user’s
historical data, the department and doctor when he reserves for a return visit and suggestions for daily life
are recommended. On the other hand, for some unanswered questions, this study will provide users with
information about proper department and doctors, and users can directly consult them. In addition, valuable
advice about the question is listed.

For a new telemedicine system, it can build its push service by directly using model trained by other systems,
or by adjusting some parameters on the model. This paper aims at introducing personalized recommendation
into telemedicine system, and designing integrated algorithms to adapt to different conditions and corresponding
results based on real data sets through data mining.

2. Literature Review. The algorithm design for push services in telemedicine systems involves creating
efficient mechanisms to deliver timely notifications and updates to users, ensuring seamless communication and
information flow [6].

In mainland China, a qualitative study explored family caregivers’ perspectives on telemedicine-based ser-
vices for patients with end-of-life cancer. Key findings highlighted motivations for using telemedicine, supportive
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Table 3.1: Algorithm Comparison.

Algorithm Strength Weakness
ANN Non-linearity modelling Block box in nature
Decision Tree Intuitive result, understand easily complexity in node selection
Neural network Solve problems with omplex internal mecha-

nisms
Hard to determine the number of hidden lay-
ers

Bayesian classification Solid mathematical foundations and stabil-
ity

Assumption isn’t applicable and large com-
putation

Rule-based Obtained rule has great value Rule is rare and hard to obtain
SVM Reduce computational complexity relatively large computation
KNN Principal fit data situation Accuracy depends on data size

care needs, and functional expectations of telemedicine platforms. The study underscores the importance of
addressing caregivers’ unique needs in end-of-life care programs. [7]

In a qualitative study conducted in Germany, researchers interviewed (tele-)medical experts to gain in-
sights into their experiences with adopting telemedicine within the healthcare system. The study uncovered
essential themes related to persuasion, knowledge acquisition, implementation processes, decision-making, and
confirmation, offering valuable guidance for ongoing telemedicine implementation strategies [8].

Dash et al. investigated the factors influencing telemedicine adoption. They employed multiple regression
and artificial neural network (ANN) approaches to identify key motivators for accepting telemedicine during
the pandemic [9].

3. Algorithm Identification. There are many algorithms about classification, recommendation and pre-
diction, and whether the algorithm is appropriate or not depends on actual data. Then, although telemedicine
system is quite different, the data will be similar [10]. Therefore, the first step is to rule out some algorithms
by general law, and then carry out empirical research to compare the remaining algorithms.

Information in the telemedicine system mainly includes user information, doctor information and diagnostic
records. User information generally includes user name, gender, age, and region and so on. Doctor information
generally includes doctor name, title, and skilled field and so on. Diagnosis records generally includes symptoms,
doctor advice, and time and so on. Therefore, there will be dozens of attributes that can be extracted from
a telemedicine system. In addition, considering that remote interrogation is the most common system, it is
chosen in this research. In this system, diagnostic records typically consist of unstructured text data.

3.1. Disease Differentiation. In the push service, it is the primary job to help patients determine the
department according to their symptoms. In order to express conveniently, disease differentiation is used to
describe the process. The symptoms in the system are described in words, so the word vector model should be
constructed by word segmentation, and then the number of attributes will increase, generally over 100.

There are many classification algorithms, including artificial neural networks�decision tree, neural network,
Bayesian classification, support vector machine (SVM), rule-based classification and k-nearest neighbor classi-
fication (KNN) [11]. In view of the general situation of data, the paper selects support vector machine and
k-nearest neighbor classification. The comparison of algorithms in this study is shown in table 3.1

Although artificial neural networks have some self-learning ability, the model may cause overfitting problems
when the samples are too small. In addition, ANN has poor interpretability and is not able to explain well the
reasons for the results.

In decision tree algorithm, internal node selection will be quite complex and need large calculation because
of too many attributes. Some previous literature has used decision trees to make a diagnosis for COVID-19. At
runtime, this algorithm is not dynamic enough because of the absence of circular references and feedback loops
in the decision tree.[12] In addition, numerous leaves and great depth make it lose the advantage of intuitive
result. More importantly, for many word vectors such as wound, inflammation and bleeding can’t clearly point
to a department. Therefore, error of using the algorithm will be larger.

Although neural network algorithm can simulate the human brain to classify the problem, the number of
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the hidden layers will be very difficult to determine. Few words like rhinitis can point to ENT department, but
most of them need feedbacks between different layers of neurons to reach the department, so two coexisting
cases will greatly decrease the effectiveness and efficiency of the algorithm.

Some studies have argued that some keywords do not reflect all the information regarding BNs in health-
care.[13] Furthermore, naïve Bayesian classification algorithm assumes that an attribute value is independent
on a given class. In this study, there are apparently dependencies between attributes, and conditional proba-
bility isn’t 0. Bayesian belief networks eliminates the assumption, and uses conditional probabilities table and
a direct acyclic graph. Because of numerous attributes, the table and graph will be complex, and frequently
used greedy algorithm has a large error when class labels are many.

Rule-based classification algorithm introduces association mining into classification. Although the frequent
itemsets which are directly found between a class label and attributes have a certain value, they are rare in the
data and have a small applicable scope. Therefore, it is difficult to achieve high accuracy.

SVM uses a kernel function to transform the data into a higher dimension, and searches for the optimal
separation hyperplane by solving

max 1
∥ω∥

s.t.yi
(
ωTxi+ b

)
≥ 1, i = 1 · · ·n (3.1)

A small number of support vectors are used for classification, so to a certain extent, it can avoid expo-
nential increases in calculation owing to the increase of dimensionality. However, because of involving matrix
calculations, it needs a relatively large calculation and long time.

Although it is hard to determine the class directly through few word vectors, there is no doubt that word
vectors between the same department are more similar than different departments, which fits the principal of
KNN. By setting k neighbors, the test data are classified by the classes of them. In addition, it is important to
note that KNN doesn’t construct a complete model, and accuracy depends on data size.

3.2. Doctor Recommendation. Common recommendation methods include collaborative filtering, content-
based, interaction-based and hybrid recommendation [14]. In view of the general situation of data, the paper
selects collaborative filtering including nearest neighbor recommendation and matrix factorization [15].

Content-based recommendation recommends doctors who are similar to those in user’s history, which is
very effective in marketing. However, in telemedicine system, the next question has a big probability that it
is different from the last one. In addition, it is a problem whether historical questions are enough to work.
Therefore, mean and variance of the data should be carefully evaluated before using the method.

Interaction-based recommendation recommends doctors through several questions. However, there are
hundreds of doctors even in a small telemedicine system, so it is hard to finish personalized recommendation
merely by several questions which are often used to filter data.

Collaborative filtering recommends doctors by collecting similar users’ preferences, and includes nearest
neighbor recommendation and matrix factorization. The former is similar to KNN, and the latter is especially
suitable for numerous attributes and uses the feature vector of user and item to effectively improve speed.

x̂ui = ⟨ωu, hi⟩ =
k∑

f=1

ωuf · hif (3.2)

3.3. Diagnosis Prediction. Problem descriptions and doctor advice both consist of unstructured text
data. To predict diagnosis, this research firstly segments words to construct word vector model, and then mine
association rules between the two types. [16]

Common algorithms in association mining include Apriori and FP-growth. Apriori needs to frequently
construct candidate itemsets, and then select frequent itemsets. To finish the process, it is necessary to scan
original data for many times, which makes efficiency low. However, FP-growth algorithm only requires two
scanning in the construction of FP-tree. In addition, the same prefix can be shared in the mining process,
which also greatly improves efficiency.
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Fig. 4.1: Disease differentiation.

4. Empirical Research. By fetching the real data of a telemedicine system, the paper carries out an e
empirical research. 120ask (www.120ask.com) has been in operation for over a decade and owns huge informa-
tion resources. This research grabs 65862 data of surgery, internal medicine and ENT department from 2005 to
2017. Considering the differences between children and adults, and removing invalid data, finally 61646 data
are used for research. Each data has eleven attributes including user name, age, gender, region, time, problem
description, doctor name, title, help number, like number and doctor advice. In addition, data preprocessing
is completed by using ICTCLAS2013 to construct word vector model.

4.1. Disease Differentiation. Disease differentiation is to divide questions to department, and the study
uses three first-level departments and nineteen second-level departments respectively. With a preliminary
screening job by the authors, the employed algorithms include support vector machine (SVM) and k-nearest
neighbor classification (KNN), and LibSVM which is developed by professor Lin Chin-Jen is also used as a
reference [17-20].

The operation time is converted to the index EFF, and higher EFF indicates higher efficiency and less time.

EFF = 0.5 + 0.5× timemin

time
(4.1)

In figure 4.1, it can be observed that KNN performs best in terms of accuracy. LibSVM shows its advan-
tage in speed, but fails to improve performance. Compared with first-class departments, the accuracy in the
classification of second-level departments decreases, but the basic trend remains unchanged. In addition, the
number of class labels greatly affects KNN, and the increase of number can lead to a sharp increase in time.

Figure 4.2 shows that K and kernel function are important parameters in KNN and SVM, respectively.
Considering the operation time, more appropriate approach is to use KNN and LibSVM to study the classifi-
cation of first-class departments. K performs best when K is equal to 1 and needs the shortest time. Linear
kernel function has the best performance and polynomial kernel function performs the worst.

4.2. Doctor Recommendation. This study uses nearest neighbor recommendation and matrix factor-
ization (MF) to recommend doctors. The former is similar to KNN in classification, but class label becomes
the doctor. The number of classes increases greatly, so only depending on several objects will make error large.
According to Herlocker’s empirical research, it is reasonable to set K between 20 and 50 [21,22]. Bayesian
personalized ranking matrix factorization (BPRMF) and weighted regularization matrix factorization (WRMF)
are common models in matrix factorization and use them to study.
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Fig. 4.2: Disease differentiation.

Fig. 4.3: Recommendation comparison.

In terms of accuracy, shown in figure 4.3, nearest neighbor recommendation performs better than MF, and
they are both better than non-personalized methods including random and most popular. MF algorithm is
particularly suitable for sparse matrix, but it can’t show its advantage in the study because of few attributes.
Whether K takes 20, 35 or 50, the performance is excellent. In MF, WRMF is better than BPRMF.

In terms of operation time as shown in Table 4.1, the difference is large, and nearest neighbor recommen-
dation is much higher than matrix factorization.

4.3. Diagnosis Prediction. For problem description and doctor advice, word segmentation is used to
construct word vector model. To distinguish them, the letter Q and S are respectively added. Therefore,
diagnostic prediction is to find the strong association rules between Q and S, and rule antecedent only contains
word vector with Q, and rule consequent only contains word vector with S.

This research constructs a model with 150 word vectors with Q and 140 word vectors with S after it is
filtered, use FP-growth to mine strong association rules. The purpose is to discover advice according to the
symptom, so confidence is set as an important parameter and reduce the significance of support. Setting
confidence threshold to 0.5, it is difficult to obtain effective rules. By using the whole data to research causes
the failure, because similar symptoms may correspond to different diseases, and correspond to different doctor
advice. To solve the problem, this study proposes two methods including threshold adjustment and data
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Table 4.1: Operation time

KNN-20 KNN-35 KNN-50 BPRMF WRMF Random Most Popular
Time 1h 1,5h 2h 1min 0.5min 10s 10s

segmentation.
Although similar symptoms may correspond to different advice, higher confidence still indicates higher value,

so the vital part is to make threshold adaptive to find relatively valuable rules. The process can respectively
generate 2 and 9 effective rules when threshold is adjusted to 0.25 and 0.20. However, the fundamental cause
is too much data, so the solution is that only use the data belonging to general surgery department. When
confidence threshold is set to 0.5, there will be 67 strong association rules, which is a significant improvement
in effect and efficiency.

5. Conclusion. Based on the analysis of the present situation of telemedicine, this paper constructs a
comprehensive push service system of telemedicine that provides disease differentiation, doctor recommendation
and diagnosis prediction; in this push service, an integration of various methods of data mining has been done,
and the work of its algorithm design and coding has been completed.

In disease differentiation, KNN has the best accuracy especially when K is equal to 1. However, operation
time increases dramatically when class labels increase, so SVM or LibSVM can be considered to improve
efficiency at the cost of some accuracy. In doctor recommendation, nearest neighbor recommendation performs
better than matrix factorization, but the time consumption is a hundred times. In diagnosis prediction, there
is a good result by introducing association mining into it, and this research finds that more valuable association
rules can be obtained by data segmentation. In addition, adaptive confidence threshold is also helpful in the
research.

The result from this method has a strong meaningful value and can also better provide viable methods for
upgrading and enhancing the next-generation healthcare system in the future, which hopefully can then save
more resources to improve the efficiency of access to healthcare. Through case comparisons, it can be observed
the performance of the push service is varied with the work quality of words segmentation. In the future work,
a specific professional segmentation system in medical domain will be integrated into the push service for for
higher efficiency by relacing the current general segmentation system.
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