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A STUDENT EDUCATION DATA MINING METHOD BASED ON STUDENT
SEQUENTIAL BEHAVIORS AND HYBRID RECURRENT NEURAL NETWORK

WEI LUO *AND QI WANG

Abstract. This research aims to propose a student education data mining method based on a hybrid recurrent neural
network and improved support vector machine-decision tree algorithm through in-depth analysis of student behavior sequences.
The method combines the feature extraction capability of a hybrid recurrent neural network and the nonlinear mining efficiency
of support vector machine-decision tree algorithm to achieve efficient prediction of students’ learning behavior and performance.
Experimental results have shown that the designed method completed an APA of 91.3% and 89.2% for the HR-SDT model on
the Student_1 and Student_ 2 datasets, respectively. The F1 score average values of the HR-SDT model reached 86.7% and
81.9%, respectively. The results indicate that the student behavior data mining method based on hybrid recurrent neural networks
can accurately predict the learning behavior and performance of students, providing valuable insights and decision support for
educators.

Key words: Sequence of student behavior; Recurrent neural network; Educational data mining; Learning behavior prediction;
Decision tree

1. Introduction. In today’s era, the rapid development of big data technology has brought unprecedented
opportunities and challenges to the education sector. The advancement of information technology and contin-
uous reforms in education have made the accumulation and storage of educational data easier and more con-
venient. An increasing number of educational institutions are employing student educational data for research
and decision-making purposes [32]. However, traditional educational data mining (EDM) methods mainly fo-
cus on the static characteristics and academic performance of students and rarely consider the information
of student behavior sequences (SBS) [16]. This information can reveal the learning status and characteristics
of students from a more fine-grained perspective, understand the patterns and processes of student learning
behavior sequences, and how to use these patterns for effective EDM. This is greatly important for improving
the quality of education and optimizing the allocation of teaching resources [31]. Nowadays, the rapid develop-
ment of deep learning technology provides powerful tools for EDM [24]. The hybrid recurrent neural network
(HRNN) algorithm combines recurrent neural networks (RNNs) and other types of neural networks, which can
simultaneously consider static features and sequence information, improving the expression ability and general-
ization performance of learning models [15]. Therefore, this study proposes a data mining model based on SBS
and HRNN. This model predicts and explains student learning behavior and performance through in-depth
analysis of SBS.

Compared with the research in the field of "EDM in the prediction and analysis of students’ academic
achievement”, this study not only uses HRNN for feature extraction, but also combines support vector machine
(SVM) and decision tree (DT) algorithms, i.e. SDT, to improve the efficiency of non-linear mining. Different
from the former, which mainly focuses on the static characteristics and academic performance of EDM, this
study pays more attention to the analysis of SBS information, which can reveal students’ learning status and
characteristics in more detail. By combining HRNN and various algorithms for in-depth analysis of SBS, it
is found that the final EDM model can more accurately predict and explain students’ learning behavior and
performance. This model provides valuable insights and decision support for educators, optimizes teaching
resource allocation, and improves education quality. The innovation of the research is mainly reflected in the
following two aspects. Firstly, SVM is used to improve DT to shape the SDT algorithm, and the SDT data
mining algorithm is constructed for SBS mining. Secondly, this study chooses HRNN instead of traditional

*Informatization Office, Henan Finance University, Zhengzhou 450046, China (Corresponding author, luoweil696@163. com)
4913



4914 Wei Luo, Qi Wang

RNN for SBS feature extraction, which can more accurately analyze and predict students’ learning behavior
and state. Through these two innovations, the HR-SDT model is designed in this study, which improves the
ability to mine SBS and the accuracy and efficiency of prediction.

The main contributions of this study include the following three points. First, a new data mining model
combining HRNN and an improved SDT algorithm is proposed, which realizes efficient prediction of students’
learning behavior and performance through in-depth analysis of SBS. Second, based on the traditional RNN,
HRNN is used for feature extraction, which can more accurately capture the time dependence and pattern
of students’ behavior. Third, the experimental results verify the effectiveness and high performance of this
research method, which provides a new idea and tool for the field of EDM.

The structure of this article is divided into four parts. Part 1 introduces relevant research and summarizes
the current development status of the technologies used in the study, providing theoretical preparation for this
study. Part 2 is the research method, which constructs a mining model using current algorithms. Part 3 is
the performance analysis, which involves conducting performance tests on the proposed model. Part 4 is the
conclusion, summarizing the results and shortcomings of this study.

2. Related Works. In recent years, RNN has shown strong capabilities in processing sequence data,
providing new ideas for EDM. Many researchers have begun to explore new applications of RNN and data
mining. S. R. Sudharsan et al. [22] proposed a new framework for predicting customer churn through deep
learning models, called Fast-RNN to address the issue of significant customer churn in the telecommunications
industry. This framework predicted the possibility of Customer Churn (CC), which facilitates businesses to take
various measures to retain customers who are about to be lost. This framework applied to the classification and
prediction of CC and ordinary customers, and was superior to the current mainstream model in the prediction
mechanism, so this model had certain progressiveness. M. Xia et al. [27] proposed an improved Stacked
Gated Recursive Unit RNN (GRU-RNN) to predict renewable energy generation and load under univariate
and multivariate scenarios. This method selected sensitive monitoring parameters based on correlation and
forms input data, while utilizing improved training algorithms with AdaGrad and adjustable momentum to
improve training efficiency and robustness. This method outperformed the advanced machine learning or deep
learning methods in achieving accurate energy prediction for effective smart grid operation. S. P. Yadav et al.
[29] researched the optimal architecture and algorithm usage of machine learning. After reviewing numerous
literature, they summarized that the technologies discussed in machine learning are rapidly gaining ground,
aiming to completely change the research and development field of speech and visual systems. In addition,
the study also identified limitations and slow updates in the current field of machine learning integration, and
proposed prospects for combining machine learning with mobile and embedded technologies. C. Liu et al.
[12] established a data-driven model using stacked bidirectional long short-term memory RNNs to predict the
remaining service life of super-capacitors. This model integrated time series processing algorithms based on
traditional RNN, and the stacked network improved the data capacity and computational efficiency of the model
to a certain extent. The proposed model had lower error values compared to ordinary RNNs, so the improvement
of this model had practical significance. J. Zhu et al. [33] proposed a fault diagnosis model based on RNN.
This model introduced a time series to handle equipment failures, thereby simulating the real-time status of
equipment failures. After training, the model has shown good performance in fault diagnosis and was more
advantageous compared to similar models. Therefore, this study had the potential to promote the development
of intelligent detection of equipment faults. Y. Xu et al. [28] proposed a method for extracting and analyzing
features of malicious domain names using deep neural networks (DNN). This method utilized the hierarchical
structure of bidirectional RNN to extract effective semantic features while introducing a discriminator to detect
malicious domain names, which was effective. This study also compared with other types of methods, proving
that the method’s detection performance was superior to most mainstream methods, so it was progressive.

Sequential data mining is also a commonly used research method in many fields today. Big data has grad-
ually become a hot research field, and data mining has also been improved and optimized by many researchers.
A. To address the application limitations of customized metal active sites and porous structures, Nandy et al.
[14] proposed a Gaussian process and artificial neural network model using data mining methods. This model
used natural language processing and image analysis to obtain over 2000 solvent removal stability indicators
and 3000 thermal degradation temperatures. This model has enabled researchers to obtain important features
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of metal active sites and porous structures, making a certain contribution to the development of the industry.
M. Zavarin et al. [30] proposed a comprehensive data modeling workflow, which includes search, access, interop-
erability, and database usage. The researchers in this process used a newly developed surface complexation/ion
exchange (L-SCIE) database for centralized data processing. L-SCIE’s data mining ability has been proven to
be better than other data processing models, so this research is excellent. N. Aziz et al. [2] proposed a data
mining method based on analysis bias. This method added a deviation correction module to the association
rule mining method. This module constantly monitored whether the mining process generates outliers in the
dataset processing, and obtained the same result of analysis bias by conducting numerous detection and record-
ing operations before analyzing duplicates. After comparison, the proposed method had a smaller deviation
between the results of data mining and the actual values, indicating its effectiveness. C. Sirichanya et al. [21]
found that traditional data mining methods cannot interpret data at the semantic level, nor can they reveal the
meaning of the data. Therefore, they proposed a framework that applies semantic data mining to data resource
descriptions. This framework achieved and improved data mining performance by using domain ontology as
background knowledge, breaking through the limitations of traditional data mining methods. This descriptive
framework has made breakthroughs in understanding and analyzing natural language semantics and context,
but there is still significant room for improvement in accuracy. P. Edastama et al. [7] conducted a study
on data mining and processing using the activity and sales data of an eyewear store called Optik Nasional as
an example. After using the Apriori algorithm to mine and analyze store sales data, the author found that
many daily sales transactions, and even longer sales, of the store will increase due to activities. The results
of this data mining would help improve marketing plans for sales and promotional products, and increase the
growth of eyewear sales. H. K. Bhuyan et al. [4] attempted to use multi-objective models in data mining
to address data privacy issues based on interactive computing, thus proposing an anonymity framework for
data privacy. This framework achieved a balance between objects, reduced computational costs, and increased
privacy. Based on the uniform distribution of noisy data and parameter a-cutoff values, the optimal values of
framework parameters were obtained. The proposed model’s solution controlled the amount of privacy that
users can freely choose with maximum flexibility.

In addition to RNN, other deep learning models are also widely used in different fields. N. Sharma et al.
[19] proposed a Siamese convolutional neural network (CNN), aiming to complete the offline signature verifica-
tion task by using this network model. The method processed similar and dissimilar images and calculated the
Euclidean distance between them through a network of twin cell structures with shared weights and parameters.
By reducing the distance of the same signature and increasing the distance of different signatures, the authen-
ticity of the signature was verified. The results showed that the model performed well on various data sets. In
addition, custom CNN also showed significant advantages in natural language recognition. Gurumukhi script
was a complex writing system that could effectively deal with word segmentation through a holistic approach to
offline handwritten word recognition. T. P. Singh et al. [20] employed a CNN architecture of five convolutional
layers and three pooled layers to process a dataset of 24,000 images from 500 authors of different ages and
occupations. The accuracy of training and verification on this dataset reached 97.03% and 99.50%, respectively.
Online learning systems have expanded significantly in recent years, especially during the COVID-19 pandemic,
which has seen a significant increase in enrollment of online learners. To improve the online education envi-
ronment and reduce the dropout rate, R. Kaur et al. [9] proposed an intelligent portrait system based on the
user interface. By collecting parameters such as personal information, educational background, and knowledge
level of learners, the system created a portrait of learners and recommended appropriate courses based on user
feedback. The results showed that this method had a good performance in improving user adaptability and
personalized recommendations.

In summary, data mining algorithms and neural networks have wide applications in various fields, and
different algorithms are suitable for different tasks and data types. The arrival of the big data era has brought
new challenges and opportunities to data mining, such as processing high-dimensional data, incomplete, and
inaccurate data, etc. Therefore, this study aims to promote the development of the smart education industry
by constructing a more comprehensive data analysis model built on the optimized DT and HRNN to analyze
students’ daily behavior.
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Fig. 3.1: Common Data Mining Flowchart

3. Construction of a SBD analysis model based on improved DT and HRNN. The advancement
of educational technology has accumulated abundant student behavior data (SBD), but how to effectively utilize
this data to provide targeted educational support remains a challenge. Therefore, this study proposes an HR-
SDT model that combines DT and HRNN, aiming to explore potential patterns and patterns in SBD and
provide personalized learning recommendations.

3.1. A data mining method based on DT improvement. Data mining is of great significance to the
education industry, as it can help educational institutions better understand student needs, optimize curricu-
lum design, improve teaching quality, and formulate more effective education policies. The current common
data mining methods for data processing mainly include several steps: data collection, preprocessing, feature
selection, data mining, and model evaluation. Figure 3.1 is the specific mining process.

The methods of data collection are relatively diverse, such as through sensors, questionnaire surveys, etc.,
and the methods of data collection vary in different application scenarios. Data preprocessing has a significant
impact on subsequent data mining work. Especially in cases where the original data is missing or noisy, data
preprocessing can greatly improve mining efficiency and quality by repairing and organizing the data. The
preprocessing of data includes data cleaning, classification, integration, and data transformation, among which
data transformation usually requires data normalization. The normalization calculation formula for this study
is equation (3.1).

y = T Xmin (3.1)
Xmax — Xmin

In equation (3.1), y represents the normalized output value. x; is the input raw data. i is the sequence
number. X, represents the min-value in the input raw data. Xyax is the max-value in the input raw data. A
mong various data mining algorithms, the finer the data preprocessing, the better the mining effect. The feature
selection is the process of selecting a subset of features from the feature space, and the results of data mining
vary depending on the selected features. The data mining process is the most crucial step, and different mining
algorithms have different ways of processing data. This study uses DT to mine data. In the DT algorithm, each
node represents a feature or attribute, each branch is a decision rule, and each leaf node means a classification
or regression result. The structure diagram of the DT algorithm is shown in Figure 3.2.

The selection of partitioning attributes plays a crucial role in data mining and classification processes. This
is because different attribute partitioning methods may have a significant impact on the representation of data
and the performance of classifiers. In the DT algorithm, selecting the optimal partition attribute is closely
related to the decrease in information entropy (IE). IE is a core concept in information theory, used to describe
the uncertainty and randomness of information. In data mining and classification, IE is used to measure the
degree of confusion among different categories in the dataset. If the division of an attribute can make the
categories in the dataset clearer and more orderly, then this attribute has a higher IE. In the DT algorithm,
selecting the optimal partitioning attribute is usually based on indicators such as information gain or Gini
index. These indicators evaluate the quality of partitioning by calculating the change in IE after partitioning
different attributes. The definition formula of IE is equation (3.2).

S(z) ==Y P(x) - log"" (3.2)
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Fig. 3.2: Schematic diagram of DT algorithm structure

In equation (3.2), S(z) represents the IE function. x represents the independent variable. P(x) represents
the amount of information obtained for target classification. The IE from the root node to the leaf node is a
decreasing process, and the IE of the leaf node is 0 . The selection of non-leaf nodes is achieved by comparing
the increment of IE. The formula for IE gain is equation (3.3).

G(D,A) =G'(D) - G'(D | A) (3.3)

In equation (3.3), G(D, A) represents the information gain of feature A on dataset D.G’'(D) represents the
IE of D - G'(D | A) represents the conditional entropy of D under the given conditions of A. In the process
of constructing DT, the optimal branch node is selected by calculating the IE increment of each branch node.
When all the sample data of a branch node belong to the same class, the IE increment of the branch node is
0 , and classification can be terminated at this time. In addition, if there are no remaining features to further
divide sub-DT, classification can also be terminated [5]. Although DT algorithm is widely used, its advantages
in processing time series are not obvious due to its poor handling of continuous data and missing values,
inability to handle nonlinear relationships, and other shortcomings. Given the aforementioned shortcomings
of the DT algorithm, this study introduces the SVM algorithm for its optimization. SVM, as a common data
classifier, uses a hinge loss function to calculate empirical risk and incorporates regularization terms in the
solving system to optimize structural risk. It is a classifier with sparsity and robustness [1]. At the same time,
this algorithm has a very sound mathematical theoretical foundation and can be used for mining nonlinear and
continuous data, making up for the shortcomings of the DT algorithm. The SVM algorithm classifies positive
and negative classes based on the optimal hyperplane, and the formula for calculating the optimal hyperplane
is equation (3.4).

p(x) = ayixi+b (3.4)
i=1

In equation (3.4), a; represents the support vector point. x,y represents the sample set, which is the data
that needs to be classified. n is the gross data. b represents the bias vector. After the optimal hyperplane
calculation is completed, the SVM algorithm can perform inner product operations in the designated feature
space, thereby accurately classifying the data [25]. The SVM algorithm can handle both linear and nonlinear
data, so the hyper-planes of the algorithm are shown in Figure 3.3.

By integrating the DT algorithm and SVM algorithm to construct SDT, the fused data mining algorithm not
only retains the powerful classification ability of the DT algorithm, but also compensates for the shortcomings of
the DT algorithm in handling nonlinear relationships. The proposal of the SDT algorithm undoubtedly brought
revolutionary changes to the field of education. This algorithm provides a solid foundation for subsequent feature
extraction by finely classifying student behavior.
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3.2. Feature extraction algorithm based on HRINN. Due to the insufficient feature extraction ability
of the above model for SBS, this study introduces a neural network algorithm to further optimize it, to better
assist the model in analyzing student data and formulating more reasonable management policies. RNN has
the shortcomings of being unable to capture long-term dependencies and having a large number of parameters.
Therefore, this study adopts the HRNN algorithm as the core algorithm for feature extraction [17]. The HRNN
algorithm is a hybrid algorithm that combines RNN and deep neural network. This algorithm is an important
model for processing sequence data and can be used for tasks such as time series prediction, image recognition,
speech recognition, and text generation [23]. HRNN also has strong modeling capabilities, capturing temporal
dependencies, extracting features, flexibility, and efficiency, which can better handle long-term dependencies
and time interval changes in SBS. HRNN consists of three common layers of neural networks, namely input,
output, and hidden. The structural relationship diagram of each layer is shown in Figure 3.4.

The input layer of the HRNN algorithm contains a specific input sequence, which is a time series transformed
from standardized input data. To improve the effect of the HRNN model in SBD mining, gated cycle unit (GRU)
technology is used to solve the gradient disappearance problem. As a variant of RNN, GRUs can effectively
capture long-time series dependencies and solve the problem of gradient disappearance of traditional RNN
models when processing long-series data. Specifically, GRU not only simplifies the structure of LSTM through
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the mechanism of update gate and reset gate but also reduces the computation and has powerful time series
modeling capability. In the process of HRNN model training, the GRU is introduced into the HRNN model, and
then the training efficiency and model robustness are further improved by the AdaGrad optimization algorithm
and mobilizable quantity mechanism. The data standardization calculation formula used is equation (3.5).

y/ _ A — dmean (35)
Astan

In equation (3.5), y’ is the standardized data output. a; represents the input data of the HRNN algorithm.
Gmean 18 the mean of the input dataset. agtan, means the standard deviation of the input dataset. The hidden
layer is the core structure of HRNN, which includes specific activation functions, weight matrices, and output
units for feature extraction. Due to HRNN processing time series, the hidden layer needs to be updated over
time. The expression for updating the hidden layer is equation (3.6).

H; = F (Hy_1, Xy) (3.6)

In equation (3.6), F(.) is the activation function, which is related to the current state of the hidden layer.
X4 is the input at time t. Hy_; means the hidden layer state (HLS) at time t — 1.
The HLS is usually composed of one or more neurons, which are responsible for transforming input data into
meaningful feature representations. The expression for calculating the HLS in HRNN is equation (3.7).

Hi = fianh (WhHe—1 + wh,0X¢ + Bn) (3.7)

In equation (3.7), wy, represents the weight matrix of the HLS. wy, ¢ is the weight matrix from the hidden
layer to the output layer. By, is the bias vector of the hidden layer. fiann (- represents the Tanh(.) function,
which is a nonlinear function. The HLS at a certain moment is influenced by the output at that moment and
the HLS from the previous moment [10]. According to this time series relationship, there is a certain connection
between the output of the algorithm at a certain moment and all the inputs before that moment, but the degree
to which this connection affects the results will be affected by the weight [26, 6]. The HRNN algorithm has
the feature of weight sharing in the time dimension, so it requires a small number of parameters and does not
require high computing power and caching of devices. The weight sharing process of this algorithm is shown
in Figure 3.5.

From Figure 3.5, weight sharing is implemented in the HRNN algorithm through backpropagation. In
this process, the error of each neuron is calculated by the cross-entropy function and conveyed to the pertinent
upper-layer neuron in succession, after which it is transmitted back to the initial time point. Finally, the weights
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are updated by gradient descent. After the weight update is completed, the data features of the next time step
are extracted and the features of the previous time step are output. The cross-entropy of error calculation is
similar to that of IE calculation, and the expression of this function is equation (3.8).

AH = - " (P; - log™) (3.8)

In equation (3.8), P is the true probability distribution, and q represents the predicted probability dis-
tribution. log represents the natural logarithm. P; and g; represent the probability of the true class i and
the probability of the predicted class i . The error value calculated at this moment is first transmitted to the
upper-level neurons that are only related to the weight value, and then propagated back to the initial time.
Finally, the weight value is updated using gradient descent. After the weight is updated, it enters the feature
extraction of the data at the next time step and outputs the features from the previous time step. At this time,
the HRNN hidden layer output expression is equation (3.9).

vh = Fn (wn + wno - Xy) (3.9)

In equation (3.9), yy represents the output of the hidden layer. Fy, represents the hidden layer activation
function. The output of the hidden layer participates in the calculation of the final output result of the algorithm.
After each weight update, the expression of the final output result of the algorithm is equation (3.10).

vo = fo (Wo - yn) (3.10)

In equation (3.10), yo is the output of the output layer. fo represents the output layer activation function,
which is usually a linear function.

3.3. Construction of a student behavior analysis model integrating DT and HRNN. When
analyzing student behavior, real-time and convenient data acquisition is required. Therefore, this study selects
student performance ranking and card swiping behavior for analysis. As an indispensable part of students’
campus life, the card swiping data can to some extent reflect the behavioral characteristics of students in
various aspects such as learning, life, and consumption. By obtaining student card swiping data and using
corresponding data processing techniques, the daily behavior habits of each student can be analyzed, providing
valuable reference information for schools, students themselves, and relevant management departments. The
data types and formats exported from the One Card Management System are shown in Figure 3.6.

After exporting data, it is necessary to preprocess and clean the data. The preprocessing, cleaning, and
other processes of data can eliminate duplicate and noisy data, which is of great significance for subsequent
feature extraction and mining work [8]. To facilitate data preprocessing, this study redefines various sequences.

Assuming sequence o = [x1,X2, - ,Xi, - Xp| is an SBS and x; represents the i -th behavior of q devices, the
expression of the relationship term between student behavior and campus devices is equation (3.11).
Rpq = (’Yi,j)p,q (3.11)

In equation (3.11), p is the total quantity of students. ¢ is the total amount of campus devices. 7; ; indicates
that student 4 has performed a card swiping operation on the j device.

In the above assumption, the input data is divided into student set P, campus device set ), and SBS a.
The output data is defined as the mapping relationship between the input sequence and student grades, as
shown in equation (3.12).

§=Rpq—G (3.12)

In equation (3.12), R, , represents the relationship between student behavior and campus equipment. G
represents the student’s grade level. In addition to data preprocessing, data dimensions are also an important
factor affecting the operation of HRNN models, so further processing of data dimensions is needed. This study
utilizes the pooling method of CNN for dimensionality reduction. In CNN, pooling operations are divided into
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Fig. 3.6: Research data types and formats

maximum pooling and average pooling. The former preserves the most prominent features of the data, while
the latter preserves the overall features of the data [3]. The calculation of maximum pooling is equation (3.13).

k—1 k—1
¥i,j = MAaX MaX Xi4+m,j+n (3.13)
n=0 m=0

In equation (3.13), k represents the size of the pooling kemel. x is the input matrix. y;; is the output
matrix. Maximum pooling cannot preserve all the features of the data, so this method is suitable for feature
extraction models with low accuracy requirements [13]. However, in the case of learning unified management,
there is relatively little difference in behavior among students, so the maximum pooling method is not suitable.
Therefore, this study adds an average pooling module to the input layer of the HRNN model to achieve the
effect of preserving detailed features and reducing dimensionality. The mathematical expression for the average
pooling method is equation (3.14).

kn—1kw_1

1
Yij = kh ; kw Z Z Lidu,j+v (314)

u=0 v=0

In equation (3.14), z is the input matrix. y;; is the output matrix. ky, and ky, represent the step size of
the pooling window in the vertical and horizontal directions, respectively. u and v are intermediate variables in
the calculation process. After adding the average pooling module, the structure diagram of the SBD analysis
model (HR-SDT) based on improved DT and HRNN is shown in Figure 3.7.
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Fig. 4.1: Comparison of model output time and convergence time

The feature selection module in Figure 3.7 uses the improved HRNN method for feature processing, while
the mining module uses the SDT model for data mining. This model combines the advantages of different
algorithms and can quickly and accurately analyze the behavior sequence of students. The method proposed in
this study first preprocesses SBS, including data cleaning, feature extraction, and sequence annotation. Then,
the HR-SDT model is used to model the processed data to capture temporal dependencies and patterns in SBS.
Finally, the learning behavior and performance are predicted and explained through training the model. The
proposed data mining method based on SBS and HRNN provides new ideas for data mining in the field of
education.

4. Performance testing and analysis of a student behavior analysis model integrating DT
and HRNN. The performance verification experiment equipment environment is a desktop computer with
Windows 1164 bit operating system, DDR4 16GB of memory, and NVIDIA GTX 1660 graphics card installed.
The development environment is Python 1.5. The datasets used in the experiment are Student__1 and Student_ 2
datasets exported from a third-party database, with FP-Growth and DBSCAN models selected as control
models. The convergence time and output time can indirectly reflect the data processing efficiency of the
model. This study compares the convergence time and output time of the HR-SDT model with the FP-Growth
model on the Student_ 1 and Student_ 2 datasets, as displayed in Figure 4.1 (a) shows the comparison of output
time between two models on the Student_ 1 dataset. The average output time of the HR-SDT model is 3.92
seconds, which is 2.26 seconds less than the FP-Growth model. 4.1 (b) shows the comparison of convergence
time between two models on the Student_ 2 dataset. The average convergence time of the HR-SDT model is
0.51 seconds, which is 1.63 seconds less than the FP-Growth model.
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Fig. 4.3: Average prediction accuracy on different datasets

The ROC curve is a comprehensive indicator of sensitivity and specificity as continuous variables. It calcu-
lates a series of sensitivity and specificity by setting multiple different critical values for continuous variables,
and usually the larger the area under the curve, the higher the accuracy. To analyze the ROC curves of the
proposed model, this study compares the ROC curves of HR-SDT, FP-Growth, and DBSCAN models on Stu-
dent_ 1 and Student_ 2, as shown in Figures 4.2 (a) and (b). The area enclosed by the ROC curve and reference
line of the HR-SDT model on both datasets is larger than that of the other two models, therefore the HR-SDT
model has higher performance.

To study the prediction accuracy of the HR-SDT, this study compares the average prediction accuracy
(APA) of the HR-SDT, FP-Growth, and DBSCAN models using the Student 1 and Student_2 datasets as
inputs. The experimental results are exhibited in Figure 4.3 (a) and 4.3 (b) show the relationship between the
APA and pre-training times of the model on Student 1 and Student 2. The HR-SDT model achieves the highest
prediction accuracy of 91.3% on Student 1 and 89.2% on Student_ 2. In Figure 4.3, the best effect is achieved
through two rounds of pre-training, and from the third round onwards, the accuracy begins to decrease after
pre-training.

Mean absolute error (MAE) is an indicator utilized to evaluate the model’s accuracy, which is the MAE
between the predicted value and the true value. This study compares the MAE between the HR-SDT model
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and the DBSCAN model on the Student 1 and Student 2 datasets, as shown in Figures 4.4 (a) and (b). The
MAE of the HR-SDT model is lower than that of the DBSCAN model on both datasets.

To verify the accuracy of the proposed model in predicting and classifying student learning behavior, the
Student_ 1 and Student_ 2 datasets are used as inputs. After repeated experiments, the A PA of the HR-
SDT and the FP-Growth model is compared, as listed in Figure 4.5 (a) and 4.5 (b) show the comparison of
prediction accuracy and classification accuracy between two models on Student_ 1 and Student_ 2. In Figure
4.5 (a), the APA of the HR-SDT model is significantly higher than that of the FP-Growth model, while the
average classification accuracy is not significantly different. The trend of curve changes in Figure 4.5 (b) shows
that the situation of the two models on Student 2 is similar to that on Student 1.

Loss rate is one of the commonly used indicators for model evaluation, which can reflect the error rate or
proportion of loss that occurs when the model makes predictions. This study presents the relationship between
the loss rate and training steps of HR-SDT, FP-Growth, and DBSCAN models on Student_ 1 and Student_ 2
in Figure 4.6 (a) and 4.6 (b) show the loss rates of the three models on the Student 1 and Student 2 datasets.
The loss rates of the three models, in descending order, are DBSCAN model, FP-Growth model, and HR-SDT
model.

During the operation of the model, noise signals are inevitably generated to interfere with the original data.
Noise signals can cause certain interference in model feature extraction and recognition, and usually the less
noise signals generated, the better the model. This study compares the noise signals generated by HR-SDT
and DBSCAN models using Student_ 1 as input, as displayed in Figure 4.7 (a) and 4.7(b) represent the noise
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Fig. 4.7: Comparison of noise interference generated by different model operations

signals generated during the operation of the HR-SDT and DBSCAN models. The peak noise signal of the
HR-SDT model is 167.45 Hz , while the DBSCAN model reaches 194.55 Hz . Figure 14 shows that the numerical
values and noise fluctuations generated by the noise signal in the HR-SDT model are smaller than those in the
DBSCAN model, therefore the HR-SDT model performs better.

F1-score is a commonly used indicator for evaluating the performance of classification models, which com-
prehensively considers the accuracy and recall of the model. To analyze the Fl-score of the proposed model,
Student_ 1 and Student_ 2 are used as inputs in this experiment to record the relationship between the F1-score
of HR-SDT, FP-Growth, and DBSCAN models and the sample sequence. Figure 4.8 shows the results. Figures
Figure 4.8 (a) and (b) show the Fl-score of HR-SDT, FP-Growth, and DBSCAN models on Student 1 and
Student_ 2. Comparing Figure 4.8(a) and Figure 4.8 (b), it is found that the F1-score averages of the HR-SDT
model on the Student_ 1 and Student_ 2 datasets reach 84.6% and 80.3%, respectively, which are higher than



4926 Wei Luo, Qi Wang

100 100 -

L1 90
2 80 K 2 80
2 2
= 70 20 s -

- HR-SDT HE-SDT
60 « FP-Growth - ~DESCAN 60 | oo FP-Growth DESCAN
50 " . . 50 L .
] 20 40 60 80 100 120 0 20 40 &0 30 100
Scheme mmamber Scheme mumber
(b) Comparison of the values of social system indicators () Comparison of the values of sodal system indicators

Fig. 4.8: Model F1-score comparison diagram

]

Table 4.1: Performance comparison results of different models

Dataset Model APA% F1% Convergence time /s Output time /s
HR-SDT 91.3 86.7 0.51 3.92
Student 1  FP-Growth 89.0 84.3 2.14 6.18
DBSCAN 87.5 82.9 2.85 5.45
HR-SDT 89.2 81.9 0.56 4.01
Student 2 FP-Growth 86.7 79.5 2.58 6.35
DBSCAN 85.3 77.8 2.77 5.48
HR-SDT 90.1 84.2 0.53 4.02
Student 3 FP-Growth &7.8 81.6 2.21 6.25
DBSCAN 86.2 79.3 2.90 5.60
HR-SDT 88.7 80.5 0.49 3.85
Student 4 FP-Growth 85.9 78.4 2.05 6.10
DBSCAN 84.4 76.2 2.70 5.35

the other two models.

The above data validate that the SBD mining method based on HRNN can accurately predict students’
learning behavior and performance, providing valuable insights and decision support for educators. In addition,
error analysis and model inter-pretability studies are conducted to further verify the reliability and practicality
of the method. To further prove that the proposed model has good generalization, more teaching data are
collected on the basis of Student_1 and Student 2, and two new datasets Student 3 and Student_ 4 are
created. Further, the comparison results of the APA, Fl-score, convergence time, and output time of the three
models on the four data sets are shown in Table 4.1.

From Table 4.1, the HR-SDT model outperforms the FP-Growth model and DBSCAN model on different
data sets, showing higher APA and F1-score, and also has significant advantages in convergence time and output
time. In the four data sets, the APA of the HR-SDT model is up to 91.3%, the Fl-score is up to 86.7%, and
the convergence time and output time are the shortest as low as 0.49 s and 3.85 s . The validity and robustness
of the HR-SDT model in EDM are further proved by the experimental verification of various education data
sets.

5. Discussion. The proposed SBD mining method based on HRNN and SDT has demonstrated excellent
predictive performance and generalization ability on multiple data sets. First, compared with traditional data
mining methods, the HR-SDT model performs well in processing long time series data and capturing complex
behavioral patterns. By comparing the performance of different models, the study finds that the APA and
Fl-score of the HR-SDT model are superior to other methods on multiple datasets. Compared with the
community resource method based on genome and metabolome data mining proposed by Schom et al. [18],
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the HR-SDT model shows higher flexibility and accuracy in data processing and application in the field of
education. In addition, compared with the method from data mining to wisdom mining proposed by Khan and
Shaheen [11], the HR-SDT model not only has advantages in data processing efficiency, but also shows stronger
practicability and reliability in practical applications. Secondly, to provide deeper application insights and
more accurately capture the phase relationship between signals, this paper further discusses how to improve
the capture of spatial distribution features by fusing local information nodes. Although this method has shown
a certain effect in capturing local information in SBD, it is still insufficient in practical application to effectively
divide spatial distribution features. The study introduces GRU and AdaGrad to better capture and represent
temporal and spatial features in SBD, thereby improving the prediction accuracy and robustness of the model.
In terms of specific applications, such as in analyzing students’ classroom engagement and extracurricular
activities, the improved model can more accurately identify and predict student behavior patterns, providing
more valuable decision support for educators. Finally, the function of task-related features and their application
in constructing graph neural networks (GNN) and enhancing model generalization performance are not fully
discussed in this paper. Future research could further explore how task-related features can be incorporated
into HR-SDT models to improve their processing of complex educational data. For example, research can be
conducted on how to combine GNN technology to better understand and utilize the graph structure features
in SBD, thereby further improving the prediction accuracy and generalization performance of the model.

In summary, the results of this study have important implications for personalized learning. By accurately
predicting student learning behaviors and performance, educators can personalize instruction by providing
targeted guidance and support tailored to each student’s specific circumstances. This method can not only
help students better grasp the learning content, but also improve their learning interest and initiative, and
ultimately improve the quality of education and learning effect.

6. Conclusion. In education today, student learning behavior is considered an important source of data
that can reveal their learning status, habits, and potential. However, existing research mostly focuses on specific
learning behaviors or adopts traditional data analysis methods, lacking in-depth understanding and mining of
complex behavior sequences. Therefore, this study proposed a data mining method based on SBS and HRNN,
which achieved an accurate prediction of student learning behavior and performance through in-depth analysis
of SBD and model training. After verification, the proposed method achieved an APA of 91.3% and 89.2% for
the HR-SDT model on the Student_ 1 and Student_ 2 datasets, respectively. The Fl-score average values of
the HR-SDT model reached 86.7% and 81.9%, respectively. The average output time of the HR-SDT model on
Student_ 1 was 3.92 seconds, 2.26 seconds less than the FP-Growth model. The average convergence time of
the HR-SDT model on Student_ 2 was 0.51 s, which is 1.63 s less than the FP-Growth model. Additionally, the
peak noise signal of the HR-SDT was 167.45 Hz , which is much lower than the control model. The experiment
proved that the designed method is progressiveness for SBS analysis. At the same time, this method provides
valuable insights and decision support for educators, helping to improve the quality and efficiency of education.

This study proposes and validates an SBD mining method based on HRNN, which performs well on multiple
educational datasets. However, there are still some aspects that need further study and improvement. Future
research can be carried out from the following aspects. First, future research should focus on an in-depth
analysis of the different components of the HR-SDT model, assessing their impact on overall performance, and
applicability in different scenarios. Second, although the current HRNN model is excellent in many aspects, it
still has some limitations, such as the processing of long-time series dependence and computational complexity.
Future research could explore other advanced machine learning techniques to achieve better performance in
different EDM tasks. Third, future work should also focus on the performance of the model in the long-term
application, including its actual effect on the improvement of education quality, long-term impact on students’
learning behavior, and feedback and improvement suggestions in actual teaching management.
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