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NEW PATH SCHEDULING APPROACH FOR MULTIPATH TRANSMISSION CONTROL
PROTOCOL

DEEPIKA SINGH KUSHWAH∗AND MAHESH KUMAR†

Abstract. A popular transport layer protocol that makes extensive use of multi-path communication technology is called Multi-
Path Transmission Control Protocol (MPTCP). Making use of the end-hosts multi-interface capabilities are MPTCP’s primary
goal. However, the protocol’s main weakness is lower channel usage suffers from a sharp decline in throughput due to its sudden
congestion window (cwnd) growth policy. Furthermore, the performance of MPTCP is significantly reduced when there are many
possible channels for transmission because of different wireless path parameters such as bandwidth, loss rate (due to congestion),
and delay necessitate higher re-ordering at the receiver end. As a result, it causes a significant increase in buffer-blocking and
needless retransmissions. Also, a strategy that efficiently schedules and distributes the load over accessible, qualifying channels
have been proposed. However, our proposed policy takes all these parameters into consideration and the performance has improved
significantly can be seen by the graphs presented in the later section of the paper.

Key words: Multi-Path Transmission Control Protocol, Stream Control Transmission Protocol, Linked Increase Algorithm,
Balanced Link Adaptation Algorithm

1. Introduction. Over the last few years, many applications have been adopting the single-path communi-
cation paradigm when utilizing the Transport layer (Layer-4) protocols, such as Transmission Control Protocol
(TCP) [1] and User Datagram Protocol (UDP) [2]. Unfortunately, previous Internet technologies have blindly
focused on single-way communication paradigm because of its simplicity and minimal network overhead, even
though the wide path variety has undoubtedly been accessible on the Internet. However, single-path Layer-4
protocols lack the necessary stability and proficiency to maintain their performance in the face of constantly
increasing traffic. Furthermore, single-path communication protocols are unable to provide significant fault
tolerance requirements to a variety of applications with resource constraints (such as BW and throughput), nor
can they provide flexible support for Quality of Experience (QoE) and Quality of Service (QoS). The Internet
can gain enhanced customer fulfillment and reliability by implementing the contemporary multi-path commu-
nication paradigm [3]–[5]. Multi-pathing is rapidly gaining attraction in the present day thanks to its amazing
qualities of increased network resilience, performance, and dependability. As a result, multi-homing and multi-
streaming are becoming more and more common in Internet Protocol (IP) networks. Additionally, real-time
online applications like video conferencing, online gaming, live streaming of videos and live sports broadcasting
present new difficulties due to resource limitations, which encourages routing through several possible network
paths.

However, the problems with multi-path communication technology are related to routing over multiple
paths (e.g., what basis should computation and packet forwarding be carried out for multiple paths) and traffic
splitting (e.g., what basis should flow stripping be scheduled over multiple available paths). In addition to
these difficulties, there are further concerns like Fairness: equal distribution of resources (such as BW) at the
bottleneck; packet reordering: this resolves the issue of receiver buffer blocking caused by packets being routed
across numerous pathways. If several routes are chosen and share the same bottleneck link, the background
traffics [6].

In recent times, there has been a significant surge in industrial interest and absorption of extensive research
on multi-path transmission from research societies and standardized bodies such as IEEE and IETF. The
traditional protocols used in heterogeneous network interface utilization includes MP-TCP [7] and Stream
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Control Transmission Protocol (SCTP) [8]. Multi-homing is used by SCTP and its Concurrent Multi-path
Transfer extension (CMTSCTP) [9] to build transmission associations that include multiple paths between two
end hosts. MP-TCP differs from SCTP in an established connection by systemizing many TCP sub-flows at
once. This is what MP-TCP does to support both multi-path transmission and retains backward compatibility
with traditional TCP. According to Xu et al. [10] congestion control strategies for multi-path Layer-4 protocols
was presented.

TCP is used in some way by the network applications and infrastructures that are being used nowadays.
However, SCTP solutions are not compatible with TCP, which makes them more expensive to deploy in more
practically based network environments [11]. The previously mentioned reason is what drives the most recent
procedures and initiatives aimed at improving MP-TCP performance. Additionally, MP-TCP functions flaw-
lessly with the middle-box integrations found in modern Internet architecture [5] [12]. Furthermore, when data
segments are shredding middle-boxes in the traditional Internet architecture, MP-TCP gives significantly better
performance (e.g., when compared with regular SCTP and TCP). Thus, with modern Internet infrastructure,
MP-TCP enables superior deployment skill.

The paper is organized as follows. Related Work is discussed in section 2. Proposed Work is explained
in subsection 2.3. Our new algorithm is in subsection 3.5, experimental results are in subsection 4.2, and the
conclusions follow in section 5.

1.1. Motivation. However, a significant amount of ongoing research is currently being done with a focus
on various aspects of multi-path communication strategy. The round-robin scheduling approach is a standard
mechanism used by the traditional scheduling policies to schedule data over many accessible network paths.
This competition is round-robin data packets for the transport layer protocols are dynamically divided into
equal-sharing segments over all accessible network channels by the scheduling strategy. In the meantime, this
scheduling policy ignores the different attributes (such as available BW, path quality, and delay) of several
open network paths and schedules the transfer without any thought. As a result, there is no denying that the
traditional round-robin data scheduling strategy significantly impairs application-level throughput performance
and results in significant out-of-order delivery to the destination. Out-of-order delivery thus results in duplicate
congestion window reductions and needless quick retransmissions as well. It also causes the network’s buffer-
blocking problem.

Regarding the multi-path communication policy, the MP-TCP protocol then enters the picture. The
fundamental design standard of MP-TCP is predicated on the joint capabilities of TCP and CMT-SCTP. In
contrast to SCTP, MP-TCP expertly establishes many concurrent TCP sub-flows within a connection that
has already been created. Specifically, the primary goal of MP-TCP is to enhance throughput performance.
However, MP-TCP has also suffered from the severe problem caused by packet re-ordering at the receiver’s end.
Nevertheless, a serious issue brought on by packet reordering at the recipient’s end has also affected MP-TCP.
This is due to the different qualities and characteristics of the pathways between the two end hosts. The end
host must buffer the earlier received packets in order to guarantee reliable data packet delivery to the upper
(i.e., application) layer (receiver), after which it must wait for the remaining packets to be transmitted across
sluggish pathways. It thus causes the overall transmission performance to be compromised. Additionally, the
buffer-blocking problem impedes packet exchange and exacerbates the idle connection problem, which raises
spurious retransmissions and average End-to-End (ETE) latency in addition to decreasing the network’s overall
throughput performance. Aside from this, the receiver buffer occasionally runs out of room to accommodate
incoming data packets. In this scenario, the receiver buffer finally notifies the sender of its zero window value.
This stops the sender from sending more, which forces it to enter the persist phase and cause a significant
decrease in application-level throughput performance. Nonetheless, a lot of the suggestions have sought to
provide effective traffic scheduling while attempting to mitigate the aforementioned problems depending on
certain estimates of path and connection quality [13]–[15].

1.2. Contributions and Highlights of this Paper. To improve multi-path data transmission perfor-
mance by utilizing delay variations, this research suggests an approach technique to MP-TCP. When scheduling
data over numerous paths, our approach effectively accounts for varied path characteristics and handles un-
justified cwnd growth modifications. We have taken into consideration delay variation as a statistic that, in
the end, shows the capacity of the resources for every path. In addition, we have proposed an adaptive rapid
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retransmission policy based on delay variation that further controls the suitable transmission rate for every
path. As a matter of fact, our approach effectively predicts congestion during the rising phase by periodically
evaluating the increasing delay variation of the data segments that have been transferred over a path. Then,
our approach modifies the cwnd growth scheme for the congested path.

• We propose policy that is adaptive and flexible multi-path data transfer policy for MP-TCP.
• Also proposes delay variations based adaptive data packet scheduling and adaptive fast retransmission

policy to MP-TCP.
• We confirmation of the effectiveness of the proposed approach by conducting extensive experiments

and by doing comprehensive evaluation. The validation of our approach has been carried out on ns-2.
• Our offers Improvement of 46 percent, 19 percent, and 34 percent better in throughput performance

for varied packet loss rate, BW, and path delay cases respectively. Additionally, the approach offers
improved file transfer time as compared to MP-TCP.

2. Related Work. The ultimate goal of this section is to outline for the reader the main concerns affecting
various SCTP and MP-TCP based approaches. Additionally, in this area, new concerns related to these
difficulties have been included. In addition, we will comprehend in this section how study endeavors have
been undertaken to address all these problems. Additionally, even if after resolving all of these difficulties,
what new issues have surfaced? There are two types of multi-path Layer-4 protocols: connection-oriented
and connectionless (also known as multi-path real-time protocols). Still, this section will focus exclusively on
connection-oriented protocols.

When TCP was first designed, end hosts could only connect using single interface support that is, with
the same IP address. However, the increased usage of complex networking devices has led to the creation of
end-hosts that can handle numerous interfaces. In the modern era of communication, cellphone networks and
Wi-Fi are extensively accessible in urban areas. It would be desirable for users of smartphones and tablets to
be able to start a connection, especially a TCP connection in a Wi-Fi hotspot and continue it later to their 3G
interface [16] [17].

As a result, extremely intelligent middle-boxes are developed, thereby dispelling the need for ETE design.
Moreover, these sophisticated middle-boxes have provided a host of benefits, including speed enhancements,
security (firewalls), usage (load balancers), etc. But the rapid collapse of these clever middle-boxes also re-
sulted in increased complexity when it came to Layer-4’s design protocols. However, SCTP’s adoption is quite
challenging in the current Internet architecture since it relies on the very simple assumption that the received
data segments remain identical. As of now, MP-TCP is the only protocol that was created with middle-box
functionality in mind. However, under a few unique circumstances, MP-TCP’s performance might be consid-
erably impacted when working with certain middle-boxes as well. Consequently, a large amount of study is
needed to handle middle-boxes efficiently [3] [18].

2.1. Multiple path based Proposals. Researchers were certain that multi-pathing was inevitable be-
cause new designs are always striving to develop more and more workable solutions. This in turn led to the
development of MP-TCP. Originally, several congestion control strategies that immediately extended TCP
New Reno for the aim of creating the MP-TCP policy, also known as the Linked Increase Algorithm (LIA) [19],
i.e., recommended policies, directly initiate the TCP New Reno’s capability on each sub-path independently.
When the available network paths share bottleneck links with the network paths used by MP-TCP users the
network’s single-path TCP users may experience significant unfairness as a result of this direct extended version.
To structure an effective multi-path Layer-4 protocol that is specifically compatible with the conventional TCP
(i.e., Coupled Congestion Control (CCC) algorithm), several academics have proposed several techniques [20].
These suggested methods in [21]–[24] are most suited for situations where similar or minimal differences in
Round Trip Times (RTTs) have been recorded, as they typically only use the best paths that are available to
the users. However, these algorithms experience floppiness and lower responsiveness.

First of all, these algorithms are not always able to adjust quickly. Specifically, they are not able to explore
the paths that have a greater channel and congestion-induced loss probability, which results in a significantly
lower level of responsiveness. Second, the network exhibits extreme floppiness according to these techniques.
Peng et al. [25] suggested that the half-coupled congestion control approach is inhospitable to single-path TCP
users. It inflates during different RTT iterations of every feasible sub-path.
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The authors have subsequently defined design standards that provide assurance of existence, stability,
and uniqueness of the system. Their method, known as the Balanced Link Adaptation Algorithm (BALIA)
[26], was primarily concerned with performance measures including cwnd fluctuations, TCP friendliness, and
receptiveness. Additionally, Lubna et al. [27] proposed the Dynamic OLIA (DOLIA) policy, which successfully
restrained MP-TCP’s aggression about the cwnd expansion. Many adaptive scheduling policies that guarantee
in-order data delivery have already been proposed to mitigate the buffer-blocking issue. In the meantime,
researchers have previously done a great deal of research on topics like path heterogeneity [28]–[30], congestion
control techniques [31]-[34], enhanced traffic management schedulers [21][24][35].

The MP-TCP SBD, or Shared Bottleneck Detection based Coupled Congestion Control [36] is an issue
to be put light on. The performance of other sub-flows is impacted by the extra loss and delayed sub-flow,
as demonstrated by the writers. As a result, the throughput performance is eventually hampered and the
bottleneck of many MP-TCP connections develop. The authors recommended using fountain codes to effectively
manage the variable attributes of numerous pathways to mitigate these impacts.

For multipath transmission, Thomas et al. [37] proposed a hybrid congestion control policy. The Multi-flow
Congestion Control with Network Assistance (MFCCNA) the policy has been provided by the authors; their
approach dynamically examines the available topological information about the network. The ultimate goal
of MFCCNA is to improve network resource consumption without sacrificing friendliness. Nevertheless, the
harshness of the window growth program was not taken into account by MFCCNA thus causes a decline in
performance about packet losses. Until its cwnd is entirely filled with data, the current scheduler (default),
minimal RTT (RTTmin) first, distributes data packets to the fastest available sub-flow. The leftover packets
are then suitably assigned to other available sub-flows. Although this method outperforms the traditional
round robin data scheduling scheme in the majority of circumstances, new research indicates that the RTTmin
approach still needs more thorough assessment and consideration when the available network pathways have
different attributes.

Thus, this / it further contributes to the Head-of-Line (HoL) [38] [39] blocking problem, which raises the
likelihood of receiving data packets in a disordered manner at the receiver buffer and, in turn, lowers the
throughput performance at the application level. As a result, many improved dynamic scheduling techniques
have been created in the past for efficiently dividing up data packets among several open network channels.
While the most recent delay-aware scheduling policies can enhance MP-TCP performance, they are unable to
provide reliability assurances. However, because of the diverse environment, delay aware scheduling strategies
need to handle the problem of long retransmissions and highly unreliable features of multi-path sessions.

2.2. Security, Reliability and compatibility of MPTCP. Firstly security, because multipath routing
fragments cross-path data, firewalls and virus scanners become ineffective when they can only able to track
traffic on one path. While MPTCP doesn’t enforce encryption on its own, it can be used in conjunction
with secure encryption protocols such as TLS (Transport Layer Security) or IPsec (Internet Protocol Security).
When data is encrypted using these protocols, it remains confidential and secure against eavesdropping attacks,
ensuring that data transmitted over MPTCP connections is protected [40].

Secondly reliability, MPTCP enhances reliability by providing fault tolerance, increasing throughput, adapt-
ing to network fluctuations, supporting seamless handover, implementing selective retransmission, and employ-
ing efficient congestion control mechanisms.

Thirdly for compatibility with existing protocols, a thorough study is being done before implementing
MPTCP. The middleboxes play a very important role in the performance of the protocol. Outside protocols see
MPTCP is an inside part of TCP only. Therefore our introduced changes are also not affecting other protocols
that deal with the transmission of data in the network.

2.3. The Proposed Method. When evaluating the wired network scenario during multi-homed commu-
nication, there is typically a chance that the available channel parameters (i.e., path latency, BW, and loss rate)
will vary greatly. Therefore, if MPTCP uses the entire available network interfaces for multi-path transmissions,
it will surely result in the problem of packet reordering in the framework. As a result, this strategy severely
degrades the network’s throughput performance. In order to guarantee efficient support for MP-TCP, this
article introduces the assorted path scheduling approach. Abrupt traffic management (i.e., scheduling) schemes
and ridiculously incorrect congestion window growth adjustments are guaranteed to be efficiently handled by
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our proposed policy. To achieve this, our policy takes into account the quality of any network path that is
participating in data transmission and also modifies the data scheduling approach.

The scalability of the proposed work is wherever MPTCP is being used; the proposed approach can be used
i.e. on more complex and large networks too. The proposed approach takes RTT variations and congestion
window capacity as its metric to decide where to schedule next to. Calculating RTT each time and scheduling
desired traffic is a bit complex procedure but ns-2 does this at ease. Also, while scaling Multipath TCP
to larger networks or more complex environments present challenges related to overhead, path management,
resource constraints, interoperability, security, privacy, and management, these challenges can be addressed
through optimizations in MPTCP implementations, efficient path management strategies, resource optimization
techniques, interoperability efforts, enhanced security measures, and effective management and monitoring tools.
By addressing these considerations, MPTCP can be effectively scaled to meet the demands of diverse networking
environments, providing improved performance, reliability, and flexibility for data transmission over multipath
networks.

Delay variations, an essential metric that effectively illustrates the representation of resource availability
for a candidate path, is what our policy has employed for this. In addition, an adaptive rapid retransmission
policy based on the delay variations metric is presented in this study for the same. Our approach bears the
obligation to control an effective transmission management plan in line with the available network pathways
varying delay.

Packets_sent(on_a _ path) = cwnd_currentpath -unacknowledged_packets (2.1)

Waiting_ time = immediately_ sent_ packets - packets_ not_sent (2.2)

3. Problem Identification. Indeed, a packet scheduler is required to enable the use of various accessible
pathways in MP-TCP. Selecting which data packet should be sent via which open path the primary duty of the
packet scheduler is. On the other hand, MP-TCP has to transmit packets at the receiver’s end to guarantee
system reliability in the same order in which they are sent from the sender’s end. Specifically, the features of
the dissimilar pathways, such as packet loss rate, delay, and BW availability, will consistently result in data
being received in an erratic manner at the recipient’s end. Nonetheless, the receiver buffer included in the
standardized MP-TCP eventually helps the protocol reorder data packets originating from all of the accessible
interfaces. However, the MP-TCP receiver buffer capacity is extremely constrained; as a result, the buffer
becomes blocked when the frequency of receiving increases and the amount of unordered data packets increases.
The MP-TCP sender maybe forced by this circumstance to send the new data packets throughout the stable
network pathways that are open for transmission. The reason for this is that there are insufficient buffer
spaces at the receiver’s end for the incoming fresh data packets. This indicates that unstable paths (i.e., paths
with greater delay variability) equally, disrupt the available stable routes inside the MP-TCP connection for
the delivery of data packets. Consequently, the MP-TCP application-level throughput performance may be
significantly decreased by unstable pathways utilized for multi-path data transfer.

3.1. Proposed Solution. The suggested approach’s primary goal is to estimate unstable pathways promptly.
As a result, our approach can effectively handle irrational congestion window growth adjustments in addition
to scheduling transmissions via alternative stable pathways. More specifically, our suggested method arranges
the transmission load over various available stable sub-paths suitably and estimates the paths with higher delay
fluctuations. According to Equation 3, the propagation delay (Prop-Delay), processing delay (Proc-Delay),
queueing delay (Queue-Delay), and transmission delay (Trans-Delay) generally make up the path delay (Path-
Delay).

We quickly discuss the aforementioned network delays that ultimately led to the overall packet delay to
illustrate the impact of path delay. Trans-Delay: - The amount of time required by the sender’s Layer-1, or
Physical Layer, to transfer every bit onto the wire, Prop-Delay: - The flight time of bits over the connected
channel is how it is defined. Queue-Delay: - A packet must wait an endless period of time in a router’s queue
before it can be processed; this time is dependent on the router’s traffic load. The precise information about
the level of network congestion is provided by Queue-Delay. Proc-Delay: - A packet experiences a continuous
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delay at both the sender’s and the recipient’s end.

PATH_Delay(i) = PRO_Delay(i) + TRANS_Delay(i) +QUEUE_Delay(i) + PROC_Delay(i) (3.1)

This delay may be caused by the time it takes for analog data to be converted to digital form at the sender’s
end and then packetized through multiple layers of operating protocols before the data are sent to the Physical
Layer for transmission.

Similar to this, the behavior of the underlying hardware, the Operating System (OS), and the kind of
application data being considered may have an impact on this delay at the receiver level. However, we use path
delay in our proposed approach to explicitly evaluate the delay fluctuations. Therefore, it is not necessary to
evaluate the aforementioned delay kinds on the proposed policy in detail.

3.2. Validity of Proposed Work. This section explains the validation of the proposed policy to mitigate
losses and increase bandwidth utilization. Our proposed policy anticipates congestion in the network and timely
assessment of dealing with that occurrence of congestion. The assessment is done by checking the variations
in RTT of each path; if some sudden changes are there in RTT, it means congestion may occur. So this is
the Congestion Avoidance phase. Our approach suggests an improvement in the CA phase only so that the
utilization of the bandwidth is done and overall performance of the network is being improved. Therefore it is
easily implementable for other researchers also. The Proposed algorithm is also there to help understand the
proposed approach and simulated results.

3.3. Generalizability and scaling Multipath TCP (MPTCP). MPTCP have broad applicability
across various network configurations, traffic patterns, and application scenarios. Here’s an exploration of the
generalizability of these findings: By addressing scalability challenges and optimizing MPTCP deployments for
diverse use cases, organizations can leverage the benefits of multipath communication to enhance performance,
reliability, and flexibility in their networks and applications.

1. Network Configurations: MPTCP’s scalability solutions apply to different network configurations, in-
cluding local area networks (LANs), wide area networks (WANs), data center networks, and wireless
networks. Regardless of the specific topology or technology used in the network, MPTCP’s ability to
leverage multiple paths simultaneously can improve performance and reliability by utilizing available
resources efficiently and mitigating congestion.

2. Traffic Patterns: MPTCP’s scalability considerations are relevant for diverse traffic patterns, including
bursty traffic, streaming media, interactive applications, and large-scale data transfers. By dynamically
adapting to changes in traffic conditions and network capacity, MPTCP can optimize data transmission
to meet the requirements of different applications and traffic patterns, ensuring reliable communication
and efficient resource utilization.

3. Application Scenarios: MPTCP’s scalability solutions are applicable to various application scenarios,
such as cloud computing, content delivery, real-time communication, and mobile networking. Whether
it’s distributing workload across multiple servers in a cloud environment, delivering content to ge-
ographically distributed users, maintaining low-latency communication in real-time applications, or
supporting seamless mobility for mobile devices, MPTCP’s multipath capabilities can enhance perfor-
mance, reliability, and flexibility across a wide range of use cases.

4. Heterogeneous Environments: MPTCP’s scalability findings are relevant for heterogeneous environ-
ments comprising different network technologies, devices, and operating systems. Whether it’s inte-
grating MPTCP support into legacy systems, ensuring interoperability between diverse network compo-
nents, or accommodating heterogeneous network conditions, the proposed solutions can help overcome
compatibility challenges and promote the adoption of MPTCP across heterogeneous environments.

5. Future Trends: As networking technologies continue to evolve, including the proliferation of Internet of
Things (IoT) devices, the deployment of 5G networks, and the emergence of edge computing, MPTCP’s
scalability solutions will remain relevant for addressing the scalability, performance, and reliability
requirements of future network architectures and applications. By adapting to emerging trends and
technologies, MPTCP can continue to provide value in an ever-changing networking landscape.
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3.4. Proposed Policy. Each TCP sub-flow in MP-TCP maintains an exclusive congestion window. Ad-
ditionally, if three duplicate ACKs (dupACKs) are received, the congestion window is reduced automatically
by half. On the other hand for MPTCP, coupled congestion control algorithm (CCCA) is used to regulate
the augment of the congestion window of every sub-flow at the MP-TCP flow level. CCCA also does resource
utilization at each available TCP subflows and try to deliver fairness among them. The congestion window
growth of each path is different and availability of each path leads to delay variation in congestion windows
which estimates false congestion sometimes. This difference in RTT of available path is one of the reasons
why the performance of MPTCP degrades. The goal of this approach is to combine the higher BW of several
accessible links while avoiding or avoiding the more aggressive MP-TCP protocol than regular TCP flows on
each link that is used. This is done to prevent MP-TCP from using excessive amounts of resources and ensure
TCP friendliness. Moreover, packet loss caused by duplicate ACKs is the only factor in this technique that
lowers the congestion window. Consequently, there may be a significant variation in the congestion window of
each path. As a result, there maybe a significant path delay difference or variation, which is detrimental to the
throughput performance at the application level.

In our approach, the capacity and delay of each available path is being monitored continuously which gives
the actual state of each path so that the transmission of data is done accordingly. In other words, we can get
the picture of stable and unstable paths for further transmission of data. Growth of each congestion window is
done and explained with the help of equation 3.2 -3.3. Hence in our approach, the paths have been identified
with actual window capacity and despite following traditional RR policy; data transmission is done according
to delay and capacity of each path. Hence data is transmitted fast and efficiently. More precisely, the Slow-
Start (SS) of MP-TCP is designed to detect the bandwidth availability of the path in order to prevent network
congestion. The window growth mechanism moves from the SS phase to the Congestion Avoidance (CA) phase
as soon as the congestion window growth reaches a certain extent (SSThresh). The sender then transitions to
the CA phase by modifying its SSThresh as soon as feasible, as detected by the timeout mechanism, should a
packet loss occur. When in slow start, the window increases after receiving an acknowledgement each time as
follows:

min((α/cwnd_total_paths), 1/cwnd_current_path) (3.2)

where α can be calculated as:

α =
cwnd_total_paths(max(cwnd_current_path/rtt_current_path2)∑

(cwnd_current_path/rtt_current_path)
(3.3)

Eq. 3.2 and Eq. 3.3 can be simplified when substituting value of alpha from Eq. 3.2.1 to Eq. 3.2 and is given
as follows:

α = cwnd_total_paths · (max(cwnd_i/(cwnd_current_path)2) (3.4)

The evaluation of the suggested policy’s cwnd growth policy has been conducted in accordance with the existing
delay variations, which equal a path. The optimal congestion window growth behavior has been found, fully
using the likely channel use. It guides performance improvement in relation to bandwidth and total number
of network timeouts. Let the pathways be Pi = (P1, P2, P3 . . . Pn). Di = (D1, D2, D3 . . . Dn) indicates the
RTT latency of every path – its recurrence. The first measured RTT must be used to initialize the minimum
RTT, or ”RTTMin.”

3.5. Algorithm. See Algorithm 1.

4. Assessment of performance. This section conducts extensive experiments in Network Simulator-2
(ns-2) to validate our proposed technique and evaluates its effectiveness against current multi-path techniques.

4.1. Experimental design and simulation setup. The simulation has been run entirely on NS-2.35.
About real world testing: for implementing MPTCP we need more than two systems having configuration

that supports our protocol. Out of which windows still don’t support MPTCP protocol so Linux and IOS
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Algorithm 1 An algorithm for scheduling of Data
Requirement: RTT_curr(i), RTT_min_delay(i), αThresh, ssthresh(Segment)
Begin: Calculate initial ssthresh in terms of Bytes
1. ssthreshi(Bytes) ← ssthresh(Segment) * Maximum Segment Size (MSS)
2. For every SACK received (at the sender side for each destination):
3. Calculate delay
4. IF cwndi <ssthreshi

5. cwndi+1 ←cwndi+1 // (SSphase)
6. ELSEIF µi > αThresh
7. cwndi+1 ← cwndi

8. ELSE
9. path_orderi ←cwndi

10. RTT_curr(i)←RTT_min(i) // (Congestion Avoidance Phase)

Fig. 4.1: Simulation topology

should be configured in the system. The simulator we used to perform test cases is ns-2.34 which is widely
accepted and known for running almost every networking protocol.

The network topology employed in the simulation is displayed in Figure 4.1. One source is used in the
topology with one destination with two network interfaces. Figure 4.1 displays the bandwidth and delay of each
link with background traffic source and destination. One TCP source is used as a background traffic generator
to check the performance of the proposed approach while traffic is there. Each of the nodes are connected to
Router 1 with 10 Mbps bandwidth and with Router 2 also same 10Mbps bandwidth while both of the routers
R1 and R2 are connected and forming a bottleneck situation with 1.5 Mbps bandwidth. The sender side has
background traffic attached to it as TCP Source and UDP Source creating a bottleneck at the middle of the
topology with routers R-1 and R-2.

4.2. Simulation and Results. Results of the work are being compared and presented graphically in this
section. We have implemented different network configurations, and traffic patterns. The clear comparison of
results is done on the topology being mentioned in Figure 4.1. As far as traffic patterns we have used TCP for
background traffic we have attached another figure showing throughput in case of UDP as background traffic
now. Only TCP and UDP can be used as background traffic for MPTCP.

The change in throughput (Kbps) during the course of the simulation is displayed in Figure 4.2 and 4.3.
When a receiver buffer is employed, the MP-TCP and suggested policy results show the traffic across PATH-1
and PATH-2, respectively. Because both MP-TCP and the proposed policy promptly investigate the available
channel capacity, their throughput initially climbs significantly. The suggested method transfers more data on
a path with lower latency and higher bandwidth by using the path capacity and latency as a consideration in
data chunk scheduling.

Additionally, the Slow Start algorithm repeatedly doubles the size of the cwnd. In particular, packet
loss and recovery cause a rapid change in throughput by its half. As a result, both policies recover from
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Fig. 4.2: Throughput comparison of SCTP, MPTCP and Proposed Approach

Fig. 4.3: Throughput comparison of SCTP, MPTCP and Proposed Approach

Fig. 4.4: Packet Loss Ratio of MPTCP and our Proposed Approach

losses following appropriate cwnd modifications and quick retransmissions. As a result, the proposed one uses
adaptive rapid retransmission policy, RTT variations, and strong packet loss and unordered delivery mitigation
to provide higher throughput performance.

The fluctuations in average throughput (Kbps) during the simulation period are displayed in Figure 4.4.
The purpose of this experiment is to confirm that every simulated strategy for effectively managing packet
losses, which significantly affect average throughput. The average throughput for all the simulated techniques
continuously drops as the PLR grows, as illustrated in Figure 4.4. The retransmission timeout is then examined
when path-1 packet loss rate is 1 percent and path-2 packet loss rate ranges from 1 percent to 10 percent in
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Fig. 4.5: Retransmission time in MPTCP and our Proposed Approach

Fig. 4.6: Average file transfer time in SCTP, MPTCP and Proposed Approach

Figure 4.5. The throughput is directly impacted by the retransmission timeout. Out of all the methods utilized
for comparison, the suggested approach has the lowest timeout. Consequently, the suggested approach has a
greater average usage than SCTP and MPTCP as shown in Figure 4.5. Different multipath protocols have
different file transfer times are displayed in Fig. 4.6, with file sizes ranging from 10MB to 90MB. It indicates
that the file transfer time grows together with the file size. The average file transfer time improvement using the
suggested method is 4.6 percent when compared to MPTCP and SCTP. Therefore, compared to the previously
discussed methods, the suggested solution performs better overall in a symmetric packet loss situation.

The suggested technique transmits data over several paths while optimizing network use by using bandwidth
and delay-aware scheduling. In contrast to SCTP and MPTCP, the suggested technique transmits files of any
size faster. In Figure 4.7, it is illustrated that file transfer times are different for files ranging in size from 10MB
to 90MB therefore it demonstrates that file transfer times rise in tandem with file sizes. The data pieces are
being distributed equally across several pathways by both strategies. The suggested approach factors in route
latency and bandwidth while arranging data chunks. Thus, a lot of data is scheduled on the high bandwidth
and minimum delay line by the suggested strategy.

5. Conclusion. This study introduced an approach that is bendable and adaptive multi-path data trans-
mission scheme, in response to the constraints posed by various path characteristics in concurrent multi-path
transmission design. MP-TCP transfer scheme. Rather than arbitrarily allocating traffic across several viable
network channels without taking into account the differences in path characteristics, the proposed one con-
siders each path’s quality and adjusts the scheduling criteria accordingly. The proposed policy handles the
buffer-blocking issue at the receiver side and the sudden congestion window growth adjustments issue at the
transmitter side with its RTT variation-based adaptive scheduling and rapid retransmission technique. Using
the idea of evaluating RTT variations to determine the traffic state of a path, the RTT variation-based adaptive
scheduling technique operates. Additionally, the adaptive rapid retransmission technique based on RTT vari-
ations controls the volume of traffic (transmission rate) in relation to RTT variations. The simulation results
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Fig. 4.7: File transfer time in SCTP, MPTCP and Proposed Approach

show how effective our proposed approach is in terms performance and average throughput. The proposed
approach gives 56 percent, 19 percent, and 36 percent greater throughput than MP-TCP, respectively and the
proposed approach provides 50 percent better FTT.
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