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POWER DATA ANALYSIS AND PRIVACY PROTECTION BASED ON FEDERATED
LEARNING

YAJIE LI* SHUTING CHEN] XINMIAO HU } SEN XU § AND MAO FANY

Abstract. In order for active distribution network operators to carry out power business such as load forecasting without
meter reading rights, the author proposes a research on power data analysis and privacy protection based on federated learning.
The author proposes a federated learning load forecasting framework for industry user data protection by selecting weather and
time factors as the correlation factors of load. On this basis, the author constructed an industry user dataset and established a
load forecasting model based on Long Short Term Time Series Network (LSTNet). At the same time, the FedML framework was
used to establish a sub industry load forecasting framework based on federated learning. The results indicate that: The accuracy
of the industry specific load forecasting framework based on federated learning proposed by the author is less than 9 p.u., and the
theoretical maximum value of SMAPE is 210 p.u., indicating that this method has universality and universality and can be applied
in different industries. The training method of this scheme is parallel, although it increases the interaction time by 1 minute,
the interaction time accounts for a smaller proportion compared to the training time, and the time consumption is interaction
time (1 minute)+single training time (94 minutes). Conclusion: The method can enable users in the same industry to conduct
federated training without sharing load data, and support active distribution network operators in related business operations while
protecting user electricity privacy. It has better predictive performance, fewer model numbers, and shorter time consumption.

Key words: Long short-term time series network, Load forecasting, Federated learning, FedML framework, Privacy protection

1. Introduction. With the increasing number of distributed power generation resources such as renewable
energy and the extensive integration of various intelligent terminal devices such as smart homes, a large amount
of data flow will be generated between power grid enterprises and power users, as well as between electrical
equipment and control centers. The smart grid has generated an unprecedented amount of raw information that
can accurately assess situational awareness, improve the intelligence, efficiency, and sustainability of multiple
industrial systems [1]. Researchers generally believe that the true value of smart grids lies not in the physical
interconnected devices themselves, but in the vast amount of crude and unrefined information they contain, as
well as how to efficiently, quickly, and meaningfully process this information. Therefore, in recent years, the
analysis and processing of data in smart grids have received widespread attention, among which data privacy
protection and anomaly detection have always been hot and difficult research topics [2]. On the one hand,
due to the collection, transmission, and processing of massive data, frequent communication among various
participants in the smart grid has led to increasingly serious data privacy issues, such as sensitive data directly
exposing user privacy information [3]. Therefore, privacy protection technology is needed to process smart grid
data to ensure the privacy and security of data in the smart grid and promote the practical development of
smart grid applications.

On the other hand, the problem of false data injection, which has not been effectively solved in traditional
power grids, has become more serious in the information-based and digital smart grid environment. More
smart meters and other devices provide malicious users with more opportunities to modify power data. Due to
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Fig. 1.1: Power Data Analysis for Federated Learning

the fact that the power supply of smart grids is generally provided based on real-time electricity consumption
data [4]. If real-time electricity consumption data is not accurate, resulting in a mismatch between electricity
supply and actual electricity consumption, it will not only disrupt the normal power supply order, bring huge
economic losses to power companies and legitimate users, but also cause damage to the stability of the power
grid. Therefore, how to effectively detect abnormal data in smart grids is an important research direction at
present. As shown in Figure 1.1:

2. Literature Review. For anomaly detection of electricity consumption data in smart grids, researchers
are committed to improving detection models to obtain more efficient and accurate model performance, such as
from ordinary neural network models to convolutional neural network models, and then to XGBoost (Xtreme
Gradient Boosting), hybrid models, etc. [5]. Truong, N uses the XGBoost model to detect normal and abnormal
users, which is based on multidimensional smart meter data such as electricity consumption data, longitude and
latitude data, and communication protocol data of instruments. The final accuracy is as high as 91% [6]. Ma, C.
proposed a hybrid neural network model that combines convolutional and fully connected methods, specifically
combining convolutional computation as a wide component and fully connected as a deep component to detect
abnormal users, resulting in an AUC of up to 78% [7].

Li, Z attempted to use feedforward neural networks (FFN) to implement privacy protected abnormal
electricity consumption data detection based on inner product function encryption, which is one of the function
encryption methods. In addition, the scheme also achieves dynamic billing and load monitoring, without the
need to learn fine-grained power consumption readings [8]. However, this scheme currently does not support
the combination with convolutional neural networks. In addition, function encryption can only provide one
ciphertext for a general function, which has the drawback of not being able to provide any number of keys
for multiple general functions. This limits its ability to adapt to smart grid frameworks that are currently
developing towards distributed frameworks.

Federated learning is a distributed machine learning environment, whose core concept is to model data
without moving, make data available but not visible, and achieve collaborative joint modeling of data without
leaving the local client [9]. Federated learning solves the problem of ”data silos” caused by data fragmentation
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and can fully utilize participant data, at the same time, the data does not leave the domain, protecting the
data security of the participating parties and reducing the possibility of leakage at the original data level.

Liu, X. first proposed a user level differential privacy federated learning framework, which provides users
with different privacy protections by calculating the upper bound of the sensitivity of any user to protect all
data of any user. The purpose of differential privacy protection is to hide the contribution of individual users
in model training, balancing privacy loss and model performance. Users who trust the server will use user level
differential privacy. This way, users can safely join federated learning [10]. Mothukuri, V. proposed a differential
privacy federated learning protection method based on Gaussian mechanism, which can more accurately obtain
privacy loss during model training [11]. Wang, Y. proposed a new framework NbAFL, a staged differential
privacy federated learning model, which calculates gradients for each client, adjusts its variance, adds noise
that follows a Gaussian distribution to prevent parameter information leakage, and meets the requirements of
global DP. While protecting user privacy, the accuracy and convergence speed of the model are guaranteed. In
addition, this method compares the convergence performance of the model under different pruning thresholds
through pre training and selects the best pruning threshold [12]. Wang, R. proposed a federated learning
protection method based on localized differential privacy mechanism, which mainly adds noise disturbance to
user local data and passes it to the central server, improving model accuracy and reducing performance loss [13].

The author designed a federated learning load forecasting model for active distribution networks to protect
industry user reading data. Industry user datasets and corresponding data preprocessing schemes were con-
structed according to industrial industry categories. Based on long and short time series networks (LSTNet), a
customer local load forecasting model was established. The model parameters were aggregated using the Fed-
erated Average (FedAvg) algorithm, and a sub industry power load forecasting framework based on federated
learning was established using the FedML framework. The industry load forecasting model was obtained while
protecting user data privacy. The analysis results of the example show that this scheme has better predictive
performance, fewer models, and shorter time consumption, and can obtain accurate predictive models without
mastering user data.

3. Research Methods.
3.1. Load forecasting based on LSTNet.

3.1.1. Factors affecting load. The load curve can be decomposed into regular components, uncertain
components, and noise components; The regular component is the periodic variation of load in the time di-
mension; The uncertain component is the non cyclical changes in load caused by factors such as weather and
economy; The noise component refers to the impact of other factors that cannot be physically explained on the
load [14]. Common weather factors include temperature, humidity, precipitation, and air pressure, which have
a significant impact on short-term load changes; The time factor is reflected in the combined effect of short-term
and long-term repetition patterns, mainly including the influence of workdays, holidays, and seasons.

3.1.2. Construction of Industry User Datasets. The author selects weather, load, and time as the
characteristic types of input data for the load forecasting model. Weather includes temperature, relative
humidity, precipitation, wind speed, and pressure to reflect the impact of weather factors on load; Time data
includes holiday information, workday information, year, month, day, hour, and week information, used to
reflect the periodicity of load, among them, holiday information is determined based on the statutory holidays
in China in 2019 and 2020, and workday information includes workdays generated during the week due to
compensatory leave. These constructed industry datasets only need to be retained locally by users and do not
need to be provided to active distribution network operators, effectively protecting user data privacy.

3.1.3. Load forecasting model based on LSTNet. The author uses LSTNet as the load forecasting
model, which consists of three parts: convolutional layer, loop layer, loop jump layer, fully connected layer,
and autoregressive layer. LSTNet can use convolutional layers to extract short-term patterns and dependencies
between variables from the input multivariate time series, and then use loop layers and loop jump layers to
capture long-term and longer-term dependencies between variables [15]. The input of the model is a multivariate
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where n represents the number of features of the multivariate time series, where there are a total of 27 features
including load, weather, and time; M represents the length of the input time series.

The weight coefficients corresponding to the convolutional layer are W and be, the weight coefficients
corresponding to the cyclic layer are Wi and bg, the weight coefficients corresponding to the cyclic jump layer
are and , the bias of the fully connected layer is bp, the weight coefficients corresponding to the autoregressive
layer are Wagr and bag, respectively. Record the weight coefficients W = {We, Wg, Ws, Wagr} and b =
{bc,bRr,bs,bp,bar} bias of each layer in LSTNet as equation 3.1:

w e {W, b} (3.1)

In the formula, w represents the weight coefficients and biases of each layer of neurons, i.e. the model
parameters of LSTNet.

3.2. Industry specific load forecasting framework based on federated learning.

3.2.1. Overview of Federated Learning. Federated learning is a machine learning method based on
distributed datasets, first proposed by Google’s McMahan. Federated learning includes two processes: Model
training and model inference. During the model training process, multiple clients train locally with their own
datasets, and the server collects model parameters to update the global model. Each client continues to train
based on this update, ultimately obtaining a model that can be shared by multiple parties [16]. Model inference
is the application of trained federated learning models to new data. Federated learning is divided into horizontal
federated learning, vertical federated learning, and federated transfer learning based on the overlap between
feature space and sample space of data from different clients [17]. Among them, horizontal federated learning
is suitable for situations where the client has overlapping feature spaces but different sample spaces. The
applicable conditions for horizontal federated learning are shown in equation 3.2.

L#1L

In the formula, D; and D; represent the datasets of client i and client j, respectively; X; and X; represent
the feature spaces of client i and client j, respectively;/; and I; are the sample spaces for client i and client j,
respectively.

In the author’s application scenario, different power end-users in the same industry each have their own
dataset, with different samples in the dataset, but the corresponding features of the samples are similar and the
same (load shape, weather information, time information). If future users refuse to share their meter reading
data from a privacy protection perspective, active distribution network operators can use the author’s proposed
federated learning algorithm framework for industry user load forecasting, users only need to train their own
load forecasting model locally using their own load data, and share the load forecasting model parameters with
active distribution network operators instead of specific user reading load data. Active distribution network
operators use the FedAvg algorithm to aggregate these model parameters, and use the FedML framework to
establish a sub industry power load forecasting framework based on federated learning. Under the premise of
protecting user data privacy, they obtain the industry’s load forecasting model.

Xi =X o,
{ ! VDiaDﬁl #.7 (32)

3.2.2. Federated training process based on FedAvg algorithm. Federated learning is based on
the FedAvg algorithm to obtain a global model. The FedAvg algorithm is a horizontal federated optimization
algorithm proposed by McMahan, which runs gradient descent algorithm in parallel on multiple user side clients.
In each round of interaction, the central server collects parameters for aggregation and sends them back to the
client for further training.
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Fig. 3.1: Federated training flowchart based on FedAvg algorithm

The users participating in federated learning are responsive users, and the model parameters are the weight
coefficients or biases of neurons in each layer of LSTNet. The active distribution network operator/power supply
company sets up a central server to aggregate local model parameters uploaded by response users. Response
users use local datasets for local training based on LSTNet load forecasting models, and do not share datasets
with each other. After the local training reaches the set training batch, the corresponding user uploads the local
model parameters to the central server. After collecting the local model parameters uploaded by all responding
users participating in federated training, the central server generates global model parameters based on the
FedAvg algorithm and sends them back to each responding user. Respond to users updating their local model
parameters with global model parameters and continue training, repeating this process until the set interaction
round is reached. The specific process is shown in Figure 3.2.

Firstly, the central server located in the active distribution network operator sends the initialized model
parameters to wg to all responding users. After the user receives the model parameters, the LSTNet model is
trained locally based on the gradient descent algorithm. In the t-th round of interaction, the application user
k first performs local training, and the model parameters wy, ; after training are shown in equation 3.3.

Wit = Wet—1 — NV f(wr—1) (3.3)

In the formula, wy+ represents the weight coefficients or biases of neurons in each layer of LSTNet in
response to user k’s completion of local training in the t-th round of interaction; n is the learning rate; V f
represents gradient descent.

Then, each responding user will input the trained model parameters from equation 3.3 wk. Send to the
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central server located in the active distribution network operator/power supply company. The central server
collects model parameters updated by all responding users wk. After t, aggregate the parameters according to
equation 3.4 to generate global parameters [18].

K

n
Wt = Z %Wht (34)

k=1

In the formula, njy represents the number of samples in response to user k; N is the total number of
samples for all responding users; K is the total number of responsive users. The central server sends the global
parameter w; to all responding users, who update the local parameters based on the global parameters and
continue training until all interaction rounds are completed, that is

(Uk7t = Wt (35)

3.2.3. Industry specific load forecasting framework based on federated learning. The main body
of the industry specific load forecasting framework based on federated learning includes active distribution
network operators/power supply companies, central servers, users, and electricity sales companies. The entire
process is divided into the following 7 steps:

Step 1: The active distribution network operator/power supply company sends a training request to the corre-
sponding users in a certain target industry.

Step 2: Considering that users need to complete training locally, they can decide whether to participate in
federated training. The participating users are response users who preprocess their own dataset locally
and input it into the LSTNet load forecasting model for local training. After completing one round of
training, the neuron parameters of each layer of LSTNet are passed to the central server [19].

Step 3: The central server aggregates local model parameters passed by response users based on the FedAvg
algorithm to generate global model parameters, and passes the global model parameters to the response
users. After multiple interactions, the central server obtains the industry global model.

Step 4: The central server transfers the industry global model to the active distribution network operator/power
supply company.

Step 5: The active distribution network operator/power supply company distributes corresponding rewards
based on the contribution level of the responding users to the overall industry model.

Step 6: The electricity sales company submits a model demand application to the active distribution network
operator/power supply company based on the required industry.

Step 7: Actively return the required industry global model to the distribution network operator/power supply
company and obtain profits.

3.3. Example analysis. The author verifies the effectiveness of the proposed scheme through numerical
examples. The experimental environment used is described as follows: CPU is 3.70 GHz Intel Core i7-8700K,
GPU is NVIDIA TITAN XP 12 GB, memory is 30 GB, operating system is Ubuntu 18.04 LTS, Python version
is 1.7.2, CUDA version is 11.3, Python version is 3.8, federated learning is implemented based on FedML library,
federated optimization algorithm is FedAvg algorithm, and single machine deployment mode is adopted [20].
The parameter settings for the LSTNet model used for load forecasting are shown in Table 3.1.

3.3.1. Dataset Description. The dataset selected for the calculation is a 730 day multivariate feature
dataset classified by industry in a certain city from January 1, 2021 to December 30, 2022, with a time gran-
ularity of 48 points per day. Randomly select three responsive users from three industries: pharmaceutical
manufacturing, food manufacturing, and rubber and plastic products in the constructed dataset. Each respon-
sive user dataset is divided into training, validation, and testing sets in a ratio of 8:2:2 (corresponding to 584,
74, and 74 d, respectively).

3.3.2. Evaluation indicators. In order to measure the predictive performance of the model, it is neces-
sary to use evaluation indicators to calculate the prediction error of the model. Common evaluation indicators
include mean absolute error (MAE), root mean squared error (RMSE), mean absolute percentage error (MAPE),
and symmetric mean absolute percentage error (SMAPE) [21]. The author selected RMSE and SMAPE (their
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Table 3.1: LSTNet model parameters

Parameter Name Parameter values
The number of hidden units in convolutional layers 130
Convolutional layer convolution kernel width 7
The length of convolutional kernels in convolutional layers 28
Number of hidden units in the loop layer 129
Loop - skip layer hidden unit count 129
Loop skip layer skip hidden unit count 50
Learning rate 0.002
Loss rate 0.3
Number of samples in a batch 65
Training batch 210 times

Table 4.1: Federated Learning Training Scenario Settings

Scene Interaction round/time Local training batch/time Is it divided by industry

1 15 20 yes
2 15 25 yes
3 20 15 yes
4 25 15 yes
5 25 15 no

values are A RMSE and A SMAPE, as an evaluation indicator for short-term load forecasting results, is expressed
in equations 3.6 and 3.7, respectively.

N .
200 \yi - yi|

N = il + |yl

Asmape& = (3.7)

In the formula: N represents the total number of samples; 3; and y; are the predicted and actual values at
time i, respectively. RMSE amplifies the difference between larger and smaller errors using the square term,
making it more sensitive to data with larger prediction deviations. A smaller RMSE indicates better model
prediction accuracy. SMAPE is a revised version of MAPE, which solves the problem of MAPE being unable
to calculate when the actual value is 0 and MAPE punishing negative errors more than positive errors. The
range of SMAPE values is [0210], and a smaller SMAPE indicates better predictive performance.

4. Result analysis.

4.1. Analysis of Federated Learning Optimization Results. This section sets up federated learning
training scenarios based on Table 4.1. Among them, the interaction round refers to the number of times the
central server in each industry updates global parameters to each responding user, while the local training
batch refers to the number of local iterations for each responding user. The load forecasting model based on
industry electricity consumption characteristics is trained on an industry basis. This section sets up three indus-
tries, namely pharmaceutical manufacturing, food manufacturing, rubber and plastic products. Each industry
uses three datasets that respond to users. The FedAvg algorithm is used to capture the common electricity
consumption characteristics of a single industry and obtain the final industry load forecasting model [22].

According to Tables 4.2 and 4.3, it can be seen that Scenario 4 has the best predictive performance.
Comparing scenarios 1 to 5, it can be seen that under the same total number of training iterations, the
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Table 4.2: Comparison of RMSE for Predictive Accuracy of Federated Learning in Different Scenarios

RMSE/kW

Scene  pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry

1 131.57 79.56 162.58

2 130.48 80.79 166.43

3 129.78 80.02 167.36

4 127.12 76.55 160.78

5 131.79 84.37 178.34

Table 4.3: Comparison of SMAPE prediction accuracy for federated learning in different scenarios

SMAPE/p.u.

Scene Pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry

1 3.58 5.68 4.53

2 3.57 5.85 4.52

3 3.55 5.72 4.65

4 3.47 5.45 4.38

5 3.58 5.99 4.89

30
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]
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Fig. 4.1: Comparison of SMAPE prediction accuracy in different industries
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interaction round has a greater impact on the performance of load forecasting than the local training batch.
Comparing Scenario 4 and Scenario 5, it can be seen that the scenario based on different industries has better
predictive performance than the scenario based on no industry, as it captures the electricity consumption
characteristics of the industry.

Apply scenario 4 to more industries to test the generalization and adaptability of this method in different
industries. The prediction accuracy SMAPE under different industries is shown in Figure 4.1.

From Figure 4.1, it can be seen that the author’s proposed federated learning based industry specific
load forecasting framework has a prediction accuracy SMAPE value of less than 9 p.u. in different industries,
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Table 4.4: Comparison of RMSE prediction accuracy between this scheme and scheme 1

RMSE/kW
Programme pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry
Option 1 126.59 79.56 158.83
Author’s Proposal (Scenario 4) 127.11 76.55 160.74

Table 4.5: Comparison of RMSE prediction accuracy between this scheme and scheme 1

SMAPE/p.u.
Programme pharmaceutical Food manufacturing Rubber and plastic
industry industry products industry
Option 1 3.45 5.68 4.38
Author’s Proposal (Scenario 4) 3.45 5.45 4.37

while the theoretical maximum value of SMAPE is 210 p.u., indicating that the method has universality and
universality and can be applied in different industries.

4.2. Industry specific prediction plan. In industry specific prediction schemes that do not consider
privacy protection, all users are required to upload raw table reading data. The smart meter uploads the
user’s local meter reading data to the server of the active distribution network operator/power supply company
through a gateway, and accumulates it by industry. The active distribution network operator/power supply
company establishes an industry load forecasting model based on the accumulated data of all users [23]. This
section takes Scenario 4 in Table 4.1 as an example to compare and analyze it with industry specific prediction
schemes that do not consider privacy protection. For the convenience of expression, scheme 1 in the following
text refers to industry specific prediction schemes that do not consider privacy protection.

Tables 4.4 and 4.5 show the comparison of prediction accuracy between the proposed federated learning
scheme and scheme 1 by the author. It can be seen that in predicting the cumulative load of industry users,
the performance of this scheme is similar to that of scheme 1, indicating that the performance of the proposed
privacy protection based federated learning prediction model for power load in different industries is similar
to that of traditional independent prediction schemes without considering privacy protection. However, this
scheme does not require uploading original meter reading data to active distribution network operators/power
supply companies, effectively protecting user privacy.

4.3. Independent prediction scheme for individual users. In a user independent prediction scheme
that does not consider privacy protection, users need to upload raw meter reading data, and the active distri-
bution network operator/power supply company establishes different prediction models for each user’s meter
reading data. This section takes scenario 4 in Table 4.1 as an example to compare and analyze it with the
sub user independent prediction scheme that does not consider privacy protection [24]. For the convenience
of expression, scheme 2 in the following text refers to a sub user independent prediction scheme that does not
consider privacy protection.

The accuracy of this scheme is slightly inferior to scheme 2, but it considers privacy protection and only
requires the establishment of three industry prediction models, which has advantages in computing speed and
memory usage.

4.4. Comprehensive comparative analysis. Table 4.6 provides a comprehensive comparison between
this scheme and the scheme that does not consider privacy protection.

In terms of predictive performance, this scheme is similar to scheme 1 but slightly inferior to scheme 2. In
terms of the number of models, this scheme is the same as scheme 1, both representing the number of industry
users. However, compared to scheme 2 (where the number of models and users is the same), this scheme has a
relatively fewer number of models, and its advantage is more pronounced as the number of users participating
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Table 4.6: Comprehensive comparison between this scheme and traditional schemes

Do you SMAPE/p.u. Number Transfer  time
Programme consider pharmaceutical Food Rubber and of data consuming
privacy industry manufacturing plastic products models volume /min
protection industry industry /piece  /MB
Option 1 no 3.46 5.68 4.38 3 65.06 278
Option 2 no 3.56 5.48 4.32 8 65.07 838
Author’s proposal yes 3.48 5.45 4.37 4 1070 94

in training increases. In terms of data transmission, traditional solutions only require the transmission of user
read table data, which is the number of users (8) x the number of features (27) x the number of days (730)
x the number of load points within a day (49) x the size of floating-point numbers (8). In this scheme, each
responding user needs to transmit local model parameters to the central server during each interaction round,
with a data transmission amount of users (8) x the number of model parameters x the number of interaction
rounds (20) x the size of floating-point numbers (8). The number of model parameters is very large, with
only the convolutional layer, loop layer, and loop skip layer having 129 x 129 x 49 parameters . Due to
the consideration of privacy protection, this scheme generates a large amount of communication data, and the
transmission cost is higher compared to traditional schemes. In terms of time consumption, the average time for
a single training session is 94 minutes. Scheme 1 requires the establishment of a model for each industry dataset,
so the time consumption is the number of industries (3) x the time for a single training session (94 minutes);
Option 2 requires the establishment of a model for each user’s dataset, so the time required is the number of
users (9) multiplied by the single training time (94 minutes); The training method of this scheme is parallel,
although it increases the interaction time by 1 minute, the interaction time accounts for a smaller proportion
compared to the training time, and the time consumption is interaction time (1 minute)+single training time
(94 minutes). In summary, although this scheme increases the amount and cost of data transmission, it ensures
the privacy of table reading data, maintains better predictive performance, fewer models, and shorter time
consumption.

5. Conclusion. The author proposes a sub industry power load forecasting framework based on federated
learning from the perspective of data protection for meter reading. Firstly, select weather, economic, and
time factors as the main influencing factors of load to construct a dataset; Then, establish a load forecasting
model based on LSTNet; Finally, a sub industry load forecasting framework based on federated learning was
established using the Fed Avg algorithm and the FedML framework. Case analysis shows that active distribution
network operators can obtain predictive models without knowing user data. Although it increases the amount
of transmitted data, it has better predictive performance, fewer models, and shorter time consumption.

Federated learning has high requirements for communication, and in situations where the required global
model size is large, network bandwidth limitations and the number of working nodes may exacerbate the
communication bottleneck of federated learning. Subsequently, feature filtering can be performed on weather
features to determine the optimal weather features to reduce irrelevant meteorological interference, reduce the
amount of data transmitted by the model, improve prediction accuracy, and enhance the generalization ability
of the prediction model. At the same time, further consideration will be given to quantifying and certifying the
contribution of users to the model. Rewards will be distributed based on the contribution of responsive users
to the prediction model. Economic measures will be used to encourage more users to actively participate in
federated learning, resulting in economic benefits for users. Active distribution network operators will have a
more accurate understanding of industry load forecasting models, forming a virtuous cycle.
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