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APPLICATION RESEARCH OF IMPROVED PARTICLE SWARM COMPUTING
INTELLIGENT ALGORITHM IN TRACK AND FIELD TRAINING TARGET

OPTIMIZATION

CHAO WANG∗

Abstract. This paper studies the influence of the athlete’s state and wind direction on the Javelin flight trajectory. The
process of plane throwing is analyzed theoretically. An accurate javelin flight mathematical model is established. Using the modified
particle swarm optimization method, the paper finds a way to make the Javelin longer distance. This algorithm makes it portable
and adaptive. Then, the entropy weight method is used to evaluate the weight of each factor. The experiment shows that this
method can reflect the actual Javelin flying condition well, and its prediction effect is in accord with the demand of engineering
applications.
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1. Introduction. Javelin throwing is an ancient sport. In ancient times, it was mainly used for hunting
and fighting. Now it’s an Olympic sport. In track and field competition, Javelin belongs to the relatively
light equipment, but the technology is relatively complex. It can be divided into three stages: javelin holding,
run-up and final throw. The most challenging part of this event is the final step after the jump. The quality
of its throw will determine the trajectory and final landing of the Javelin. The thrower’s motion in the air is
determined by the motion form of the thrower and its technical parameters.

Domestic and foreign scholars have done a lot of research on object flight trajectory prediction. Literature
[1] simulates surface targets by installing sensors on aircraft. However, this approach is too costly to be
popularized. In literature [2], the Elman-NARX neural network is used for pilot track prediction based on
Bayesian regularization. However, the application of this method is narrow and not easy to popularize. In
reference [3], a method of track deviation compensation, the inverse functional of Lyapunov dynamics, is
established. Four kinds of limited variable drag forces are used to simulate the actual situation, and the tracking
error is small. The analysis method described in this paper is relatively simple in terms of the influence factors
of each factor, so it is more applicable than the above methods.

2. Javelin model construction. The projectile presented in this paper is approximately a square in
shape, and its cross-section is always constant. However, the shape of the national standard differs slightly
from that described in the title. Firstly, the outline of the Javelin in the national standard is briefly explained
(Figure 2.1).

Suppose D6 is the center of gravity of the Javelin, D1 ∼ D9 is the length of Part I, and the handle position
D0 ∼ D1 is Part II. Position D4 ∼ D0 from the handle to the tip of the Javelin is the middle part, marked
Part II.

It is necessary to determine the function relation of its external shape to obtain the projectile’s area and
the projectile center’s position. The central axis corresponding to part I is in the range of [0, 1200], while
the Javelin gradually thickens as the axis length increases [4]. The long axis of the handle part II is between
[1200, 1800] and differs from the image prescribed by the state. The profile radius of this length is constant.
In addition, this value includes the length of the long Javelin wrapped with the non-slip rope, which will be
considered separately in later calculations. Particle III has a long axis at [180, 2362). It becomes smaller as the
radius of the section decreases, and the final tip N at [2362, 2640] is approximately a convex cone. Because the
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Fig. 2.1: Symbols of each part of the Javelin.

Fig. 2.2: Changes in relative errors of each part of the Javelin after fitting.

corresponding structure of the structure II part is cylindrical, it is not necessary to pay too much attention to
it, and the rest of the part can be fitted with nonlinear equations.

Take half the length of each spindle. Use Google’s deep network TensorFlow to fit radial parameters. The
loss function is determined by the square of the difference between the measured and predicted values [5]. The
algorithm uses the stochastic gradient method, sets the learning rate of the network to 0.01 , and conducts
1000 times of repeated training. The final error size obtained in the Tensor Board visual teaching software is
shown in Figure 2.2.

When throwing, it is not possible to ensure that the muzzle velocity α of the Javelin is the same angle as
the axis of the projectile [6]. If the initial angle of attack β is in the horizontal direction and the angle is more
significant than the hand Angle α, the initial angle of attack β is greater than o. If the opposite, the initial
angle of attack β is smaller than o. In the case of γ representing the gun Angle, each angle can meet the initial
Angle of attack β = gun Angle γ - shot angle α.

This paper assumes that the Javelin will not spin during flight. All the power is concentrated in the center
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Fig. 2.3: Stress on Javelin during flight.

of the long Javelin. When the Javelin is thrown at the top, it is assumed to be in the horizontal position. At this
time, when there is no wind, or the wind direction is horizontal, it is considered that it is not affected by wind
resistance [7]. The trajectory of the Javelin has an Angle with the direction of the main shaft of the Javelin.
Its dimensions are assumed to match the original conditions for easy calculation. An inverse relationship exists
between wind speed and javelin speed under upwind conditions. This value corresponds directly to the squared
value of the current rate [8]. In addition, it also relates to the wind coefficient c in the air, the air density p
and the force area of the Javelin in the airflow. The forces on the throwing point are shown in Figure 2.3.

In the initial problem, the effect of external wind speed is not considered, so it is only necessary to calculate
the drag force caused by the Javelin under the action of the object’s relative speed [9]. Its dimensions will also
change with the angle β. The β value is the angle of the Javelin’s spindle and the rate of fire. During the rising
period, its angle continues to decline. The size of β during the decline period can be regarded as constant after
it has increased to a certain point.

The basic principles of Newtonian mechanics and momentum are analyzed [9]. The formula to be achieved
in the ascending phase is as follows:

Fx = fx
Fy = fy +G
1
2 ·m · v21 − 1

2 ·m · v20 = −
∫ h

0
Fxds−

∫ h

2
Fyds

fx = f · cos θ
fy = f · sin θ
f = 1

2 · ε · ρ · L · v2
L = L1 · sin θ∫ h

2
Fyds =

1
2 ·m · v2y

vy = v0 · sinα
G = mg

To go from the highest point to the lowest point during the throw, the formula needed is:

Fx = fx
Fy = G− fy
1
2 ·m · v22 − 1

2 ·m · v21 = −
∫ h

0
Fxds−

∫ h

0
Fyds

fx = f · cosα
fy = f · sinα
f = 1

2 · ε · ρ · L · v2
L = L1 · sin θ∫ h

0
Fyds =

1
2 ·m · v2y

vy = v2 · sinα
G = mg
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The action function of the thrower to be constructed in this problem looks like this:
∫ l1
0

(
v2x + v2y

)
· sin 2θdvx · t = 2·m·v2

0 ·cos
2 α−2·m·v2

1

ε·ρ·L1∫ l2
0

(
v2x + v2y

)
· sin θ · cosαdvx · t = m·v2

1−m·v2
2−m·v2

y

ε·ρ·L1

l = l1 + l2

In this way, the mathematical models of the following several javelins can be expressed by the above formula.
3. Particle swarm algorithm. Particle swarm is a population-based optimal search method in which

each particle in the population represents a possible solution to the problem, and the fit value of the solution
is associated with the objective function. During the search, the particle will adjust its speed according to its
flight history and the optimal particle position [10]. They can do this by cooperating and competing to find
the best particles. The modified equation of motion and positioning mode of the particle swarm optimization
method is as follows:

vid(t+ 1) = λvid(t) + δ1 (ηid(t)− uid(t)) + δ2 (fid(t)− uid(t))

uid(t+ 1) = uid(t) + vid(t+ 1)

where δ1 = z1 Rand 1(), δ2 = z2 Rand 2 ( (). The constants z1 and z2 represent the particle’s effect on social
and personal cognitive levels, and are generally expressed in the same numerical value. Rand1() And Rand 2()
is any number in any range (0, 1). λ is the inertial weight. The concept of the grey correlation degree is used
to study the correlation of each

U0 = (u0(1), u0(2), . . . , u0(n)) ,

U1 = (u1(1), u1(2), . . . , u1(n)) , . . . , .

Um = (um(1), um(2), . . . , um(n))

The correlation factor ζ (u0(r), ui(r)) between U0 and U1, U2, . . . , Um is:

ζ (u0(r), ui(r)) =
mini minr |u0(r)− ui (r

r)|+ ξmaxi maxr |u0(r)− ui (r
r)|

|u0(r)− ui(r)|+ ξmaxi maxr |u0(r)− ui(r)|
r = 1, 2, . . . , n

Here the degree of grey correlation between ξ ∈ (0, 1), Ui and U0 is ζ (U0, Ui) = 1
n

∑n
r=1 ζ (u0(r), ui(r)),

where ξ is the differentiation coefficient. Regularization is usually used to improve the learning effect of neural
networks.

Regularization is usually used to improve the learning effect of neural networks. The error function of the
standard method is expressed by W = ω · WC + φ · WΛ. WC = 1

2

∑K
r=1

∑N
j=1 (cjr − yjr)

2
, N is the sample

quantity. K is the number of output nodes of the neural network. cjr is the quantity required. yjr indicates
the actual network output. WΛ = 1

2

∑Λ
i=1 λ

2
i ,WΛ is for formal fines. Where λi is the weight and threshold for

training the network of neurons. Where Λ is the number of connected weights and thresholds. φ, ω is the super
parameter. The size of φ, ω directly affects the learning purpose of the network.

4. Model solving. The throw Angle is the angle of the throw point to the ground. The starting angle
of attack is the angle between the motion trajectory of the center of the Javelin and the axis of the Javelin
during the throwing process [11]. The Javelin has an Angle of attack of 0 during flight. The initial angle
of attack is negative when above the vertical axis of the Javelin. The angle of attack is positive when the
Javelin’s trajectory is down. The same type of Javelin was tested in this study [12]. It is necessary to find the
relationship between throwing distance and shooting Angle, initial attack Angle and shooting speed according
to the existing experimental data, and then find the trajectory of the Javelin in the air.

First, three lines were constructed with the player’s shot Angle, shot speed and initial attack Angle as three
independent variables [13]. The internal variables of each line are 24 lines, which are the measured values of



800 Chao Wang

Fig. 4.1: Scatter diagram of the influence of shot Angle on throwing distance.

each independent variable. A line vector containing 24 measured values is created. SPSS statistical analysis
tool was used to test the three independent vectors constructed using the throw’s distance as the dependent
variable. The three independent variables were analyzed statistically and tested by MATLAB. The R square
values obtained by the two methods are compared with the regression coefficients obtained [14]. Through the
statistics of the experimental results, it is found that factors such as the angle, the speed of the motion and the
starting angle of the thrower are related to the motion of the Javelin.

From Figure 4.1, most of the points show a tendency to increase as the angle of the shot increases, but
not as significantly as the speed of the shot increases. This is also consistent with the regression coefficient
before the release speed is used as the independent variable, which is as high as 0.476. Although still a positive
regression coefficient, its value is much smaller than the regression coefficient when the release speed is used
as the independent variable. However, as people can see from the graph, there is also a positive correlation
between the distance thrown and the angle of the shot [15].

MATLAB software is used to verify the multi-variable regression model. After some error points are
eliminated, each data contains zero points, which verifies the accuracy and practicability of the method. When
other initial angles of attack remain unchanged, the change of initial angle of attack does not change significantly
[16]. The optimal time in the combination of various throwing angles and initial angles of attack is A0=42◦,
B0=-5◦.

The particle swarm optimization method combines the individual optimal results with the population
optimization results to solve the local optimization [17]. Positioning constraint [28,44], set the initial population
N as 50, repeat 100 times, and randomly generate a 50x1 data matrix from 28-44. Compare the current fitness
and the best solution set with the historical record, and update its optimal positioning and solution if it
exceeds it.

It can be seen from Figure 4.2 that this method has successfully found the best scheme. The paper gets
the best result: A0=42◦, B0=-5◦. The optimum initial attack Angle of the Javelin varies with the throwing
Angle, so the optimum initial attack Angle is not a constant value. There is some correspondence between the
two. When the projection Angle is large, the corresponding optimal initial impact Angle is smaller [18]. As the
projection Angle decreases, the corresponding optimal initial attack Angle also increases, and in some cases,
these two parameters are optimal.

The simulation results show that when other initial conditions are unchanged, whether downwind or upwind,
the flight range of the Javelin will gradually become longer with the increase of the throwing Angle in the initial
state. It shrinks again when the throwing Angle increases to 42◦.
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Fig. 4.2: Variation of throwing distance with shot Angle.

5. Conclusion.
1. When other initial values are the same, the particle swarm optimization method is used to conduct

the research. The results show that when the throwing Angle is 0◦-42◦, the throwing amount increases
with the increasing angle.

2. Under the premise that other initial conditions are the same and the throwing Angle is fixed, the joint
action of the initial attack Angle and the initial inclination angle greatly influence the projectile’s range.
The optimal throwing quantity of this combination is A0=42◦and B0=-5◦.
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