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INTELLIGENT OPTIMIZATION AND RECOMMENDATION SYSTEM DESIGN FOR
PERSONALIZED TRAINING PROGRAMS FOR MARATHON ATHLETES BASED ON

MACHINE LEARNING
LUXIA GUO∗

Abstract. This research focuses on developing an innovative machine learning-based intelligent optimization and recom-
mendation system for marathon runners’ personalized training schemes. The system aims to provide accurate and dynamically
adjusted training guidance for athletes through real-time monitoring, training effect evaluation and intelligent recommendation.
First, the system uses advanced wearable technology to achieve real-time monitoring of multiple physiological and athletic data
during athlete training, including but not limited to heart rate variability, lactate threshold, and gait analysis. This data forms the
basis of a personalized training program. Secondly, the support vector machine (SVM) algorithm is used to evaluate the training
effect of the collected data. Finally, the system combines individual characteristics and the historical performance of athletes
and generates personalized training plans through optimization strategies such as support vector machines. This process not only
considers the short-term training goals but also considers the long-term sports career planning. Through algorithm modeling and
computer simulation, it is found that the system can realize the continuous optimization of the training scheme in the process
of continuous iteration. The intelligent system significantly improves athletes’ training efficiency and competition performance
compared to traditional training methods. This study provides a new perspective and practice path for intellectualization in sports
training.
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1. Introduction. With the rapid development of science and technology, the application of machine
learning in sports training is increasing daily, especially in optimizing and recommending personalized training
programs for marathon runners. Marathon training not only requires athletes to have good physical strength
and endurance but also needs scientific training methods and strategies to improve the training effect and
competition performance. Traditional training methods often lack individualized adjustment for individual
differences, and the introduction of machine learning technology makes the training program more accurately
adapt to the specific situation of each athlete.

Real-time monitoring system plays a crucial role in marathon training. Through wearable devices such
as GPS watches and heart rate monitors, coaches and athletes can obtain real-time training data, including
key indicators such as movement trajectory, speed and heart rate [1]. These data help coaches understand
the athletes’ training status in time, adjust the training intensity, and prevent overtraining and sports injuries.
Machine learning algorithms can process and analyze training data, extract useful information, and provide
a scientific basis for athletes’ training [2]. For example, by analyzing an athlete’s historical training data, a
machine learning model can predict an athlete’s optimal training load and recovery time to optimize training
schedules. Support vector machine (SVM) is a commonly used machine learning algorithm suitable for small
samples of nonlinear and high-dimensional pattern recognition problems. In the marathon training effect
evaluation, SVM can be used to distinguish the training data of elite athletes and ordinary athletes, identify
the key factors affecting the training effect, and provide personalized training feedback for athletes.

There is a close relationship between marathon training real-time monitoring systems, machine learning
and support vector machines [3]. Real-time monitoring systems provide the data source, machine learning
algorithms process and analyze the data, and support vector machines are used to evaluate the training effects
[4]. This combination can improve the science and effectiveness of training and realize the real-time monitoring
and instant feedback of athletes’ training status to achieve personalized training.
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Fig. 2.1: Architecture of real-time monitoring and guidance system for marathon runners during training.

This paper aims to design an intelligent optimization and recommendation system based on machine learn-
ing for marathon runners’ personalized training schemes [5]. The system will integrate the functions of real-time
monitoring, data analysis and effect evaluation and verify the effectiveness and practicability of the system by
establishing algorithm models and conducting simulation tests [6]. It is expected that the application of this
system can significantly improve the training efficiency and competition performance of marathon runners while
reducing the risk of sports injuries.

2. Design and establishment of a real-time monitoring system for marathon training.

2.1. Methods and basis for real-time monitoring of athletes’ heart rate information. Heart
rate is a physiological parameter often used in sports activities and a sensitive metabolic state of the body.
Therefore, this topic takes heart rate as a ”window” to conduct in-depth research on the body’s metabolic state
[7]. The study of the causal relationship between exercise load and the change in body function found that
the heart rate significantly correlates with exercise intensity, oxygen uptake and energy metabolism. With the
increase in load intensity, the body’s oxygen consumption and oxygen uptake increase, and the heartbeat also
increases, so when the exercise intensity changes, the heartbeat will also change [8]. If the athlete’s heartbeat
can be monitored in real-time and the heartbeat signal generated by the body for the exercise load can be
transmitted to the athlete, then the intensity of the exercise can be adjusted according to their actual situation.
This way, you get the best results. This paper now chooses a portable heartbeat monitor to realize wireless
heartbeat monitoring. In this way, the athlete’s heartbeat is fully integrated into the exercise state.

2.2. Realization of real-time monitoring of positioning during movement. In training for marathon
and cross-country running, to accurately grasp the running position of the runners at a certain point in time
and the geographical environment, the usual practice is to be driven by the coach. This makes it easy for
vehicles to run during training, but it does not ensure the correct guidance of each athlete. There are no new
monitoring methods in the training for marathon and cross-country running in our country. The use of GPS
for real-time positioning, the specific position of the players displayed on the monitoring screen can facilitate
the coach to understand the status of the players [9]. The system designed in this paper presents the player’s
position directly on the background of the electronic map and regards the player himself as a geographical
target. By measuring, analyzing and simulating the spatial information that the players rely on, the training
state of the players can be obtained indirectly. Figure 2.1 shows the basic framework for on-site monitoring of
a marathon runner’s training flow.

2.3. Methods of information exchange between athletes and coaches during training. The
development trend of domestic competitive sports is how to realize instant communication with athletes during
physical education [10]. According to the actual conditions of the competition, it determines whether the
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Fig. 2.2: Sensor architecture of athlete physiological information monitoring system.

wireless data transmission can be carried out efficiently, whether the communication coverage area and the
function area can meet the actual needs, and whether the investment and operation cost of the communication
equipment can be borne. The current mainstream mobile communication technology includes analog cluster,
digital cluster, CDPD, GPRS, CDMA, and synchronous satellite communication. Trunking digital mobile
communication is this system’s most suitable communication mode, so this paper decides to use this method
to realize the information exchange in physical exercise. By wearing small headsets, athletes can listen to the
coach’s instructions to achieve better exercise results and adapt to the game’s needs.

2.4. Information Integration System Architecture. The athletes’ heart rate, position, surrounding
environment and other information are transmitted to the training monitoring center through the wireless
network using the method of multi-sensor information integration and information fusion [11]. Using GIS
or mobile geographic information system, mobile phone mapping, etc., the player’s heart rate information,
location information, traffic conditions and other information through the road classification method in an
image to display on the monitoring terminal. The speed, heart rate and other parameters of the athletes were
calculated. Figure 2.2 shows the sensor architecture of the athlete’s physiological information monitoring system
(see Wearable sensors for monitoring the physiological and biochemical profile of the athlete). In the training
process of marathon runners, the information is integrated, the computer information analysis system is built,
and the basic information of athletes is managed by database technology. At the same time, the athlete’s initial
state can be scientifically guided and portable monitoring devices can be used [12]. The real-time exchange
of information between athletes and coaches is realized to achieve timely and efficient training guidance for
coaches.

3. Evaluation of athlete training effect of machine learning algorithm.

3.1. Machine learning algorithm. If G(c) is a probability metric located in space c, and the set of
functions is P (c, e) and e ∈ Θ, then the least risk functional is the purpose of machine learning. Its expression
is:

S(e) =

∫
P (c, e)dG(c) (3.1)
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The random variable G(c) is uncertain, but there is a fixed random sample. Suppose u is the output of the
training system, which can be o or 1. Suppose g(v, e), where e ∈ Θ represents a set of indicator functions, and
the expression to obtain the loss function is:

H(u, g(v, e)) =

{
0, u = g(v, e)

1, u ̸= g(v, e)
(3.2)

The risk function is used to determine the index function g(v, e) and the output probability of the trainer,
and the function with the minor identification error is obtained from the given sample set. An evaluation
problem is a nonlinear problem transformed into a high-dimensional feature space based on a given nonlinear
function [13]. Then the optimal classification hyperplane is constructed.

By using Z (vi · vj) kernel function satisfying Mercer’s condition, the nonlinear classification problem on
the best classification plane can be transformed into a linear classification problem.

Q(φ) =
1

2

I∑
i,j=1

φiφjuiujZ (vi · uj)−
I∑

i=1

φi (3.3)

The optimal classification function is as follows:

g(v) = sgn

{
l∑

i=1

φiuiZ (vi · v) + ε∗

}
(3.4)

A multivariable support vector machine method based on difference is proposed. A base-based method is
selected to evaluate the athletes’ training performance with physical kernel function quality. Its formula is:

Z (v, vi) = exp

(
−∥v − vi∥2

2σ2

)
(3.5)

3.2. Evaluation of athletes’ training effect. V = {v1, v2, · · · , vn} and U = {u1, u2, · · · , un} are a
group of physiological parameters that can reflect the effectiveness of an athlete’s training, including heart rate,
oxygen uptake, hemoglobin and sarcosine. For the metric index set U, the matrix E = (eij)n×m represents the
exponential matrix of the athlete training sample set V. For the measured index value uj , the athlete training
sample vi is expressed as eij = uj (vi) (i = 1, 2, · · · , n; j = 1, 2, · · · ,m). The normalized exponential matrix E
to S = (Sxj)n×m can effectively overcome the difference between the evaluation results of each dimension. Take
the measured value vector (si1, si2, · · · , smm) of the athlete’s training sample vi under the physiological metric
index uj as the input. The evaluation result zi of the athlete’s exercise effect vi as the output unit, then there
is a nonlinear correspondence between the normalized matrix S and the evaluation result, and it is denoted
asG:

zi = G (sy) (3.6)

A sample vi = (sil, si2, · · · , sim) of sports performance is taken as the input vector of the support vector
machine [14]. The learning sample set is constructed by taking the training effectiveness sampling evaluation
value as a regression index. The following regression function is obtained in F = {(vi, zi)}ni :

z =

s∑
k=1

(φk − φ∗
k)Z

(
v, vk

)
+ ε (3.7)

where vk and s are the number of support vectors and the number of support vectors, and φk is a Lagrange
multiplier, vk = (sk1, sk2, · · · , skn) , k = 1, 2, · · · , s. Under the measured physiological index uj , the index
value (s11, s12, · · · , smm) of the athlete training sample vi and the evaluation value G of the training effect are
nonlinear mapped [15]. Svm-based learning strategies were introduced into physical education teaching, and
the quality of physical education was evaluated (Fig. 3.1). The steps to evaluate the effectiveness of an athlete’s
training are:
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Fig. 3.1: Structure of athletes’ training effect evaluation.

1. The evaluation index matrix E was established according to the physiological parameters related to
physical education teaching effectiveness;

2. The index matrix E, which evaluates the training effectiveness of athletes, is transformed into a nor-
malized matrix S;

3. Based on athletes’ training effect sampling vi = (si1, si2, · · · , sim) and evaluation index zi, a learning
sampling set C was constructed, and then SVM was trained and tested.

4. The corresponding regression equation is obtained using a radial basis as the kernel of the support
vector machine. The selection index standard for evaluating athletes’ exercise effectiveness is set up.
These include: {

MAE = 1
h

∑h
i=1

∣∣zip − ziSVM

∣∣
MSE = 1

h

∑h
i=1

(
zip − ziSVM

)2 (3.8)

MAE and MSE are the mean absolute error and mean-variance of the test sample, zip and zhSVM are
the expert evaluation value of the test sample and the SVM calculation result of the confirmed sample,
and h represents the total number of samples to be evaluated.

5. The learning process of the support vector machine terminates after the desired parameters are obtained
[16]. The trained SVM was used to evaluate the training effect. By analyzing the physiological index
vector (si1, si2, · · · , sim) of training effect sampling vi of the evaluated athletes, the training effect
evaluation result ziSTM of SVM was obtained.

4. Case analysis. In this study, 10 marathon runners were selected as subjects. Let players participate
in football, basketball, volleyball, swimming, running, 5 sports training [17]. Heart rate and lung capacity were
collected during each exercise. Morning venous blood was collected at each stage through 10000 test data,
including 2000 training samples and 8000 training samples. This program can be well applied to Windows
and complete SVM classification and regression problems. Finally, the SVM was divided into 10 groups, each
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Fig. 4.1: Relative error for different index quantities.

Fig. 4.2: Evaluation results of athletes’ training effect.

group of 200, and finally, the parameters of the SVM with C=150 and σ2=0.016 were obtained. It was used to
train SVM, and the number of support vectors and parameters b=30 and -0.218 of the regression equation were
obtained. Heart rate, maximal oxygen uptake, hemoglobin, creatine kinase and blood lactic acid were selected
as physiological test items to evaluate the athletic performance of athletes [18]. When only heart rate was used
as the physiological test index, 3 physiological test indexes, such as heart rate, maximal oxygen uptake and
hemoglobin, were used, and the relative error of 5 physiological test indexes was applied to the evaluation of
the training effect of each item was statistically treated. According to the experimental data in Figure 4.1,
introducing more physiological parameters to evaluate training effects can improve the diversity of evaluation
and thus improve the accuracy of evaluation results.

The evaluation method proposed in this paper is applied to the comprehensive evaluation of 10 athletes in
5 events. The results are shown in Figure 4.2.

The evaluation criteria for evaluating the training effect of athletes are selected. The relative deviation of
the evaluation results is less than 1%. The relative deviation of physical fitness and professional skill methods
in evaluating athletes’ various sports skills is less than 1%. The comparison shows that the method proposed
in this paper has a good performance in evaluating the athlete’s performance. The method in this paper can
help the coach to guide the training of athletes better to provide a reference for the training practice in the
future.
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5. Conclusion. The training effect is directly related to the final result of the competition, and the
competition performance of the players is affected by many factors such as training mode and personal quality,
and its performance has excellent fluctuations. The physical function of athletes is taken as the evaluation
object, and the optimal SVM model is used to evaluate sports. The proposed evaluation model is empirically
studied, taking marathon runners as an example. This provides a theoretical basis for improving the training
level of athletes.
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