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WHALE OPTIMIZATION ALGORITHM FOR EFFICIENT TASK ALLOCATION IN THE
INTERNET OF THINGS

WANCHANG SHU∗

Abstract. In order to solve the problem of reducing worker costs and improving worker efficiency, the author proposes a
title whale optimization algorithm for efficient task allocation in the Internet of Things. This algorithm adopts the fuzzy chance
constrained programming method to model the online time of workers, and introduces delay costs and idle costs based on whether
there is delay or not, Due to the fact that the corresponding problem is a combinatorial optimization problem and belongs to the
NP hard problem category, a two-stage task allocation algorithm is designed to solve it in combination with the whale optimization
algorithm. The experimental results show that after being simulated by the algorithm, half of the workers reached the highest
efficiency of 1, and the expected online time of the workers was less than 30, and the task execution time of the workers was less
than 35. The task allocation algorithm designed by the author has higher worker efficiency compared to other algorithms and has
broad application prospects.
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1. Introduction. The perception layer of the Internet of Things system is composed of a large number
of heterogeneous devices, and devices with different functions collaborate to complete tasks generated in the
Internet of Things environment, enabling the system to quickly respond to user requests and achieve intelligent
services [1]. Due to limited device resources and computing power, devices can only autonomously execute tasks
that meet their capabilities and resources in a dynamic environment. Otherwise, it will lead to imbalanced load
on terminal devices and system instability, thereby reducing user experience [2]. Therefore, task allocation is
crucial, that is, how to reasonably allocate IoT tasks to terminal devices and meet the limited computing power
and resources of terminal devices.

The task publisher is the user who uploads the task to the group intelligence perception platform. The
group intelligence perception server is a server that performs task processing, allocation, and data processing.
Workers are the group of people who perform tasks through the mobile terminals they carry [3]. After the task
publisher in the group intelligence perception system uploads the task and its requirements to the cloud server,
the group intelligence perception server will preprocess the task, such as large-scale task decomposition, similar
task fusion, etc. [4]. If workers carrying mobile terminals are interested in certain tasks in the system, they
will register and provide their own information on the server, and then the server selects suitable workers as
executors to perform related tasks. The selected workers use rich sensors to perceive various data and perform
different types of tasks [5]. After the workers complete the task, the swarm intelligence perception server collects
the task data provided by the workers and processes it, and then returns the results to the task publisher [6].
In the swarm intelligence perception system, there are multiple workers waiting to execute tasks at the same
time, and the server needs to assign multiple tasks to the workers in order to better complete the tasks and
provide high-quality data. It is crucial to efficiently allocate tasks to workers, and accordingly, this type of task
allocation problem has become a research hotspot in the field of swarm intelligence perception [7].

2. Literature Review. Crowd sensing (CS) utilizes intelligent devices to collect data and provide large-
scale application services that static sensor networks cannot support [8]. In order to better support various
application services, swarm intelligence perception systems require tasks to be assigned to suitable workers
under certain constraints, and workers move to corresponding positions to perform tasks. This task allocation
problem is currently a hot topic in the research field of swarm intelligence perception [9]. Currently, scholars
have conducted research on task allocation in swarm intelligence perception systems. Mahmoud, M. M. et
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al. applied the whale optimization algorithm based on fractional order proportional integral controller to the
unified power quality regulator and STATCOM tool. They operate best with the help of improved control
systems to improve system reliability and fast dynamic response, and reduce total harmonic distortion, thereby
improving power quality [10]. P. C. H. et al. studied a unique multi-objective whale optimization (MOWOA)
algorithm for solving multi-objective problems. In order to verify its effectiveness, the author applied the
proposed method to the IEEE-33 and IEEE-69 radial bus distribution systems. It was found that the proposed
method can improve power loss, reduce annual economic losses, and improve voltage distribution [11]. Wen et
al. proposed an efficient index based multi-objective evolutionary algorithm with a mixed encoding scheme of
task execution order and robot starting point information. This algorithm uses supercapacity indicators for
environment selection to enhance convergence, and uses modified crowding distances for file updates to promote
diversity [12]. In order to this end, considering the flexible online time of workers, a fuzzy chance constrained
programming method is adopted to model their online time, and delay costs and idle costs are introduced. The
corresponding task allocation problem is a combinatorial optimization problem, belonging to the category of NP
hard problems. There is no time efficient optimal algorithm, and only suboptimal algorithms can be considered
[13]. Given the strong global search capability of Whale Optimization Algorithm (WOA), a two-stage algorithm
was designed using WOA to solve the task allocation problem. The simulation results show that the proposed
algorithm has better search performance compared to other algorithms; Meanwhile, compared to fixed online
time, considering flexible online time results in higher worker efficiency and lower worker costs.

3. Method.

3.1. System Model. Consider a swarm intelligence perception system with t perception tasks and w
registered workers. Among them, T = {T1, · · · , Tt} and W = {W1, · · · ,Ww} represent task sets and worker
sets, respectively. For task i, TTi is the time required to execute the task; For worker j, WTj is the estimated
online time set by the worker during registration. For the convenience of describing the problem, provide the
following definitions.

Definition 1. Task Execution Time Mission Time: The task execution time is the total time spent by
workers executing tasks assigned by the system, as defined in Equation 3.1

MTj =
∑

Tq∈Vj

TTq (3.1)

Among them, Vj represents the set of tasks assigned to workers.
Definition 2. Idle Time: The time during which a worker does not perform a task within the expected

online time is called idle time, which is defined as Equation 3.2

ITj = WTj −MTj (3.2)

At this point, WTj ⩾ MTj .
Definition 3. Delay time: When the worker’s task execution time exceeds the worker’s expected online

time, the actual online time of the worker is the worker’s task execution time, and the part of the worker’s time
exceeding the expected online time is the delay time, which is defined as equation 3.3:

DTj = MTj −WTj (3.3)

According to the definition of worker idle time, the cost of worker idle time is shown in equation 3.4:

ICj = α ∗ ITj (3.4)

Among them, α is the unit idle time cost.
In addition, according to the definition of worker delay time, the cost of worker delay is shown in equa-

tion 3.5:

DCj = β ∗DTj (3.5)
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Among them, β represents the delay cost per worker unit.
Before task allocation, as workers have not yet started executing the task, they cannot determine whether

they will choose to extend their online time after executing the task. At this time, the system consid-
ers that workers will not extend their online time, thus assigning tasks to them for the first time. V ′ =
{V ′

0 , V
′
1 , V

′
2 , V

′
3 , · · · , V ′

w} represents the allocation result of the perception task at this time. Among them, V ′
0

is the set of unassigned tasks in the perception system; V ′
1 ∼ V ′

w represents the set of tasks assigned by the
perception system to workers. At this stage, due to the system’s consideration that workers do not extend their
online time, their task execution time does not exceed their expected online time. At this point, if workers have
idle time, there will be an idle cost IC ′

j , and the total cost of workers at this time (Total Cost) is determined
to be

TC ′ =

w∑
j=1

IC ′
j (3.6)

After the initial task allocation, workers can decide whether to consider extending their online time based
on their own availability and subsequent arrangements. At this point, the possibility of worker time constraints
(that is the possibility that workers do not choose to extend the time) and the level of confidence are used to
indicate whether workers ultimately choose to delay. According to the fuzzy chance constrained programming
method, when the possibility of worker time constraint is greater than the confidence level, workers must ensure
that the task execution time does not exceed the expected online time. At this time, workers do not choose to
extend their online time to perform additional tasks; When the likelihood of worker time constraints is less than
the confidence level, workers choose to extend their online time to perform additional tasks, and at this point,
additional tasks are assigned to workers [14]. Based on this, adjust the results of the initial task allocation. Set
V = {V0, V1, V2, V3, · · · , Vw} represents the final task allocation result. Similarly, V0 represents the set of tasks
that have not been assigned after the final task allocation; V1 ∼ Vw represents the final set of task assignments
for workers. After the allocation is completed, the worker cost is determined as either the delay cost or the idle
cost based on whether the worker chooses to delay

TCj =

{
DCj ,MTj > WTj

ICj ,WTj ⩾ MTj

(3.7)

The corresponding worker efficiency can also be divided into two situations

Xj =

{
1,MTj > WTj
MTj

WTj
,WTj ⩾ MTj

(3.8)

When workers choose to extend their online time, there is no idle time for them, and their efficiency reaches
its maximum value of 1; When workers do not choose to extend their online time, they may have idle time. At
this time, worker efficiency is the ratio of worker task execution time to worker expected online time, and the
total cost for workers is determined to be TC =

∑w
j=1 TCj

Based on the above definition, the task allocation model considering worker’s flexible online time is given
as follows

max

w∑
j=1

Xj (3.9)

Constraint condition:
w∑

j=0

|Vj | = t (3.10)

V0 ∪ V1 ∪ · · · ∪ Vw = T (3.11)
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V0 ∩ Vj = ∅,Wj ∈ W (3.12)

Vk ∪ Vj = ∅, j ̸= k (3.13)

|Vj | ⩾ 1,Wj ∈ W (3.14)

Cr(WTj −MTj ⩾ 0) > τ,Wj ∈ W (3.15)

TC ⩽ TC ′ (3.16)

∃WTj ,WTj − TTi ⩾ 0, Ti ∈ T,Wj ∈ W (3.17)

Among them, equation 3.9 is the optimization objective, which is to maximize the total efficiency of
chemical workers; Equations 3.10 and 3.11 indicate that the assigned task is a task published in the system;
Equations 3.12 and 3.13 indicate that a task cannot appear in both the worker task set and the unassigned
task set simultaneously; Equation 3.14 indicates that each worker needs to complete at least one task; Equation
3.15 is a fuzzy chance constraint on the online time of workers, among them, τ is the confidence level, which
is modeled using a fuzzy chance constrained programming model, allowing workers to exceed their expected
online time to a certain extent; Equation 3.16 indicates that the total cost of workers after introducing flexible
time cannot exceed the total cost of workers without introducing flexible time; Equation (17) indicates that
there is at least one worker whose expected online time exceeds the longest required execution time for the
task, ensuring that the task with the longest execution time has a chance to be executed during the initial
allocation [15]. Due to the fact that the task allocation problem considering worker online time elasticity is a
combinatorial optimization problem, belonging to the category of NP hard problems, there is no time efficient
optimal algorithm, and only suboptimal algorithms can be considered. Therefore, intelligent algorithms are
considered for solving [16]. Compared to other intelligent algorithms, Whale Optimization Algorithm can better
balance the global and local optimization stages and has faster convergence speed. Therefore, when solving the
task allocation problem determined by equations 3.9 to 3.17, Whale Optimization Algorithm is considered.

3.2. Whale Optimization Algorithm Process. The idea of whale optimization algorithm originates
from the predatory behavior of humpback whales. The algorithm is divided into three stages based on the
predatory behavior of humpback whales: Surround prey, bubble net attack, and search for prey. Since the whale
optimization algorithm was originally proposed to solve continuous problems, and the above-mentioned task
allocation problem is a combinatorial optimization problem, it is necessary to improve the whale optimization
algorithm to make it more suitable for solving this task allocation problem [17].

Surrounding prey stage. The humpback whale updates its position based on the prey’s position, thus
approaching the prey, known as the surrounding prey stage [18]. The relevant definitions are shown in equa-
tion 3.18:

−→
X (t+ 1) =

−→
X ∗(t)−

−→
A ·

−→
D (3.18)

Among them, t is the current number of iterations; −→
X ∗ is the current location of the nearest humpback

whale to its prey.The coefficients −→
A and distance −→

D are defined as equations 3.19 and 3.20 , respectively
−→
A = 2−→a · −→r −−→a (3.19)

−→
D = |2−→a · −→r −−→a | (3.20)

Among them, the sizes of each element in −→a are between and linearly decrease with increasing iteration
times, while the sizes of each element in −→r are between; −→

C = 2 · −→r is the coefficient; −→
X (t) is the current

position of the humpback whale.
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Bubble net attack stage. During the bubble net attack stage, the humpback whale spirals and spits out
bubbles to surround its prey. At this point, the spiral motion trajectory of the humpback whale is defined as
equation 3.21

−→
X (t+ 1) =

−→
D ′ · ebl · cos(2nl) +

−→
X ∗(t) (3.21)

Among them, −→D ′ = |
−→
X ∗(T )−

−→
X (T )| represents the distance between the position of the humpback whale

and the prey position, the constant b defines the range of the spiral motion trajectory of the humpback whale,
and l is a random number between [-1,1].

Based on the above two stages, at this point, the humpback whale is in the process of discovering prey
and moving towards it. Therefore, these two stages are also known as the local search stage [19]. Through
observation, it was found that the swimming behavior of humpback whales around their prey includes both
surrounding and bubble net attacks. Therefore, in order to describe the behavior of the humpback whale at
this time, assuming that the probability of the humpback whale surrounding the prey and the probability of
bubble net attack are each 50%, the behavior of the humpback whale is summarized as follows:

−→
X (t+ 1) =

{−→
X ∗(t)−

−→
A ·

−→
D, p < 0.5

−→
D ′ · ebl · cos(2πl) +

−→
X ∗(t), p ⩾ 0.5

(3.22)

Among them, p is a random number between [0,1].
Search for prey stage. At this stage, humpback whales are still in the search for prey stage, and they

randomly search in space based on each other’s positions [20]. Therefore, this section is also known as the
global search stage, which is defined as follows:

−→
D = |

−→
C ·

−→
X rand −

−→
X | (3.23)

−→
X (t+ 1) =

−→
X rand −

−→
A ·

−→
D (3.24)

Among them, −→X rand is the current position of a random whale.

3.3. Encoding and Improvement. Due to the fact that the Whale Optimization Algorithm was orig-
inally proposed to solve continuous optimization problems, and the task allocation of worker flexible online
time is a combinatorial optimization problem, which involves task and worker pairing problems, therefore, it is
necessary to encode the task and worker sequence, and improve the whale optimization algorithm to solve the
task allocation problem.

Encode tasks and workers into two separate sequences. [N1, N2, N3, · · · , Nt], represents the arrangement
of t tasks, where; Ni ∈ {1, 2, 3, · · · , t};[m1,m2,m3, · · · ,mi] represents the arrangement of executing workers
corresponding to the task, where mi ∈ {0, 1, 2 · · · , w}. When mj = 0, it indicates that the Nj task in the task
sequence has not been assigned; When mj ̸= 0 occurs, it indicates that the task at the corresponding position
is assigned to the worker at the corresponding position, thereby determining the task allocation result. The
corresponding task sequence and worker sequence are combined to form a whale, and the total worker efficiency
is the fitness value of the whale optimization algorithm. When using the whale optimization algorithm to
solve combinatorial optimization problems, additional inversion modules and local search modules are designed
to ensure the search performance of the algorithm. In order to better describe the reversal module and local
search module, it is assumed that there are 9 tasks and 3 workers in the system. The initialization task sequence
is [123456789], and the randomly generated worker sequence is [123123121]. Tasks at the same position and
workers form a task worker pair, indicating that the task is executed by the worker.

Inversion module. If the starting point for inversion is 4 and the inversion length is 4, the task sequence that
needs to be reversed is 4567; After reversal, the task sequence becomes [123765489]. Based on the optimized
task and worker sequence, it can be observed that the task allocation has changed.
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Table 3.1: Parameter Settings

Parameter Name Parameter Value
Task quantity t 70
Number of workers w 10
Task required time TTi [5,15]
Estimated online time for workers WTj [10,30]
Unit idle cost α 2
Unit delay cost β 1
confidence level τ 0.5

Local search. Select the 5th element in the task sequence for local search optimization. Therefore, remove
the 5th element, that is task 6, and select the 2nd position to reinsert the task. The task sequence becomes
[162375489]. Based on the randomly generated worker sequence, it can be seen that the task allocation has
changed, causing the optimization results of task allocation to jump out of local optima.

3.4. Simulation analysis. The performance of the designed task allocation algorithm was verified through
simulation experiments, and the system parameters are shown in Table 3.1. Due to workers choosing to delay,
they will perform additional tasks and gain additional benefits, which reduces the cost of delay for workers;
When workers are idle, due to not performing tasks without additional benefits, the idle cost cannot be reduced.
Therefore, the unit delay cost for workers is set to be less than the unit idle cost for workers. Based on the
parameter settings in Table 3.1, we first analyze the impact of confidence level on the number of workers
who choose elastic time in each algorithm. Then, compare and analyze the performance of the proposed task
allocation algorithm with those based on genetic algorithm, greedy algorithm, and random allocation when the
number of workers changes, confidence level changes, and flexible worker number changes. Among them, in
the task allocation algorithm based on genetic algorithm, genetic algorithm is used to optimize the preliminary
allocation results; In the task allocation algorithm based on greedy algorithm, workers are sequentially assigned
tasks that maximize the overall efficiency of the current workers; In a random task allocation algorithm, tasks
are randomly assigned to workers based on whether they choose flexible time. Finally, verify the advantages of
considering worker flexible time compared to not considering worker flexible time. This algorithm is based on
MATLAB R2014a as the simulation platform, with the machine configuration being IntelR⃝CoreTM i7−4710MQ
2.50GHz 8GBRAM and the operating system being Windows.

4. Conclusion and Discussion. The author uses the fuzzy chance constraint method to model the online
time of workers. Workers can choose whether to delay to perform additional tasks based on their own situation.
Therefore, the number of workers who choose flexible time in each simulation may be different, which affects the
optimization results. In the simulation, the confidence level is pre-set to randomly generate the time constraint
possibility of workers. When the time constraint possibility of a worker is greater than the confidence level,
it is judged that the worker does not choose elastic time. When the probability of the worker is less than
the confidence level, the worker chooses elastic time. It can be seen that the size of the confidence level will
affect the number of workers who choose elastic time. Workers who choose elastic time are called elastic
workers. Table 4.1 presents the average number of flexible workers in task allocation algorithms based on whale
optimization algorithm, genetic algorithm, random allocation, and greedy algorithm at different confidence
levels after repeated experiments. From Table 4.1, it can be seen that as the confidence level increases, the
number of flexible workers in the algorithm also increases, and the proportion of flexible workers in the total
number of workers is approximately equal to the confidence level. This indicates that the number of workers
who choose flexible time is influenced by the confidence level. The higher the confidence level, the more workers
can meet the delay requirements, and at this point, more workers choose flexible time.

In order to verify the impact of confidence levels on worker efficiency, multiple simulations were conducted at
confidence levels of [0.3, 0.4, 0.5, 0.6, 0.7] to obtain the results in Figure 4.1. It can be observed that at different
confidence levels, compared to genetic algorithms, random allocation algorithms, and greedy algorithms, whale
optimization algorithms achieve the highest worker efficiency. In addition, worker efficiency increases with the
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Table 4.1: Changes in the number of flexible workers with confidence levels

Algorithm Confidence level
0.3 0.4 0.5 0.6 0.7

WOA 2.65 3.78 4.73 5.81 6.65
Genetic 2.73 3.85 5.21 6.07 6.73
RA 2.64 3.88 4.76 5.71 6.77
Greedy 3.10 4.02 5.10 6.03 7.12

Fig. 4.1: Worker efficiency changes with confidence level

Fig. 4.2: Worker efficiency changes with the number of workers

increase of confidence level in different algorithms.
Figure 4.2 shows the trend of worker efficiency changing with the number of workers. It can be seen that

as the number of workers increases, the overall efficiency of workers also increases accordingly, and the task
allocation algorithm based on whale optimization algorithm always achieves better worker efficiency than other
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Fig. 4.3: Worker efficiency changes with the number of flexible workers

Fig. 4.4: Worker Efficiency

algorithms.
Due to the improved efficiency of workers who choose flexible time, different numbers of flexible workers

can also affect the total efficiency of workers under the same unit cost, number of workers, number of tasks,
and confidence conditions. Record the changes in the total efficiency of workers when the number of flexible
workers is 3, 4, 5, 6, and 7, respectively, while keeping the number of workers, number of tasks, and confidence
level unchanged. As shown in Figure 4.3, as the number of flexible workers increases, the total efficiency
of workers in different algorithms also increases. In the whale optimization algorithm, the total efficiency of
workers approaches the highest value, and thereafter, the growth of the total efficiency of workers slows down.
In addition, as the number of flexible workers increases, the worker efficiency of task allocation algorithms based
on whale optimization algorithms has always been higher than other algorithms.

In order to discuss the importance of introducing worker flexible time, Figure 4.4 shows the efficiency of
each worker in the optimal task allocation results of the Whale Optimization Algorithm. It can be seen that
half of the workers have reached the highest efficiency of 1; Figure 4.5 shows the comparison between worker
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Fig. 4.5: Comparison of Worker Task Execution Time and Estimated Online Time

task execution time and expected online time. It can be seen that workers 2, 4, 6, 9, and 10 chose to extend
their time to perform additional tasks, thus achieving the highest efficiency. Therefore, considering worker
flexible time can improve worker efficiency.

The efficiency of the workers is close to 1, and the expected online time of the workers is less than 30, and
the task execution time of the workers is less than 35.

5. Conclusion. The author proposes a title whale optimization algorithm for efficient task allocation in
the Internet of Things, and the task allocation problem is a focus of research related to swarm intelligence
perception. In response to the task allocation problem, the author considers the worker’s online time as elastic
online time and adopts the fuzzy chance constrained programming method for modeling. Due to the fact that
the task allocation problem is a combinatorial optimization problem, there is no time efficient optimal solution.
Therefore, a two-stage task allocation algorithm was designed based on the whale optimization algorithm for
solving. The simulation results show that the task allocation algorithm designed by the author has higher
worker efficiency compared to other algorithms.
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