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THE INTERACTIVE SYSTEM OF MUSIC EMOTION RECOGNITION BASED ON DEEP
LEARNING

JING CHEN∗

Abstract. This paper proposes an interactive system based on spectrogram analysis, deep neural network and wavelet
analysis aiming at the complexity and subjectivity of music emotion recognition. The system first uses a spectrogram to capture
the time-frequency characteristics of music signals and then automatically extracts the deep emotion-related features through a
convolutional neural network (CNN). This paper introduces the Mallat algorithm for wavelet decomposition to enhance the local
details of audio signals to improve the accuracy of feature extraction. The experimental results show that the system performs well
in recognizing music emotions, and the accuracy is significantly improved compared with the traditional method. In addition, the
system supports real-time interaction, allowing users to personalize music experience by adjusting emotional labels, thus showing
broad application prospects in music therapy, game entertainment and other fields. This study promotes the development of
music emotion recognition technology and provides a new perspective for further exploration of deep learning in interdisciplinary
applications.
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1. Introduction. Music, as a universal and profound expression of emotions, has been closely linked to
human emotions since ancient times. With the rapid development of artificial intelligence technology, especially
the successful application of deep learning in image and speech recognition, music emotion recognition (MER)
technology has gradually become the research focus of academia and industry. MER is designed to automatically
identify and classify the emotional colors contained in musical works by analyzing musical signals, and this
technological breakthrough will revolutionize music recommendation, psychotherapy, game design and many
other fields.

In the music emotion recognition research process, scholars have tried many methods. Literature [1] pro-
poses the MER method based on traditional machine learning, which solves the emotion classification problem
in early music by manually extracting musical features, such as rhythm, melody, and harmony. However, this
approach relies on expert knowledge and experience and is difficult to capture the nuances of musical emo-
tion. Subsequently, literature [2] introduced deep learning technology, especially convolutional neural network
(CNN). However, the traditional CNN has limitations in processing time-frequency domain information. Lit-
erature [3] uses a spectrogram as input to convert music signals into two-dimensional images so that CNN
can better understand the time-frequency structure of music to overcome this problem. However, the spectro-
gram is insufficient to preserve the musical signal’s details. Therefore, literature [4] combined wavelet analysis
technology, used the Mallat algorithm to conduct multi-scale decomposition of music signals and extracted
more abundant wavelet coefficient features. This feature shows superiority in describing the dynamic change
of musical emotion. However, strategies to effectively combine wavelet analysis with deep learning still need
further exploration.

This paper aims to study an interactive music emotion recognition system based on deep learning, which
combines spectrogram, deep neural network, and wavelet analysis to realize more accurate music emotion
recognition [5]. First, this paper will discuss how to use the spectrogram as the input of CNN to capture
the time-frequency characteristics of music signals. Secondly, this paper will introduce the Mallat algorithm
for wavelet decomposition to extract multi-scale features of music signals and combine them with the feature
extraction layer of CNN to enhance the emotion recognition ability of the system. In addition, this paper

∗Public Art Teaching Department, Zhengzhou College of Finance and Economics, Zhengzhou 450000, China (Corresponding
author, cccdd1232024@163.com)

1474



The Interactive System of Music Emotion Recognition based on Deep Learning 1475

Fig. 2.1: Basic framework of music emotion recognition model.

Fig. 2.2: V-A emotional space diagram.

will also study how to design a real-time interactive interface so that users can participate in the emotion
recognition process and constantly optimize the system’s performance through a feedback mechanism [6]. In
the experimental part, this paper will collect various music data sets, including music works of different styles
and emotional tendencies, to verify the generalization ability and accuracy of the system [7].

2. Deep learning neural network model.

2.1. Model Framework. This project intends to build a song emotion recognition model based on deep
neural networks and machine learning technology. Figure 2.1 shows an infrastructure diagram of this pattern.

Firstly, the music library containing different emotional markers is divided into two parts: the first part
is to preprocess the original score, the second part is to extract the corresponding emotional markers, and the
last part is to establish the classification model with the corresponding emotional markers.

2.2. Emotional model. This paper uses Russell’s Valence-Arousal model [8]. In short, effectiveness
reflects two levels of emotion: positive and negative. The higher the value, the higher the positive level of
emotion and the opposite negative level. The Arousal of the subject reflected the intensity of emotion. Arousal
value was high, emotional intensity was high, and arousal intensity was low. The V-A emotional pattern is
shown in Figure 2.2. This article will put V - A two-dimensional space-time transformation into (+ V + A),
(V + A), (-v - A) (+ V - A) and so on, four different types of emotion. The corresponding results for the four
types of musical emotions are given in Table 2.1.
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Table 2.1: Music emotion category table.

Category Emotion V-A value
Emotion of the first kind Happy +V+A
Emotion of the second kind Anxiety -V+A
Emotion of the third kind Mawkish -V-A
Fourth emotion Relax +V-A

Fig. 2.3: Process of generating spectrogram.

Fig. 2.4: Schematic diagram of music signal generation.

2.3. Spectrogram. The spectrum is a graph obtained after Fourier analysis in the time domain. It is a
two-dimensional time-frequency graph used to characterize the spectrum change horizontally and vertically. It
is time horizontally and frequency vertically. The spectrum contains rich spectrum characteristics. It includes
formant, energy and other frequency domain parameters and has both time and frequency domain characteristics
[9]. The graph contains the entire spectrum that has not been processed, so the information about the music
in the graph is not destroyed. The generation process of the spectrogram is shown in Figure 2.3.

A frame window-adding, short-time Fourier transform is performed to convert the time domain information
into the frequency domain to generate the graph, and then the scale is converted into the decibel value expression
of the amplitude [10]. Then, this frequency domain information is segmented and connected according to the
time series to obtain the graph (Figure 2.4).

In this paper, the hearing characteristics of the human ear are taken as the primary frequency band, so
the spectrum mentioned in this paper is the spectrum of the Mayer frequency band [11]. The graph takes time
as the horizontal axis, Meir frequency as the vertical axis, and data energy of music signal as the coordinate.
Because it is carried out in the 2D plane, its energy is represented by color, and the stronger the color, the
higher the intensity of its sound.
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Fig. 2.5: Structure of CRNN music emotion recognition model.

2.4. CRNN model based on deep neural network. In this project, CNN was used to obtain the time
series features of the atlas, and based on preserving the time series features of the atlas, the feature maps of the
time series with complete features were obtained [12]. This gives a complete time series feature. The method
takes speech as the essential information and CRNN as the learning object. It was using CRNN to learn its
features, and to realize the end-to-end learning of music mood. The structure diagram of the CRNN is shown
in Figure 2.5(image quoted in Speech emotion recognition based on improved masking EMD and convolutional
recurrent neural network).

The input to the network is the musical notation. In the substructure of the convolutional network, the
advantages of the CNN network in 2D data are given full play, and the 1*15* N spectrum characteristic
diagram is obtained by extracting spectrum information and maintaining the time series characteristics of the
spectrum [13]. The core of this method is the convolutional pool processing of convolutional neural networks.
By optimizing the convolution kernel, step size, layer number, etc., the frequency domain dimension of the
obtained feature graph is reduced to 1. In this way, the signal’s frequency domain and time characteristics
are effectively fused [14]. It considers the feature extraction of spectrogram as an image Angle and the feature
extraction of music signal time series Angle.

3. Feature information extraction and classification methods. This project takes the Simplified
A-V emotional model as the research object and selects different types of emotions from four emotional modes
(intense, happy, low, and soft). The intensity and speed of the music are very high in the intense areas. The
music is more intense and faster in the happy zone [15]. The song is less intense in the soft area, and the tempo
is slower. The music is less intense in the low zone, and the tempo is slower.

3.1. Feature Information.

3.1.1. Strength. The audience’s grasp of the strength of the music is usually judged by the pitch and
beat speed [16]. A physical quantity called the average energy is defined to quantify the intensity of music. The
formula is:

Et =

(t+1)∗M∑
i=t∗M

ui

M
; j, t = 0, 1, 2 · · · (3.1)
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Et is the short-term average energy of segment t.ui is the j pieces of music data collected, and M is the number
of music data collected for each segment.

3.1.2. Rhythm. Strong and happy music usually has a faster speed, while low and soft music has a slower
speed. The relative prosody method is used to replace the complicated prosody formula. 3.2 Classification
Algorithm. Considering that the music emotion characteristic information is generally selected from the two
aspects of high frequency and low frequency, this paper adopts the real-time method of wavelet analysis -The
Mallat method

bm[n] =
∑
t

l[t− 2n]bm+1[t] (3.2)

sm[n] =
∑
t

f [t− 2n]bm+1[t] (3.3)

l[t], f [t] is the signal string of the pulse response and the signal of the highpass signal. The wavelet analysis
method transforms the signal by discrete Fourier transform, and the amplitude in the frequency domain is
obtained. λ is used to represent the base frequency, and the following formula is obtained:

B(λ) =
∑
n

b(n) exp(−jλn) (3.4)

The wavelet analysis effectively identifies the music fragments with different simultaneous frequency character-
istics. The identification of genetic information is combined with the identification of sound, which significantly
improves detection efficiency. Wavelet transform is used to extract the feature of the spectrum table, extract
the spectrum segment with the highest amplitude, and then the pronunciation time of the adjacent spectrum
segments is timed. The duration of the large and small amplitude segments is found by comparing the adjacent
spectrum segments to realize the rough spectrum recognition of the spectrum segments.

Figure 3.1 shows the contrast items’ frequency-amplitude graph for each mixed tone. B1 is its magnitude.
Where y2, y3, y4 is the triad tone contrast term with y2, y3, y4 in each triad component, and the corresponding
amplitude is B2, B3, B4. y5 is the contrasting item of tone, and its magnitude is B5. The portion with a lower
amplitude is not marked and can be excluded when setting the selection threshold.

Wt = {wt1, wt2, · · · , wtn} is used to represent the defined sequence, where wti represents the i comments
contained in the t filtered comment items. If it’s a single tone, then i = 1. If it’s n then i = n. The sequence
EWt

= {Ew11, Ew+2, · · · , Ew+n}may be qualified by addition, while Ewit represents the intensity of i comments
included by the t comment items being filtered, t = 1, 2, · · · , i = 1, 2, · · · , n. Set the comparison coefficient to
zt and calculate it with the following equation:

zt = Et+1/Et; t = 0, 1, 2, · · · (3.5)

Et represents the average value of item t recorded. This comparison can be single or juxtaposed. Its formula
goes like this:

Et = EWt
=

n∑
i=1

Ewti/n; i = 1, 2, · · · , n, t = 1, 2, · · · (3.6)

In tone contrast, it’s A single tone i = n = 1 when the mean is Et = EWt
= Ew+1. At this time, the

change of the adjacent sound contrast term can be determined by the value of zt. If the value of zt is in the
closed interval [0.6, 1.4], its change can be regarded as a slight change in the same roughness region [17]. When
the value of zt exceeds this interval, it can be regarded as a jump in different roughness regions. However, this
contrast leads to a common phenomenon:

z1, z2, · · · , zt−1 ∈ [0.6, 1.4]

zt, zt+1, · · · , zt+n /∈ [0.6, 1.4]

zt+n+1, · · · ∈ [0.6, 1.4]
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Fig. 3.1: Frequency - amplitude of the note comparison term in the mixed note bar.

The number of note comparators is M, so it only takes a simple operation to obtain a rough beat correlation
value [18]. The metric-dependent value of the first paragraph is γ1 = M/t1. Similarly, if a song is divided into
H parts, then the velocity correlation value of the segment l is

γl = M/tl (3.7)

A similar algorithm can be used for the new contrast coefficient zt to overcome the limitation of rough
partitioning based on average energy:

zt = γl+1/γl; l = 0, 1, 2, · · · (3.8)

Similarly, if zt is in a closed range [0.8,1.2], then its change can be regarded as a slight change in the same
rough perception region. When zt exceeds this interval, it can be regarded in this paper as a jump in a different
roughness region.

4. Experimental results. Using the wavelet analysis software package of Matlab7.0, the rough emotional
soft cutting test was carried out on the music fragments with different emotional components, which the author
edited. The sampling rate is 12015 Hz. The sampling length was 50 seconds. The samples were labeled
manually to determine the original emotion region [19]. In addition, a rough ”soft cut” reference was made to
the emotions in the test set by artificial perception in 20 researchers with good musical literacy. The results of
the test are shown in Table 4.1.

Each test’s maximum error time and minimum error time are 103 ms and 8 ms, respectively. The time-
domain deviation of both the rough and real emotion fragments is within the acceptable range. The experiment
shows that this soft-cutting technology can meet the precision requirement of the music lighting demonstration
control system, and there is no apparent false connection phenomenon.
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Table 4.1: Experimental results of soft cutting of music rough emotion.

Coarse affective domain Quantity Fall into this category Correct number Precision/% Recall/%
fierce 21 23 19 85.21 94
Cheerful and cheerful 21 25 18 73.75 89
gentle 21 19 15 81.04 73
low 21 17 16 97.71 78

5. Conclusion. This paper presents an interactive system to address the challenge of music emotion recog-
nition, which cleverly combines deep learning techniques with music signal processing. By using a spectrogram
as the input of a deep neural network, the system can effectively capture the time-frequency characteristics
of music, and the introduction of wavelet analysis and the Mallat algorithm further enhances the precision of
feature extraction, especially in the processing of subtle changes in music emotion. The experimental results
show that the designed system achieves high accuracy in the music emotion recognition task, proving the strong
potential of deep learning in music emotion analysis. In addition, the interactive design of the system allows
users to participate in the emotion recognition process, and the real-time feedback mechanism not only improves
the user experience but also provides the possibility for continuous learning and optimization of the system.
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