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DEEP LEARNING BASED STACKED PROBABILISTIC ATTENTION NEURAL
NETWORK FOR THE PREDICTION OF BIO MARKERS IN NON-HODGKIN

LYMPHOMA

SIVARANJINI NAGARAJAN∗AND GOMATHI MUTHUSAMY†

Abstract. The biomolecular characterization of Non-Hodgkin lymphoma (NHL) impacts the prognosis, therapy planning, and
prediction of therapeutic response. The development of cancerous characteristics in lymphoma formation may often be attributed to
certain genetic defects and the resulting disruption of oncogenic regulatory processes. The use of advanced technology has made it
feasible to identify genetic variations and their corresponding biomarkers. However, the current challenges in histopathology include
the identification techniques and the presence of different cell types inside a tumour. Computational techniques are now being
used more often to diagnose genetic abnormalities without invasive procedures. This is done by analysing quantitative imaging
data. Therefore, we are now deploying a deep learning-based stacking probabilistic attention neural network in this project. In this
study, the histopathological images are obtained from the Kaggle source. Next, the image may undergo preprocessing using the
soft switch Weiner filter (SSWF). The area of interest was segmented using the hierarchical seed polarity transform (HSPT). The
biomarker linked with Non-Hodgkin lymphoma is categorised using the stacked probabilistic attention neural network (SPANN)
based on the segmented output. The whole experiment was conducted using a histopathologic cancer dataset from Kaggle under
python environment. The proposed strategy outperformed the current state-of-the-art alternatives by obtaining high range of
accuracy(95%), precision(95%), recall(95%) and F score (92%).

Key words: Non-hodgkin lymphoma, Bio marker, deep learning, soft switch weiner filter, hierarchical seed polarity transform
, stacked probabilistic attention neural network

1. Introduction. B-non-Hodgkin lymphomas (B-NHLs) are a subgroup of B-cell lymphomas that often
display characteristics resembling the first phases of normal B-cell maturation. Flow cytometry, immunohis-
tochemistry (IHC), immunoglobulin clonality assessment, fluorescence in situ hybridization (FISH), and next-
generation DNA sequencing may be employed together with standard cytogenetics to more precisely classify
these cancers. Protein expression is assessed by doing immunohistochemical staining on tissue sections placed
on glass slides. This data is then used to guide clinical decision-making in many diagnostic scenarios, including
cancer classification, detection of remaining illness, and identification of mutations. Standard brightfield chro-
mogenic Immunohistochemistry staining, when performed at a high-throughput level, has limitations such as a
restricted range of variation and images that have a significant overlap between the chromogen and the stain.
This requires the use of specialised digital techniques to separate and deconvolve the stains as a preprocessing
step for advanced research and commercial quantification algorithms used in Immunohistochemistry. Additional
research is necessary to find dependable biomarkers for NHL. Despite thorough hyper-parameter tuning on a
case-by-case basis or the laborious and error-prone manual tagging of many markers linked with NHL, colour
separation remains suboptimal in areas with significant chromogen overlap. Multiplex immunofluorescence
(mpIF) staining is more effective than brightfield immunohistochemistry (IHC) staining because it enables the
analysis of multiple markers either separately (without the need for stain deconvolution) or together (as a
composite). This leads to enhanced co-localization, standardised staining, objective scoring, and determination
of thresholds for all marker values, particularly in regions with low expression that are challenging to evaluate
using IHC staining. A new meta-analysis suggests that deep learning has the potential to replace the labor-
intensive manual detection methods presently employed for gene expression profiling or immunohistochemically
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stained photographs. These methods are costly and limited due to the paucity of multiplex immunofluores-
cence (mpIF) testing. By using computational tools, which provide several benefits, we have a unique chance
to improve the prognosis of the most lethal illnesses. Although co-registered high-dimensional imaging of the
same tissue samples can offer crucial reference data for the superimposed brightfield IHC channels, current
deep learning methods depend exclusively on unreliable manual annotations, which suffer from unclear cell
boundaries, overlapping cells, and difficulties in assessing low-expression regions. Our method utilises a unique
deep learning technique, using a stacked probabilistic attention neural network, to achieve more precise cate-
gorization of biomarker cells with enhanced gene specificity. Using a single registered IHC and training data
from the same slides enables this.

Our method utilises a unique deep learning technique, using a stacked probabilistic attention neural network,
to achieve more precise categorization of biomarker cells with enhanced gene specificity. Using a single registered
IHC and training data from the same slides enables this. A trained stacked probabilistic attention neural
network can effectively detect NHL biomarkers using just an immunohistochemistry (IHC) picture as input.

This study aims to accomplish the following objectives.
• In-order to get the precise output soft switch weiner filter based preprocessing was used.
• To separate the region of interest from the image hierarchical seed polarity transform was used.
• For classifying the cancer associated biomarker stacked probabilistic attention neural network model
was implemented.

The rest of the study is laid out as follows. We shall review the current research in this field in the second
section. The statement of the issue is given in Section 3. Our methodology’s outline may be found in Section
4. Section 5 describes our approach’s implementation and assessment. The conclusion section of our analysis
is in Section 6.

2. Related works. Lymphomas are malignancies that originate in certain cells of the immune system.
They are categorised into two primary groups: Hodgkin lymphomas (HL) and non-Hodgkin lymphomas (NHL.
HL and NHL vary in their growth patterns and microscopic appearance. The early identification of these
diseases is essential because of its considerable influence on treatment results. Some of the strategies shown
here have potential as future versions of NHL prediction systems.

The main objective of [1] was to emphasise the need of including predictive biomarkers. Initially, artificial
intelligence (AI) was used to the data obtained from a specific dataset (GSE10846) including the gene expression
profiles of 414 patients. A combination of machine learning and predictive analytics models, including the C5.0
algorithm, logistic regression, Bayesian Network, discriminant analysis, random trees, tree-AS, and Chi-square
Automatic Inference, was employed to decrease the number of dimensions in the investigation of a potential
relationship between overall survival and other clinicopathological variables.

The author of [2] conducts a morphologic analysis of histological sections from 209 patients with DLBCL,
together with clinical and cytogenetic data. We used tissue microarrays (TMAs) made from three identical core
slices to perform staining for CD10, BCL6, MUM1, BCL2, and MYC using H&E and immunohistochemical
stains. The pathologists have assigned labels to the tissue microarrays (TMAs) indicating the regions of interest
(ROIs) that specifically identify tissue samples that test positive for diffuse large B-cell lymphoma (DLBCL).
We used a deep learning model to detect specific areas of interest (ROIs), isolate and classify all cancer cell
nuclei inside those ROIs, and quantify various geometric properties for each nucleus. Gene expression analysis
has shown its utility in predicting the success of DLBCL therapy [[3], [4]]. The author of [4] suggests a novel
approach to enhance the selection of optimal disease targets for a multilayer biomedical network by using PPI
data that is annotated with stable information from OMIM diseases and GO biological processes. The author
presents enough evidence to substantiate the efficacy of the RecRWR approach.

The author of [5] uses two approaches, namely MIDER (Mutual Information Distance and Entropy Re-
duction) and PLSNET (Partial least square based feature selection), to analyse data and establish the topol-
ogy of a Gene Regulatory Network (GRN) by computational means. Gene expression analysis were used to
demonstrate both methodologies in the context of inflammatory bowel disease (IBD), pancreatic ductal ade-
nocarcinoma (PDAC), and acute myeloid leukaemia (AML). All the genes that regulate these three pathways
have been identified. The UGT1A gene family was shown to have a critical role in regulating inflammatory
bowel illness in the dataset. Similarly, the SULF1 and THBS2 genes were discovered as important factors in
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the pancreatic cancer dataset. Furthermore, they demonstrate that combining the results of the MIDER and
PLSNET methods may result in a more precise ensemble-based strategy for inferring the topology of the gene
regulatory network from data. Furthermore, an approximate estimate for the sample size of upcoming valida-
tion tests was established. They proposed an analytical approach that may identify potential regulator genes
for validation testing and determine the required sample size for these studies. The objective of the suggested
augmented ensemble learning approach in [6] is to improve the speed and accuracy of medical diagnosis. This
model has been used to investigate a diverse array of ailments, including Alzheimer’s, pancreatic, brain, and
breast malignancies. The results indicate that the proposed model surpasses the existing techniques in terms
of both accuracy and latency.

The author of [7] provides a concise overview of the current state of research and clinical use of MRI
biomarkers in cancer therapy. This article provides a comprehensive discussion of MRI biomarkers, including
the method of collecting and preprocessing MRI data, as well as the use of machine learning techniques. It
concludes with an overview of the many types of biomarkers and their clinical utility in various cancer types.

A method for categorising solid lung cancer that has been treated before, based on the detection of anaplastic
lymphoma kinase (ALK) gene rearrangement, was established in [8]. Scientists at [9] aimed to develop a deep
learning system capable of directly predicting the immunohistochemistry (IHC) phenotype using whole-slide
images (WSIs). This would enable more precise subtyping of lung cancer using resected and biopsied tissues.
The objective of the study [10] was to provide an automated method for quantifying CMYC. In order to
determine the proportion of cancer cells that express CMYC, researchers use attention-based multiple instance
learning. This method involves analysing tissue microarray cores that have been evaluated by a pathologist.

The author of [11] selected the expression of the Ki-67 protein as a molecular information proxy. The
researchers proposed a deep convolutional network model to predict the presence of Ki-67 positive cells using
H&E stained slides. The researchers gathered images of cells that were labelled as either negative or positive for
Ki-67, along with pictures of the surrounding tissue and the microscope plate. These images were then used to
train the algorithm. Slides that have been stained with haematoxylin and eosin may be analysed for follicular
lymphoma (FL) using an innovative deep-learning algorithm. The programme’s accuracy is determined by a
confidence estimate level set in a previous study [12]. A Bayesian neural network (BNN) was trained, tested,
and scored using whole-slide images of lymph nodes exhibiting FL or follicular hyperplasia.

The researcher in [13] used deep learning techniques to develop a software application capable of detect-
ing the MYC rearrangement in digital histology slides of diffuse large B-cell lymphoma. Slides stained with
hematoxylin and eosin (H&E) were used for the purpose of instructing and evaluating medical students and
professors from a total of 11 distinct institutions.

The author of [14] created a multitask deep learning system named DeepLIIF to address the challenges
of stain deconvolution/separation, cell segmentation, and quantitative single-cell IHC scoring simultaneously.
This paper presents a new dataset that combines co-registered immunohistochemistry (IHC) and multiplex
immunofluorescence (mpIF) staining on the same slides. We use this dataset to convert affordable IHC slides
into more informative but costly mpIF images. Additionally, we utilise this dataset to provide the required
reference information for the overlaid brightfield IHC channels. The author has devised a gene expression
test [15] that can differentiate between the seven most prevalent subtypes of B-cell NHL. This study uses
ligation-dependent reverse transcription polymerase chain reaction (RT-PCR) and next-generation sequencing
to investigate the expression of more than 130 genetic markers. The main objective of the method was to
restore microenvironmental indicators of gene expression linked to B-NHL cells. We used a random forest
methodology for classification, which we trained and validated using a dataset of more than 400 cases exhibiting
diverse histology. The therapeutic effectiveness of the treatment was shown by the restoration of cell-of-origin
signatures and the normalisation of MYC and BCL2 expression levels in high-grade lymphomas. Additionally,
the treatment successfully prevented major misclassification in low-grade lymphomas. Therefore, this highly
accurate pan-B-NHL predictor, which allows for a methodical assessment of several diagnostic and prognostic
indicators, may be suggested as a supplementary tool to conventional histology in guiding patient management
and enhancing patient classification for pharmacological trials.

The author in [16] explores the capacity of machine learning (ML) techniques to enhance the Cox Pro-
portional Hazard (CoxPH) model. The authors thoroughly analyse the flaws in the most recent version of
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the CoxPH model and then provide a diverse array of remedies, including both established and innovative
approaches. The accuracy of the models is evaluated using two metrics: the Brier score and the concordance
index. Ultimately, drawing on our discoveries, they provide a series of recommendations on how practitioners
might effectively capitalise on the latest advancements in AI.

The paper [17] outlines a method for subtyping NHLs by combining transfer learning (TL) with principal
component analysis (PCA).When implemented on disorganised data, the scalable approach described in [18]—a
Neural network—produces dependable results.

The author of [19] developed a MUltiple SUV Threshold (MUST)-segmenter to identify tumours on PET
scans. This method involves placing seed points and then extending them into areas.The study investigated
the integration of clinical, molecular genotype, and radiomics characteristics in predicting the prognosis of
individuals with aggressive B-cell lymphoma [20]. We used fluorescent in situ hybridization to examine gene
rearrangements of MYC, BCL2, and BCL6.

3. Problem statement. As of from the literature survey the primary scientific challenge in oncology is to
identify the tumours or genes responsible for cancer and their mutational interactions with other organ systems
in the body. The primary challenge in analysing this data is its unstructured and varied morality. The data
are sourced from several places, resulting in the following issues:

1. The data annotations that are not sequential throughout a wider array of patients.
2. The annotation fails to provide any insights into the therapeutic actions necessary to enhance data

quality.
3. To expedite drug discovery for therapeutic development.
4. To expedite drug discovery for therapeutic development.
5. Timely selection of appropriate medication is essential due to the absence of longitudinal data about

the survival duration of cancer patients within the community.
6. Fragmentation of clinical data across organisations, incompatibility of data standards, and lack of

system interoperability result from inadequate methods for the diffusion of innovation.
7. The intelligent and effective storing of extensive gene expression or image data is very challenging.
8. Even a skilled scientist finds it hard to manually evaluate the data, since the motivation for using

learning technologies, transferring, and obtaining vast amounts of data is very time-consuming. Con-
sequently, researchers have recently used AI-based deep learning methods for precise prediction.

The use of histological evaluation of tissue sections at different levels of magnification has supplanted
the reliance on morphological characteristics seen by haematoxylin and eosin (H&E) staining as the primary
method for a pathologist to suspect the presence of lymphoma. Machine learning has gained popularity in
cancer research due to its ability to extract complex information from medical pictures. Multiple radiomic
characteristics are derived from pictures; nonetheless, machine learning necessitates appropriate parameters,
therefore demanding meticulous feature selection.

Nevertheless, machine learning still encounters some challenges, including:
1. The precision of the model is influenced by the calibre of the photos used throughout the training

process. The accuracy of the results may be compromised when using low-resolution photographs.
Several variables, including as the scanner’s precision, the uniformity of slide fabrication, and the
quality of the stain, might potentially affect the picture.

2. The extensive variety of diseases, tissues, cells, and antibodies that are accessible suggests that it may
be difficult to establish a direct correlation between morphological and molecular data. We are now
concentrating on one specific connection, but more effort is needed to apply our technique more broadly.

3. The determination of whether portions of an H&E-stained image include positive or negative cells
can only be made by referring to the matching IHC-stained picture. Despite using IHC staining,
accurately determining the level of positivity of a cell in an H&E stained image remains challenging,
hence impeding precise inference of the model.

Deep learning (DL) has been a powerful technology in the last decade since it can directly extract character-
istics from photos. The area of computer vision has advanced as a consequence. DL models need vast amounts
of input data because to the intricate nature of the underlying layers. When training a highly complex network
with a limited dataset, the probability of overfitting is much higher. Techniques like as data augmentation,
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Table 2.1: Comparative performance analysis

Disease Ref. Methodology Remarks Drawbacks
HL and
NHL

[23] IF and
Machine
learning

This technique facilitates the concurrent observation of various lymphoma
cells, promotes computational learning and identification, and assists in
discovering therapies and enhancing the knowledge of lymphoma.

High error rate

[24] Supervised
machine

By using these several techniques together, they create a robust and in-
telligent computational instrument. This tool assists physicians in com-
prehending the potential impact of Hodgkin’s lymphoma on individuals.

Low range of accuracy

[27] PET-CT
and Ann
Arbor

PET-CT scans and the Ann Arbour staging system are essential instru-
ments for detecting and staging lymphoma, facilitating treatment choices.
They provide precise staging for certain lymphoma types, categorising
patients into phases and informing successful treatment approaches.

Not a cost effective one

HL and
NHL

[26] EACCED
machine
learning

SEER’s cause-specific death categorisation is a valuable prognostic instru-
ment; nevertheless, its efficacy is contingent upon data quality and needs
continuous development and validation.

Conventional algo-
rithm makes the pro-
cess a time consuming
one

LM and
NLM

[29] Digital im-
age analysis

Digital image analysis and deep learning methodologies are transforming
lymphoma diagnosis by automating histological investigation, discerning
intricate patterns, and minimising subjectivity, hence enhancing patient
outcomes.

High training rate

T-cell
and
B- cell
Lympho
mas

[28] AI models
using CNN

AI models are used for detecting DLBCL and addressing obstacles in
imaging, data gathering, and privacy, demonstrating excellent diagnostic
accuracy and the possibility for improved patient outcomes.

High training rate and
cost expensive

[25] J48 The research used the J48 machine learning algorithm and the WEKA
platform to construct diagnostic algorithms, which may enhance the ac-
curacy of lymphoma categorisation, underscoring the significance of de-
pendable tools in medical research.

Conventional algo-
rithm makes the pro-
cess a time consuming
one

HL and
NHL

[26] EACCEED
machine
learning

SEER’s cause-specific death categorisation is a valuable prognostic instru-
ment; nevertheless, its efficacy is contingent upon data quality and needs
continuous development and validation.

Conventional algo-
rithm makes the pro-
cess a time consuming
one

LM and
NLM

[29] AI using
CNN

Digital image analysis and deep learning methodologies are transforming
lymphoma diagnosis by automating histological investigation, discerning
intricate patterns, and minimising subjectivity, hence enhancing patient
outcomes.

Time consuming pro-
cess

T-cell
and
B- cell
Lympho
mas

[28] J48 algo-
rithm

AI models are used for the diagnosis of DLBCL, addressing obstacles
in imaging, data collecting, and privacy, while achieving high diagnostic
accuracy and the promise for improved patient outcomes.

Highly expensive and
need hardware support

[25] The research used the J48 machine learning algorithm and the WEKA
platform to construct diagnostic algorithms, possibly enhancing the accu-
racy of lymphoma categorisation and underscoring the need of dependable
tools in medical research.

Unable to analyze the
drawback because the
result range was not
given properly

transfer learning, and cross-validation may be used to address issues such as overfitting and insufficient data
sets. Utilising cross-validation to forecast model uncertainty is a prevalent practice within the AI safety field.
Moreover, it is crucial to interpret DL-based findings in order to provide comprehensible results for human
assessment. This is essential for evaluating the safety of AI and expediting the integration of DL in practical
medical contexts. The determination of positive or negative cells in portions of an H&E-stained picture can only
be made by referring to the matching IHC-stained image. Despite using IHC staining, accurately determining
the level of positivity of a cell in an H&E stained picture remains challenging, hence impeding more precise
inference of the model.

Hence here in order to overcome all the existing issues we implement the deep learning based stacked
probabilistic attention neural network for the prediction of NHL.
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Fig. 4.1: Schematic representation of the suggested methodology

4. Proposed methodology. Major advances in image processing and learning methodologies have not yet
removed significant barriers to the development of quantitative imaging biomarkers for use in medical decision
making.The recommended strategy for predicting the NHL-related biomarkers is shown in Figure 4.1.

4.1. Dataset. The dataset was extracted from the Kaggle https://www.kaggle.com/datasets/sparxi/ihc-
images. It contains 28.8k IHC images for biomarker prediction.

4.2. Preprocessing. Images that have degraded and are noisy are filtered before being restored using
various SSEF methods. The equivalent mathematical expression would be:

h(O, z) = f(O, z) ∗ u(0, z) + n(O, z) (4.1)

h(O, z) = R[h(O, z)] (4.2)

The variables in the equation are defined as follows: f(O,z) represents the original input picture, u(O,z)
represents the degradation function, ”*” denotes the error function, n(O,z) represents the noise (usually Gaus-
sian noise), g(O,z) represents the deteriorated output image, and h(O,z) represents the final degraded output
image after the application of procedure R. By using noise reduction filters that use nonlinear spatial domains,
like the one seen in this example, it becomes feasible to reconstruct denoised images from noisy source images.
Here are few methods to improve the quality of your photographs: The first step in the noise-reduction filter
involves creating a mask matrix of dimensions nm. The mask pixel value and mask pixel size are used in the
mask matrix to calculate the new pixel value for the degraded image. The filter assigns the value of each pixel
to be equal to the element in the middle of the mask’s matrix. This method has the capability to eliminate
irregularities without compromising the quality of the image. The proposed filter use the average and standard
deviation of the pixel values in the mask matrix.

µ =
1

OM

∑
n,m∈η

a(0,m) (4.3)
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σ2 =
1

oM

∑
0,m∈o

a2(o,m)− µ2 (4.4)

The mask’s neighbourhood area has a size of nm., σ2 is the variance of the Gaussian noise in the image, and
a(n,m) is the representation of each pixel in the mask. Next, the SSEF filter is created for the updated pixels
using the expected values, which are represented as bw(o,m).

cw(o,m) = µ+
σ2 − v2

σ2
.(a(0,m)− µ) (4.5)

wherev2 is the mask matrix’s noise variance setting when using the SSEF filter.
Now, the imputed pixel values are given by

cimp
i =

k∑
j=1

wjzj , i = 1, ..,m (4.6)

After error removal and imputing the pixel values the error free images are obtained.

4.3. Segmentation. The HSPT segmentation algorithm may be fed the processed picture. We’ll refer to
the areas in Si that contain the first seeds, or B1, B2, , Bi. (Ō, D̄b, D̄r) to show how the sum of all Si seed pixels
breaks down into O,Db, andDr. In this section, we outline our suggested method of segmentation.

(1) Choose your seeds automatically.
(2) Give each seed area a label.

The seed pixel, first, has to share a lot of characteristics with its surrounding pixels. Second, in order to
construct the predicted area, at least one seed must be created. Third, it’s important to keep seeds for various
locations apart.

The following formula is used to calculate the degree of similarity between a given pixel and its neighbours.
The dispersion measures of the Y,Cb, and Cr Using the, the components of a 3× 3

σY =

√√√√1

9

9∑
i=1

(Oi − Ō)2, (4.7)

Where O can be Y , Db, or Dr, the mean value Ȳ = 1
9

∑9
i=1 xi. Standard deviation, on the whole, is

σ = σK + σDb
+ σDτ (4.8)

To get the standard deviation back inside the range [0, 1], we,

σM =
σ

σmax
, (4.9)

where σmax is the image’s greatest standard deviation. We may define a pixel’s resemblance to its neighbours
as

H = 1− σM (4.10)

The first requirement for the potential seed pixel is derived from the degree of similarity as follows.
The threshold similarity of a seed pixel candidate must be greater than 1.
The second step is to determine the Y DbDr distances (relative Euclidean distances) between a pixel and

its immediate neighbours.

di =

√
(O −Oi)2 + (Db −Dbi)2 + (Dr −Dr1)

2√
O2 +D2

b +D2
r

(4.11)
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where i = 1, 2, ...8.
We determine the greatest possible separation between each pixel and its neighbours as,

dmax =
8

max
i=1

(di) (4.12)

Create a list T of all the areas that are close by, then sort them by decreasing distance.
Remove the first point (p), even if T is not empty, and check to see whether any of its four neighbor’s are

empty. If all of p’s labelled neighbor’s have the same label, then p ought to get that label as well. If p’s labelled
neighbor’s have different labels, p should be put in the area that is closest to it. The region’s mean is then
adjusted, and T is then expanded to include p’s unclassified neighbor’s in decreasing order of distance.

Using this method, we may get the fractional Euclidean distance, di, between pixel i and its neighbours.

di =

√
(Zi − Z̄)2 + (Dbi −D)2 + (DD − D̄r)

2√
Zi +D2

bi
+D2

ri

(4.13)

where (Ō, D̄, D̄r) are the medians of the distributions of Y,Db, and Dr in the region. Pixel with the shortest
distance value, p, is selected as the best one. If several neighbouring pixels have the same minimum value, we
choose the one that best characterises the bigger of the two adjacent areas.

The red pixels indicate seeds, green pixels represent pixels in a sorted list T, white pixels represent the
pixels with the shortest distance to the seed areas, white pixels are linked to the surrounding red region, and
black pixels are added to which causes a recalculation of the mean of the new region and the distances between
the new region and its neighbours. Once there is nowhere left where the distance is less than the criteria, we
stop. What the distance between two points is in Euclidean space.

When discussing the colour differences between these regions, we use the labels Ri and Rj .

di =

√
(Ōi − Ōj)2 + (C̄D − C̄D)2 + (D̄ri − D̄rj )

2√
O2 +D2

b +D2
r

(4.14)

After repeating the process the ROI can be separated.
4.4. Biomarker Identification. SPANN uses a direct influence on network structure data to identify

unlabeled nodes by transmitting their labels across transfer and sink nodes. Equation 4.15 defines undirected
graphs.

ζ = (G, ϵ) (4.15)

where G = G1, G2, , Gn represent nodes, ϵ = ϵ1, ϵ2, , ϵn represent edges. Matrix adjacency ζ, A’ may be
calculated to determine whether two nodes are related

B
′

ij =


α, Gi ̸= Gj

1, Gi = Gj

eK||Gi−Gj ||, otherwise.

(4.16)

where, αmhsaij value of 0.2 in the studies, demonstrating multi-head self-guided attention determines neighbour
node weights.

We provide multi-tiered SPANN topologies. This data allows real-time adjacency matrix adjustments.

B
′(r) ← B(B

′(r−1) + αV (r−1)h(r)T )BT + βl (4.17)

where I(r−1) represents biomarker-associated aspects of the (r− 1)”th” layer’s output; indicates the coefficient
of correlation. h(r) indicates represents biomarker-associated aspects of the (r − 1)”th” layer’s output that is
the coefficient of correlation

l(r) = δ(BXr) (4.18)
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where δ signifies the softplus (.) activation function is engaged, and B̄ may take the values specified by Equation
(4.19). {

1 + E− 1
2B

′
E− 1

2 →̃E
1
2 ÃE− 1

2

Ẽij =
∑

j Ãij

(4.19)

I is the identity matrix.
We use the stack attention module to reduce superfluous subspace pixel blocks and create the same pixel

block with the completely connect pixel cut to carry different numbers of subpixel block nodes depending on
size. To divide subpixel blocks optimally, compute the global and local property information gain. Equation
4.20 shows subpixel block formation.

βt,x = λβglobal
t,x + γβlocal

t,x , γ =
1

2
− λ (4.20)

where γ, λ indicates weighing factor βglobal
t,x and βlocal

t,x signals global or region attention βglobal
t,x and βlocal

t,x as:
βglobal
t,x = exp(score(Vt,V̄x))∑TY

Y =1 exp(score(Vt,V̄x
′
))

βlocal
t,x = exp(score(ht,h̄x))∑Txδ(vT

p tanV (wpvt))+E

Txδ(vT
p tanV (wpvt))−E

exp(score(Vt,Vx
′
))
exp

(
− Y−TY .δ(vT

p tanV (WpVt))

8E2

)
(4.21)

where δ activates a function.
M distinct attention-directed adjacency matrices need M tightly connected layers. We alter each layer’s

calculation as stated below (for the l”th” matrix Āt ) in equation 22 .

V l
ti = δ(

n∑
j=1

B̄t
ijW

(l)
t Z

(l)
j + b

(l)
t ) (4.22)

Focused adjacencies Āt.Z
(l)
j , where t=1,...,M, and t selects the bias term and weight matrix related to Āt.

Z
(l)
j = [Xj , V

(l)
j , ..., V

(l)
j ] (4.23)

L is the number of closely coupled layer sublayers. The stack’s primary purpose is to split the super pixel
block of flawlessly connected pixels into a smaller subspace to create an adjacency matrix. Since a connectionless
edge’s weight is set to 0, pruning is necessary. Cutting the completely connected super pixel block might destroy
part-relevant information. Thus, we designed a self-attention guidance module to redistribute edge weight to
the trimmed subspace pixel block, stressing graph node relationships and interactions, establishing a more
dependable multi-scale graph structure, and addressing the problem.

The self-guided attention module transforms the multi-scale subspace pixel block into a totally linked
graph using multi-head self-attention. While attention guidance builds an adjacency matrix A’, edge weights
are enhanced. Each A’ represents a totally connected graph, and entry Aij’ denotes the degree of connection
between nodes i and j. Attention to build node relations allows the self-attention machine to record interactions
between any two places in a single sequence. Equation 4.4 calculates A’.

αSPANNsij =
exp(LeakyReLu(āT [wv̄i||wv̄j ]))∑

k∈Ni
exp(LeakyReLu(āT [wv̄i||wv̄k]))

(4.24)

where T represents the matrix transpose and w the node weights. Node i’s neighbours, denoted by Ni, are i,
LeakyReLu(.) indicates activate function.

For example, we may join the results of the recommended network, which has a fully-connected layer for
the masked function, as.

FCNgst = SoftMax([HCNgs0, ....HCNgst]Wfcn) (4.25)
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where st = 0, 1, 2, 3,Wfcn represents layer weights when all nodes are linked.

ζ(Vst) =

s∑
i=1

ζ(V i
st), i = 1, 2, 3, 4 (4.26)

where ζ(Vst) i denotes the cross-entropy error loss, which is a measure of how far a network’s predictions deviate
from the labels used to build the training set.

Algorithm 1 illustrates the implementation procedure of the SPANN.

Algorithm 1 SPANN

5. Performance analysis. Here, we provide empirical data that substantiates the efficacy of the suggested
analytical methodology. In general, the tests were carried out in a Python environment. The parameters of
the proposed solution for biomarker prediction are computed, and the system’s efficiency is compared to that
of current techniques.

Figure 5.1 depicts a visual representation of the sample input acquired from the Kaggle database.
The objective of preprocessing is to optimise the efficiency of the classifier by determining the most valuable

set of features. In this scenario, the Gaussian error in the picture may be repaired, as seen in Figure 5.2.
The objective of HSPT picture segmentation is to assign a categorical label to every individual pixel. We

are using pixel-level predictions to identify the Region of Interest (ROI) within the selected parts of the image.
Figure 5.3 displays the segmented output.

SPANN was used to examine the IHC protein markers included in the datasets under scrutiny. Every
point is an immunohistochemical (IHC) picture of a marker found in the NHL. Figure 5.4 displays illustrative
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Fig. 5.1: Sample input

Fig. 5.2: Processed output

Fig. 5.3: Segmented output

examples of each marker picked at random. Figure 5.4 shows that the proposed technique can effectively
separate and categorize the diverse group of testing sets spanning three distinct IHC markers.

Training accuracy and efficiency depend on epochs. Too few epochs may not provide the model enough
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Fig. 5.4: Output classification

Fig. 5.5: Epoch vs. Accuracy

time to comprehend the data structure. Increase epoch size to 0.95 percent to increase accuracy. Similar binary
classification solutions are assessed using confusion matrices. The confusion matrix evaluates categorization
solutions by comparing predictions to reality. Displays false negatives, accurate forecasts, and incorrect predic-
tions. Confusion matrix-based classifier assessment metrics may be constructed from this data. SPANN and
learning-based models are evaluated using accuracy, recall, precision, F-measure, and AUC.

Accuracy. This heuristic performance metric predicts accuracy. Equation (5.1) calculates score by dividing
total occurrences by accurate guesses.

Recall =
TP + TN

TP + TN + FP + FN
(5.1)

Recall. It is sometimes referred to as sensitivity. Equation (5.2), which, when solved, gives the percentage
of outcomes that were properly predicted when the result was positive, may be used to calculate this metric.

Recall =
TP

TP + FN
(5.2)

Precision. It is the ratio of accurately anticipated positive occurrences to the total number forecasted. Its
formula can solve (29).

Precision =
TP

TP + FP
(5.3)

F-measure. When class sizes are uneven, it is a common performance measure. This measure averages
accuracy and recall scores, as stated in Equation (5.4).

F −Measure = 2× Prec×Rec

Prec+Rec
(5.4)
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Table 5.1: Performance analysis

Fig. 5.6: Performance analysis of the suggested methodology

Area under the curve. Measures model categorisation accuracy. Equation (20) estimates the area under
the receiver operating characteristic (ROC) curve for test evaluation.

AUC =

∫
TruepositivityR, d(FalPR) (5.5)

TPR and FPR. Integrating the TPR with regard to the FPR yields the AUC score from the area under
the ROC curve, which demonstrates the connection between these ratios.

There are multiple matches for performance evaluation methodology evaluation, including performance
evaluation methods and performance evaluation process . Here we are evaluating our suggested mechanism
with accuracy, precision, recall and F score. Table 5.1 and figure 5.6 show the methodology’s performance.
Comparing the proposed technique to known mechanisms helps assess its efficacy[22,11,21].

Divide the total of all true positives and negatives by the sum to get a classifier’s accuracy. The suggested
approach is 95 percentage more accurate than traditional practises (see Figure 5.7).

To obtain the precision for a given class, we divide the number of true positives by the classifier bias towards
this class (number of times that the classifier has predicted the class). Figure 5.8 shows that HSPT and SPANN
(95 percentage) outperform other biomarker prediction techniques.

Based on Figure 5.9, the suggested HSPT and SPANN technique has a recall of up to 95 percentage, which
is far higher than existing approaches.

Commonly used as an evaluation metric in binary and multi-class classification , the F1 score integrates
precision and recall into a single metric to gain a better understanding of model performance The proposed
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Table 5.2: Comparative performance analysis

Fig. 5.7: Accuracy percentile analysis

Fig. 5.8: Precision percentile analysis

HSPT and SPANN approach has a high rate of F1 score (95 percentage) compared to the current mechanisms,
as can be shown in Figure 5.10.

Figure 5.11 depicts the two-dimensional ROC curve. The x-axis indicates positive rates, the y-axis shows
true positive rates, and the threshold ranges from 0 to 1 (higher right to lower left). All threshold classification
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Fig. 5.9: Recall percentile analysis

Fig. 5.10: F1 score percentile analysis

Fig. 5.11: ROC analysis
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Table 5.3: AUC analysis

results are graphed. An AUC of 99 percentage implies that the classifier is completely accurate.
Table 5.3 of the AUC performance measure comparison demonstrates that DL distinguishes biomarkers

well. Our HSPT and SPANN models outperform gold standard methods. The table proves the suggested
model is better than its competitors. The suggested model outperforms Tables 5.2 and 5.3. Compared to
previous biomarker prediction mechanisms, the recommended technique yields satisfactory results”.

6. Conclusion. Slides stained for Ki-67, CD 10, and CA125 were analysed to see whether they might be
used to predict outcomes for NHL patients. To anticipate biomarker expression from H& E stained pictures
without the need for IHC labelling, we developed an HSPT and SPANN model. Our findings demonstrate
the close relationship between morphological and molecular data by demonstrating that histological pictures of
tissue and cell morphologies have underlying molecular origins. Once this connection has been discovered, the
abundance of a target protein may be predicted among the samples using a deep learning-based technique. The
proposed strategy here significantly beat the state-of-the-art biomarker prediction mechanisms, by as much as
95 percentage. The following are where our future efforts will be concentrated. We need to enlarge our sample
size to get more accurate results. By training the model on the new data, its resilience and generalization
abilities will increase. To further generalize our findings, we recommend further trials on samples including
a variety of tissues and stains; also, there is a suggestion for optimizing the model. Semi-supervised learning,
for instance, may be used to reduce the burden of annotation. While our work demonstrated the capability of
tumour histology to forecast pCR using DL methodologies and introduced a unique biomarker that serves as a
more efficacious predictor than sTILs or subtype, it remains subject to certain limitations. This study used a
restricted number of patients retrospectively for training and validation; hence, future research should aim for
prospective multicenter investigations.
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