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HUMAN BEHAVIOR RECOGNITION IN COMPLEX SCENES BASED ON DEEP
LEARNING

RUIFENG HONG∗

Abstract. In order to overcome some of the problems that have been encountered in the past, for example, due to their
reliance on manual feature extraction and limitation of model generalization, this paper proposes a new method to identify people’s
behaviour in complicated situations. Based on Convolutional Neural Networks (CNN), this method has been proposed for the
automatic extraction of a large number of datasets. In addition, the Long Short Term Memory (LSTM) network is used to capture
the long-run dependence in time order. Lastly, we use the soft max classifier to classify the various actions of people. Experiments
show that the CLT network is able to achieve a high performance of 97.5% over 13 different types of people, outperforming CNN
alone, LSTM, and BP models on the DaLiAc dataset, demonstrating superior performance in human behavior recognition and
classification. The accuracy, recall, and F1 score evaluation indicators of the CLT net model are the highest, while all indicators
of the BP model are the lowest, indicating that the CLT net model has good stability and reliability in recognizing and classifying
different human behaviors.
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1. Introduction. With the continuous breakthroughs in computer vision research and computer hardware
performance, the idea of machines possessing partial visual abilities of the human eye has become possible. As
a core topic in the field of computer vision, human behavior recognition has been active at the forefront
of research, playing a key role in intelligent security, medical assistance, smart education, human-computer
interaction, and gradually changing people’s lives [1]. The traditional video surveillance methods mainly rely
on manual monitoring, which inevitably results in a significant waste of manpower and material resources.
Due to the limitations of the human body, the monitor cannot maintain a high level of attention at all times
during work. When the monitor becomes tired or briefly leaves the monitoring screen, it is difficult to handle
emergencies in a timely manner, ultimately leading to missed or false detections in the monitoring process
[2]. Secondly, the video streams generated by traditional monitoring methods only include simple storage
and playback functions, and there is still a possibility of false or missed detections when manually reviewing
historical events [3].

With the fast developing of smart hardware and computing techniques, it is becoming more and more
important to substitute for conventional human surveillance with artificial intelligence, complete the recognition
and analysis of human behavior and actions in the monitoring area, and combine the advantages of computer
vision technology such as real-time, efficiency, and accuracy with video surveillance to build intelligent video
surveillance has become an inevitable development trend [4]. Deep learning based human behavior recognition
in complex scenarios mainly includes two aspects: motion object detection and human behavior recognition. By
collecting video data of human behavior actions through cameras, using object detection methods to identify
and detect moving targets, extracting behavioral action features of moving targets and completing classification,
the current human behavior state can be determined, providing timely and effective information for staff [5-6].
However, despite the enormous potential of deep learning in behavior recognition, it still faces many challenges.
In complicated situations, for instance, the influence of environmental noise and disturbance on the recognition
capability of the model will be influenced. Furthermore, the behavior patterns of each person are not uniform
enough, so that it is difficult to generalize the model. This paper is intended to investigate the approach of
human behaviour identification in complicated situations, especially for complicated background, illumination,
multi-object occlusions, etc.
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2. Literature Review. Deep learning based human behavior recognition is a process in which machines
obtain human limb movement information from videos and complete action category judgment. It is a research
hotspot in the field of computer vision and a key technology in video understanding. It has huge application
prospects in smart homes, surveillance security, smart healthcare, education, and other fields [7]. Although
many algorithms have emerged in this field, there are still problems such as difficulty in determining the starting
time of actions, poor recognition performance in cases of occlusion or low resolution, and insufficient real-time
recognition. Wang et al. developed a meta-learning framework named MetaTTE, which uses a well-designed
DED (a data-pre-processing module and a coder decoding net module) to continually deliver an accurate journey
time estimation [8]. Fuentes et al. proposed an approach to tracking the behaviour of an individual cow by
using the image data as an input to identify the movement. In this paper, we use an image sequence as an
input, which is used to recognize the hierarchy of activities that are divided into parts and single actions. These
areas of concern are then entered into the tracing and identifying mechanism so that the system can continually
follow every individual on the spot and give them a unique identifier. Through this approach, the behaviour of
cows can be continually monitored and statistically analyzed to assess behavioral changes in time [9]. Jiao et
al. presented a new approach to detect the variation of facial features in movement, and made a comparison
between them and the former one. Experiments indicate that the algorithm is more accurate by 1. 68%, and
the precision of the modified moving historical image is raised by 14.8%. The proposed approach has been
successfully applied to the identification of human motion [10].

In order to improve the precision of human behaviour identification, we propose a new approach, called CLT
network, which is based on temporal and spatial characteristics fusion. Using Convolutional Neural Networks
(CNN), this approach utilizes Long Short Term Memory (LSTM) net to capture the intrinsic temporal relations
of the data. The classification of human behaviors is then done using a softmax classifier within this framework.

3. Method.
3.1. CNN Model. Convolutional neural networks have achieved remarkable success in many fields such

as object detection, facial recognition, and speech recognition, there is still no widely accepted architecture for
their use in sequence signal classification [11]. To address this gap, the author developed a CNN model tailored
for human behavior recognition, inspired by the LeNet-5 architecture. Unlike LeNet-5, this CNN model is
designed to handle sequential data as input. After each max pooling layer, additional batch normalization and
activation layers (using Leaky ReLU) are incorporated [12]. The CNN structure includes a number of critical
elements as shown in Figure 3.1: Sequential Entry Level, Collapse Level, 3 CNN Characteristic Extracting Levels
(Convolution, Max Pooling, Batch Normalization, and Leaky ReLU Activation Layer), Unfolding, Leveling, Full
Connection, and Soft Max Classifying Layer [13]. The feature extraction layers are crucial for the model, with
the convolutional layers extracting essential features from human behavior data [14]. The max pooling layers
serve to compress the data and reduce dimensionality, while the batch normalization layers ensure that the
extracted features are normalized. The Leaky ReLU activation layers introduce non-linearity, aiding in the
effective mapping of features post-normalization. Lastly, the full connection level reduces the loss of the data
in the process of extracting the characteristic, and makes the ultimate classification of the person’s actions by
soft max.

The proposed method can not only increase the rate of convergence, but also reduce the ”gradient dispersion”
and improve the stability of the training model [15]. The Leaky Relu Trigger Function is used to solve the
problem that Relu has a negative input and a constant output of zero, whereas the first derivative is also zero,
which leads to no change in neural parameters and no learning. The definition is shown in equation 3.1:

f(x) =

{
x, x ⩾ 0

s× x, x < 0
(3.1)

Among them, s is a non-negative number not smaller than 1. The Leaky Relu activation function becomes Relu
when s is set to zero. The softmax classification layer is shown in equation 3.2:

s(xi) =
exj∑K
j=1 e

xj

, i = 1, 2, · · · ,K (3.2)
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Fig. 3.1: Structure of CNN Model

Fig. 3.2: Structure of LSTM Model

Among them, Xi is the character order of the extracted behavioral data, and K is the quantity of human
behaviour. The Soft Max Function’s classification result indicates the probability that an input sample will be
categorized into different classes, and the total probability is 1 [16].

3.2. LSTM Model. LSTM was developed by SCHMIDHUBER and HOCHREITER in 1997 to improve
Recurrent Neural Network (RNN). The key parts of LSTM networks include sequential entry and LSTM. The
sequential entry level is capable of inputting sequential or temporal information into the net, and LSTM level
is able to study the long term dependence among sequential data time steps, which efficiently resolves the RNN
gradient disappearing. Because LSTM is an effective way to deal with and predict time signals, the LSTM is
used as a characteristic filter in CLT network model [17]. The LSTM model is illustrated in Figure 3.2, which
consists of sequential input, flat, LSTM, full connection, and soft max.

From Figure 3.2, we can see that the sequence entry level has a sample size of 24x410 x 1. Then, the
multi-dimension data is smoothed out as an input to LSTM level. The LSTM level has 50 hidden cells, and the
full connection level has 13 hidden cells. At last, we apply soft max classifier to classify the various actions of
people. The LSTM layer’s units provide temporal dependence and temporal properties of the input data [18].
The LSTM network achieves long-term control of a unit, which is then used for classification and prediction of
temporal signals. Cellular function is primarily implemented by logical gates, input gates, and output gates.
Figure 3.3 illustrates the inner architecture of the LSTM layer cells.

The LSTM layer is able to learn the weights such as the weight of the input, the value of the recurrence
and the value of the error. Matrices W, R, and B represent a sequence of input weights, recurrence weights,
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Fig. 3.3: Internal structure of LSTM cells

and deviations, as illustrated in formula 3.3:

W =


Wi

Wf

Wg

Wo

 , R =


Ri

Rf

Rg

Ro

 , b =


bi
bf
bg
bo

 (3.3)

The output of the cell status and the output of the hidden state at the time t is given by the expressions
3.4 and 3.5:

ct = ft ⊙ ct−1 + it ⊙ gt (3.4)

ht = ot ⊙ σc(ct) (3.5)

Among them, ⊙ is Hadamard product (multiplication of vector elements); σc is the hyperbolic tangent func-
tion(tanh) state activation function.

At time t in Figure 3.3, forget ft, activate input it, output ot, activate candidate unit input gt as shown in
Equation 3.6 and Equation 3.9:

ft = σg(Wfxt +Rfht−1 + bf ) (3.6)

it = σg(Wixt +Riht−1 + bi) (3.7)

ot = σg(Woxt +Roht−1 + bo) (3.8)

gt = σc(Wgxt +Rght−1 + bg) (3.9)

Use ht−1 and xt as input information for the current time step in network training. After passing through the
gate activation function , these pieces of information ultimately result in an output value between [19].

The larger the forget gate activation ft is, the less the previous cell state output ct−1 is forgotten. Con-
versely, the larger the input gate activation it is, the more the candidate input gt is represented, allowing
more information to be written into the cell state at the current time. Together, the forget gate ft and input
gate it determine how much of the new input information is incorporated into the current cell state output ct.
Additionally, the activation of the output gate ot dictates the current hidden state output ht. This combined
control mechanism enables the model to capture long-term dependencies in human behavior data over time
steps.
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Fig. 3.4: CLT net model structure

3.3. CLT net human behavior recognition model. Since the INS can be viewed as a time sequence,
the conventional SVM based on artificial characteristics might result in sub-optimal information usage and
insufficient recognition of complicated human activities. In order to solve this problem, we present a novel
CLT Net, which combines spatial-temporal and spatial characteristics to identify people’s behaviour. The CLT
Net model is a combination of CNNs that are good at automatic extraction from data, and LSTMs that can
effectively capture time dependence in time sequence data. The proposed model uses the same architecture as
CNN, except that the LSTM layer is used instead of a full connection layer. The CLT Net Model’s parameters
and functional specs match those of the CNN and LSTM modules. The CLT Net architecture, as shown in
Figure 3.4, consists of a sequential entry level, a folding level, a CNN characteristic extracting layer (consisting
of convolutions, Max Pooling, Batch Normalization, Leaky ReLU), unfolding, flat, LSTM, full connection, and
soft max [20].

A CLT network model is employed to classify a person’s behaviour in this way. Firstly, a CNN module is
used to extract the input person’s behavioral data series. Then, the 2D data characteristics are compressed to
one dimension and transferred to the LSTM layer, where temporal feature filtering takes place. Next, a fully
connected layer maps the selected features to the label space using a weight matrix. Lastly, we use soft max
level to classify and select the class that has the best forecast probability as the forecast tag of the input data
sample. During training, the model adjusts its parameters by comparing the predicted categories from forward
propagation with the true labels of the samples. The error is used to backpropagate through the network, with
the loss function and optimizer continually refining the weights and bias terms, allowing the model to improve
and ultimately achieve optimal performance.

3.4. Experimental verification.

3.4.1. Experimental Dataset. The author conducted research on human behavior recognition based on
wearable sensor data, and the experiment used the publicly available DaLiAc (Daily Life Activities) dataset.
The dataset was collected by placing four 6-axis inertial sensor nodes on the subjects’ right buttock, chest,
right wrist, and left ankle. Each sensor node includes a three-axis accelerometer and a three-axis gyroscope.
The accelerometers have a range of ±6g, and the gyroscopes, particularly the one on the wrist, chest, and hip
sensor nodes is ±500(◦)/s, the gyroscope range of the ankle sensor node is ±2000(◦)/s, and the data sampling
frequency is 204.7Hz2. A total of 19 healthy subjects participated in the data collection experiment (8 females,
11 males, age 26 ± 8 years, height 177 ± 11cm, weight 75.2 ± 14.2kg, deviation ± mean), and a total of 13
activities were collected. The activities and corresponding tags are shown in Table 3.1.
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Table 3.1: Activities and Corresponding Tags

Activity Description Label
Sit still 1
Lie flat 2
Stand 3
Wash dishes 4
Vacuum cleaner 5
Sweep the floor 6
Walk 7
Go upstairs 8
Go downstairs 9
Treadmill running 10
Test bike riding (50W) 11
Test bike riding (100W) 12
Skipping rope 13

Table 3.2: Experimental Parameter Settings

Parameter Set up
Initialization of CNN layer weight coefficients Kaiming method
Initialization of LSTM layer weight coefficients Orthogonal method
Initialization of fully connected layer weight coefficients Kaiming method
Optimizer Adam optimizer
Loss function Cross baking
Initial learning rate 0.001
Sample sequence size 24× 410
Number of samples in the training set 20088
Number of test set samples 2232
Training rounds 20
Batch size 500
Leaky Relu factor 0.1

3.4.2. Experimental operating environment. All of the author’s models were trained and tested on a
computer equipped with a Core i5-6500U CPU @ 3.20 GHz and 16 GB of RAM. The system ran Windows 10
Professional 64-bit, and the models were developed using the Matlab 2020b Deep Learning Toolbox framework.

3.4.3. Experimental Parameters. Firstly, the human behavior data is divided into samples with a
sliding window length of 410 (rounded to twice the sampling frequency), and there is 50% data overlap between
adjacent windows. As a result, each sample sequence has a size of 24 × 410 (corresponding to 4 sensors with
6-axis data each). After segmenting the data, the samples were sorted, with the top 90% used as the training
set and the remaining 10% as the testing set. The experimental parameters are detailed in Table 3.2. During
the simulation experiments, all models were initialized with the same configuration to ensure a fair comparison,
allowing for a more accurate assessment of the true performance of the CNN models, LSTM models, and CLT
net models.

The CNN layers and fully connected layers utilize Kaiming initialization for their weights to speed up model
convergence. For the LSTM layers, the weights are initialized using the orthogonal method. All models are
optimized using the Adam algorithm, an adaptive moment estimation method that offers quicker convergence
and lower memory usage. This approach also eliminates the need for a validation set during training.

4. Results and Discussion. To effectively showcase the generalization capability of the CLT net model,
we calculated the macro precision, macro recall, and macro F1 score for the test results of the LSTM, CNN,
CLT net, and traditional BP models. These metrics were computed by averaging the precision, recall, and
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Table 4.1: Comparison of evaluation indicators for BP, LSTM, CNN, and CLT net models

Model Macro precision Macro recall rate Macro F1 value
BP 0.5221 0.5127 0.5002
LSTM 0.7585 0.7117 0.7260
CNN 0.9510 0.9503 0.9501
CLT-net 0.9635 0.9605 0.9616

F1 score across all 13 categories of human behavior. The performance of the four models is summarized and
compared in Table 4.1.

The overall average classification accuracy of BP, LSTM, and CNN models were 61.6%, 77.5%, and 96.3%,
respectively. The author proposed the CLT net model, which achieved 97.5%, an improvement of 35.8, 20.1,
and 1.1 percentage points, respectively. The CNN model can extract features of human behavior data, which
represent the original human behavior data to the maximum extent possible. Using these features for human
behavior recognition and classification has good performance. Compared to the LSTM model, the CNN model
has a higher recognition rate. The LSTM model is only used for modeling temporal data to learn the correlation
between data, and cannot achieve feature extraction. This also indicates that feature extraction is the key to
classification and recognition, and the CNN feature extraction module is the most important component of the
CLT net model. The precision assessment measure measures the proportion of the correct positive samples
to the total expected positive, while the recall measure measures the proportion of correct recognized positive
samples to the overall true positives. F1 is the harmonic mean of accuracy and recall. According to Table 4.1,
the CLT net model exhibits the highest accuracy among the evaluated models, recall, and F1 score evaluation
indicators, while all indicators of the BP model are the lowest, indicating that the CLT net model has good
stability and reliability in recognizing and classifying different human behaviors.

5. Conclusion. The author presents a study on recognizing human behavior in complex environments
using deep learning techniques, introducing a novel model called CLT net that leverages spatiotemporal feature
fusion. The proposed approach combines Convolutional Neural Networks (CNNs) to extract the time depen-
dence of time sequence data using Long Short-Term Memory (LSTM) networks, and uses the soft max classifier
to classify the behavior. The experimental results on the DaLiAc dataset show that compared to LSTM, CNN,
and BP models, the CLT net model converges faster and has better performance in human behavior recognition
and classification. Subsequently, lightweight deep learning models will be constructed to optimize sensor based
human behavior recognition methods and further improve feature recognition accuracy.
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