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t. The paper presents features and implementation of a shared redundant approa
h to in
rease the reliability ofnetworked 
ontrol systems. Common approa
hes based on redundant 
omponents in 
ontrol system use passive or a
tive redundan
y.We deal with quasi-redundant subsystems (shared redundan
y) whereas basi
 features are introdu
ed in the paper. This type ofredundan
y o�ers several important advantages su
h as minimizing the number of 
omponents as well as in
reasing the reliability.The example of a four-rotor mini-heli
opter is presented in order to show reliability improving without using any additionalredundant 
omponents. The main aim of this paper is to show the in�uen
e of the load in
reasing following di�erent s
enarios. Theresults 
ould help to determine the appli
ations where quasi-redundant subsystems are a good solution to remain in a signi�
antreliability level even if 
riti
al failure appears.Key words: shared redundan
y, dependability, networked 
ontrol systems1. Introdu
tion. To be able to obtain relevant results of reliability evaluations for 
omplex systems, itis ne
essary to des
ribe the maximum of spe
i�
 dependen
ies within the studied system and their in�uen
eson the system reliability. Di�erent methods or approa
hes for 
ontrol systems' reliability improvement aredeveloped in order to be applied to spe
i�
 subsystems or to deal with dependen
ies among subsystems. A
lassi
al te
hnique 
onsists in designing a fault-tolerant 
ontrol [1℄ where the main aim is to propose a robust
ontrol algorithm. Guenab and others in [2℄ deal with this approa
h and re
on�guration strategy in 
omplexsystems, too.On the other side is the design of reliable 
ontrol ar
hite
tures. Probably the most used te
hnique isto 
onsider the redundant 
omponents whi
h enlarge the system stru
ture and its 
omplexity too. A
tiveand passive redundan
y is the simplest way how to improve dependability attributes of the systems su
h asreliability, maintainability, availability, et
 [3℄. However, as it was mentioned the 
ontrol stru
ture turns tobe more 
omplex due to an in
reasing number of 
omponents as well as the number of possible dependen
iesamong 
omponents, it is in parti
ular the 
ase for Networked Control Systems [4℄ [5℄.The paper introdu
es 
omplex networked 
ontrol ar
hite
ture based on 
as
ade 
ontrol stru
ture. The
as
ade stru
ture was 
hosen purposely due to its advantages. This stru
ture is widely used in industrialappli
ations thanks to positive results for quality of 
ontrol whi
h are already des
ribed and generally known [6℄.On the other side it o�ers some possibilities of system reliability improvement. There are potentially redundant
omponents su
h as 
ontrollers (primary, se
ondary). If more than one network is implemented we 
ould 
onsiderthem as potentially redundant subsystems too. Finally if the physi
al system allows it, it is possible to takepro�t from sensors. The 
as
ade stru
ture and other features are introdu
ed in more details in the third part.The paper is organised as follows. After bringing 
loser the resear
h ba
kground, the shared redundan
y isintrodu
ed. The 
ontrollers and networks are presented in more details in order to show some dependen
ies whi
h
ould be appeared when a shared redundan
y approa
h is implemented. In the next part are presented networkedtopologies 
onsidered as 
as
ade 
ontrol (CC) stru
ture of the 4-rotor mini-heli
opter (drone) model [7℄. UsingPetri nets were prepared the models of the introdu
ed quasi-redundant 
omponents as well as drone's 
ontrolstru
ture. A simple model of the two quasi-redundant subsystems is evaluated. Finally, are proposed thesimulation results of the mentioned simple two 
omponents model as well as the model of the 
omplex drone'sstru
ture with short 
on
lusion.2. Resear
h Ba
kground. Control ar
hite
ture design approa
h was taken into a

ount by Wyso
ki,Debouk and Nouri [8℄. They present shared redundan
y as parts of systems (subsystems) whi
h 
ould repla
eanother subsystem in 
ase of its failure. This feature is 
onditioned with the same or similar fun
tion of thesubsystem. Wyso
ki et al. introdu
e the shared redundant ar
hite
ture in four di�erent examples illustratedon �X-by-Wire" systems used in automotive appli
ations. Presented results shown advantages of this approa
hin 
ontrol ar
hite
ture design.The shared redundan
y approa
h involves the problemati
 of a Load Sharing [9℄. Thus, some of the
omponents take part of the load of the failed 
omponents in order to let the system in fun
tional mode.
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242 J. Galdun, J-M Thiriet And J. LigušConsideration of the load sharing in me
hani
al 
omponents is presented by Pozsgai and others in [10℄. Pozsgaiand others analyze this type of systems and o�er mathemati
al formalism for simple system 1-out-of-2 and 1-out-of-3. Also there are some mathemati
al studies [9℄ of several phenomena appeared on this �eld of resear
h.Bebbington and others in [9℄ analyze several parameters of systems su
h as survival probability of load sharedsubsystems.3. Shared Redundan
y. Spe
i�
 kind of redundant subsystems whi
h have similar features su
h as a
tiveredundan
y however gives us some additional advantages whi
h will be introdu
ed in further text. This kind ofspares represents another type of redundant 
omponents whi
h are not primary determined as redundant butthey are able to repla
e some other subsystems if it is urgently required. This type of redundan
y is referredas shared redundan
y [8℄ or quasi-redundan
y [11℄. Due to its important advantages it is useful to des
ribe thiskind of spares in order to show several non-
onsidered and non-evaluated dependen
ies whi
h 
ould have anin�uen
e to the system reliability. Identi�
ation and des
ription of this in�uen
e should not be ignored in orderto obtain relevant results of the reliability estimation of the systems whi
h involve this kind of spares.As it was mentioned above, the shared redundan
y (SR) mentioned by Wyso
ki and others in [8℄ is infurther text taken into a

ount in the same meaning as a quasi-redundant (QR) 
omponent. Thus, quasi-redundant 
omponents are the parts of the system whi
h follow their primary mission when the entire systemis in fun
tional state. However, when some parts of the system fail then this fun
tion 
ould be repla
ed byanother part whi
h follows the same or a similar mission, thus by quasi-redundant part. The quasi-redundant
omponents are not primary determined as a
tive redundant subsystem be
ause ea
h one has its own missionwhi
h must be a

omplished. Only in 
ase of failure it 
ould be used. In NCS appears the question of logi
alre
on�guration of the system when the data �ow must be 
hanged in order to repla
e the fun
tionality of asubsystem by another one. For example, some new nodes will lose the network 
onne
tion and the system hasto avoid the state when pa
kets are sent to a node whi
h does not exist. Thus, the main features of the sharedredundan
y 
ould be summarized as follows:"Quasi-redundant 
omponent is not 
onsidered as primary redundant 
omponent su
h as the a
tive or the passiveredundant 
omponents."Generally in networked 
ontrol systems, three kinds of quasi-redundant 
omponents (subsystems) 
ould be
onsidered:
• QR 
ontrollers.
• QR networks.
• QR sensors.Hen
e, a ne
essary but not su�
ient 
ondition is that a 
ontrol stru
ture where SR 
ould be 
onsidered hasto be 
omposed at least of two abovementioned subsystems (
ontrollers, networks, a
tuators). The subsystemsshould have similar fun
tionality or 
onstru
tion in order to be able to repla
e the mission of another 
omponent.In 
ase of quasi-redundant 
omponents there are several limitations. In order to take pro�t of quasi-redundantnetworks, it is ne
essary to 
onne
t all nodes in all 
onsidered QR networks. Thus, in 
ase of di�erent networksthe 
omponents should have implemented all ne
essary 
ommuni
ation interfa
es. In 
ase of QR 
ontrollers thehardware performan
e has to allow implementing more than one 
ontrol task.Third mentioned 
omponents are sensors. Consideration of the sensors as QR 
omponents has importantphysi
al limitations. In order to be able to repla
e a sensor for measuring a physi
al value X by another onefor measuring Y it is ne
essary to use �multi-fun
tional" smart sensors. We 
an suppose that some 
ombinationof the physi
al values 
an not be measured by using one sensor due to the inability to implement the requiredfun
tionality in one hardware 
omponent.Other limitation is the distan
e between failed sensor and its QR sensor whi
h 
ould have a signi�
antin�uen
e to the possibility of its repla
ing. Generally, implementation of the QR sensors within 
ontrol systemstru
ture 
ould be more di�
ult than the appli
ation of the SR approa
h on 
ontrollers or networks.There are several naturally suitable 
ontrol stru
tures whi
h 
ould implement the shared redundan
y ap-proa
h without other modi�
ations su
h as 
as
ade 
ontrol stru
ture (Fig. 3.1). This stru
ture is often usedin industrial appli
ations thanks to its important features whi
h improve the quality of 
ontrol. With using
as
ade a 
ontrol stru
ture there are several 
onstraints [8℄. The main 
ondition requires that the 
ontrolledsystem must 
ontain a subsystem (se
ondary subsystem FS(s)�Fig. 3.1) that dire
tly a�e
t to the primarysystem FP(s). Thus, the 
as
ade stru
ture 
omposes of two independent 
ontrollers whi
h 
an be used in orderto implement the shared redundant approa
h.
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Fig. 3.1. Main stru
ture of the 
as
ade 
ontrol

Fig. 3.2. NCCS with two networks and alternative network 
onne
tionsUsually for se
ondary subsystems there is a 
ondition of faster dynami
s than primary pro
ess. This
ondition must not be ful�lled [8℄; in this 
ase, some modi�
ations of 
onventional 
as
ade stru
ture (Fig. 3.1)and 
ontrol laws must be provided.3.1. Quasi-redundant 
ontrollers. In the previous text, several suitable 
ontrol stru
tures were brie�yintrodu
ed. As it was shown the 
ontrollers 
overed by these stru
tures 
ould be 
onsidered as quasi-redundant
omponents by default. Thus, the hardware of both 
omponents 
ould be shared in order to implement a sharedredundant approa
h.Let's 
onsider the networked 
as
ade 
ontrol system shown in �gure 3.2. The system is 
omposed of �vemain 
omponents (Sensor S1, S2, 
ontrollers C1, C2 and a
tuator A) and two networks. The 
ommuni
ation�ow among 
omponents is determined by its 
as
ade 
ontrol stru
ture. Thus, sensor S1 sends a measuredvalue to 
ontroller C1 (Master), the 
ontroller C2 (Slave) re
eives the values from the sensor S2 as well as the
ontroller C1 in order to 
ompute an a
tuating value for the a
tuator A.Ea
h part of the system (
omponents and networks) presents independent subsystem. However, when quasi-redundant 
omponents are studied, the system is not 
onsidered as 
omposed of independent 
omponents.Depending on the performan
e parameters of the used hardware equipment in the 
ontrol loop, a spe
i�
in�uen
e on the system reliability should be taken into a

ount. Thus some dependen
ies should not be ignoredin the dependability analysis. In the NCCS shown in Fig. 3.2 we 
ould 
onsider 
ontrollers C1 and C2 asthe quasi redundant subsystems (
omponents). Both QR 
ontrollers have a primary mission whi
h shouldbe followed. Thus, a 
ontroller C1 
ontrols outer 
ontrol loop and 
ontroller C2 stabilizes inner 
ontrol loop.However in 
ase of failure of one of them, we 
ould 
onsider the se
ond one as a kind of spare.As it was mentioned previously, the 
ontrollers follow their primary mission stabilization or performan
eoptimization of the 
ontrolled system. Therefore, in regards to the similar hardware, it allows sharing the
omputing 
apa
ity and exe
uting di�erent tasks. Thus, in order to implement the SR approa
h, both 
ontrollershave to en
apsulate both 
ontrol tasks�for the outer and the inner 
ontrol loop (see the 
as
ade 
ontrol stru
turein �gure 3.1).In non-failure mode the primary task is exe
uted in both 
ontrollers. However, in 
ase of 
ontroller's failure(primary or se
ondary) non-failed 
ontroller starts exe
ute both tasks and 
omputes a
tuating value for primary
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Fig. 3.3. Possible s
enarios for quasi-redundant 
ontrollersas well as se
ondary subsystems. In this 
ase we 
an suppose two s
enarios.The �rst one supposes that the 
ontroller is able to exe
ute all the ne
essary tasks within the requiredsample periods (Fig. 3.3a). Thus, no delays or other undesirable 
onsequen
es are expe
ted. In this 
ase thebehavior of the quasi-redundant 
omponent is similar as in the 
ase of a
tive redundant 
omponents. Thus, inthe 
ase of failure of one of the 
omponents, the se
ond takes 
are about its mission until its failure.Figure 3.3b shows a se
ond 
ase when time to exe
ute both ne
essary tasks is greater than the requiredsampling period. Thus, the 
ontroller will 
ause the delays whi
h have signi�
ant in�uen
e to the systemstability [12℄ [13℄. Therefore, this delay 
ould be known whi
h allows its partially 
ompensating by using severalmethods [14℄. Thus, we 
an suppose that the system destabilization will not o

ur immediately after the �rstdelay and we are able to 
ompensate it for some time interval. Thus, quasi-redundant 
ontroller does not failimmediately but its reliability de
reased.There are several situations when this s
enario 
ould be 
onsidered. In 
riti
al systems where the failure of animportant 
omponent 
ould 
ause undesired damages or other dangerous 
onsequen
es, the shared redundan
yapproa
h 
ould help to allo
ate some time interval in order to maintain the system in a safe state. Thus, theSR approa
h 
an be a signi�
ant te
hnique to se
ure the system before a damage risk.3.2. Quasi-redundant networks. The se
ond part of the NCS whi
h 
ould be taken into a

ount asSR subsystems are networks. Let's suppose a system with two networks (Fig. 3.2) where all 
omponents 
ould
ommuni
ate (
onne
t) on these networks (N1 and N2) if it is needed. In this 
ase we 
an apply the SR approa
hon this system.Considered fun
tionality of the quasi redundant networks is as follows. Both networks transmit requireddata�network N1 transmit data from S1 to C1 and from C1 to C2 su
h as network N2 from S2 to C2 and from
C2 to A. Thus both networks are a
tive and allo
ated during the system mission. The same as in the 
ase ofQR 
ontrollers: when a network failed, the se
ond one 
an take its load after a system re
on�guration. Thus,all required data are sent through the se
ond network. Hen
e, two similar s
enarios as with the 
ontroller taskexe
ution 
ould be des
ribed. The amount of transmitted data on the network with a spe
i�ed bit rate haslogi
ally in�uen
e on the probability of failure of the network (of 
ourse this depends on the network type andother parameters mentioned). This in�uen
e 
ould be ignored when the network performan
e parameters aresu�
ient. However, we 
an suppose that the probability of network failure is in
reasing simultaneously whenthe network load in
reases.The 
hara
teristi
 between network loading and its bit rate depends on the network type and have to bemeasured in real network 
onditions in order to determine the type of dependen
y�linear or nonlinear.Not only the network bit rate 
an be important however other network limitations su
h as maximal numberof nodes 
onne
ted to the network, et
. All limits of the QR subsystems 
an 
reate dependen
ies with dire
tin�uen
e on the system reliability. Primary, we 
ould 
onsider these dependen
ies as undesirable but in 
ase of
riti
al failures this SR approa
h gives some time to save the system.When NCS with an SR approa
h are analyzed, this 
hara
teristi
 should be in
luded in the prepared modeland further evaluated in order to determine its in�uen
e to the reliability of the whole NCS.3.3. Di�erent s
enarios in shared redundan
y. When 
ertain dependen
ies are ignored we 
ouldregard on the 
ontrol system with QR 
omponents as a 
ontrol stru
ture with a
tive redundant 
omponents.
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Fig. 3.4. Possible failure rate 
urves for the subsystem S2 during its missionHowever, there are several important s
enarios when the reliability of the system 
ould be de
reased in orderto prevent dangerous 
onsequen
es or other undesirable events.These s
enarios 
ould appear when some 
onditions 
ould not be ful�lled (insu�
ient exe
ution time ornetwork bit rate) but the system need some time in order to take a safe state. Hen
e, it is ne
essary to identifyand des
ribe the in�uen
e of these dependen
ies whi
h leads to more relevant results. Thus, prevent from toopessimisti
 or too optimisti
 results of the reliability analysis of the 
onsidered systems. The dependen
ies 
ouldbe distinguished as follows:
• a
tive redundant dependen
y,
• single step 
hange of the nominal failure rate λn ∈ 〈0; 1〉 in
reased on
e by a 
onstant value�step load
hange,
• time depend 
hange of the nominal failure rate λn -fun
tional dependen
y- the load of the subsystemis 
hanged with time passed from speared subsystem failure,1. linear,2. nonlinear.Let's assume that the destabilization of the system does not o

ur immediately after the �rst delay onthe network 
aused by insu�
ient 
ontroller's hardware or network's parameters. Thus, the quasi-redundant
ontroller does not fail immediately but in this 
ase its failure rate in
reases whi
h 
orrespond 
onsequently toa de
reased reliability.Thus, in 
ase of the a
tive redundant dependen
y we suppose that a quasi-redundant subsystem has su�
ient
apa
ities in order to follow its primary mission as well as the mission of the failed subsystem (or subsystems).A single step 
hange of the nominal failure rate of the subsystem is 
onsidered in the 
ase of subsystemswhere the failure rate of the quasi-redundant subsystem is 
hanged (in
reased) on
e by a 
onstant value (Fig. 3.4)during its life time. Thus, the new in
reased failure rate λ

′ remains 
onstant during further life time of thesubsystem. For example, let's suppose a NCS with two Ethernet networks where one of them has failed and
onsequently the system is re
on�gured and all nodes (
omponents) start to 
ommuni
ate through the non-failed network whi
h has a su�
ient bit rate 
apa
ity in order to transmit all the required data. However, theamount of data has been in
reased whi
h 
onsequently in
reases the probability of pa
kets' 
ollisions (underthe assumption of a 
lassi
al CSMA/CD proto
ol, for instan
e). Thus, the probability of failure (failure rate)has been in
reased up to the new value λ
′ .A third 
ase 
onsiders the 
hange of the nominal failure rate λn whi
h depends on the time passed from themoment of the failure until 
urrent time of the working of the quasi-redundant subsystem whi
h en
apsulates theexe
uting ne
essary tasks (own tasks as well as tasks of the failed subsystem). Thus, a fun
tional dependen
yhas to be 
onsidered. This dependen
y of the 
hange of the failure rate λn 
ould be des
ribed by a linearor nonlinear dependen
y / fun
tion. We 
ould study the previous example of the system with two networks.However, in this 
ase the bit rate of the se
ond (non-failed) network is not su�
ient. Consequently delays indata transmission as well as other 
onsequential undesirable problems su
h as system destabilization might be
aused. We 
an suppose that the non-failed network will fail in some time. Thus, the nominal failure rate λnof the se
ond network is now time dependent and is linearly or nonlinearly in
reased until the system failure.Mentioned examples with related equations are further dis
ussed in more details.Let's suppose that the reliability of the system R(t), probability of the failure during time interval 〈0; t〉,is 
hara
terized by a nominal failure rate λn ∈ 〈0; 1〉. Let's suppose a system with two subsystems S1 and S2
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h as the networks in the previous examples) whereas the subsystem S1 will fail at �rst and then the quasi-redundant subsystem S2 will follow both missions (S1 and S2). In �gure 3.4 are shown two above mentioneds
enarios when the nominal failure rate λn of the subsystem is in
reased by a 
onstant value or by a value whi
h
ould be des
ribed as a linear or nonlinear fun
tion (fun
tional dependen
ies).At �rst in
reasing the failure rate λn one time by a 
onstant value (see Fig. 3.4) will be dealt. It 
orrespondsto the reliability redu
tion of the quasi-redundant subsystem S2 by in
reasing the failure rate, during its mission,from its nominal value λn up to new λ
′ . Consequently, the system will follow its primary mission thanks tothe QR subsystem S2 but its failure rate is already in
reased and 
onsequently the probability of failure of S2is higher. The di�eren
e between nominal λn and in
reased λ

′ failure rate will be 
alled de
rease fa
tor dR.Thus, the mentioned 
onstant value is 
hara
terized by the de
rease fa
tor dR of the QR subsystem and a new
hanged failure rate λ
′ at the fail time tf is given by the followed simple formula:

λ
′

= λn + dR (3.1)The failure rate in
reases only one time by the spe
i�ed value and the QR subsystem S2 with a new 
onstantfailure rate λ
′ will follow both missions of its own mission and mission of the failed subsystem S1.The se
ond 
ase shown in �gure 3.3 
onsiders the reliability redu
tion where the failure rate λn is in
reasedduring the working of the subsystem S2 by a spe
i�ed de
rease fa
tor. This 
hange of the nominal failure ratedepends on time whereas with time extending the failure rate of the S2 is got near to 1 (system failed). Thus, ade
rease fun
tion fdR

(t) is represented by a linear or nonlinear 
hara
teristi
 and depends on the real subsystemwhi
h is 
onsidered as quasi-redundant. Thus, an in
reased failure rate λ
′ of the subsystem S2 depends on timet and is given by the following formula:

λ
′

(t) = λn + fdR
(t) (3.2)As it was mentioned, the de
rease fun
tion fdR

(t) 
an be represented by a simple linear fun
tion, forexample,
λ

′

(t) = λn + dR10−3(t + 1 − tf ) (3.3)where t + 1 allows 
hanging the nominal failure rate λn at the moment of the failure at time tf .On the other side a nonlinear exponential fun
tion 
an be 
onsidered as follows:
λ

′

(t) = λn + edR(t−tf ) (3.4)where λ
′ is the value of the in
reased failure rate, λn is the nominal failure rate of the 
omponent, tf isthe time of the failure of the 
omponent, dR is the de
rease fa
tor whi
h has a dire
t in�uen
e on the in
reasedfailure rate.3.4. Appli
ation to a mini-drone heli
opter. The NCC stru
ture is applied for the 
ontrol of a fourrotors mini-heli
opter (Drone, Fig. 3.5). The proposed 
ontrol stru
ture for this real model is as follows. TheNCC ar
hite
ture is 
omposed of one primary 
ontroller (Master) and one se
ondary 
ontroller (Slave), thirteensensors, four a
tuators and two 
ommuni
ation networks.The Master is designed for attitude stabilization (
ontrol) through Slave 
ontroller for angular velo
ity
ontrol for ea
h propeller. The aim of the 
ontrol is to stabilize 
oordinates of the heli
opter [10℄.The 
ontrollers are used as quasi-redundant 
omponents within the presented networked 
as
ade 
ontrolsystem (further only NCCS). They use the same 
ontrol algorithm (propeller's angular velo
ity 
ontrol) butwith di�erent input data (set point, system output, et
.)Hen
e, in 
ase of failure, one of them 
ould retransmit all the required data to another one, whereas pre-programmed 
ontrol algorithm should 
ompute the a
tuating value. Thus, the failed 
ontroller is repla
ed by ase
ond one whi
h starts to 
ompute the a
tuating value.Other quasi-redundant parts of this 
ontrol stru
ture are networks (Fig. 3.6). As in the 
ase of 
ontrollers,one of the networks 
an 
ompensate another one after a system re
on�guration. Usually, two networks areprimary designed due to redu
tion amount of transmitted data. However, in 
ase of network failure all data
ould be retransmitted through the se
ond one.The des
ribed approa
h for subsystem's failure 
ompensation by using the shared redundan
y requires alogi
al re
on�guration of the NCCS. Thus, in 
ase of failure the hardware 
on�guration is non-tou
hed but
ommuni
ation ways must be 
hanged in order to transmit the data to a non-failed 
omponent or through anon-failed network.
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Fig. 3.5. Cas
ade 
ontrol stru
ture of a mini-heli
opter with one network

Fig. 3.6. Cas
ade 
ontrol stru
ture of a mini-heli
opter with two networks4. Simulation and results. All the presented networked 
ontrol ar
hite
tures (Fig. 3.5, 3.6) were mod-elled by using Petri nets. This tool was 
hosen thanks to its ability to model di�erent types of 
omplex systemsand dependen
ies within them. To provide the reliability analysis, the Monte Carlo simulation (further onlyMCS) method was used. The multiple simulations of the modelled ar
hite
ture [1℄ are provided to obtain thereliability behavior of the basi
 two quasi-redundant 
omponents (for example two 
ontrollers in CCS stru
ture).Model of the system 
overs the simulation of the random events of the basi
 
omponents of the system su
h assensors, 
ontrollers and a
tuators as well as the network's random failures. Software used for model preparationis CPN Tools whi
h allow multiple simulation of the model in order to obtain statisti
ally representative sampleof the ne
essary data to determine the reliability behavior of the studied model.As it was mentioned, the simulation of the simple two quasi-redundant 
omponents with all 
onsidered
hanges of the failure rate (single, linear, nonlinear) was provided. Thus, new failure rate λ
′ of the non-failed
omponent is 
omputed by using equation (3.1), (3.3) and (3.4).This 
hange 
ould be 
alled as single 
hange be
ause the 
omponent's failure rate is 
hanged only on
eduring the QR 
omponent's life time. Both 
omponents have equal nominal failure rate λn = 0.001.Few examples of the in�uen
e of the single step 
hange of the failure rate by the spe
i�ed de
rease fa
tor dRto the reliability behavior are shown in �gure 4.1. We 
an see there are �ve 
urves. Two non-dashed 
urves showthe studied system as a system with two a
tive redundant 
omponents (thus, dR is equal to zero��rst 
urvefrom the top) and as system without redundant 
omponents (thus, the system 
omposes of two independent
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Fig. 4.1. In�uen
e of the in
reased failure rate of the 
omponent by a 
onstant de
rease fa
tor dR to the reliability of thesystem 
omposed of two quasi-redundant 
omponents Table 4.1MTTFF of Simulated Control Stru
tures With Di�erent De
rease Fa
torsDe
rease fa
tor�dR MTTFF - Drone (Fig. 3.5) MTTFF - Drone (Fig. 3.6)
0 55(+11%) 58(+22%)

2 ∗ 10−3 54(+9%) 56(+17%)
10−2 53(+7%) 54(+13%)

59 ∗ 10−2 50.5(+2%) 49(+3%)
0.999 49.6 47.6
omponents without redundant relation��rst 
urve from the bottom). These two 
urves determine borderswhere the reliability of the studied system 
an be 
hanged depending on the value of the de
rease fa
tor dR.As we 
an see from �gure 4.1, a single in
reasing of the nominal failure rate λn of the non-failed 
omponentsby the same value as was nominal failure rate λn up to λ

′

= 0.002 (dR = 0.001) 
ause a signi�
ant redu
tion ofthe reliability.Table 4.1 show several values of the life time (parameter MTTFF) for the studied system. Ea
h table (Table4.1, 4.2, 4.3) shows the life time of the studied 
omponents as a
tive redundant subsystems (dR = 0) and asindependent subsystems (dR = 0.999). From the value of the de
rease fa
tor dR = 0.01 the life time of thesystem signi�
antly improves (18% and more). The results of the linear and nonlinear failure rate in
reasing areshown in tables 4.2 and 4.3. In all tables are noted the per
entual value of the in
reased life time 
orrespondingto the de
rease fa
tor.Table 4.1 shows the MTTFF parameters of both 
omplex mini-heli
opter stru
tures. In the �rst dronestru
ture (Fig. 3.5) two quasi-redundant 
ontrollers are 
onsidered. In the se
ond stru
ture (Fig. 3.6) twogroups of quasi-redundant subsystems are 
onsidered and simulated�the 
ontrollers and the networks.In all simulated systems was observed the in�uen
e of the single step of the failure rate by a value spe
i�edby the de
rease fa
tor dR. The same as in tables 4.1�4.3, there are shown the life time of system 
orrespondingto di�erent de
rease fa
tors 2.10−3, 10−2, 59.10−3. We 
an see that in
reasing the 
omponent's nominal failurerate λn by a de
rease fa
tor equal to 59.10−3, whi
h represents approximately 59 times higher the failure rate,has a signi�
ant in�uen
e to de
reasing the life time of the system. The results are a little bit better than inthe 
ase of the system without redundant 
omponents (dR = 0.999), but we 
ould see that they are almost thesame.The drone's stru
ture 
omposes of twenty (twenty-one�stru
ture with two networks) 
omponents�thirteensensors (3 gyro-meters, 3 magneto-meters, 3 a

elerometers, 4 rotors' angular velo
ity sensors), two 
ontrollers,four a
tuators and one (two) networks. Due to the high ratio of independent 
omponents and shared redundant
omponents within the drone's stru
ture (18 independent and 2 quasi-redundant�Fig. 3.5) there is a di�eren
ebetween life times for minimal and maximal dR is signi�
antly smaller (about 11% and 22%) than in the 
aseof a basi
 two 
omponents subsystem (Table 4.1, 4.2, 4.3).The Mean Time Before First system's Failure is signi�
antly longer in the 
ase of a basi
 two 
omponent
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ies among shared redundant systems 249Table 4.2MTTFF of the Two Quasi-Redundant With Single Step Change of the Failure Rate
λn = 10−3 A
t. red. dR = 0 dR = 0.001 dR = 0.005 dR = 0.01 dR = 0.1(λ′ = 10−3) (λ′ = 0.002) (λ′ = 0.006) (λ′ = 0.011) (λ′ = 0.101)MTTFF[Tu℄ 1503 (+ 300%) 1002 (+200%) 667(+34%) 589(+18%) 509(+2%)
λn = 10−3 No red. dR = 0.999

(λ′ = 1)MTTFF[Tu℄ 499 Table 4.3MTTFF of the Two Quasi-Redundant With Linear In
reasing of the Failure Rate
λn = 10−3 A
t. red. dR = 10−3 dR = 10−2 dR = 10−1 No redundan
y(dR = 0MTTFF[Tu℄ 1503 (+ 300%) 1153 (+231%) 812(+63%) 611(+22%) 499subsystem than in the drone's 
ase. As it was mentioned above this is 
aused by the di�eren
e in 
omplexitybetween basi
 and drone's NCC ar
hite
ture. In 
ase of 
omparison between two drones stru
tures (Fig. 3.5, 3.6)the results are better for ar
hite
ture with two networks whi
h is 
omposed of two quasi-redundant subsystems�
ontrollers (Master, Slave) and networks when the de
rease fa
tor is smaller than 59.10−3. The in
reasing of thenominal failure rate by the de
rease fa
tor greater than 59.10−3 signi�
antly de
reases the life time of the drone.On the other side, even if the 
ontroller loading will 
hange its failure rate approximately ten times (dR = 10−2)the system's life time is about 7% longer than in the 
ase of the system without a shared redundant approa
himplementation.4.1. Reliability approximation. In previous arti
le states we fo
used on the des
ription of the depen-den
ies among QR 
omponents and their in�uen
e to the �nal reliability of the systems. The aim of thisresear
h is to propose a simple analyti
al method whi
h des
ribes the reliability behavior of the shared re-dundant subsystems with dynami
ally 
hanged failure rate. Hen
e, in next states we introdu
e an analyti
alequation whi
h allows approximating the reliability of the two 
omponent system. Of 
ourse, a quasi-redundantapproa
h is 
onsidered. Thus, a �nally simple method for the dependability analysis is proposed as an extensionof the 
ommon known methods for the dependability analysis. The proposed method for reliability behaviorapproximation supposes that both quasi-redundant 
omponents have the same or similar nominal failure ratewhere di�eren
es are small and 
ould be ignored. As it was mentioned above, the system 
omposed of two QR
omponents is 
onsidered. In this 
ase study, we introdu
e only the results for reliability approximation wherea single step 
hange of the failure rate (further only FR) is 
onsidered. This FR behavior is des
ribed in theprevious part of the arti
le (3.3) by equation 3.1. Thus, let's suppose two QR 
omponents with the nominalfailure rate λn and de�ne the de
rease fa
tor dR, then the reliability R2qr(t) behavior of the QR subsystem
omposed of both 
omponents 
an be des
ribed as follows:

R2qr(t) = 1 −

2∏
i=1

(1 − e−(λn+kidR)t) (4.1)where ki is the approximated 
oe�
ient.The parameter de
rease fa
tor dR and approximated 
oe�
ients of equation 4.1 are shown in table 4.5.In ea
h row of the table is shown the de
rease fa
tor with the 
orresponding value of the 
oe�
ients k1 and
k2. The table shows several di�erent values of the de
rease fa
tor whereas non-mentioned values 
an be easilyapproximated by using an appropriate method.The maximal error of the approximation given by the parameters of the equation 4.2 is less than 1

R2λn
(t) = 1 −

2∏
i=1

(1 − e−(λn+
dR
2

)t) (4.2)where dR is the de
rease fa
tor and λn the nominal failure rate of the QR 
omponents. It is ne
essary to explainthat the error of all the approximations 
onverge to the highest mentioned limits (1% for table's 
oe�
ients)in the bottom part of the reliability 
urves where the reliability of the system is smaller than 0.4. Thus, in liveperiod when a 
omponent repla
ement 
ould be already too delayed.



250 J. Galdun, J-M Thiriet And J. LigušTable 4.4MTTFF of the Two Quasi-Redundant With Exponential In
reasing of the Failure Rate
λn = 10−3 A
t. red. (dR = 0) dR = 10−3 dR = 10−2 dR = 10−1 No redundan
yMTTFF[Tu℄ 1503 (+ 300%) 902 (+80%) 676(+35%) 537(+8%) 499Table 4.5Parameters of Equation 4.1 for a Single Step FR ChangeDe
rease fa
tor�dR k1 k2

λn 0.44 0.52
2λn 0.39 0.395
3λn 0.28 0.393
4λn 0.198 0.434
5λn 0.154 0.46
6λn 0.13 0.4653
7λn 0.11 0.46
8λn 0.099 0.471
9λn 0.09 0.46
10λn 0.081 0.463
20λn 0.0445 0.38
30λn 0.0296 0.377
40λn 0.0225 0.385
50λn 0.0182 0.3518
70λn 0.0133 0.3284
80λn 0.011625 0.32475
100λn 0.0094 0.33324.2. MTTF parameter approximation. Ea
h quasi-redundant subsystem does not ex
eed the limits ofthe bound of the minimal (MTTFmin) and maximal time life (MTTFmax) of the quasi-redundant subsystem.The parameter MTTFmax represents the maximal time life of the QR subsystem whi
h 
ould be obtainedwhen the 
onditions are equal to the 
onditions of the subsystem with a
tive redundant 
omponents. Thus,the nominal failure rate of the non-failed 
omponent is not 
hanged when its load has been in
reased�the
ase when the de
rease fa
tor is equal to zero. The lowest life time limit 
ould be de�ned by the parameter

MTTFmin whi
h 
hara
terizes the subsystem 
omposed of the independent 
omponents. Thus, when one ofthe 
omponents fails the system is 
onsidered as failed. In term of the de
rease fa
tor, it is equal to 1 or(1 − λn) for a single step FR 
hange. Let's suppose the system life time limited by the bound de�ned by theMTTF parameter su
h as 〈MTTFmin; MTTFmax〉. These two parameters 
ould be found by solving the simplefollowing equations [15℄:
MTTFmin =

∫
∞

0

n∏
i=1

Ri(t)dt (4.3)and
MTTFmax =

∫
∞

0

(1 −

n∏
i=1

(1 − Ri(t)))dt (4.4)where Ri(t) is the reliability of ea
h 
omponent.In the �nal part of the results presentation we des
ribed the life time in
reasing of the two 
omponent QRsubsystem with regard to the life time parameter MTTFmin whereas various values of the de
rease fa
tor dRare 
onsidered. We 
onsider it as a simple and fast method for life time approximation. The results are shown intable 4.5. As in the previous part of this 
ase study, we 
onsider only the in�uen
e of the single step in
reasingof the nominal failure rate to the �nal life time of the two 
omponents QR system 
hara
terized by its MTTFparameter. In the �rst line, the failure rate of the non-failed QR 
omponent 
hara
terized by the multiple ofthe nominal failure rate λn. The se
ond line shows the 
orresponding MTTF parameter per
entage redu
tionwithin the limits de�ned by the abovementioned interval of the maximal and minimal life times (MTTF). TheMTTF values introdu
ed in table 4.5 are rounded, hen
e the method error is about +/ − 2 for the multiple ofthe nominal failure rate smaller or equal to 40.λn (de
rease fa
tor dR < 40). For higher value of the de
rease
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ies among shared redundant systems 251Table 4.6Approximated Values of the MTTF Redu
tion of the Two-Component QR Subsystem With Di�erent Single Step Change ofthe Nominal Failure Rate λnSingle step 2 λn 3 λn
hange (dR = λn) (dR = 2λn) 4 λn 5 λn 7 λn 10 λn 20 λn 40 λn 100 λnof λnExtended 50% 35% 25% 20% 15% 10% 5% 2% 1%
MTT Fminfa
tor, the approximated error is about +/ − 1 of values shown in the table. Thus, in the 
ase of very similaranalysis result of 
onsidered 
omplex stru
tures it is ne
essary to prepare the exa
t model in order to obtaina more exa
t MTTF parameter redu
tion. This method 
ould be used for the QR subsystems with the samefailure rate or for the system when di�eren
e among the nominal failure rate λn of the 
omponents is very smalland 
an be ignored. In the 
ase of a nominal FR smaller than 10−2, the in
reased value 100.λn should representapproximately 0.1 whereas the error 
ould be higher. Then, it 
ould be useful that the value of nominal FRdetermined for a time interval T transforms to the greater value for a shorter time interval (unit).5. Con
lusion. The paper shows the in�uen
e of additional reliability de
reasing of the quasi-redundant
omponent to entire reliability of the studied system. The des
ription of this dependen
y is getting 
loser toshow the behavior of the system reliability when a shared redundan
y approa
h is implemented. The resultsshown in tables 4.1�4.3 
ould be very helpful in order to approximate the life time of the quasi-redundantsubsystems under di�erent 
onditions of the failure rate in
reasing. The presented 
as
ade 
ontrol ar
hite
tureis suitable for a shared redundan
y approa
h implementation and 
ould be applied to similar systems. Forexample, Steer-by-Wire 
ontrol [16℄ of two front wheels in a 
ar, et
. In addition the paper has shown the
onventional 
as
ade 
ontrol stru
ture within 
onditions of networked 
ontrol systems as naturally suitable topro�t from quasi-redundant subsystems as networks, 
ontrollers and potentially sensors if the physi
al pro
essallows it. Despite of some 
onstraints for using this type of 
ontrol, the 
as
ade ar
hite
ture is widely used inindustrial 
ontrol appli
ations. Hen
e, only the re
on�guration algorithm should be implemented to take pro�tfrom quasi-redundant subsystems.The 
ase study presented in parts 4.1 and 4.2 (results se
tion) extends the �eld of 
ommon methods forreliability approximation. Equations (4.1, 4.2) are 
onsidered as simple and fast analyti
al method in order toevaluate the reliability of the systems whi
h 
overs two-
omponent QR subsystems with single step FR 
hange.The main advantages of the quasi-redundant 
omponents 
ould be summarized as follows:

• The system is 
omposed only of ne
essary 
omponents (parts) for following the primary mission ofthe system whereas higher system reliability is ensured without using any additional a
tive redundant
omponents.
• Following the �rst point we 
ould suppose less number of 
omponents used for saving the 
ontrolmission. Thus, the e
onomi
 aspe
t 
ould be signi�
ant.
• Prevention of the system's 
riti
al failure when a QR subsystem has no su�
ient hardware 
apa
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