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t. Nowadays developments in Wireless Sensor and A
tuators Networks (WSAN) appli
ations are determined by theful�llment of 
onstraints imposed by the appli
ation. For this reason, in this work a 
hara
terization of WSAN appli
ations inhealth, environmental, agri
ultural and industrial se
tors are presented. Two 
ases study are presented, in the �rst a systemfor dete
ting heart arrhythmias in non-
riti
al patients during rehabilitation sessions in 
on�ned spa
es is presented, as well asan ar
hite
ture for the network and nodes in these appli
ations is proposed; while the se
ond 
ase presents experimental andtheoreti
al results of the e�e
t produ
ed by 
ommuni
ation networks in a Networks Control System (NCS), spe
i�
ally by the useof the Medium A

ess Control (MAC) algorithm implemented in IEEE 802.15.4.Key words: real-time systems, wireless sensor and a
tuator networks, embedded systems, real-time monitoring and 
ontrol1. Introdu
tion. Currently, there is a great interest in developing appli
ations for monitoring, diagnosisand 
ontrol in the medi
al, environmental, agri
ultural and industrial se
tors, to improve so
ial and environ-mental 
onditions of so
iety, and in
reasing quality and produ
tivity in industrial pro
esses. The developmentof Wireless Sensor and A
tuators Networks (WSAN) appli
ations will 
ontribute signi�
antly to solve theseproblems, and fa
ilitate the 
reation of new appli
ations.Some appli
ations whi
h 
an be developed using WSAN are:
• Medi
al Se
tor: e
onomi
 and portable systems, to monitoring, re
ording and analyzing physiologi
alvariables, from whi
h it is possible to indi
ate the status of a patient and dete
t the presen
e or risk ofdeveloping a disease. As well, developing systems for the dete
tion and analysis of trends in the dailybehavior of patients, 
ontributing to timely dete
t the presen
e of a health problem, and providing ane
onomi
ally viable solution to patient 
are in so
ieties where the old population is great.
• Environmental Se
tor: 
ontinuous systems monitoring of spe
ies in dangerous extin
tion, monitoringand dete
tion of forest �re systems, et
.
• Agri
ultural se
tor: dete
tion systems, mi
ro
limates monitoring and pest 
ontrol, to redu
e the use ofagro
hemi
als and make an optimal 
ontrol of pests; optimal use of water in irrigation systems, et
.
• Industry: e
onomi
 systems and easy installation for monitoring, diagnosis and 
ontrol of plants andindustrial pro
esses.Some of the 
urrently te
hnologi
al 
hallenges in WSAN development are [1℄, [2℄, [3℄, [4℄, [5℄:
• It is ne
essary to develop detailed models of the system 
omponents (hardware and software tasks, tasks
heduler, medium a

ess 
ontrol and routing proto
ols), in languages that allow 
orre
t spe
i�
ationsand the subsequent analysis of information pro
essing, rea
hability, se
urity, and minimum responsetime appli
ation, enabling analysis of end to end deadline in real time appli
ations.
• Task s
heduler and medium a

ess 
ontrol and routing proto
ols proposed in this area are mostly fo
usedon the optimization of a single 
riti
al parameter of the appli
ation, whi
h often a�e
ts 
onsiderablythe performan
e of the others. Therefore it is ne
essary to 
reate new 
ooperation forms between theselevels of the appli
ation ar
hite
ture, in order to take the most appropriate de
isions for the systemre
on�guration in relation to the appli
ation's quality of servi
e (QoS). Additionally, 
urrent proposals
onsider QoS parameters dire
tly linked to 
onventional parameters of the operation and 
ommuni
ationbetween 
omputers but not to parti
ular appli
ation requirements, so do not allow a
hieving optimalperforman
e in appli
ations.
• It is ne
essary to develop analysis strategies for performan
e and stability of signal pro
essing and
ontrol algorithms in this area, in order to guide the design towards a 
o-design methodology to developthe pro
essing algorithm and the implementation of 
omputer ar
hite
ture, allowing to 
ompensate thesampling period 
hanges and jitter e�e
ts, and optimize other parameters su
h as power 
onsumption.
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292 D. Martinez et al.The previous paragraphs show how these developments are determined by the ful�llment of 
onstraintsimposed by the appli
ation, su
h as energy 
onsumption, limited 
omputing power, 
overage of large areas andreal time deadlines, et
. For these reasons, in this work a 
hara
terization of WSAN appli
ations for health,environmental, agri
ultural and industrial se
tors is presented, then two 
ases study are presented; in the �rst asystem for dete
ting heart arrhythmias in non-
riti
al patients during rehabilitation sessions in 
on�ned spa
esis presented, as well as an ar
hite
ture for the network and nodes in these appli
ations is proposed; while these
ond 
ase presents experimental and theoreti
al results of the e�e
t produ
ed by 
ommuni
ation networks tothe Networks Control Systems (NCS), spe
i�
ally by the use of the Medium A

ess Control (MAC) algorithmimplemented in IEEE 802.15.4.The arti
le is organized as follows, se
tion 2 shows a 
lassi�
ation and 
hara
terization of appli
ations inhealth, environmental, agri
ultural and industrial se
tors, se
tion 3 presents the 
ase analyzed, in se
tion 4 aproposal for the nodes ar
hite
ture is presented, the network ar
hite
ture and its simulation results are presentedin se
tion 5, �nally in se
tion 6 the 
on
lusions and future work are presented.2. Classi�
ation of Appli
ations. During the 
lassi�
ation was dete
ted that di�erent appli
ation se
-tors share similar 
hara
teristi
s from a te
hnologi
al point of view, for this reason the 
lassi�
ation and 
har-a
terization was developed in �ve types of appli
ation rather by se
tors [6℄, [7℄, [8℄, [9℄, [10℄, [11℄, [12℄, [13℄, [14℄.
• Type 1 appli
ations are 
hara
terized by measuring sampling periods from one se
ond to few hours,and no stri
t deadlines for the generation of the algorithms results. Additionally, these appli
ations,developed in open spa
es, must 
over large areas and it is ne
essary to syn
hronize measurementsin di�erent nodes. Agri
ultural and environmental appli
ations, designated to measure, re
ord andto analyze environmental variables, primarily belong to this 
ategory. The energy sensors autonomyexpe
ts for ea
h node varies from days to months; in some appli
ations, in pla
es without a

ess to
onventional energy sour
es, nodes are equipped with energy transdu
ers like solar 
ells, whi
h supplyenergy to the nodes batteries.
• Type 2 appli
ations are developed in 
on�ned spa
es and have greater 
omputing 
apa
ity demandingthan appli
ations type 1, although there is not stri
t response time, either. Be
ause they are in 
on-�ned spa
es and nodes are �xed, there are no restri
tions on energy 
onsumption sin
e they 
an use
onventional energy sour
es; however, the use of wireless networks is justi�ed sin
e it fa
ilitates theinstallation, adaptability and portability of implementation, in addition to the lower 
osts of implemen-tation. Su
h appli
ations are �ned mainly in industrial and agri
ultural se
tors. The sampling periodsrange from one millise
ond, for implementation of diagnosti
 algorithms, until a se
ond for monitoringand supervision tasks. The diagnosti
 algorithms do not require 
ontinuous operation; therefore thesamples 
an be stored before being pro
essed.
• Type 3 appli
ations. In this 
ategory, in addition to measuring and pro
essing data requirementssimilar to those in appli
ations type 2, grouped appli
ations are required to pro
ess images and theyare developed in open spa
es, some of whi
h are in the agri
ultural se
tor for the dete
tion of pests,and environmental se
tor aimed at dete
ting �res. Some of the nodes are mobile and require fewhours' energy autonomy, and then restri
tions in terms of power 
onsumption are large. At the sametime it is also ne
essary for syn
hronization of the nodes. While, be
ause of the algorithms used forimage pro
essing, the 
omputing 
apa
ity, memory size and 
ommuni
ation bandwidth requirementsare greater than appli
ations type 2.
• Type 4 appli
ations. These appli
ations di�er from appli
ations type 3 be
ause they are developed in
on�ned spa
es, then the network's 
overage is not demanding; energy sensors autonomy expe
ted arealso higher, be
oming 
lose to one week. Grouped health
are appli
ations to the dete
tion of diseasesare in this 
ategory with body area networks (BAN).
• Type 5 appli
ations. In these appli
ations a sample data should be sent every sampling period, and thensampling periods are limited by the minimum interframes time spa
e of data 
ommuni
ation proto
ols.For this 
ategory, a range of sampling periods between 50 millise
onds and a few se
onds has beensele
ted. In this 
ategory are the appli
ations of industrial 
ontrol pro
ess, whi
h are developed in
on�ned spa
es, so the distan
e between nodes is not big, and there are not restri
tions on energy
onsumption. The deadlines for generating a
tions are less than or equal to a sampling period, and itis ne
essary to guarantee end to end deadline. If these 
onstraints are not ful�lled, the 
ontrol systemperforman
e 
an be degraded signi�
antly, even generating instability in the system, therefore, it is



WSAN: Chara
terization and Cases Study 293important to syn
hronize the a
tivities of the nodes that are integrated in the 
ontrol loop. In addition,to improve the 
ontrol system performan
e, it is important to limit the variability in the task jitter.Table 2.1 summarizes the 
hara
teristi
s of the appli
ations des
ribed. As a strategy to in
rease reliabilityin the presen
e of faults, and optimizing the appli
ations QoS, this proposal also has 
onsidered the migrationof 
omponents between the nodes, whi
h will be re�e
ted in the ar
hite
ture of the network and nodes.Table 2.1Analysis of requirements for ea
h appli
ation type.Appli
ation Computing Memory Communi
ation Lo
ation Node Real-Time Networks's Energy Syn
ro-
apa
ity size bandwidth mobility 
overage autonomy nizationType 1 Low Low < 256kbps Yes No Only Open spa
e Months Yesperforman
e measurement 10 kmType 2 Low Medium < 256kbps Yes No Only Con�ne There Yesperforman
e measurement spa
e 100 m isn't restri
tionType 3 High High 1Mbps Yes Yes Only Open Hours Yesperforman
e measurement spa
e 10 kmType 4 High Medium < 256kbps Yes Yes Only Con�ne Days Yesperforman
e measurement spa
e 1 kmType 5 Low Low < 256kbps No No End-to-end Con�ne There Yesperforman
e and minimum spa
e 100 m isn't restri
tionjitter variability3. Arrhythmia Dete
tion Algorithm. A
tually 
ardiovas
ular problems have the highest mortality ratefrom natural 
auses in the world. The great interest in developing devi
es for 
lini
al dete
tion and 
ontinuousmonitoring of su
h diseases, is based on these a
tivities are limited by the information type and the momentthat it is 
aught, so transitional abnormalities 
an not be always monitored. However, many of the symptomsasso
iated with 
ardiovas
ular diseases are related to transient episodes rather than 
ontinuing abnormalities,su
h as transient surges in blood pressure, arrhythmias, and so on. These abnormalities 
an not be predi
tedtherefore a 
ontrolled supervision analysis is dis
arded. The reliable and timely dete
tion of these episodes 
animprove the quality of life of patients and redu
e the therapies 
ost. For this reason in this work a WSANar
hite
ture to address su
h problems is proposed, this appli
ation belongs to type 4 des
ribed in paragraph 2.As an example, the dete
tion of arrhythmias using data from ele
tro
ardiogram (ECG) measure, in patientswho are moving during a rehabilitation a
tivity in a 
on�ned spa
e of 100m x 100m, as a rehabilitation 
enter,was analyzed. The sampling period was sele
ted from the ECG frequen
y spe
trum, whi
h, a

ording to theAmeri
an Heart Asso
iation, has 100Hz harmoni
s. The greatest amount of relevant information for monitoringand dete
tion of arrhythmias is between 0.5Hz and 50Hz.When analyzing the ECG frequen
y spe
trum 
an be established that the relevant 
omponents of the signal(QRS 
omplex and waves P and T) are up to 35Hz. Applying the sampling theorem a minimum samplingperiod of 14ms approximately is ne
essary, but for pra
ti
al purposes a period of 3ms was sele
ted.For the dete
tion and analysis of ECG the Pan and Tompkins algorithm was sele
ted, [15℄. The results ofthis algorithm are used by a maximums dete
tion algorithm, whi
h identi�es the time when segments of theECG wave were presented, �gure 3.1. Subsequently the analysis of the separation time between two R waves,the duration of the QRS segment and the energy of the wave R is developed, whi
h allows dete
ting the presen
eof arrhythmias [16℄.

Fig. 3.1. Results of maximums dete
tion algorithm.4. Ar
hite
ture Node. The proposed generi
 ar
hite
ture for the network nodes in appli
ations type 4is presented in �gure 4.1. Its 
hara
teristi
s are:
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• The ar
hite
ture enables the hardware and software 
omponents 
o-design. This feature will allowoptimizing the development of distributed appli
ation 
omponents required for its implementation inhardware and software, getting a balan
e between 
ost, power 
onsumption and pro
essing time.
• There are �xed and mobile nodes. The latter are linked to the sub-network that guarantees them thebest QoS (QoSsn) during its movement (less saturated sub-networks).
• Communi
ation between the nodes and lo
al 
oordinators is done through wireless networks.
• Use an EDF s
heduler and dynami
 s
aling voltage and frequen
y te
hniques of the pro
essor to optimizethe power 
onsumption [17℄. This allows ful�lling the appli
ation deadlines, whi
h is supported onstati
s utilization rate tables for ea
h operating frequen
y, and periods of exe
ution for ea
h task.
• Update its QoS indexes (QoSn); using these indexes and its neighboring ones it is possible to request toanother node in its sub-network the migration, 
reation or destru
tion of 
omponents (some of whi
hare 
lones of others).

Fig. 4.1. Nodes ar
hite
ture.To sele
t a set of ar
hite
tures for an adequate performan
e of these appli
ations, the performan
e of thearrhythmia dete
tion algorithm, presented in se
tion 3, was analyzed on four types of pro
essors 
urrently usedto implement nodes in sensor networks: ARM7TDMI, MSP430, PIC18 and MC9S08GB60. For the analysis,the same operation velo
ity for ea
h pro
essor was used, 8MIPS. The time ne
essary to develop the Pan andTompkins algorithm is presented in Table 4.1, whi
h was estimated 
onsidering the sum of the values of individualfun
tions (derivative, quadrati
 fun
tion and integrator window) in ea
h ar
hite
ture.Table 4.1Computing time to develop the Pan and Tompkins algorithm.Pro
essor Derivative Quadrati
 fun
tion Integrator window Total 
omputing time Period Per
entage of utilization (U)LPC2124-ARM 70.2µs 142µs 280.5µs 492.7µs 3000µs 16.4%MSP430F1611 191.9µs 162.5µs 697.8µs 1052.2µs 3000µs 35%PIC18F458 406.2µs 209µs 1083.7µs 1698.9µs 3000µs 56.6%MC9S08GB60 497.2µs 332µs 707.35µs 1536.55µs 3000µs 51.3%The results show that the ARM ar
hite
ture requires a lower per
entage of utilization, while the PICar
hite
ture needs the highest utilization per
entage.It also was related 
onsumed power by ea
h ar
hite
ture in a
tive mode (PA) with the respe
tive per
entageof utilization during the implementation of the algorithm, table 4.2. It 
an be seen as the ARM7 ar
hite
turehas a 
loser performan
e to the ar
hite
ture MC9S08GB60; then these two ar
hite
tures are appropriate for theimplementation of the 
ase proposed. The MSP430 ar
hite
ture presented the best indi
ator.Table 4.2Indi
ator PA*U.Utilization per
entage (U) A
tive Power (PA) [mW℄ PA ∗ ULPC2124-ARM 16.4% 180 29.52MSP430F1611 35% 19.2 6.72PIC18F458 56.6% 220 124.52MC9S08GB60 51.3% 51.6 26.47
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hite
ture for Con�ned Spa
es Health
are Appli
ations. In �gure 5.1, a generi
ar
hite
ture for network appli
ations type 4, whi
h integrates di�erent types of nodes, is proposed. The approa
hof a 
ooperation plan between ar
hite
ture levels of the appli
ation, in order to take the most appropriatede
isions for the re
on�guration of the system in relation to the appli
ation QoS, 
an be appre
iated. Generalgoals of the ar
hite
ture are:
• Minimize laten
ies.
• Optimize power 
onsumption.

Fig. 5.1. Network ar
hite
ture.The Main Coordinator is responsible for 
oordinating the 
omplete appli
ation. It will have a �xed lo
ation,and 
ommuni
ation with lo
al 
oordinators will be supported through wireless or wired links. It develops thefollowing fun
tions:
• Send syn
hronization signals to the lo
al 
oordinators of the sub-networks.Lo
al Coordinator 
ontrols the a
tivity inside the sub-network and develops some information pro
essinga
tivities, whose ar
hite
ture is presented in �gure 5.2 and its features are:
• It has a �xed lo
ation.
• Sends syn
hronization signals to nodes in its sub-network.
• Develops routing pa
kets between sub-networks using multihop te
hniques.
• Distributes QoS indexes of nodes whi
h belong to its sub-network (QoSn).
• Cal
ulates its sub-network QoS index (QoSsn= f(quantity of information to be transmitted)), anddistributes this value and its neighboring sub-networks indexes (those rea
hed in a single 
ommuni
ationhop) between nodes in its sub-network. Depending on whi
h:� A

epts linking new nodes to sub-network.� Updates best routes in the routing tables of data (whi
h will be fun
tion of hops and the utilizationper
entage�information transmitting�of ea
h router node).As a �rst approximation to the proposed ar
hite
ture, we examined the performan
e of the 
ase analyzedon the IEEE 802.15.4 proto
ol. Considerations for the proposed solution to the 
ase are:
• Transmission of the analysis results, from nodes lo
ated on ea
h patient to a main node, every 3 s. Thedata frame 
onsists of 2 Bytes, whi
h 
ontain patient 
odes and the type of arrhythmia dete
ted.
• After ea
h sending the sender node waits for an a
knowledgement (ACK) from next node in the routingpath. If there isn't an answer before 100ms the node sends again the information. If after 25 attempts
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Fig. 5.2. Sub-network 
oordinator ar
hite
ture.there is no answer this node 
hanges to a mistake state.
• The 
ommuni
ation proto
ol sele
ted is IEEE 802.15.4. The node distribution is shown in �gure 5.3,whi
h allows 
overing all possible lo
ations of patients 
onsidering the spe
i�
ations of the devi
essele
ted to implement the physi
al layer, CC2420, whose 
hara
teristi
s are:� Coverage radio of 30m, and 100m without obsta
les.� Frequen
y range of 2.4�2.4835 GHz.� Supports data transfer rates of 250 kbps.

Fig. 5.3. Distribution nodes for 
ase and their 
overage.In the 
ase a network as presented in �gure 5.4 was proposed. It 
onsists of 3 �xed nodes whi
h have norestri
tions on power 
onsumption, will re
eive reports from �ve patients and route the messages to the mainnode. The �xed devi
es have �xed identi�ers 0, 1 and 2; the main node has the 0 identi�er, and devi
es onevery patient have identi�ers from 3 to 7. The routing is developed through 1, 2 and 0 nodes, 0 is the network
oordinator, ea
h of these nodes forming a sub-network together with patients, �gure 5.4. The mobile nodesleave and enter the sub-networks 
ontinuously 
hanging the 
on�guration and network stru
tures.
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Fig. 5.4. Network stru
ture for 
ase.The simulation was developed in the TOSSIM tool, and the TelosB platform was sele
ted, in
luding theCC2420 trans
eiver. Be
ause the 
hara
teristi
s given of the 
ase, with �xed nodes to implement the routingproto
ols, a routing �xed table algorithm was implemented, it is presented in table 5.1.Table 5.1Routing Table.Sour
e node Destination node2 11 00In the simulation was 
onsidered the most 
riti
al 
ase, where all mobiles nodes are 
onne
ted all time tothe farthest sub-network from the main node.Times obtained in sending 2 Bytes from all patients to the main node (node 0), are presented in table 5.2.The data1 indi
ate that transmitting the message from a mobile node to the main node was over; the data2indi
ate that the 
orresponding node has not re
eived the ACK. Times obtained demonstrated that it is possibleto ful�ll the 
onstraint of 3s, for the transmission of patient status from a mobile node to the main node, whi
hwas imposed by the 
ase analyzed.6. Temporal Behavior of Networked Control Systems Over IEEE 802.15.4. Consequen
e to thein
reasing 
omplexity of 
ontrol systems most of a
tivities have been distributed over di�erent nodes, whi
h
ontrol loops are 
losed through a 
ommuni
ation network, these systems are 
alled Networked Control Systems(NCS). The implementation of NCS also redu
es the impa
t of failures in a system 
omponent and fa
ilitatesthe diagnosis, maintenan
e and tra
eability pro
esses.Sin
e the mobility of the elements that 
onstitute the nodes in industrial pro
esses is very low, the appli-
ations in this se
tor do not demand the stri
t use of wireless networks, for this reason in most 
ases wirednetworks are used, this is also 
onsequen
e of reliability of wired networks and the ability to support transmis-sion periods smaller than wireless networks. However, the development of new appli
ations on wireless sensorsand a
tuators networks (WSAN) will allow integrating wired and wireless networks to in
rease the appli
ations�exibility and reliability, at the same time its impa
t on implementation redu
tion 
ost is signi�
ant.This se
tion presents the performan
e analysis of a NCS, using the MAC algorithm CSMA/CA implementedin IEEE 802.15.4 proto
ol. The generi
 diagram of the NCS 
onsidered in this work is presented in �gure 6.1,whi
h regulates the output signal in a se
ond order system implemented with operational ampli�ers. It hasthree types of nodes:



298 D. Martinez et al.Table 5.2Time in sending 2 Bytes from all patients to the main node.Sour
e Re
eiver node Time (s) Sour
e Re
eiver node Time (s)node node6 2 78.309 0 1(ack)1 - 5 ends .6134 2 .320 7 2 Rtx2 .6847 2 .333 3 2 Rtx2 .6842 6(a
k) .344 2 1 Rtx moving 42 .6845 2 Rtx2 .355 1 2 (a
k) .7012 1 (moving frame from 6) .380 7 2 Rtx2 .7143 2 Rtx2 .380 1 0 (moving frame from 4) .7401 2(a
k) .397 2 7 (a
k) .7461 0 (moving frame from 6) .421 0 1 (a
k)1 - 4 ends .7645 2 Rtx2 .421 2 1 (moving frame from 7) .7803 2 Rtx2 .463 3 2 Rtx2 .7802 1 (moving frame from 5) .486 1 2 (a
k) .7927 2 Rtx2 .486 3 2 Rtx2 .8072 5(a
k) .488 2 3 (a
k)2 .8250 1(ack)1 - 6 ends .488 2 1 (moving frame from 3) .8601 2(a
k) .500 2 1 Rtx moving 32 .8774 2 Rtx2 .513 1 0 (moving frame from 7) .8773 2 Rtx2 .524 0 1 (a
k)1 - 7 ends .9137 2 Rtx2 .535 2 1 Rtx moving 32 .9292 4(a
k) .547 1 2 (a
k) .9492 1 (moving frame from 4) .581 1 0 (moving frame from 3) .9791 0 (moving frame from 5) .589 0 1 (a
k)1 - 3 ends 79.013
• Sensor, performs the measurement of the 
ontrolled signal and sends a frame with this information bythe network.
• Controller-A
tuator, re
eives a measure of the signal 
ontrolled, 
al
ulates the 
ontrol a
tion and a
tsover the manipulated signal in the system.
• Noise generator, generates network tra�
.

Fig. 6.1. Generi
 diagram of the NCS 
onsidered.At the moment of design a high performan
e NCS is not always obtained similarity between experimentalresults and simulation, this is be
ause impre
ise models for analyzing and designing these systems are used,and for to make use of inadequate validation methods and platforms that not support the models used. Thereare several authors who have analyzed the performan
e and stability in NCS assuming network proto
ols with
onstant and variable delays, this shall also have made proposals to modi�ed the 
ontrol algorithms in orderto respond to these e�e
ts, [18℄, [19℄, [20℄, [21℄. An analysis of the performan
e of wired networks for 
ontrolpro
ess is presented in [22℄. In [23℄ the analysis of use 802.11b and Bluetooth networks in 
ontrol systems ispresented.
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terization and Cases Study 299The transmission period in NCS is de�ned as the time between two 
onse
utive transmissions, and ismeasured on- line for ea
h 
ommuni
ation segment. In NCS the transmission time between sensor and 
ontrollernodes 
an be periodi
 or aperiodi
, being a�e
ted by delays depending on the Medium A

ess Control (MAC)proto
ol of the 
ommuni
ation network, 
ommuni
ation errors, Jitters and tasks s
heduler.The di�
ulty in the analysis and design of NCS is 
onsequen
e of delays in the feedba
k 
ontrol loops,be
ause the behaviour of ea
h 
omponent 
an a�e
t the performan
e of 
ontrol algorithms. Depending on themagnitude and variability of delays the performan
e of 
ontrol systems 
an be degrade and 
an even presentstability problems.In the 
ase study 
onsidered in this work, �gure 6.1, the 
ontroller and a
tuator are in the same node(Controller-A
tuator), so a single delay in the feedba
k 
ontrol loop is 
onsidered, τ , whi
h in
ludes the pro
ess-ing time in the Sensor node, the network transmission time and the pro
essing time in the Controller-A
tuatornode. The system was modelled by:
Gp(s) =

20.3759

s2 + 3.497s + 21.73
(6.1)The regulator algorithm was designed as a PID algorithm using the Ziegler-Ni
hols 
losed-loop method,whose transfer fun
tion is:

Gc(s) =
0.8909s2 + 3.2322s + 20.201

s
(6.2)It's representation in dis
rete time is: uk = uk−1 + q0ek + q1ek−1 + q2ek−2; q0 = kp+ kd

Tm
; q1 = −kp− 2kd

Tm
+

kiTm; q2 = kd
TmAs a �rst approximation to analyzing the 
ase study τ was 
onsidered 
onstant. Using a Pade se
ond orderpolynomial to model the delay, an approximation to the stability region for the feedba
k 
ontrol system wasfound [24℄, [25℄, �gure 6.2. It gives information of sampling period (Tm) and τ values for the system stability.This information 
an be used to 
hoose the periods and deadlines to implement the 
ontrol system.

Fig. 6.2. Stability region.Figures 6.3, 6.4 presents the 
ontrol system output for di�erent values of Tm and τ . and . It is possible tosee how in
reasing the sampling period the system is more sensitive to delays, and although the system is stableto the 
onsidered values there is a large degradation in the performan
e of the 
ontrol system, whi
h 
ould notensure the desired performan
e in some 
ases.
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Fig. 6.3. Control system output in 
ontinuous and dis
rete time for Tm = 23ms, τ = Tm.

Fig. 6.4. Control system output in 
ontinuous and dis
rete time for Tm = 57ms, τ = 0.5Tm.To analyze the NCS 
onsidered the Truetime simulator was used [26℄. Only the e�e
t of MAC proto
ol was
onsidered and the time pro
essing in the nodes was ignored. The simulation parameters were:
• Sampling periods for the 
ontrolled signal: 50ms.
• Syn
hronization by events between nodes Sensor and Controller-A
tuator.
• Data rate: 250 kbps.
• Frame size of 82 bits. Enough to send the measure of a variable.
• Two Noise generator nodes were implemented, with periods of 700 µ s and 900 µ s, and frame size of82 bits ea
h one.
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terization and Cases Study 301The simulation results are presented in �gure 6.5. It is possible to see how the time for sending informationby CSMA/CA is variable and unbounded. Delays in the feedba
k 
ontrol loop do not a�e
t signi�
antly theperforman
e of the system, �gure 6.6.

Fig. 6.5. Network s
hedule. Levels T, W, and I represents Transmitting, Waiting and Idle states in every node.

Fig. 6.6. System response.The network was saturated by using transmission periods smaller than previous 
ases in the Noise gener-ator nodes, �gure 6.7, whi
h was noted than despite loss of information transmitted by the Sensor node as a
onsequen
e of 
ollisions with noise frames, the Sensor 
an retransmit several times before next transmissionperiod, then the Controller-A
tuator node get the measure before a 
riti
al τ (a

ording to the stability region)and the system is stable, but the performan
e of 
ontrol systems is degraded, �gure 6.8.7. Implementation of NCS. The implementation of the NCS was developed on IEEE 802.15.4 modeCSMA/CA. To develop the Sensor and Controller-A
tuator nodes boards with the CC2430 pro
essor were used,also the abstra
tion levels HAL and OSAL from Texas Instruments were used to a

ess the hardware and toimplement tasks. Two Noise generator nodes were implemented by MACdongle devi
es. The 
on�guration wasas follows:
• The Sensor node sends a frame every 60 ms. This period was sele
ted be
ause it was experimentallyobserved that lower values for the period was not stable as a 
onsequen
e of 
omputing in the node.
• In the Controller-A
tuator node an event is generated for every message re
eived from the Sensor node.During its attention the 
ontrol output is 
al
ulated and a
ts on the system. Experimentally an interval
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Fig. 6.7. Network s
hedule with network saturated. Levels T, W, and I represents Transmitting, Waiting and Idle states inevery node.
Fig. 6.8. System response for network saturated.time between 12 ms and 16 ms was obtained from the time start measurement in the Sensor node untilController-A
tuator node a
ts on the system.

• The Noise generators nodes send a frame every 30ms.
• The size of the frame is 256 bits and the data rate is 250 kbs. Then the time of sending a frame is1.024 ms.
• The nodes were distributed in an area of 1 m2.The Truetime simulations and experimental results are shown in �gures 7.1, 7.2, 7.3 and 7.4.As a result to the delay generated to frames from Sensor node, as a 
onsequen
e of 
ollisions in the networkwith frames sending from Noise generators nodes, in �gure 7b 
an be seen than the transmission period isvariable and it is not bounded. Moreover, the feedba
k delay is small 
ompared to the dynami
s of the system,and therefore the system is not signi�
antly disturbed.Experimental results are 
lose to those gotten by simulation in Truetime.8. Con
lusions. From the study it 
an be 
on
luded that developments on spe
i�
 te
hnologies andappli
ations in this area are still emerging, and developing them will enable the growing of great so
ial impa
tnew appli
ations.About the system for dete
ting heart arrhythmias:
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Fig. 7.1. Simulation results of Network s
hedule.

Fig. 7.2. Experimental results of message time delay.
• The proposed ar
hite
ture 
onsiders the 
onstraints of appli
ation �eld, allowing to �nd optimal solu-tions to the 
hallenges in network and nodes designing, and will fa
ilitate the development and validationof appli
ations. It makes possible too the 
ooperation between levels of the network ar
hite
ture to
hoose between di�erent operations modes depending on QoS indexes.
• It is noted as the routing algorithm based on �xed tables supported by IEEE 802.15.4, ful�ls the timerequirements of these appli
ations. Also as MSP430 ar
hite
ture presents a good performan
e for theimplementation of the 
ase 
onsidered.The impa
t of delays in the feedba
k loop of NCS was analyzed with formal methods, simulation andexperimental results, whi
h 
on
ludes:
• The te
hnology 
onsidered in this paper 
an be used in 
ontrol appli
ations, where transmission timesare not very demanding, parti
ularly we propose use in 
ases with transmission periods upper then100 ms.
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Fig. 7.3. Control system output implemented on 802.15.4 mode CSMA/CA with two noise generators operating every 30 ms.

Fig. 7.4. Experimental values of 
ontrol system output.
• For big sampling periods the system is more sensitive to delays in the feedba
k loop, so it is importantto maintain delays bounded.
• To 
ontrol systems with transmission period less than 100 ms is re
ommended the use of wired networks,whi
h is possible to get transmission periods smaller and stable than IEEE 802.15.4 mode CSMA / CA.
• There is a great similarity between the results using formal methods, simulation and physi
al imple-mentation of the system. Then is possible to 
on
lude than the analysis methods (stability region) usedand simulation environments as Truetime, allow a fast analysis and reliable of su
h appli
ations, whi
hfa
ilitates the design pro
ess of real NCS.The future work proposed is the performan
e analysis of di�erent task s
hedulers and routing proto
ols onthe presented ar
hite
ture, and a 
ooperation strategy between them to minimize power 
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