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MAP-REDUCE BASED DISTANCE WEIGHTED K-NEAREST NEIGHBOR MACHINE
LEARNING ALGORITHM FOR BIG DATA APPLICATIONS

E. GOTHAI* V. MUTHUKUMARAN] K. VALARMATHI} SATHISHKUMAR V E§{ THILLAIARASU.NJ AND
KARTHIKEYAN P!

Abstract. With the evolution of Internet standards and advancements in various Internet and mobile technologies, especially
since web 4.0, more and more web and mobile applications emerge such as e-commerce, social networks, online gaming applications
and Internet of Things based applications. Due to the deployment and concurrent access of these applications on the Internet
and mobile devices, the amount of data and the kind of data generated increases exponentially and the new era of Big Data
has come into existence. Presently available data structures and data analyzing algorithms are not capable to handle such Big
Data. Hence, there is a need for scalable, flexible, parallel and intelligent data analyzing algorithms to handle and analyze the
complex massive data. In this article, we have proposed a novel distributed supervised machine learning algorithm based on the
MapReduce programming model and Distance Weighted k-Nearest Neighbor algorithm called MR-DWKNN to process and analyze
the Big Data in the Hadoop cluster environment. The proposed distributed algorithm is based on supervised learning performs
both regression tasks as well as classification tasks on large-volume of Big Data applications. Three performance metrics, such
as Root Mean Squared Error (RMSE), Determination coefficient (R2) for regression task, and Accuracy for classification tasks
are utilized for the performance measure of the proposed MR-DWKNN algorithm. The extensive experimental results shows that
there is an average increase of 3% to 4.5% prediction and classification performances as compared to standard distributed k-NN
algorithm and a considerable decrease of Root Mean Squared Error (RMSE) with good parallelism characteristics of scalability
and speedup thus, proves its effectiveness in Big Data predictive and classification applications.

Key words: Machine Learning, Big Data Analytics, MapReduce Programming, k-Nearest Neighbour, Classification, prediction

AMS subject classifications. 94A16, 68T05

1. Introduction. Now a days, all recent applications, like credit rankings, pattern recognition, location
oriented Geographical Information Systems (GIS), all facilities management, recommendation systems, com-
puter vision, smart-cities services and so on are in need of well-organized processing of queries using bigdata
methodologies. One of the best query retrieval method is Nearest Neighbor Query. When we consider two
points are given, A as Query and B as Training, NN finds out the nearest neighbors of B for every position of
A. This form of query is very much helpful in reality.

For example, KNN can be used in recommendation systems since it helps to find public with analogous
qualities. It can also be used in an online video streaming platform, for example, to suggest a content that a user
is more possible to outlook based on what other users look at. For image categorization, the KNN algorithm
can also be used. It is important in a variety of computer vision applications since it can group similar data
points jointly, such as cats and dogs in split classes. Additional applications of the kNN include classification,
graph-based computational learning etc. when the datasets concerned are moderately small, KNN be able to
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be capably answer in a central background. This is commonly not the reason when we are working with huge
quantity of data, considering that we live in the epoch of WWW and in the mobile technology. There is huge
quantity of data coming out through GIS devices, sensor networks, geotagged tweets, scientific devices, etc. and
their handing out is very challenging, thus we come out with the mapping of parallel and distributed computing
environment is very much essential to get results in a reasonable amount of time.

The k-Nearest Neighbors (kNN) algorithm [1, 2] is one of the top 10 supervised machine learning algorithms
that perform classification as well as regression analysis in Big data applications. Due to its non-parametric
nature, easy implementation, and effectiveness, it becomes an important part of the machine learning domain
and also it has an inherent feature of parallel implementation in Map Reduce environment. Due to this,
the kNN and Map reduce framework found applications in various diverse fields like pattern classification [3],
image classification [4, 5], big data classification [6], automated world wide web usage mining [7] and document
classification [8, 9, 10, 11, 12].

The contributions of this paper include:

e A distributed and parallel Distance Weighted k-Nearest Neighbor model has been proposed to analyze
big data

e Hadoop MapReduce framework cluster has been established to improve execution efficiency and scala-
bility of the proposed system

e Different block size of data in the underlying HDF'S chosen to handle large datasets with high efficiency
rate.

e Several experiments have been designed and executed to show the speedup and scale-up of the proposed
distributed algorithm

e (Classification accuracy of the proposed system measured and analyzed for different size of k-Nearest
neighbors

e The performance of the proposed system is evaluated on the authentic, standard and reliable dataset.

The rest of this paper is organized as follows. Section two provides Literature survey and Section three
provides an introduction to the distance weighted k-NN algorithm; we discussed the big data technology Hadoop
framework and the architecture of the proposed MR-DWKNN model with the Hadoop implementation algorithm
in section four. The experimental setup such as Hadoop computational cluster and its components, various
benchmark datasets, and performance metrics for evaluation are described in section five. The conduct of
experiments, performance analyses, and results in comparison with standard k-NN are presented in section six
while section seven draws conclusions from the experimental study and suggests the directions for future work.

2. Literature Survey. There are several variants of the kNN algorithm have been proposed to handle
various kinds of data and are shown to be very effective in its performance. Keller et al. [13] proposed a modified
version of the kNN algorithm based on fuzzy concepts called fuzzy-kNN with three techniques to assign fuzzy
memberships to the data points. Denoeux [14] proposed a method D-SKNN based on Dempster-Shafer theory
to address the problem of unseen pattern classification in a dataset based on the kNN algorithm. The author
demonstrated the performance of the new method D-SKNN with a real-time dataset as well as a simulated
dataset and compared it with the standard kNN and majority voting methods. Kuncheva [15] specified an
intuitionistic fuzzy version of the kNN rule called TF-kNN and incorporated the voting rule with assigned
weights based on the membership and non-membership to a certain category of class. Based on the threshold
value, the vote is categorized as positive or negative. Yang et al. [16] developed an enhanced version of the kNN
algorithm with a fuzzy editing rule and incorporated a few asymptotic properties into kNN. The experimental
results conducted on various datasets conformed that this approach outperforms the standard kNN algorithm.
Huang et al. [17] developed a modified version of kNN called DCT-kNN which is based on feature weighting
and class distribution. The experiments on UCI datasets had shown a considerable classification accuracy
improvement.

Liu et al. [18] introduced the kNN method for Multi-class classification problems and demonstrated its
performance in the classification of Multiclass datasets. Liu and Zhang [19] designed the variant of the kNN
algorithm termed as mutual nearest neighbors (MKNN) to remove the noisy data and improved the data
classification accuracy. Zhang [20] incorporated the certainty factor measure to the kNN algorithm to apply it
over the imbalanced class distribution dataset and the variant is called kNN-CF. The authors also demonstrated
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that kNN-CF algorithm accuracy is better than the standard kNN algorithm. Shichao et al. [21] proposed
a novel method called self-reconstruction to determine the k-value of the kNN algorithm for each training
sample and applied on real datasets for data classification. The experimental results show that this method
outperformed the standard data classification methods in terms of classification accuracy.

In recent years, the map-reduce based distributed and parallel machine learning algorithms are the focus
of the research community. The MapReduce framework has emerged as a powerful, robust, and distributed
parallel programming model [22, 23, 24, 25] provides a solution with good performance and efficient execution
to large-scale data analytic applications including data mining, web page access ranking, graph analysis, image
classification and bioinformatics [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. Kolb et al.
[45] investigated the use of the MapReduce programming model for parallel entity resolution with automated
data partitioning on real-world datasets.

The application of the kNN algorithm and its variants in the context of big data for classification and
regression has been already considered. Triguero et al. [46] suggested a method for handling big data in kNN
classification. They proposed a novel partitioning method based on the Map-Reduce framework and distributed
the functioning of algorithms to multiple nodes in the cluster environment without any loss of classification
accuracy. The performance of this method was tested with 5.7 million instances on Poker hand dataset, obtained
an accuracy of 0.5171 for k=3 and the results show that kNN is a suitable algorithm to handle big data.

Ding et al. [47] proposed a clustering-based approach for processing large high-dimensional datasets. The
authors added the Principal Component Analysis for dimensionality reduction in addition to the kNN classifi-
cation algorithm in the processing of large datasets. Deng et al. [48] introduced the kNN algorithm in big data
applications for classifications. The authors applied the k-means clustering algorithm on a large size dataset,
as a result, it is split into several subsets. Finally, they applied the kNN method, its variants RC-kNN and
LC-kNN, classified the samples in each subset of the dataset with an accuracy of 72.21%, 83.89% and 86.35%
on MNIST dataset. In [49] the authors propose a new distributed and parallel kNN join operation on large real
and synthetic datasets in the Map-Reduce platform. They demonstrated the scalability and efficiency of the
method with hundreds of millions of records. In [50], the authors developed a cost-effective MapReduce-based
k-Nearest Neighbor (MR-kNN) algorithm for Big Data classification and tested for different k-values against
the Pokerhand dataset. The classification accuracy was about 0.5386 for k=7. In [51], an iterative Hadoop
MapReduce method called iHMR-kNN was developed for kNN based classification and analysis of the image
dataset. Singh, A.P. et al [52] employed kNN in deep learning architectures for image classification which
shows a higher classification accuracy. In [53], a label driven latent subspace learning for multi-view image
classification model was developed which produces an improved classification result.

3. Distance Weighted k-Nearest Neighbor (DWkKNN) Algorithm. k-Nearest Neighbor algorithm
is a lazy learner and nonparametric method which does not rely on building a model during the training phase,
and whose classification rule is based on a given similarity function between the training samples and the query
(testing) sample to be classified. Unlike the existing model-based classification algorithms (building a model
with a given training dataset and predicting any test samples with the built model), the kNN algorithm needs
to keep all the training examples in memory, to search for all the K nearest neighbors for a test sample.

Let TR = x1, -+ ,x, be the training dataset with n instances and m attributes. All the instances are class
labeled data points (z;,¢;),7 = 1,--- ,n. the corresponding class labels of the instances. Here n > n.. In the
k-NN algorithm, the learned target function may be either categorical (discrete-valued) or continuous-valued
(real-valued) function. Given a query instance , from the collections of query instances dataset T'Q, its unknown
class ¢ is determined as follows.

Step 1: Compute the Euclidean distance between the query instances to all instances in T'R. Let the instance
z; in TR is described as a feature vector (aj(x;),as(z;), - ,am(x;)) where a,(x;) denotes the z*?
attribute value of instance x;.

Let d(x;, x4) is the Euclidean distance between the query instance x, and the instance x; in the dataset
TR and is computed as per equation (3.1)

m

(i, 2q) = (az(2i) — a:(z,))? (3.1)

z=1
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Step 2: Sort the instances in the dataset TR in ascending order of their Euclidean distances as given in
equation (3.2), n is the total data points.

sort(TR < (d(z,z4) >)),1 <i<n (3.2)

Step 3(a): For discrete-valued learning target function:
The general form of a discrete-valued learning function is f(z) = TR™ — V, where V is the finite set
v1,- -+ , Vs, here s is the number of classes.
Let 1, -+, x; denote the k instances from T'R that are nearest to the query instance z,.
Return the class label for the query instance x4 as given in equation (3.3).

k

Flag) <> (v, flzy)) (3.3)

=1

where 6(z,y) =1 if z = y and where (z,y) = 0 otherwise.
Step 3(b): For real-valued target function:
The general form of the function is f : TR™— > TR
The target attribute value for the query instance z4is computed as given in equation (3.4)

k
f () + 2= 0 (3.4

The above steps illustrate the standard kNN algorithm and this can be enhanced with the inclusion of
weight function as given in equation (5),
Step 4(a): Select the k-nearest neighbors from the dataset TR Let TR = x1,- - ,Zk be the k nearest instances.
Assign a weight w; to it" nearest neighbor of the query x4 using the distance-weighted function as given
in equation (3.5)
i, ifd(eg,ok) # d(rg,m)

d(zg,xr)—d(zq,x1)’

1 ifd(xg, zr) # d(xg, 1) (3.5)

g
I

Based on the majority voting, assign the class label c¢; to the query instance z, of discrete-valued
function as given in equation

k
f(wg)  argmazpey Y Wi(v, f(z,)) (3.6)

=1

Step 4(b): For real-valued target functions, the target attribute value for the query instance z, is computed
as given in equation

/ Yy wif (@)
flzg) = ==+ (3.7)
Dimy Wi
4. Hadoop Implementation of our proposed algorithm.

4.1. Hadoop Distributed Framework. Hadoop is an Apache project, initially introduced in 2007 as
a free and open-source framework with two major components Hadoop Distributed File System (HDFS) and
MapReduce (MR) programming model. It becomes very popular in recent years because of its simplicity, built-
in fault tolerance, scalability on data-intensive tasks, parallel execution of tasks, and capable of running on
a Hadoop cluster with 1000s of commodity hardware machines. Hadoop framework itself takes care of job
scheduling, job execution, controlling of all underlying tasks in the cluster, and other runtime management
tasks.
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MapReduce is a software framework that enables the application developers to explore all the options
of parallel procedures with Map and Reduce functions. The MapReduce programming model supports the
developers to write and execute the applications upon a cluster consists of a few hundred to several thousand
commodity hardware machines. The three major classes of the MapReduce program are Master /Driver, Mapper,
and Reducer. The Master class is responsible for setting various execution parameters to the MapReduce job
to run in the Hadoop cluster. The parameters are names of Mapper and Reducer classes, data types, and job
names to be executed. The MapReduce framework operates on (key, value) pairs. Each Map task process an
input split (block) generating intermediate data of (key, value) format. Then, they are sorted and partitioned
by key, so later at the Reduce phase, pairs of the same key will be aggregated to the same reducer for further
processing [54, 55].

5. MapReduce Architecture of proposed Distance Weighted kNN Algorithm. The main pur-
pose of the supervised machine learning technique is to facilitate an algorithm to learn from the previous
historical data/events and extracts the knowledge from the events. The extracted knowledge is represented
as an intelligent mathematical model that can be used to make predictions or classifications on the given new
scenario/future events. In most general terms, the machine learning model consists of two phases, the training
phase, and the testing phase. Fig. 5.1 depicts the Map-Reduce architecture of the proposed Distance weighted
kNN algorithm and its implementation.

Algorithm 1 provides the details of the Map function operation of Distance weighted kNN. The input train-
ing dataset T'R with m samples and n features is split into s partitions/blocks as pl,p2, - - - , ps in the distributed
file system of the Hadoop cluster. Each partition takes one block storage size of HDFS (64MB/128MB/256MB)
as set initially in the Hadoop file system. Each partition contains m/s samples, distributed uniformly with a
default replication factor of 3. The dataset TQ contains the query instances and since the K-Nearest Neighbor
is a lazy learner, the pattern matching process initiated only on the submission of query instance xq to the
system. For each block of the input file, a separate map task is created and each map task computes the
Euclidean distance between the query instance xq and all the instances in the block. The Euclidean distance
that is computed for all the blocks is converted into <key, value> pair as <instance_id, (Euclidean distance,
attributes)> and these are stored in HDFS as intermediate results.

The reducer part of the MapReduce program collects the intermediate results generated by all the map
tasks and sorts the instances on Euclidean distance from smallest to largest. After sorting instances, k-nearest
samples are selected and weights are assigned to the samples based on Euclidean distance using the distance
weighted function as in equation (3.5). Finally, the reducer finds the class label for the query instance xq if the
target attribute is a discrete-valued function as given in equation (3.6) and computes the target attribute value
for the real-valued target function as given in equation (3.7). The detailed operation of the Reduce function is
given in algorithm 2. The Map-reduce architecture of standard k-NN is the same as Fig 5.1 with the exclusion
of distance weighted function as given in equation (3.5) and is called an MR-SDkNN algorithm.

Procedure DWKNN-MAP (TR, TQ, k))

Input: TR-> Training dataset with n instances and m attributes
TQ-> Dataset with query instances

k-> number of neighbors

key-> instance_id,

value -> <Euclidean instance, instance features>

Output: Class label/target attribute value for the query instance x_q and performance
metrics of the proposed methodology.

for a given query instance x_q in TQ

for t=1 to size(TR) do

ED(x_q,x_i )<-compute Euclidean distance (TR(x_i ),x_q )

result<-(<key:instance_id(t) ;value:(ED(x_q,x_i ),instance)>
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context.write(t,ED(x_q,x_1i ))
end for
end procedure

Procedure DWkNN-REDUCE (key, value)

Key: instance_id

Value: Euclidean distance, Attributes

For all k-nearest instances of TR do the following

Compute w_i as given in equation (5)

Assign the distance-weighted value to all k-instances

If the target function is discrete-valued then

Find the class-label of x_q using equation (6)

Compute the performance metric classification Accuracy
Context.write(x_q, <class label, accuracy>)

else

Find the target attribute value of x_q using equation (7)

Compute the performance metrics RMSE and Determination coefficient (R2)
Context.write(x_q, (class label, RMSE, Determination coefficient (R2)))
endif

end for

6. Experimental Setup. This section describes the Multi-node Hadoop cluster configured for this re-
search work (Sec 5.1), specifications of the datasets chosen (Sec 5.2), and the various performance metrics
employed to measure the classification and regression task performances. (Sec 5.3).

6.1. Hadoop cluster environment. The various experiments designed for this proposed research work
are executed on a Multi-node Hadoop cluster established with 25 physical machines. One machine is designated
as a master node (Name node) and configured to run Hadoop services and the remaining machines are configured
as the worker nodes (data node). The configuration of all the physical machines is Core i5 four-core Processor,
2.1GHz clock speed, 16 GB RAM, 6MB Cache, 1 TB HDD with 1 Gbps network card.

The specific details of the software used in the cluster and Hadoop environment configuration parameters
are the following:

Hadoop framework version 2.9.0

Operating system: Ubuntu Linux

18.04.03 LTS 64-bit

Replication factor: 3

HDFS size: 64 MB/128MB

Virtual memory for the map and reduce task: 8 GB

The total cores in the cluster are 50, enabling the hardware level hyper-threading features, the cores in the
cluster become 100.

6.2. Datasets. In this research work, we will use six benchmark large-size datasets from the UCI machine
learning repository. Among the six datasets, three datasets with real-valued target attributes used for the
regression task (Table 6.1), and the remaining three datasets with discrete-valued target attributes are used for
the classification task (Table 6.2). We tabulate the number of attributes (attributes), Data type of attributes
(Data types), number of instances (instances), file size (File size), and the year of publication (year). In our
experimental work, all the datasets are partitioned into training and test dataset using an n'" fold cross-
validation technique.
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Table 6.1: Summary description of the datasets with discrete-valued target attributes

S.No

Dataset

# Attributes

#DataTypes

# instances

#File size

F#year

1

Super
conductivity
Data

81

Multivariate

21,263

26.8MB

2018

Year Prediction
MSD (Subset
of Million song
Dataset)

90

Multivariate

515,345

433MB

2011

Wave Energy
Converters

49

Multivariate

288,000

123MB

2019

Table 6.2: Summary description of the datasets with discrete-valued target attributes

S.No Dataset #Attributes | #DataTypes | # instances | #File size | #classes | #year
1 Higgs 28 Multivariate 11,000,000 7.4GB 2 2014
2 Susy 18 Multivariate 5,000,000 2.22GB 2 2014
3 Pokerhand 11 Multivariate 1,025,000 23.4 MB 10 2007

6.3. Performance measures. In our research work, the performance of the proposed MR-DWKkNN algo-
rithm is assessed with the following four metrics.

Root Mean Square Error (RMSE): The error value of the regression model is measured in terms of RMSE.
This metric shows the square root of the quadratic mean of the differences between the predicted and expected
values of the target attribute. RMSE is computed as given in equation (6.1)

N
1
RootMeanSquareError(RMSE) = N Z:(xZ —y;)? (6.1)
i=1

Determination coefficient (R2): This metric analyzes how the differences in one variable (x) can be explained
by a difference in another variable (y). This measure evaluates how a model approximates the real data points.
The higher R2, the more efficient is the prediction model and its value usually between 0 and 1 is computed
using equation (6.2).

N . >icy (2 — yi)?
Determinationcoef ficient(R2) =1 — = (6.2)
N (i —x)?
i=1\Ti

Accuracy: The performance of classification model is measured using the metric accuracy. It is defined as
the ratio of the number of correctly predicted samples to the total number of input samples in the dataset as
given in equation (6.3).

Numberofcorrectlypredictedsamples
Accuracy =

Total Numbero finputsamples (6:3)
These are three commonly used performances metric for measuring the performance of the standard predic-
tors/classifiers

Scalability: This defines the capability of an algorithm in a parallel computing cluster environment to
enhance both in terms of the number of processing cores/nodes in the cluster and the number of instances
in the dataset. It can also be defined as the capability of an s-times larger computing system in the cluster
environment to execute an s-times larger computational task in the same given job execution time as the original
system and this can be expressed as in equation (6.4).

Scalability(s, TD) = M

- JET(s,sTD) (6-4)
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Table 7.1: Performance metrics of a Classification task

Dataset No. No. k=3 k=5
of of MR- MR- MR- MR-
Instances | Blocks | SDkNN | DWKNN | SDkNN | DWKNN
Higgs 1,100,000 13ap 0.67382 0.69782 0.68688 0.71065
Susy 1,000,000 | 'I®48s 0.76361 0.79416 0.78754 0.80965
Pokerhand | 1,025,000 1/1 0.54784 0.55329 0.55064 0.56548

where ‘s’ is the number of cores/nodes in the cluster environment, JET(1, TD) is the job execution time on one
core/node with data size of TD, JET (s, sTD) is the job execution time of the parallel tasks with ‘s’ cores/nodes
in the cluster environment with data size s times of TD. Ideal parallelism shows a constant scale up with an
increasing number of computing cores in the cluster and dataset size [56-57]

Speedup: Speedup is also one of the measures employed in evaluating the performance of the parallel
algorithms and is used to enhance the job execution time in the cluster. It is defined as the ratio of the time
of sequential execution to the time of parallel execution. Speedup can be expressed as in equation (6.5).

JET(1)

Speedup(s, TD) = TET(s) (6.5)
where ‘s’ is the number of cores in the cluster environment, JET(1) is the job execution time on one core with
data size of TD, JET(s) is the job execution time of the parallel tasks with ‘s’ cores in the cluster environment
with the same data size TD.

7. Conduct of experiments and discussion of results. In this section, we evaluate the proposed
supervised MR-DWkNN algorithm on six public datasets in the UCI Machine Learning repository. Here we
described the four experiments conducted and compare the results collected from these experiments with the
MR-SDKNN algorithm.

1. In the first two experiments, the MR-DWkNN method was executed against the three datasets under
the regression category and another three datasets under the classification category. The performance
metrics are compared with the standard MR-SDkNN method as given in section 5.1 and 5.2 respectively.

2. Third, the scalability performance of the MR-DWKNN model on regression and classification datasets
are analyzed, reported in section 5.3

3. Finally, the performance of our proposed method for different k-values was tested and the performance
metrics are described in section 5.4.

7.1. Performance of MR-DWkNN model with MR-SDkKINN model. In this experiment, the HDFS
block size is set as 64MB, and 10% instances from the Higgs dataset, 20% from Susy dataset, and the entire
Pokerhand dataset are chosen. Initially, we run the parallel version of the standard kNN algorithm MR-
SDkNN over all the six datasets which is used for comparison with its variants. To do this, 20% of the instances
are chosen randomly from each dataset as query instances (TQ) and the remaining 80% of the instances
are considered as Training instances (TR). The performance metrics root mean square error (RMSE) and
Determination coefficient (R2) are recorded for the regression task and accuracy is recorded for the classification
task.

Afterward, we executed the MR-DWKNN algorithm over all the three datasets under the classification
category. In this, the entire input dataset file is split into HDFS block size of equal-sized files and contains an
equal number of samples. The samples in each file have been distributed evenly and studied the performance
of the proposed MR-DWkNN algorithm. Initially, the Map-Reduce model is trained with 80% of the training
samples. Table 7.1 shows the classification accuracy of MR-SDkKNN and MR-DWkNN on three benchmark
datasets for two different k-values. Similarly, the regression performance of MR-SDkNN and MR-DWKkNN is
tabulated in Table 7.2. From the above two tables, we can conclude that,

1. In the case of the classification task, the proposed MR-DWKNN algorithm produces an increase of
classification accuracy in the range of 1.5% to 3.5% for all three datasets as compared with the standard
MR-SDKNN.
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MR- MR- MR- MR-
Dataset No. SDKNN DWKNN SDKNN DWKNN
of (k=3) (k=3) (k=5) (k=5)
Blocks Det.Coe Det.Coe Det.Coe Det.Coe
/Map RMSE (R2) RMSE (R2) RMSE (R2) RMSE (R2)
Super Tasks
conductivity 1/1 63.65784 0.89327 52.63257 0.90676 55.75436 0.89878 52.63257 0.91564
Data
Year
Prediction )7 364.73621 | 0.86213 | 325.63850 | 0.88126 | 343.65785 | 0.86899 | 307.64545 | 0.89675
MSD
‘Wave
Energy 2/2 245.71917 0.90234 232.67719 0.91452 241.43650 0.90768 212.65432 0.92456
Converters

Table 7.3: Scalability performance of MR-SDkNN and MR-DWKNN

. F#cores | #Map Scalability
Dataset F#instances used Tasks Wi i
SDKNN | DWkKNN
1,100,000 12 12 1.00000 1.00000
Higgs 2,200,000 24 24 0.98650 0.97964
4,400,000 48 48 0.93256 0.92546
8,800,000 96 96 0.89756 0.87659
1,025,000 1 1 1.00000 1.00000
2,050,000 2 2 0.98082 0.96702
Poker Hand 4,100,000 4 4 0.97125 0.94576
8,200,000 8 8 0.94366 0.91342
16,400,000 16 16 0.92453 0.87905
32,800,000 32 32 0.89786 0.84704
515,345 7 7 1.00000 1.00000
Year Prediction 1,030,690 14 14 0.97908 0.95409
MSD 2,061,380 28 28 0.96880 0.94378
4,122,760 56 56 0.94788 0.91876
288,000 1 1 1.00000 1.00000
576,000 2 2 0.98761 0.97699
‘Wave Energy 1,152,000 4 4 0.96034 0.95578
Converters 2,304,000 8 8 0.95979 0.93456
4,608,000 16 16 0.93435 0.90671
9,216,000 32 32 0.87692 0.85674

2. In the case of regression task, the MR-DWKNN algorithm produces an increase of Determination
coefficient (R2) in the range of 1.5% to 3.2%, and consequently, there is a fall of RMSE in the range of
1.5% to 2.5% for all three datasets as compared with the standard MR-SDkNN.

7.2. Scalability, dataset split and distribution. To demonstrate how well both the MR-SDkNN and
MR-DWKNN scales up, two datasets under each category were chosen. The scalability experiments were
performed where the instances of the dataset/size of the dataset were increased in proportion to the number of
cores. Table 7.3 summarizes the datasets used for the scalability experiment, number of instances, computing
processor cores, the number of map tasks, and the scalability results obtained for both MR-SDkNN and MR-
DWXKNN algorithms. From the Table 7.3, it is observed that the scalability of both MR-SDkNN and MR-
DWXKNN decreases slowly when the size of the dataset increases, and the number of processor cores used for
the computation increases.

Fig 7.1 shows the performance results of our proposed model on Higgs datasets. The experiment was
conducted with a size of 1.1 million, 2.2 million, 4.4 million, and million 8.8 million instances on 12, 24, 48, and
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Fig. 7.1: Scalability of MR-SDkKNN and MR-DWkNN [Higgs Dataset]
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Fig. 7.2: Scalability of MR-SDkKNN and MR-DWkNN [Poker Hand Dataset]

96 cores respectively. Since the initial size of the dataset with 1.1 million instances is 740 MB, it occupies about
12 HDFS blocks, hence 12 cores have been chosen initially for its execution. Afterward, the size of the cluster
has been doubled. It is observed that the scalability of both MR-SDkNN and MR-DWKkNN decreases slowly
when the size of the dataset increases and it maintains a value of scale-up higher than 89.76% for MR-SDkNN
and 87.65% for MR-DWKkNN.

The scalability performance of MR-SDkNN and MR-DWKNN algorithms on the Poker Hand dataset is
shown in Fig. 7.2. The initial size of the dataset is 23.4 MB with 1.025 million instances occupies one HDFS
block of size 64MB. Initially, one core in the cluster is used to execute the proposed model, and subsequently,
the experiment was conducted with a dataset size of 2.05 million, 4.1 million, 8.2 million, 16.4 million, and
million 32.8 million instances on 2, 4, 8,16, and 32 cores respectively. From this experiment, it is observed that
the scalability of both MR-SDkNN and MR-DWkNN decreases slowly when the size of the dataset increases,
and it maintains a value of scale-up higher than 89.76% and 84.7% respectively.

Fig. 7.3 shows the scalability performance results of MR-SDkKNN and MR-DWKkNN models on year predic-
tion MSD datasets. Initially, the experiment was conducted with 0.515 million instances and the dataset size
is 433MB. The dataset is split into 7 HDF'S blocks and for each block, one map task is created. Hence, a total
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Fig. 7.4: Scalability of MR-SDKNN and MR-DWKNN [Wave Energy Converters Dataset]

of 7 map tasks are created and a cluster of size 7 cores are used for its execution. Afterward, the size of the
dataset and the number of cores in the cluster has been increased proportionately. The results show that both
MR-SDKNN and MR-DWKNN scale up to higher than 94.78% and 91.87% respectively.

Fig. 7.4 shows the scalability performances of our proposed MapReduce-based kNN versions on the Wave
energy converters dataset. The initial size of the dataset is 123 MB with 0.288 million instances occupies one
HDEFS block of size 128 MB. For this experiment, the HDFS block size is configured as 128 MB. Initially, one
core in the cluster is used to execute the proposed model, and subsequently, the experiment was conducted with
a dataset size of 0.576 million, 1.152 million, 2.304 million, 4.608 million, and 9.216 million instances on 2, 4, 8,
16 and 32 cores respectively. From this experiment, it is observed that the scalability of both MR-SDkNN and
MR-DWKNN decreases gradually when the size of the dataset and number of cores for its execution increases,
and it maintains a value of scale-up higher than 87.69% and 85.67% respectively. From these experiments, we

can conclude that,
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Table 7.4: Speedup performance of MR-SDKNN and MR-DWKNN

Speedup
Dataset #instances #lfsoel;fs #]S?altiz::et (x times)
p MR- MR-
SDKkNN | DWKNN
5 5 3.66 3.56
. 10 10 7.22 6.92
Higgs 1,100,000 15 15 10.55 10.31
20 20 13.64 13.42
1 1 1.00 1.00
2 2 1.56 1.50
4 4 3.01 2.97
Poker Hand 2,050,000 3 3 536 =51
16 16 10.91 10.59
32 32 21.70 20.54
5 5 3.66 3.56
Year Prediction 10 10 7.12 6.62
MSD 515,345 15 15 10.35 9.86
20 20 13.24 12.82
1 1 1.00 1.00
2 2 1.56 1.48
Wave Energy 4 4 2.97 2.89
Converters 576,000 8 8 5.78 5.38
16 16 10.59 10.11
32 32 20.22 19.58

e Hadoop clusters can handle large volumes of datasets and provide as many processor cores as required
for the execution of our proposed algorithm.

e Both MR-SDkKNN and MR-DWKNN able to scale up when the size of the dataset and computing
processor cores increases.

7.3. Speedup. To measure the speedup performance of both the MR-SDkNN and MR-DWKkNN algo-
rithms, two datasets under each category were chosen. The speedup experiments were performed where the
number of dataset splits was increased in proportion to the number of computing cores in the cluster with
a fixed size of the dataset. Table 7.4 summarizes the datasets used for the speedup experiments, number of
instances, computing processor cores, the number of map tasks, and the speedup (x times) results obtained
for both MR-SDKNN and MR-DWKkNN algorithms. It is observed that the speedup of both MR-SDkNN and
MR-DWKNN increases in proportion to the number of computing processor cores enabled in the cluster. From
these experiments, we can conclude that,

e Both MR-SDkNN and MR-DWKkNN able to speedup when the computing processor cores increases for
a fixed size dataset

e The execution efficiency of the proposed algorithms in the cluster improves proportionally with the size
of the cluster

7.4. Influence of neighborhood size k on performance metrics and comparison. To investigate
the influence of neighborhood size k on performance metrics, we have chosen all the six datasets under two
different categories. The performance of the proposed distributed algorithms is measured in a cluster with an
HDFS block size of 64MB and the interval of neighborhood size k ranges from 3 to 31. Table 7.5 shows the
influences of neighborhood size k on the classification accuracies on three benchmark classification datasets. It
is observed that the classification performance of the MR-DWKkNN classifier is better than the MR-SDkKNN
classifier with increasing neighborhood size k. However, after a certain value of k, the classification accuracy
starts decreasing on all three datasets. The best classification accuracy of each classifier on the benchmark
data sets is shown in bold-faces against the corresponding k-value. The values in the parenthesis represent the
corresponding dataset. Table 7.6 shows the influences of neighborhood size k on the regression task and its
performance metric determination coefficient (R?). The Determination coefficient (R?) shows that how close
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Table 7.5: Influence of neighborhood size k on the classification task

Accuracy Accuracy Accuracy
K-Value (Higgs) (Susy) (Poker Hand)
- MR- - - MR- MR-
SDkNN | DWkKNN | SDKkNN | DWKNN | SDkNN | DWkKNN

3 0.67382 0.69782 0.76361 0.79416 0.54784 0.55329
7 0.68688 0.71065 0.78754 0.80965 0.55064 0.56548
11 0.70214 0.74654 0.82435 0.83324 0.56462 0.57900
15 0.71124 0.76428 0.85864 0.87987 0.57886 0.59809
19 0.70892 0.76002 0.87425 0.90231 0.57031 0.58971
23 0.69745 0.75462 0.86548 0.89489 0.56112 0.57602
27 0.69126 0.74532 0.84387 0.87002 0.54387 0.56043
31 0.68542 0.73457 0.80563 0.85743 0.52301 0.54387

Table 7.6: Influence of neighborhood size k on the regression task

Determination Determination Determination

Coefficient -R2 Coefficient -R2 Coefficient -R2

K-Value | (Superconductivity (Year Prediction (Wave Energy

Data) MSD) Converters)
MR- MR- MR- MR- MR- MR-
SDKNN | DWKNN | SDKNN | DWKNN | SDKkNN | DWKNN

3 0.89327 0.90676 0.86213 0.88126 0.90234 0.91452
7 0.89878 0.91564 0.86899 0.89675 0.90768 0.92456
11 0.91004 0.92764 0.88034 0.91502 0.91241 0.92650
15 0.91678 0.93013 0.89764 0.93013 0.92134 0.93613
19 0.90452 0.92648 0.91245 0.94065 0.92876 0.94261
23 0.88099 0.91438 0.90657 0.92344 0.91834 0.93744
27 0.87239 0.89723 0.89542 0.90723 0.90878 0.92372
31 0.86573 0.87564 0.87421 0.89756 0.89743 0.91076

the data instances fit with the regression line and also it measures the strength of the relationship between the
distributed machine learning model constructed in the training and the response variable. The three benchmark
datasets Superconductivity, Year prediction MSD, and Wave Energy converters dataset under the regression
category are chosen. From the results, it is observed that the prediction performance of the MR-DWKNN
method is better than the MR-SDkNN method with increasing neighborhood size k. However, after a certain
value of k, the R? value starts decreasing on all three datasets. The best R? value of each classifier on the
benchmark data sets is shown in bold-faces against the corresponding k-value. The values in the parenthesis
represent the corresponding dataset.

Table 7.7 shows the classification accuracy of our proposed methods and compared with MR-kNN ((Maillo
et al.) and MRPR — FCNN ((Triguero et al.)) methods. It is concluded that our model MR-DWKNN classifies
instances with good accuracy rate for £k = 1,3,5 and 7 as compared other models on Poker hand dataset.

8. Conclusions and further work. In this research work, we have developed a MapReduce based on
two different versions of the kNN algorithm called MR-SDKNN based on standard k-NN algorithm and MR-
DWKNN based on distance weighted k-NN algorithm. The distributed learning model is constructed with 80%
of training instances and the remaining 20% instances are used as test (query) instances. Various experiments
are carried out on recently published six benchmark large volume datasets from the UCI repository. The
predictive and classification performance of MR-DWKNN is evaluated in terms of three metrics as Root Mean
Squared Error (RMSE), Determination Coefficient (R2), and Accuracy. In addition to these, the scalability
performance of the proposed algorithm was also tested on Hadoop Multi-node cluster. The results obtained
from these experiments have shown that the main accomplishments of MR-DWKNN are the following:

1. There is an increase in performance such as classification accuracy and determination coefficient (R2)
of the proposed MR-DWKNN as compared to the MR-SDkNN
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Table 7.7: Comparison of classification accuracy

Accuracy (Poker Hand)

k-Value
D | Wik | g NN roNy
(Maillo et al.) | (Triguero et al.)
1 0.52318 0.53786 0.5019 0.5013
3 0.54784 0.55329 0.4959 0.5171
5 0.55098 0.55971 0.5280 -
7 0.55064 0.56548 0.5386 -

2. MR-DWKNN is a scalable approach in a multi-node cluster environment and a proven parallel approach
with promising performance metrics achievement in Big Data applications.

The future work considered is the improvement of runtime execution of Map and Reduce tasks through the use
of other big data handling frameworks such as Spark and Flink. In addition, the kNN may be integrated with
various deep learning architectures for image analytics of multi-class classification.
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COGNITIVE PERCEPTION FOR SCHOLASTIC PURPOSES USING INNOVATIVE
TEACHING STRATEGIES

S. ARUNA *AND SWARNA KUCHIBHOTLA f

Abstract. The influence of emotion on attention is particularly strong, changing its selectivity in particular and motivating
behavior and action. The degree to which a student participates in class determines their level of conceptual knowledge. Various
teaching techniques have been developed over time to improve not only the attention of a student but also their engagement of a
student. The level of engagement of a student can help us decide the amount of understanding a student can attain throughout the
session. Though these techniques have been developed over time, the basic tests to determine the authenticity of these activities
have been done mainly by the use of assessment-based methods. According to research in the field of neuroscience, a person’s
emotions can assist us to determine a student’s level of participation. We also have the affective circumplex model to show us
the correlation between emotions and the level of engagement of a person. Taking this into account, we developed an attentivity
model with the help of an emotion recognition model (made with the help of VGG-16 architecture in CNN) and the eye tracking
system to analyze the amount of engagement being displayed by the student in the class. This model applied to the students on
the various teaching models helps us in deciding the effectiveness of various teaching methodologies for the primitive methods of
teaching.

Key words: Emotion Recognition, Convolutional Neural Network, Eye tracking system, Attententivity, teaching methodolo-
gies.

AMS subject classifications. 68T05

1. Introduction. Human cognitive functions like perception, attention, learning, memory, reasoning, and
problem-solving are significantly impacted by emotion [1]. There exist various methods to increase the amount
of engagement of a student in a class. These strategies primarily recognize students’ gaining knowledge of
capacities for higher expertise and engagement. The present situation requires students to attend their lectures
in the online mode but the experiment done can still be relevant for classroom teaching online or offline with a few
differences due to the change of environment. Learning is the process of acquiring knowledge, behaviours, skills,
standards, or preferences, and learning research has been intimately connected to the growth of psychology
as a field of study [2]. Because it demonstrates students’ involvement in the in-depth processing of course
material and exposes the amount of time spent on the task, the degree of students’ (dis)engagement in learning
activities can be regarded as an important measure of both cognitive activation and classroom management
[3][4].The quantity of information a student can learn depends on how involved they are in the class. There
exists a fine line between engagement and attention, while attention is merely to focus, Understanding of the
idea is what is meant by participation. The effective circumplex model, developed in the field of neurology, can
be used to determine a student’s level of engagement. The model indicates different emotional states, such as
active positive, activated negative, deactivated positive, and deactivated negative. The best way to understand
negative and positive emotions is to use the examples of sadness and happiness. Sadness is a negative emotion,
and happiness is a positive emotion. Emotions are complicated phenomena that involve numerous connected
subsystems that determine the activated section. Now as we have encountered these, further going into concept
the positive activated emotions and the negative activated emotions can lead to better engagement performance
in a person, such emotions can be happy, surprise, angry, etc, and vice versa as we can see in Figure 1.1. Taking
this model into account we are capable of making a model that can help us in understanding the engagement of
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a student through various innovative teaching strategies, these strategies have been used to better understand
the effects of these strategies on the students understanding in a classroom along with the amount of focus
that the teacher needs to exert while taking a class forms the crux of the paper. This is made possible with
the help of the attentivity model which uses two models to capture the attention and engagement of a student.
The model uses eye-tracking technology and emotion detection to collect data from different students during
the lecture.

The usage of the transfer learning approach with modified CNN and the eye tracking system allows the
current paper’s model to stand out from those utilized in other works., the experiments before have set to use
the approach of using head pose which may still not produce accurate results and using eye tracker calculates
the gaze, hence providing a better estimation of attention.

2. Related Work. The importance of the teacher-student relationship for teaching and learning is men-
tioned in a work by Ashley S. Potvin titled Students speaking to you: teachers respond to student surveys to
improve classroom atmosphere. According to the information gathered from the students’ experiences, teachers’
conversations can be divided into two categories: routines for their classroom setting and pedagogical practice.
The survey’s findings impact instructors’ actions by motivating them to evaluate their classrooms formally.
Data collection and data analysis are used to classify the teacher’s talk. This analysis of data helps teachers to
improve their relationship with students and to create a caring classroom environment [5].

A paper by Zeinab Abulhul titled Teaching Strategies for Enhancing Student’s Learning mentions Learning
is enhanced only when students actively do something to learn rather than passively listening to the teacher [6].
Teachers have to be compelled to return up with effective teaching methods associated implement innovative
solutions to satisfy each student’s individual wants within the class. a number of the strategies that lecturers
may use in their teaching methods for encouraging students to participate actively in learning method are giving
a short lecture as an introduction to the category topic, conducting group action activities, cluster reports that
facilitate students summarize the class meeting, on-line resources, and review lesson key points.

Another study called the Transfer learning approach tries to conserve time and resources by avoiding the
requirement to train several machine learning models from scratch to complete related tasks. An increase in
online learning has been observed as a result of the COVID-19 pandemic, according to a study by Vedant Bahel
and Karan K. VI[7]. This efficiency gain can be attributed to the use of natural language processing or image



Cognitive perception for scholastic purposes using innovative teaching strategies 149

categorization, two machine learning techniques that require large amounts of resources. Smart online learning
systems must start by measuring student engagement. Analyzing student behavior is necessary to gauge pupils’
levels of participation. This can be achieved by taking a screenshot of the pupils’ video feed and sending the
faces that are spotted.

They suggested seven potential web-based visualizations in this study that could help them scale the
complexity of the depth data they had gathered to track changes in head posture and emotion[8]. While a
lecture is taking place, a smart application for teachers is being created to comprehend students’ emotions and
gauge their degrees of involvement. Computer vision-based approaches are used to evaluate both online and
offline lecture films to extract the emotions of the students, as emotions are crucial to the learning process.
Using a pre-trained Convolutional Neural Network, the six types of basic emotions—angry, disgusted, fearful,
happy, sad, surprised, and neutral—are extracted[9]. Natural user interaction in e-learning is the most ongoing
task for researchers. E-learning will be more effective when following the activities of traditional classroom
teaching. This work investigated existing methods and presented a survey on head movements and emotion
recognition[10].This study examines several face detection, feature extraction, and expression classification
methods and techniques and comes to the conclusion that various algorithms and feature extraction approaches
may effectively recognise facial expressions. The eye-ball tracking technique is also described in detail because
it is crucial for nonverbal communication [11].

This study offers a methodology for automatically recognising facial expressions and focuses on the con-
nection between facial expressions and learning outcomes with an eye toward the unique characteristics of
online teaching mode [12]. The automated computer instructor known as AutoTutor converses with students
in everyday language while simulating a human tutor. We discovered dominant frequent item sets that predict
the following set of replies using a priori data mining techniques[13]. This study investigates the relationship
between interactions and epistemic emotions in large-scale MOOC (massive online open courses) data. By
assembling the large amount of data generated, this study combined deep learning and social network analysis
(SNA) to identify patterns of epistemic emotions concerning interactions on a MOOC platform. [14].

In this study, they demonstrated that the combination of parameters such as MFCC, Root mean square,
Spectral contrast, Tonnetz, Zero-crossing rate, Mel spectrogram frequency, and Chroma is effective in properly
identifying emotion from the audio frequencies. RAVDESS and TESS, two open-source audio emotion datasets,
were used to train the model [15].

The present focus of this study is on using frequency analysis to predict four emotions: angry, sad, neutral,
and pleased. To do this, they first extract seven attributes, namely from a single audio file, and 195 sub-features.
The qualities includeMFCC, Root Mean Square, Tonnetz, Spectral ContrastZero-crossing rate, frequency of the
Mel spectrogram, and Combining chroma helps identify emotion from the audio frequency range precisely [16].

3. Methodology. As mentioned in the content above we will know the engagement of the student in the
classroom, but to do so we need to have a model which can aid us in achieving the goal. We use the attentivity
model which is an integration of the emotion recognition model made with the help of a Convolutional Neural
Network (CNN) with the architecture of VGG-16 (although with a few modifications to make the model
compatible with the input size of the dataset) along with the eye tracking system which was made with the
help of image processing in the real-time.

The emotion recognition model uses a dataset of around 37K images with each image being of the size
48x48 as we can see in Figure 3.1, these images are in the black and white mode, and the name of the dataset
is the FER dataset. The model made takes the RELU activation function to process the input data along
with the batch normalization technique to make the model run for a lower amount of time in each epoch, the
absence of batch normalization can make each epoch of the model run for at least 90 minutes each. The model
is later flattened with the use of the same activation function and then later the output layer in the model has
been taken as the SoftMax function which helps us in making a fully connecting layer. The model uses the
Maxpooling function to pool the best feature onto the next layer as seen in Figure 3.2.

Though the model is can be perfectly made with the help of a current number of images in the dataset,
it achieved an accuracy of 88% with the use of the CNN model using the VGG-16 architecture as seen in the
layers in Table 3.1 and Figure 3.3 below, the need to add more images to the dataset was understood due to
two schools of thought, one being the improvement of the model by increasing the number of inputs for better
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Fig. 3.1: Images from FER dataset showing expressions of anger, fear, happiness and sadness
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Fig. 3.2: CNN Model for Emotion Recognition

predictability and other being the inclusion of more local emotions as per saying the emotions of self and the
local people with the help of transfer learning process.

3.1. Mathematical representation of the CNN model. The initial 4 convolution layers with ELU
activation function is as follows

hl,llj = comjrlL_H’j = Act (uén,j)
z, x>0
Act = { ale®—1), x<0 (3.1)

After the 4 convolution layers, there are two flatten layers and they are mathematically represented as given in
eqn. (3.2) to (3.4)

hy = {aihi, ashy, ashs, ashy} (3.2)

outfl Flatten (F,, Act (h;)) (3.3)
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Table 3.1: Layers in CNN
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Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 | Layer 6 | Layer 7
Type Convolution | Convolution | Convolution | Convolution | Flatten | Flatten Dense
Activation Elu Elu Elu Elu Elu Elu Softmax
Input layer 48X48 X32 24X24X64 12X12X128 6X6X256 256 512 512
Output layer | 24X24X64 12X12X128 6X6X256 256 512 512 7
Batch norm Yes Yes Yes Yes Yes Yes -
padding Same Same Same Same - - -
Dropout 0.2 0.2 0.2 0.2 0.25 0.25 -
Kernel Site 2 2 2 2 2 2 -
Maxpool size 2X2 2X2 2X2 2X2 - - -
CNM MODEL
DAI:l:'iRSEI' N PRC')?E\?SIIENG PoRSonon
RECOGNITION
I ATTENTION
DETECTION OUTPUT
o &
' FACE EYE '
LANDMARK § & TRACKING
DETECTOR SYSTEM
Fig. 3.3: Proposed model for attention estimation system
out}cz = Flatten (F,11 Act (out}l)) (3.4)
Finally, the dense layer is calculated as given in eqn. (3.5)
outl, = Dense (Denc, Actsoft max (out}g)) (3.5)

The above mathematical represents the layers in the CNN model from eqn. (3.1) to (3.5). It shows the
types of layers, number of layers and the activation functions used for achieving the desired output to calculate
the attentiveness in students. Eqn. (3.6) is to calculate the percentage obtained the normal distribution

Z=(X-p)/o (3.6)
where X is data, 4 = Mean of the data and ¢ = Standard Deviation.

The model was later able to achieve an accuracy of around 96%. This is paired with the eye tracking
system, which uses image processing by taking a photo in real-time from the video being taken and extracting
the eyes in particular from the given image with the help of harr_ cascade_ classifier [17]. Now, taking this
cropped part we try to distinguish the white part of the eye from the colored part and approximately calculate
the centroid of the eye after extracting the pupil of the eye by taking the average of the x — coordinates and the
y- coordinates of the eye. The ratio of the eye position and the relative center position of the pupil is calculated
and the vertical and horizontal ratio of the eye is calculated which is bound to be between the values 0 and 1.
Now, these values state the extreme position of the eye. This method works better than calculating the head
pose of a particular individual, which helps in accurately calculating the attention of the person as the person
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can be keeping the perfect head pose and still not be concentrating which can be perfectly identified with the
help of an eye-tracking system.

The proposed model as in Figure 3.3 shows the integration of the models formed by combining the emotion
recognition model and the eye tracking model to get the attention detection model, which takes input as a live
feed which is then converted to data accordingly by both the models and the calculation of attentiveness is
performed in the final stage.

Taking both of these models, we make a report with the help of the effective circumplex model as mentioned
above to state the various emotional engagement of the student. This experiment is carried out for the various
teaching strategies and the report generated through these models will help us in identifying the various
advantages and disadvantages of various teaching strategies as seen in Figure 3.4.

The following experiment being done is done based on the computational model built with the help of
CNN whereas the earlier models used the normal methods of taking the emotions based on what can be seen or
taking one from the student. But as discussed the experiment here is focused on the computational model. The
CNN model made uses the relu activation function the usage of relu helps to prevent the exponential growth
in the computation required to operate the neural network. If the CNN scales in size, the computational cost
of adding extra ReLUs increases linearly. The experiment conducted uses around 57,600 images in the data in
total from all the methods conducted. The experiment is made possible with the help of an attention estimation
system, which uses emotion recognition made with the help of CNN to track the emotions and the eye tracking
system to know the attentivity of the student. Every student was observed taking the emotions of the students
into account and their emotions and attentivity throughout the experiment were noted. The students were
mainly checked upon the three methods: role play, predict-observe-explain, and lastly a normal ppt lecture.
As mentioned, the experiment focused on the emotion and attention of the student and also the lecturer in
the session. The sessions were designed in a way to differentiate between the normal teaching method and
the innovative teaching methods to prove the involvement of students in the lectures of innovative teaching
methods. The experiment also helps us to draw out the amount of attention that the teacher had to use in
various teaching methods. The involvement of engagement emotions as per the circumplex model describes the
correlation between the emotions and the engagement of the student. The model takes the images of the videos
of classes and stores them in a folder which later are used to calculate the attentivity the frame rate has been
set to 2s to get as much varied data as possible and also the model works faster with a lesser frame rate.

3.2. Algorithm for the proposed model. The steps for the calculation of attentiveness of students in
a classroom using CNN model is as follows:
Stepl. Collect live feed from a classroom with many students. Feed is collected for various teaching strategies
to identify the advantages and disadvantages of them.
Step2. The live feed is sent to the two models - Emotion recognition model and eye tracking system.
Step3. The feed is sent through the efficient deep learning CNN model for emotion recognition. The model
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Fig. 4.1: Students’ performance analysis by comparing against the role play technique of study

has 4 convolution layers, 2 flatten layers and 1 dense layer through which the images pass. The ELU
and SoftMax activation functions are used.
Step4. The results from both the models are generated and used to create the attention detection model.
Step5. The result of attention detection model calculates the attentiveness of students. If the results are not
satisfied again the data will be checked from the step 1 till the optimal solution is obtained.

3.3. Dataset used. To train the CNN model for emotion recognition, the FER data set was used. The
data consists of 48 x 48 pixel grayscale images of faces. The faces are placed such that the face is centred and
occupies almost the same amount of space in each image. This data set has around 37000 such images and are
labelled as angry, disgust, happy, sad, neutral, surprised and fear. Hence, there are 7 classes in total.

4. Experimental Results. The first model to be experimented upon is the role-play model. The model
consisted of around 19,200 images obtained through the video lectures. Role-play is a technique that allows
students to explore realistic situations by interacting with other people in a managed way to develop experience
and trial different strategies in a supported environment.

There have been various experiments done on this technique. The implementation of role play in the
education of pre-service is where they try to understand the way a student is behaving to role play and without
role play. They divided the students into 6 groups to determine its effects as seen in Figure 4.1.

The result of the student’s reaction to role-playing confirmed that gaining knowledge of models: made it
college students less difficult in knowledge gaining knowledge through role play than gaining knowledge via way
of means themselves (100%); being capable of a domesticate mindset and educating the student’s responsibility
(90%); turned into clean to put into effect in college-level (90%); cultivated the mindset and educated student’s
awareness (100%); being capable of domesticating the mind-set and to educate the student’s independence
(75%); educated the scholars as a potential teacher (100%).

Individual results of the experiment conducted show the change in students’ engagement to differ by a
great margin of 81% when the experiment has been done from our end. This acts as a clear indication of the
superiority of a teaching method applied in the enhancement of students understating of concepts. The use
of concepts not only allowed us to identify the role of the teacher in making learning more prudent but also
the use of groups to allow students to explore the topic to point out the mistakes in it their ‘own way. The
way of the experiment is sure different yet both of the experiments determine that role play is a better way of
teaching strategy. As seen in Figure 4.2, the percentage change in positive emotions of the students is greater
in this section as amounting to about 45.4% of the total suggesting more involvement of the student in a class
the next model, we have used is for predict observation explain.

In Predict-Observe —Explain (POE) strategy students are required to predict the outcome of an event or
experiment. The experiment is then performed and observations made by students are probed. The use of the
POE experiment was also previously conducted to conduct a study to compare it with the effect of the Predict-
Observe-Explain (POE) strategy on students’ conceptual mastery and critical thinking in learning oscillations
and waves by Dandy Furqanil®, Selly, to compare Fernie, Nanang Winarnol who used the method using the
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Fig. 4.2: Various cognitive levels in the stages of Predict Observe Explain (POE)

wave and vibration concepts to understand the student’s understanding of the concept. [18].

The POE method shows an improvement in the conceptual mastery of university students, indicated by
the normalized N-gain score of 0.29 about vital question ability. The POE method seems to be suitable for
improving the ability to ask vital questions [19]. Using the POE method, the final result confirmed that
university students use the increase in vital questioning from level 1,30 (challenged thinker) to 2,07 (beginner
thinker). POE is suitable for implementing the know-how of the students. The results being compared shows
the effectiveness of the technique while the experiment from the perspective of the other researcher may not
show a better result when compared to our experiment, it can also mean the involvement of other factors which
could affect the understanding of a student in this method, yet there is no denying the fact of its effectiveness
to be better than another method of teaching. As shown in Figure 4.2 the cognitive levels according to the
various methods in predict (c3), observe (c2), and explain (c1).

The results obtained with the help of the 3 methodologies take attention and engagement as the core details
to identify the attention of a particular student during the entire session, as mentioned in the experiment section
a snap of every 2 sec is recorded in the system and an aggregate is generated by the combination of attention
and engagement, now taking a ratio of 3:7 we can calculate the normal distribution of the given sample as given
in table 4.1.

The results are obtained after experimenting with the model on the students and the data obtained from
them is taken as the percentage calculated as proportions obtained after the normal distribution of data to a
group of 8 recorded as from pl...p8 is done for all the 3 categories as shown below in table 4.2.

When predictions and observations are inconsistent with each other the students’ explanations are explored
and as the experimental results suggested the change in positive emotions of the students is around 43.8% lastly
the normal teaching method using the ppt had attention estimating a 10.7% of the total. Now we can conclude
that innovative teaching methods have shown more positive results than normal teaching methods as seen in
Figure 4.3.

Though the innovative teaching method sure makes a difference there is yet to observe the attention of
a lecturer during the process and doing so we have obtained the following results. The role plays though
producing promising results also invoke a lecturer to pay more attention towards the whole session which was
calculated to be around 2.5% of the total. The ppt follows the lead with 25.4% of the total engagement, not
producing results on par with role-playing or predict-observe-explain. Lastly, the predict-observe-explain uses
the least engagement by the lecturer and yet produces more results as seen in Figure 4.4.

These two results help us to understand the difference between innovative teaching strategies and also
normal methods and also their correlation with the amount of attentiveness paid by the student and also the
lecturer in these sessions.
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Table 4.1: Sample data obtained from the emotion recognition and eye tracking.

S.NO Horizontal Ratio | Vertical Ratio Attentiveness | Engagement
Average Average
1 -1 -1 Not Attentive 0
2 -1 -1 Not Attentive 0
3 0.60622645 0'734689954 Attentive 0.710312457
Attentive
4 0.59317995 0'736744499 Attentive 0.707882594
Attentive
5 0.57516877 0'736418.482 Attentive 0.706953285
Attentive
6 0.57913352 0'757323251 Attentive 0.706096863
Attentive
7 0.58773354 0'748190.621 Attentive 0.705938095
Attentive
8 0.58765688 0'737449167 Attentive 0.705532512
Attentive
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Table 4.2: Percentage of normally distributed engagement of students across different methods of teaching.

S.NO Normal Activity | Role Play PEO
) (ppts etc) Activity | Activity
P1 10.53168 44.6858 43.1109
P2 11.22503 47.6277 45.9492
P3 12.53242 53.1749 51.3009
P4 5.314356 22.5488 21.7541
P5 16.14461 68.5014 66.0873
P6 9.917002 42.0778 40.5948
P7 9.139172 38.7774 37.4108
P8 10.79573 45.8062 44.1919

454 %

= PPT

= Predict observe explain

10.7 %

43.8%

= Role play

Fig. 4.3: Percentage of positive emotion change in various teaching strategies for students
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52.5%

= PPT = Predict observe explain  m Role play

Fig. 4.4: Percentage of positive emotion change in various teaching strategies for lecturers

Though the role play seems to act better in gaining attention, yet has to also be provided with much
attention by the lecturer, whereas the involvement of the lecturer is least in the predict observe explain was
still able to draw out nearly as much attentiveness as the role-play and the normal ppt method has been proved
to be least efficient of all methods.

5. Conclusion. The model successfully was able to prove the superiority of innovative teaching strategies
in increasing the engagement of a student in a class. The model can be made better with the inclusion of various
other types of inputs such as audio, video, etc which would allow the model to work in diverse situations, and
also the model can be made more appropriate. The use of emotion detection can also be done for texts where
a sentence can be analyzed to be displaying a certain kind of emotion possibly using methods like using a
significant number of words must be entered into clustering techniques like K-Means, Cosine Similarity, Latent
Discelet Allocation, and others[20]. The innovative teaching strategies like role play and predict observe explain
proved to be more engaging in a class and thus produced better results whereas on other hand the conventional
teaching strategy shows less promising results. Though this stands true, there is also another angle for the
things to be seen, where we analyze the engagement of the teacher, which would help us understand the amount
of involvement and focus that the teacher needs to exert in the whole session. Even though where we were
able to see practically less difference in the role play and ppt though we can see the difference in the amount
of output being given by both of them when compared side to side. Thus taking everything into account, we
can finally conclude without any doubt that the innovative teaching strategies far exceed engaging a student
in class rather than conventional teaching methods.
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GAUGING STRESS, ANXIETY, DEPRESSION IN STUDENT
DURING COVID-19 PANDEMIC

ASTHA SINGH *AND DIVYA KUMAR f

Abstract. During the beginning of COVID-19 pandemic, studies came across the world concerning with health issues.
Researches began to find the repercussions of the virus. The virus was found to be versatile as it changes its nature and targets
the lungs of a person. Later, it was seen an astonishing massacre around the world due to the virus. Many people have lost their
life but many more people are still suffering with bad psychological state. Researchers began to research on the nature virus but
very few researches were made on the other side-effects of this pandemic. One such crucial subject to attend in contemporary
world is the effect of COVID-19 on psychological state in general population. This side-effect may lead to raise an alarming
situation in future that could result in more death cases. The proposed paper presents a study on the detection of stress and
depression in people caused by the pandemic. The proposed methodology is based on perceived questionnaire method through
which people’s responses are recorded in the form of text. COVID victims have been interrogated against a set of questions and
their responses are recorded. The methodology performs text mining of their responses that also include the people’s reaction from
social networking sites. The text processing of people’s responses is done by natural language processing (NLP). NLP is used to
interpret textural facts into meaningful segments that must be understandable to machine. The refined data has been transformed
into PSS (perceived stress scale) scaling factor that ranges from 0 to 4 showing various level of stress. The proposed system utilized
artificial intelligence in which na’ive Bayes classifier, K-nearest neighbor (KNN), Decision tree and Random forest algorithms are
applied to predict the emotional state of a person. The proposed system also uses data from social networking site for testing
purpose. The model successfully shows a comparative study of such three classifiers for the classification of stress level into stress,
anxiety and depression.

Key words: Text processing, perceived questionnaire method, Natural language processing, naive Bayes, K-nearest neighbor,
principle component analysis

AMS subject classifications. 68T05

1. Introduction. Stress, depression, and anxiety (SAD) are the most common psychological adversity
that affects human life indefinitely. The bad mental state may excite many other diseases in the human body.
In India, the reasons for stress or depression are mostly related to personal or professional life. But the current
situation in which COVID-19’s second wave overwhelmed India’s healthcare system resulted in a sudden rise
of infected people, which goes about 4 lakh per day [1]. The number of deaths reported was around 4000 per
day after March 2021. The rate of spread has seen confounding effects due to the heavier population density in
India. India till now reported about 331,909 death cased since Jan 2020. With the huge death reports, India
became the second country that suffered from the most infected cases and deaths. With the huge number of
death reports due to COVID-19, India is also suffering from a psychological imbalance that may exist for a long
duration. According to WHO [2] (world health organization), psychological adversity has also been affected by
quarantine for several months, during which people became less interactive with their society. COVID-19 also
affects India’s economy badly, due to which financial crises have been seen. Common people in India suffered
financial losses due to unemployment also. All these unpleasant events contribute to mental disruption in Indian
society. The WHO shared their concern on the consequences of obstruction in daily routines and livelihoods of
people in Indian society. Several deaths in the second wave [3] caused rapid inclination in loneliness, anxiety,
depression, insomnia, suicidal cases, etc. The lockdown also ignited domestic violence, as revealed by one of the
studies by Abramson et al. According to Loiwal et al. [4], the second wave of the coronavirus has caused a 20%
increase in mental disease, according to the Indian Psychiatric Society. According to a report by Jayakumar et
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al. in Kerala, India, banning alcohol sales during the lockdown has also revealed mental disease among alcohol
addicts. The strength of the psychological imbalance among persons after the second wave has not yet been
carefully examined because of the lockdown and quarantine regulations. On social networking platforms where
users share their experiences, stress and sadness are easily tracked.

The study of stress detection using facial images or video datasets may not seem feasible for the people
affected by the pandemic. Such methods require a lab setup and volunteers directly or indirectly affected by
COVID. The people spend most of their time at home due to protocols of lockdown and quarantine. They
mostly shared their experiences on social media. Suicidal cases have also seen an increase in India. People
show reluctance in making gatherings or attending any experimental subject. The experimental setup based
on facial images or video datasets is complex and expensive.

The proposed method applied the perceived questionnaire method to determine the psychological state
level. This method is based on the interrogation of COVID victims. The method records people’s responses in
the form of text data. Other textural data from a user who may not appear in an interrogation session has been
collected from social networking sites. The responses are compiled and analyzed using the natural processing
language (NLP). The NLP breaks down each patient response and correlates them in perceived scaling factor
ranges from 0 to 4. The perceived stress scale records people’s perceptions and converts them in to score points.
The COVID victims are questioned following standard protocol, and their answers are recorded. To estimate
the severity of the stress level, the proposed method used the naive Bayes classifier, K-nearest neighbor (KNN),
Decision tree, and Random forest algorithms. As a result, the technique divides the reactions into stress, anxiety,
and sadness. The classification results for stress, anxiety, and depression have been calculated in a comparative
classification study that has been evaluated. The pre-processing techniques are utilized and consider best as it
generates effective filtered response relevant for the detection of stress, anxiety and depression.

The following sections comprise the remaining portion of the paper:- Natural language processing, the
perceived stress scale, and naive Bayes algorithms are discussed in Section 2 of the proposed methodology. The
results section in Section 3 illustrates how well the algorithm worked. We’'ll talk about the work’s conclusion
in Section 4. References are included in the final section.

2. Proposed methodology. In the proposed methodology, first the dataset of questionnaire has been
taken from standard Microdata Library[9]. This dataset specifically prepared for COVID victims in six different
states of India including Jharkhand, Rajasthan, Uttar Pradesh, Andhra Pradesh, Bihar, and Madhya Pradesh.
It covers indications related to agriculture, migration, rural, labour markets, consumption patterns, access to
relief and healthcare etc. The datasets has been recorded in the may-2020 after the outbreak of second wave
of COVID-19 in India [16]. The dataset is sponsored by worldbank [17]. The dataset contain questionnaire for
stress detection targets questionnaire related to daily-life activities of COVID victims. The responses from the
peoples are collected through personal interrogation, online survey and social media where questionnaire set
has been posted. The proposed method also takes textural responses from general post from social networking
sites. The correlations of such public posts have been checked with the questionnaire dataset. These responses
must correlates with the questionnaire set otherwise the responses are discarded. The responses are based on
perception of peoples. Then, the proposed model applies natural processing language [14] (NLP) that performs
pre-processing and analysis of textural responses. Then the refined data will be mapped with the PSS scale that
ranges from 0 to 4 defining various levels of stress. Then naive Bayes classifier is used that perform classification
of PSS responses based probabilistic approach. The workflow of the proposed system has been described in
figure 2.1.

As depicted in figure 2.1, the responses are captured from several peoples over a set of 500 questionnaire
data. Each person replied based on his/her perception.

2.1. Natural language processing (NLP). Natural language processing has been applied to the various
textural responses recorded from the public domain. The NLP applies syntax analysis and semantic analysis of
the data. In syntax analysis, operations like lemmatization, morphological segmentation, word segmentation,
sentence breaking, parsing, and stemming are involved. Lemmatization is converting a complex sentence or
word into a simple form. Morphological segmentation is used to segregate the sentence into distinct units.
Parsing performs grammar checks for the textural responses. Sentence breaking is the breaking of a large
sentence into words. Stemming involves the conversion of words into their root form. The semantic analysis
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Fig. 2.2: The core working of NLP

NLP performs a meaning check on the textural data. It analyzes the sense of the words in the responses. NLP
applies from social networking sites to obtain textural data and correlates it with the existing questionnaire.
NLP eradicates all the ambiguity, extra spaces, duplicity, etc., from the dataset and prepares it to correlate
with the PSS scaling factor. Figure 2.2 shows the basic working of NLP. The NLP process is used to interpret
the meaning of each word and letter of the response taken against questionnaire dataset.

Figure 2.2 shows the character filtration of responses in which several modules are used. The processed
language is divided into training and testing set for the validation. The modules used in the character filtration
are described in figure 2.3.

3. NLP gives a refined output that is further mapped with PSS scaling factor.

3.1. PSS (Perceived stress scale). An effective psychological tool for assessing stress perception is
the Perceived Stress Scale (PSS) [19]. It is a gauge of how stressful certain circumstances are in a person’s
life. Things are made to change how the unruly, unpredictable, and overburdened respondents feel about their
lives. Numerous direct questions about the current state of stress are also included on the scale. The PSS is
intended to be applied to community samples that have completed at least a high school degree. Things are
simple to comprehend, and some responses are also simple to comprehend. The questions are also generic,thus
no substance is directed at any inferior group. PSS questions inquire about emotions and thoughts from the
previous month. Respondents were questioned about how frequently they experienced each feeling. The PSS



162 Astha Singh, Divya Kumar

l Syntax analysis

Lenunatization

Morphological segmentation

Stemming

|
|
|

l- Semantic analysis

| Matural language generation I

| Word sense disambiguation |

[ Named entity recognition I

W

Fig. 2.3: The core working of NLP

might be between 0 and 40. Low stress is estimated to be between 0 to 30. Scores between 14 and 26 are
regarded as moderate stress, whereas scores between 27 and 40 are regarded as high stress. The scores are
converted into 5 PSS scaling factors by the suggested methodology. The PSS response scores are calculated
using the terms 0, 1, 2, 3, and 4. Each score value identifies a particular stress level in an individual.

0 : - Stress never occurs.

1 : - Almost never, yet there is still a risk for tension.

2 : - Stress occurs sometimes and forms anxiety.

8 : - Stress occurs fairly often considered into moderate anziety

4 : -Stress occurs very often is considered into depression.

PSS has 14 total scores, which includes the 5 answer points. The total PSS score is created by reversing
the PSS scores 4,5,6,7,9,10, and 13 such that 0=4, 1=3, 2=2, 3=1, and 4=0, then adding together all 14 values.
A high PSS score indicates a high level of stress.

Evidence for Validity. Higher PSS scores cause the following association:

1. failure to quit addiction

2. failure in curing diabetics

3. Health issues, depressive symptoms
4. Continuous headache and body pain.

3.2. Classification algorithms. A comparative result of these three classifiers is calculated and shown
in the result section.

3.3. Naive Bayes. The Bayes theorem has been used in the nave Bayes classifier to determine the like-
lihood that a feature vector belongs to a category that includes sadness, stress, and anxiety. The classifier
is used to analyze the data it receives from the PSS scaling factors.The classifier is used to map the chances
that various feature spaces belong to a class. The feature that has the highest probability is categorized into a
particular class. The dataset has been split into training and testing portions that are each 70:30.

The equation of Bayes theorem is defined as:

P(Y/K) = P(K/Y)P(Y)/P(K)

Here,
1. P(Y|K) is the probability of Y such that event K is already true.
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2. P(Y) prior probability of classes.
3. Y and K are the two events.
4. probality of prediator given class
The naive Bayes classifier compares the probabilities of belongingness of various feature space in a class.
Feature that has maximum probability is classified into a specific class. The dataset has been divided into 70:30
for training and testing respectively.

3.4. K-nearest neighbor (KNN). The KNN algorithm is based on a distance metric assessed by the
degree of linguistic similarity. In PSS records, the distance algorithm has been used, and the textural data has
been divided into categories for stress, depression, and anxiety.

Step 1:- Input PSS records
Step 2:- The similarity between two selected textural data has been measured by using the following equations:
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Step 3:- Return
Step 4:- Accuracy measure

3.5. Decision Tree. Decision tree algorithm takes the input PSS record and transforms it into a tree
having root node, parent node and the child not. Each node shows some information. Information of parent
node may depend on the information of child nodes. The classification of entire information is represented by
leaf node. The decision of stress, anxiety and depression is hierarchically decided by information [20] of non-leaf
nodes.

The emotion recognition model uses a dataset of around 37K images with each image being of the size
48x48 as we can see in the figure 2.2, these images are in the black and white mode , the name of the dataset
is FER dataset. The model made takes the ELU activation function to process the input data along with the
batch normalization technique to make the model run for lower amount of time in each epoch, absence of batch
normalization can make each epoch of the model to run for at least 90 minutes each. The model is later is
flattened with the use of same activation function and then later the output layer in the model has been taken
as the SoftMax function which helps us in making a fully connecting layer. The model uses the Maxpooling
function to pool the best feature onto the next layer as seen in the figure 2.3.

3.6. Random Forest. Random forest is the combination of multiple decision trees. It is used to represent
data into various decision trees and combined their information to produce single output. The leaf node of each
tree shows the target decision i.e. stress, depression and anxiety. The decision of all the trees is combines to
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obtain an equivalent classification of data. Each single tree in the model separately predicts for the classification
of data. These predictions are combined together to obtain the final output of the model. The decision trees
operate as an ensemble.

4. Result discussion. The results are carried out on the standard dataset taken from the Microdata
library [9] in which a questionnaire has been prepared and asked from 6 different states of India. The question-
naire was taken in the form of text data. Then, NLP is applied to conduct pre-processing. The pre-processed
data is further converted into PSS scaling factors. There are other noise removal techniques such as filtration
methods depending on datasets. The utilized pre-processing techniques in the proposed model is effective as
the questionnaire dataset is concerned. The questionnaire responses contained in terms of textual data that
needs to be normalized. It has been done by the proposed pre-processing techniques in low cost and high
effectivity shown by the robustness. Table 4.1 shows the sample of the questionnaire and the respective PSS
records scaling from 0 to 4.

Table 4.1 shows the samples of questions taken from the standard dataset. The responses are transformed
into PSS scaling factors. The median and mode has also been calculated for the PSS ratings. These PSS
records are classified into stress, anxiety and depression. The classification task has been performed four types
of classifier i.e. Naive Bayes, K-nearest neighbour, Decision tree and the random forest.

Table 4.2 shows the confusion matrices obtained by all the four classifiers that is used to classify anxiety,
depression and stress.

Th below equations are used for the calculation of accuracy rate, precision rate, recall and F1 score:

Acurracy Rate = Diagonal sum (MP) / Total number of particles
Error Rate = 1- Acurracy Rate
Precision Rate = MP/ MP+ NF

Specificity = 2* (Precision * Recall )/ (Precision + Recall)

where

— MP indicate -( True positive )= Matrix diagonal

— NF indicate - (False Negative ) = Consistent row for class

— FM indicate - (False Positive ) = Corresponding column for class
— NF indicate ( False Negative ) =Sum of all column and row
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Fig. 4.1: Graph Show Confusion matrices for SAD Naive Bayes Classifier
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Table 4.1: Sample of questionnaire and the related PSS response (rated in a scale of 0-4) as reported from
people
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Figures 4.1-4.4 are showing confusion matrices for anxiety, depression and stress. These confusion matrices
are generated by all the four classifier used in the proposed scheme.

Table 4.1 is showing the result on the basis of confusion matrices for SAD. These confusion matrices are
represented by all the four classifier used in the proposed model.

Table 4.2 depicted for the result scores including rate of accuracy, error value, rate of precision, rate of
recall and F1 score. These scores are calculated for the respective anxiety, depression and stress represented
as A, D and S. The various classifiers have been shown in this table based on which the results have been
calculated.
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Table 4.2: Measure of accuracy, error rate, precision, recall and F1 score for anxiety (A), depression (D) and
stress (S)

Name of | Psychological | Value of | Value of Er-| Data of | Data of | F1 score

Classifiers status Accuracy | ror Rate Precision | Recall

Naive Bayes A 0.738 0.27 0.523 0.658 0.658
D 0.851 0.28 0.574 0.798 0.798
S 0.708 0.29 0.596 0.798 0.745

KNN A 0.745 0.28 0.795 0.715 0.748
D 0.796 0.25 0.853 0.896 0.821
S 0.854 0.28 0.841 0.889 0.856

Decision tree A 0.874 0.248 0.896 0.854 0.895
D 0.824 0.241 0.813 0.896 0.865
S 0.887 0.267 0.796 0.874 0.879

Random forest | A 0.752 0.224 0.745 0.897 0.785
D 0.789 0.296 0.758 0.874 0.796
S 0.796 0.274 0.746 0.752 0.798
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Fig. 4.4: Confusion matrices for anxiety, depression and stress for Random Forest

Figure 4.5 shows the graphical comparison of accuracies obtained by all four classifiers for stress, depression,
and anxiety. Figure 12 shows that the highest accuracy has been observed in the decision tree classifier compared
to other studied classifiers. The relevance of the study is to prevent suicidal cases and improve the treatment
policy of the patients having mental disorder. The questionnaire dataset is effective as it contains the exact
patient’s responses and easy to interpret using tools and techniques. The limitation of the model is its static
nature as the responses against the questionnaire dataset are static and it may not be effective as other dynamic
dataset such as video-based interrogation, audio responses etc. The future of the model is in the medical science
where it helps to reduce cost for the detection of mental disorder. Various other language filtration processing
tools can be utilized in the place of NLP but the NLP method is found to be more effective as per the textual
questionnaire responses is concerned of the proposed model. The frequency analysis is very crucial as it give
details about intensity information based on statistical scores. The frequential information shows the exact
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Fig. 4.5: Graphical representation of accuracy analysis for stress, depression and anxiety

variation of psychological activities that helps to reach to the accurate detection of the stress, depression and
depression.

5. Conclusion. The proposed work conducted an experiment to identify stress, depression, and anxiety
using four different types of classifiers. The model successfully identifies how people’s psychological states relate
to the COVID-19 pandemic. The dataset for the model is a collection of questionnaires that were created for the
COVID second wave. The suggested system uses offline and online questioning to gather survey responses from
various people. Utilizing natural processing language, the responses are analyzed and processed. PSS scaling
factors have been created from the processed data. The data was then categorized into stress, depression, and
anxiety using classification algorithms. The model is effective for the detection of stress, depression, and anxiety,
according to the results section. The intensity level of the adverse psychological disorder is used to distinguish
among stress, anxiety and depression. The proposed model concludes that the decision tree classifier is found
to generate more accuracy as compared to other classifiers.
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INTEGRATING COLLABORATIVE FILTERING TECHNIQUE USING RATING
APPROACH TO ASCERTAIN SIMILARITY BETWEEN THE USERS

PAVITHRA C*AND SARADHA Mf

Abstract. The recommender system handles the plethora of data by filtering the most crucial information based on the
dataset provided by a user and other criterion that are taken into account.(i.e., user’s choice and interest). It determines whether
a user and an item are compatible and then assumes that they are similar in order to make recommendations. Recommendation
system uses Singular value decomposition method as collaborative filtering technique. The objective of this research paper is to
propose the recommendation system that has an ability to recommend products to users based on ratings. We collect essential
information like ratings given by the users from e-commerce that are required for recommendation, Initially the dataset that are
gathered are sparse dataset, cosine similarity is used to find the similarity between the users. Subsequently, we collect non-sparse
data and use Euclidian distance and Manhattan distance method to measure the distance between users and the graph is plotted,
this ensures the similar liking and preferences between them. This method of making recommendations are more reliable and
attainable.

Key words: Collaborative filtering; Euclidian distance method; Manhattan distance method; SVD.

AMS subject classifications. 68T35

1. Introduction. Singular value decomposition is a significant technique used for recommendation system.
SVD is widely used in developing various models. In precise SVD is used in e-commerce recommendations,
it contributes to decrease the range of the data sets values by using matrix factorizing method, (cuts the
space dimensions from N-Dimensions to K-Dimensions, where strictly K is lesser than N). Since singular value
decomposition is a method of linear algebra, it uses the matrix structure to solve the system of problems where
each column represents an item and each row user represents the user. Each element present in the matrix are
the ratings that are given by the users to the respective items.

1.1. Singular Value Decomposition. Matrix Factorizing is done using singular value decomposition
method and given by

A=pPSvT

The dataset value (user-item-ratings) of the matrix are decomposed using singular value decomposition
method. This helps the matrix decompose into three types as given below, thus the factors of the matrix are
obtained,

Z1,1 12  Tin
T21 T22 ° T2n

Apn = (1.1)
Tm,a1 Tmz2 - Tm,n
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where A is a m x n utility matrix, P is a m X r left singular orthogonal matrix, this represents the affinity
between users and latent factors. Latent factors are defined as describing the nature of the items. S isar xr
diagonal matrix, recounts the strength of each latent factor and V' is a r x n diagonal right singular matrix,
which indicates the relationship between items and latent factors. From (1.1) and (1.2) we see that, the utility
matrix is decomposed into orthogonal matrix and diagonal matrix.

Latent factor contributes to reduce the dimension of the matrix in singular value decomposition method.
The below equation is the mapping that accelerates a clear representation of relationships between users and
items.

.t
Tui =T * Yu

Let xi represent each item, and yu represent each user. The expected rating by a user on an item r, ; can
be given as Here, 7, ; is a form of factorization in singular value decomposition.

1.2. Recommendation system. The role of recommendation system is to give suitable and relevant
suggestions to the users, this determines the relationship between the users and the products, and also helps
the organization to provide an appropriate product suggestion. Recommendation system is incorporated with
collaborative filtering method, which uses the concepts of singular value decomposition. Most of the e-commerce
uses recommendation system for their customer support interface.

Recommendation system has few beneficial aspects, to both user and organization. It contributes to avoid
the local transaction caused by choosing products or items. Therefore, It helps in getting the suitable suggestion
for the relevant search depending on the previous search history.

Systems that make recommendations employ a variety of technologies. These systems can be divided into
two main categories called content based filtering and Collaborative filtering.

1.3. Content-based Filtering. Making decisions using similar features is a machine learning technique
and are called content based filtering. This method is frequently applied in recommender systems, that are
algorithms created to promote or suggest products to users based on data gathered about the user.

1.4. Collaborative Filternig. Collaborative Filtering claims an assumption, this approach describes the
user who liked a product now will tend to have the similar likings in the future. This is done by analyzing the
behavior of the user in the previous searches, likes, add carts, ratings etc. by using this approach the model
finds the relationship and inter-dependence of two variables (i.e., users and items). Thus, Collaborative filtering
is performed by using the technique of singular value decomposition.

1.5. Rating-based Recommendation. The familiarity of a product or Item can depend on high user
ratings. In recommender system the customers or users give their perspective in the form of ratings and
comments also users tend to give “explicit feedback”, Also further, clicks, shop for, and search history are
called “implicit feedback”.

Depending on the ratings given to the products or the items the product suggestions are done to the users,
in advancement to the same depending on the previous searches and choices them recommendation is done.
This helps in filtering the information and preferences achieved by the item given by the user.

2. Literature Review. In [1] by Utkarsh Gupta et al. Hierarchical clustering technique was used for
product recommendation system, this approach gives the results of low error and better clustering of similar
items. In this research paper voting technique was used to determine the rating values of the product.

In [2] by Xiaoyuan Su and Taghi M. Khoshgoftaar. discuss about the challenges and the main charges of
collaborative filtering, such as privacy protection, data sparsity, scalability etc., this paper also describes three
different types of collaborative filtering technique, like model based CF which finds the relationship between
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the user and the items. Memory based and hybrid CF, it is the combination of both the methods model based
and memory based collaborative filtering technique. This was the survey based research paper.

In [3] by Harpreet Kaur et al. presents the research work in the hybrid system, which involves the combi-
nation of conceptual contents and the CF algorithms. This means that the recommendations are done based
on the stuffs and concepts involved in any closure work. It basically progresses on user with user and also user
with items for the recommendation.

In [4] by Geetha G, Safa M, Fancy C, Saranya D. formulated for movie recommendation system, which
helps in recommending the movies to the users. This revises the existing movie data base set for few relevant
information like ratings of the movie, genre of the movie and popularity. This paper is the combination of
content based collaborative filtering and hybrid filtering method. It helps in achieving more precise results for
recommendations.

In [5] by Sarwar B, Karypis G, Konstan J, Riedl J. used CF recommender system that collects ratings from
users for products in a particular domain. Association inferences, which are exceedingly time- and scalability-
intensive and have a very likely temporal complexity, were also a reliance on CF algorithms used for recom-
mendation systems. The more efficient and scalable matrix operations are used in modern methods.

In [6] by C. S. M. Wu, D. Garg, and U. Bhandari. have used collaborative filtering technique for suggesting
in e-commerce. Here the suggestions are done based on the user ratings. This paper has included Apache
Mahout Framework, and the efficiency are checked between user based and item based recommendations.

In [7] by Pennock and Horvitz. contributed to the clustering method of solving the problem, it works on
different data set size of the user feature vectors. A new concept of LGS was introduced to check the perform
ability of the collaborative filtering methods. LGS stands for Latent Genre Space.

In [8] by Debadrita Roy, Arnab Kundu. have contributed to the recommendations with respect to movies.
This is achieved with the help of collaborative filtering technique. Expectation Maximization Algorithm are
used for movies recommendations. Clustering the data was also used for recommendation system desings.

In [9] by J. Ben Schafer, Dan Frankowski, Jon Herlocker, and Shilad Sen. developed a research paper which
is the open ended research paper, where the author ends the paper with the question and the challenged faced
by the recommendations like privacy policies and terms conditions. Design decisions are developed for rich
interaction interface. The primary use was to privacy structuring regarding rating systems.

In [10] by Desrosiers C, Karypis G. Implemented the simple logic, the product used or liked by the user in
the past will also be liked in the future. Here collaborative filtering techniques are used and developed to meet
the expectations of the users.

3. Background of the work.

3.1. Collaborative Filtering. The most common method for creating recommendation systems is col-
laborative filtering, which has been effectively used in numerous applications. The CF recommender system
gathers user feedback for products in a certain domain in the form of ratings. Also CF algorithms which was for
recommendation systems relied on association inferences, which are extremely time- and scalability-intensive
and have a very probably about time complexity. Modern techniques use matrix operations, which are more
effective and scalable [5].

3.2. Memory based collaborative filtering. It is based on both the item’s description and the user’s
preference profile. In memory-based collaborative filtering, we use key-terms in addition to the user’s profile to
propose items by indicating the user’s preferred likes and dislikes. In other words, products that were previously
favored are recommended via a memory-based CF algorithm. It looks at previously rated things and suggests
the best option [3][5].

3.3. User-based prediction system. When compared, User-based filtering method it is expected to be
better to be working with huge amounts of data, while item based collaborative filtering methods are used
when the data set are small in size.

We say that user based collaborative filtering technique is used for the large amount of data. As discussed
above CF is used in determining the likings and disliking of the product or the items. Here Figure 3.1 represents
the flow chart for user-based prediction system. This is done by monitoring the previous search history of
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any users. Today most of the e-commerce are using the Collaborative filtering technique for improving the
recommendation suggestion to their customers and users.

4. Proposed System and Methodology. To find the similarity between the users, the following claim
is raised,tabular column(users vs items)the Userl who have rated 4.5/5 for “Item1” and “Item3” and if User2
has rated 4/5 for product “Item1” and “Item2” then we conclude that userl and user2 have similar liking. Also,
“Item1” will be recommended to Userl and “Item3” will be recommended to User 2.

The structure of the proposed system is given in Figure 4.1. The set of data(ratings) given by the users
are collected from e-commerce and tabulated. The obtained data are pre-processed and the missing values
are computed. The similar users are identified using cosine similarity and centered similarity. An illustration
was performed by collected twenty-five data samples from e-commerce, graph was plotted across users and
their ratings for respective products. The distance between the sample points was computed and classified into
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Table 4.1: Hyper-parameter values

Hyper-parameter Values
Input values 28
Missing values 17
Sparse data 17
User values 11
Product samples 7
Cosine Similarity (U1, U2) 0.093
Cosine Similarity (U1, U3) -0.587
Non-sparse dataset 25
Classified Clusters 5

clusters, and they represent the users with similar likings and preferences.

In Specific we are using cosine similarity method and distance measure i.e., Euclidean distance method
and Manhattan distance method to find the similarity between the users. Here Cosine similarity finds the
comparability between two vectors in inner product space establishes whether two vectors are roughly pointing
in the same direction by calculating the cosine of the angle between them. In text analysis, it is frequently
used to gauge document similarity. The method of finding the distance between any two points is known as
Euclidean distance method. It helps in determining the length of the line segment between any two points.
Also Manhattan method is used as a metric for measuring distance between any two points in an N-dimensional
vector space.

This new approach of identifying the similarity and common likings between the users was performed
because the gathered data was sparse data, making it difficult to make the right suggestions to the users. As
a result, we start by turning all of the sparse data into easily recognizable unique values, then we continue
to compute how similar they are to one another, using cosine similarity method. Subsequently, we collect a
non-sparse dataset from e-commerce to compute similarity between the users, we utilize the distance measure
approach to calculate similar users with particular items.

5. Implementation. The role of the proposed system is to determine the missing rating of the products
or items. The tabular column of the rating data sets is computed by initially assigning nil values and further
the values are neutralized. Cosine similarity method is implemented between the users to find the similarity
between them and it is given by

> (rui = 1) (1o — 1)

osinesimilarity(u,v) = Similarity(u,v) = 1

C y(u,v) =S y(u,v) \/E(Tu,i — T)Q\/Z(Tv,i —7r)? (5.1)

Table 5.1 represents the score spread of ratings given by four different users for seven different items or

products. Since not all the users rate all the seven products, there exists few missing values in the datasets.

For further analysis, we require to complete the table by marking the missing values with zero and converting

the missing dataset values to sparse data. A dataset with sparse data is one in which a sizable portion of the
cells do not really contain any data, but occupies the storage space in the file.

By using (5.1), similarity betweeen userl and user2 is given by Sim(U1, U2) = 0.2 and Sim(U1, U3) = 0.5.

This is contradicting the theory of similarity for common liking recommendation, and thus, the following table
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Table 5.1: User Ratings

userl | user2 | user3 | user4 | userb | user6 | user7
Iteml 4 5 1
Item2 5 5 4
Item3 2 4 5
Item4 3 3

Table 5.2: Generalizing missing values

userl | user2 | user3 | user4 | userb | user6 | user7
Iteml 4 0 0 5 1 0 0
Item?2 5 5 4 0 0 0 0
Item3 0 0 0 2 4 5 0
Item4 0 3 0 0 0 0 3

Table 5.3: Cosine similarity

userl | user2 | user3 | user4 | userb | user6 | user7
Item1 4 0 0 ) 1 0 0
Item2 5 5 4 0 0 0 0
Item3 0 0 0 2 4 5 0
Item4 0 3 0 0 0 0 3

Table 5.4: Centered Values

userl | user2 | user3 | user4 | userb | user6 | user7
Iteml | 2/3 5/3 -7/3
Item2 | 1/3 1/3 -2/3
Item3 -5/3 1/3 4/3
Item4 0 0

was evolved, sim(A,B)= cos(rA,rB). In this method rating values are Ignored. This is contradicting the theory
of similarity for common liking recommendation, and thus, the table 5.2 was evolved.

Similarity (U1, U2) = 0.38 and Similarity(U1, U3) = 0.322. Therefore, Sim(U1, U2) is greater than Sim(U1,
U3). The difference between them are not significant. The similarity is not precise and accurate.

By Neutralizing the Table 5.3 we get Table 5.4.

By using (5.1) we compute Similarity(U1, U2)= 0.093 and Similarity(U1, U3)=-0.587. Table 5.4 represents
the centered values of ratings. Therefore, Sim(U1, U2)is greater than Sim(U1, U3). This shows that there exists
a similarity between Userl and User2 and non-similarity between Userl and User2 (Since, Negative value).

Our next step, is to use distance measure methods which makes conclusion about an item, this method
will calculate the “distance” between the target movie and every other item in its database, then it ranks its
distances as the most similar recommendations.

5.1. Distance Measure. Here we are using methods for calculating distance between points are Euclidian
and Manhattan distance are the two methods that are used for computing the relationship between any two
variables and objects. Euclidean distance method is the familiar or called basic method of finding the distance
between the points.
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Euclidean Distance: Euclidean distance is defined as, calculating the square root of the sum of the squared
differences between a new point (x) and an existing point (y).

dei,j) = \/(%,1 —xj1)? 4+ (Ti2 —xj2)? + ... + (w3 — 25,3)? (5.2)

or

di, j) = \/Z (@ik — jk)? (5.3)

Manhattan Distance: Manhattan distance is defined as finding the absolute values of the difference of real
vectors, and it is given by

dei,7) = [(win — x0)[ + [(i2 — 2j2)| + oo + (i — j0)| (5.4)

i, j) =Y @ik —wjn)] (5.5)

6. Experimental Setup. We have considered 25 users and the corresponding rating values from the E
- Commerce, the chosen values are plotted in scattered graph shown in the below Figure 6.1 and they are
classified using clustering technique based on the nearest neighbor concept. Clustering is defined as making
groups with the existing data, to obtain a new form of clusters or groups.

This results in achieving the similarity of the data in same group and dissimilarities when compared to the
data values from one grouped values to another. Often, distance measures are used, an appropriate arbitrary
point was chosen from cluster and two methods of calculating the distance between every other point from
an arbitrary point (i.e., Euclidean distance method and Manhattan distance method) was performed, this is
achieved by using multiple iterations, and the multiple bar graph are plotted. In this experiment we use (4)
Euclidean distance method and (6) Manhattan distance method to find the distance between them.

The proposed system is contributing in classifying the similar types of the users based on the rating
values. Table 6.1 represents the resulting values of distance measure. The proposed system is developed using
collaborative filtering approach which helps e-commerce to find the similar likings of the users based on their
reviews and reactions, and the appropriate suggestion are filtered. Subsequently, we find the subset of the group
of the users from the bigger data sets that are collected from the e-commerce.The above Figure 6.2 represents
the similarity between clusters and ratings.
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Table 6.1: Comparison values

Euclidean Distance K-Means | Manhattan Distance K-Means
cl 3.08 5
c2 1.22 2
c3 1.87 3.5
c4 1.22 2
ch 2.78 4.5

Clusters Vs Ratings

54 - ED
- MD

Ratings

clusterl cluster2 cluster3 clusterd clusters
Clusters

Fig. 6.2: Cluster Vs Rating

Here the datasets which was gathered from e-commerce is the set of sparse data; thus this does not support
in achieving the appropriate recommendations to the users. Therefore, as the first step we convert all the
sparse data into a distinguishable unique values and continue to calculate the similarity between them, and to
measure the strength of the similar users we use distance measure method to determine the correlation between
the users and the products.

This approach of finding the similarity between the users is a reliable method if the datasets that are
obtained are sparse data. The methods like cosine similarity and distance measure methods which are im-
plemented on the sparse data produced desired results. This method of making recommendations are more
reliable and attainable for sparse data samples. This proposed system works well for sparse data and produces
the reliable results.

7. Limitations of the work proposed and their future improvement.

7.1. Limitations. For this proposed system, the data which is gathered from the e-commerce is more
often the sparse dataset. Thus, determine the missing value and averaging the datasets become the mandatory
steps to be carried out to find the similarity between the users. In this research paper the recommendations
are done only based on the ratings given by the users and neglecting other parameters.

7.2. Future Work.
a. For the aim of making recommendations, we’ll strive to combine the genre dimension with other product
dimensions (reviews, reactions, etc.). It will improve how effective our suggestion is.
b. Expand the user and product databases respective data sizes.
c. Use additional collaborative filtering methods to compare recommendations.

8. Conclusion. In this research paper, we have developed a recommendation system for e-commerce
based on rating system. We used singular value decomposition method as collaborative filtering technique.
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This approach helps us in identifying the similarities between the user and make relevant suggestions of the
product. We gather vital data, such as user evaluations provided by e-commerce, which are necessary for
recommendations. Cosine similarity is utilized to determine how similar the users are to one another for sparse
data. For the non-sparse dataset, we assess the distance between users and depict the graph using the Euclidian
and Manhattan distance methods, which guarantees that their tastes and preferences are similar. This approach
to giving recommendations is more trustworthy and practical.
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HYBRID HYPER CHAOTIC MAP WITH LSB FOR IMAGE ENCRYPTION AND
DECRYPTION

S. JAHNAVI *AND C. NANDINI 1

Abstract. There are number of images that transmitted through the web for various usages like medical imaging, satellite
images, military database, broadcasting, confidential enterprise, banking, etc. Thus, it is important to protect the images confiden-
tially by securing sensitive information from an intruder. The present research work proposes a Hybrid Hyper Chaotic Mapping
that considers a3D face Mesh model for hiding the secret image. The model has a larger range of chaotic parameters which are
helpful in the chaotification approaches. The proposed system provides excellent security for the secret image through the process
of encryption and decryption. The encryption of the secret image is performed by using chaos encryption with hyper hybrid map-
ping. The hyper hybrid mapping includes enhanced logistic and henon mapping to improve the computation efficiency for security
to enhance embedding capacity. In the experiment Fingerprint and satellite image is used as secret image. The secret image is
encrypted using a Least Significant Bit (LSB) for embedding an image. The results obtained by the proposed method showed
better enhancements in terms of SNR for the 3D Mesh model dataset as 77.85 dB better compared to the existing models that
achieved Reversible data hiding in the encrypted domain (RDH-ED) of 33.89 dB and Multiple Most Significant Bit (Multi-MSB)
40 dB. Also, the results obtained by the proposed Hybrid Hyper chaotic mapping showed PSNR of 65.73 dB better when compared
to the existing Permutation Substitution and Boolean Operation that obtained 21.19 dB and 21.27 dB for the Deoxyribonucleic
Acid (DNA) level permutation-based logistic map.

Key words: Decryption, Encryption, Hybrid Hyper Chaotic map, Least Significant Bit, 3D Mesh model.

AMS subject classifications. 68P25

1. Introduction. Information security is a part of today’s world and images are the common form of
multi-media on the internet [1]. Security is one of the significant issues for information transmission through
the network [2]. The main aim of the watermarking technique is to perform image information conversion to
keep it confidential for the process of encryption by authorized persons [3]. The encryption has the ability
for recovering the original data without losing important things in it. Encrypted Secret information is sent
through the internet or the wireless networks through the multi-media for a better secure data transmission over
distinct communications channels [4, 5]. In the existing research, chaos-based image encryption is utilized that
has robust properties with sensitivity, and unpredictability towards the initial dependent conditions [6]. The
computational systems are dependent on the internet which utilized watermarking techniques [7]. The Chaos
based image encryption has robust properties like unpredictability, and sensitivity towards the conditions [§].
The deterministic conditions in the chaos signify the random behavior with a deterministic system [9)].

The existing models have used encryption techniques that includedigital image encryption based on digital
image encryption with respect to the random sequences. Digital image encryption is based on the process of
image compression coding and the image key. Chaos technology is difficult in cracking the randomness which
has made the digital image encryption reliable. Chaos encryption technology refers to the higher dimensional
space when proposed by researchers. The researchers faced the problem of encryption and faced difficulty to
process the low efficiency of the decryption and encryption process.

. The contributions of the research work are given as follows:

e To develop a hybrid hyper Chaotic Mapping for encrypting the images that consisted of chaos encryp-
tion with Enhanced logistic map and henon map.
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e To embed the secret image in a cover image using Least Significant Bit (LSB)for hiding the confidential
data on images.

The organization of the research paper is shown as follows. Section 2 explains about literature review of
the existing methodologies. Section 3 presents about proposed Hybrid Hyper Chaotic map with LSB for image
encryption and decryption. Section 4 illustrates the results and discussion. The conclusion of this research
work is given in Section 5.

2. Literature Survey. Ting Luo et al. [11] developed the novel Reversible Data Hiding Method for the
3D Model based on the process of homomorphic encryption. The homomorphic Paillier cryptosystem was used
to perform the 3D model encryption. The greedy algorithm was used for data hiding to classify the 3D model
vertices that were referred and were embedded to increase the capacity. The embedded vertex has computed
based on the reference vertex to predict the module length to generate the prediction error for embedding the
data. However, visual quality reduced significantly as the embedding capacity was high.

Wei Zhang et al. [12] developed a CNN-CapsNet for the process of image scene classification for remote
sensing. The Capsule network (CapsNet) was used as the proposed model which mainly performs the grouping
of neurons as vectors or capsules that replaces with the neuron. The traditional neural network encodes the
properties and spatial information of image features achieved equivariance showed an active area for classifica-
tion. The CapsNet utilizes the capsules or a neuron group or vector that was used for replacing the neuron using
a traditional neural network. The spatial properties encode the information of features in an image achieved
equivariance showed improvement in the classification. The CNN- CapsNet improved scene classification by
using two models such as CapsNet and CNN. The feature maps were used from only one CNN model that was
different from retrained CNN

Ferhat Ozgur Catak et al. [13] utilized fully homomorphic encryption and parallel computation for the
process of privacy preservation based on biometric data matching. The main aim was to use fully homomorphic
encryption based on biometric matching to control the borders. The authentication for the biometric system was
performed based on the hash expansion to encrypt the homomorphic features. The homomorphic encryption
method showed significant drawbacks with respect to the execution of time. The matching system’s deficiency
suggested that the model consumed time during fingerprint matching in the encrypted domain. However, the
identification of large fingerprint images required computing resources, processing capabilities, and storage.

Wanli Lv et al. [14] developed a Reversible Data Hiding for performing Encryption for the 3D mesh models.
The multiple Most Significant Bit (Multi-MSB) was used for reversing the space that was used adaptively for
embedding the secret message. The auxiliary information was compressed using arithmetic coding to further
free up the redundant space on the 3D mesh models. The developed majority Voting system was the main
principle for restoring the mesh model with higher quality. The developed model failed to make data extraction
and mesh recovery as they are independent of each other. However, the decrypted cipher text obtained with
plain text contained a secret message which could not separate in the clear domain as it failed to perform
reversible recovery during data extraction.

Nashwan Alsalam Ali [15] developed a 3D Polygon Mesh Encryption model that maps on3D Lorenz Chaotic
Map. The 3D polygon mesh model protects the encryption process using the 3D Lorenz Chaotic map. The
developed model provided diffusion better by using an excellent property based on Hausdorfl Distance (HD).
The histogram metrics were evaluated to adopt them for calculating the matching degree between the original
and the extracted model. However, the results were required to be analyzed based on histogram and Hausdorff
which encrypted 3D model from different original models.

Xiaojun Lu [16] developed an Adaptive Weight Method to perform the image retrieval using multi-feature
fusion. The model used an adaptive weighting method to extract the single feature trust that extracted the
unsupervised features. Then, the transfer matrix was constructed based on the trust and the transfer matrix
constructed was based on the weight of the single features that are obtained with several iterations. The image
decomposition was performed for the process of image classification that considered the image patches achieved
results. The key idea behind image decomposition was to perform the process of classifying the image patches.
The model extracted a better image description for the retrieval process that showed significance for improving
the retrieval performances.

Kaimeng Din et al. [17] developed a Multi-Scale U Shaped Chained M-Shape CNN model to perform
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Fig. 3.1: Block diagram of the proposed method

the process of authentication for the generation of high-resolution remote sensing images. The developed
model utilized a subject-sensitive perceptual hash function for generating a special case for a conventional hash
function. The developed model was based on the subject-sensitive perceptual hash for achieving the CNN
architecture extracted the robust features based on the high-resolution Remote Sensing (HRRS) images. Yet,
the perceptual hash algorithm used with respect to different resolution images failed to locate tampered areas
using deep learning approaches.

Abhimanyu Kumar Patro and Bibhudendra Acharya et al [18] developed a dual-layer cross-coupled chaotic
map as an effective model to perform the process of image encryption. The developed model differed from the
image encryption schemes multiple times due to two-layered cross coupled chaotic map to perform the process
of permutation diffusion operations. The process of left to right flipping, block shuffling, and bit XOR, performs
the diffusion operation which were carried out in the 1! layer based on the cross coupled chaotic map. Yet,
the computational complexity was created in the developed model which was higher compared to the existing
models.

Ebrahim Zarei Zefreh et al. [19] developed a hybrid model that consists of DNA computation, chaotic
systems, and hash functions for performing image encryption. The developed model performed permutation
for the mapping function based on logistic map that was applied for the randomly generated DNA image. The
model changed the positions of the elements in the DNA image whichproved the efficiency of the developed
scheme. The proposed model analyzed its security and showed improvement in its performance. However, the
developed model achieved better security resulting in image encryption schemes that sufficiently showed a faster
process for its applications.

Tahir Sajjad Ali and Rashid Ali et al. [20] developed Chaos-based image encryption that consisted of
Boolean operation and permutation substitution. Chaotic theory was used to analyze the randomness and
unpredictable behaviors of the image encryption process. The Boolean operation and permutation substitution
was performed for the RGB components that showed better results for security and analyzing the performances.
The model still required security and to be implemented on the real time image for the process of encryption
transmission applications.

3. Proposed Methodology. The block diagram of the proposed research is shown in figure 3.1 which
consists of a cover image that includes 3D mesh model images and satellite images. The finger print is used to
authenticate and improve the security accessing the secret image. At the identification stage, secret image is
authenticated by using a biometric identifier.

3.1. UC Merced Land Use Dataset. There are a total of 21 class land-use image datasets used for
various purposes. The image has a dimension of 256 x256 pixels that are extracted manually from large scaled
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Fig. 3.2: Input images

images from the USGS National Map Urban Area Imagery collection. It is used in various areas from the urban
side of the country.

3.2. Sokoto Coventry Fingerprint Dataset (SOCOFing). Sokoto Coventry Fingerprint Dataset (SO-
COFing) is a biometric fingerprint database for research purposes. The SOCOFing used 6000 fingerprint images
from the 600 African subjects that contained a distinct set of attributes that includes hand, gender, and finger
name that are altered synthetically. The versions were provided with 3 different levels of alteration for central
obliteration, z-cut, and central rotation, which is shown in Figure 3.2.

3.3. Chaos Encryption with Hybrid Hyper Chaotic Mapping. Once the digital images were col-

lected, the process of encryption of the secret image is performed using the logistic map and henon mapping for
performing Chaos encryption for the process of henon map hybridization. Chaos encryption is used extensively
for reputation among researchers as it considers the inherent features of the chaos system. The chaos image
cryptosystem has two main phases: diffusion and permutation. At the diffusion phase, each of the pixel values
are altered and applied with the chaos sequences. The present research performs hyper chaotic mapping for
enhancing the digital chaotic maps that are evaluated in terms of chaoticity. The statistical properties have
contributed to the chaos based cryptography improvement. The bit reversal approach is used for addressing the
issues and the proposed chaotic model modifies the values that are represented with fixed numbers for reversing
these fractional bits’ order.
With the permutation phase, the permutation for the image pixel positions are performed which overcome the
scrambled time over the image without the image pixel value distribution. The diffusion phase and permutation
phases used the keys K; that generated the henon maps and logistic values. The Chaos encryption utilizes the
simplest chaotic maps that are called henon map which is mathematically provided in the equation (3.1). The
polynomial mapping of two degree uses logistic map that performs chaotic behaviour. The expression for the
logistic map is provided in the Eq. (3.1)

bnap=pxn (1—2n_1) (3.1)

where z,, is known as the Chaos sequence that ranges between [0,1] where the term p is called as the control
parameter which is ranging between (3.57,4).

The Modified Logistic Map’s chaotic behavior evaluates the model which highlighted it effectively. The pro-
posed method was analyzed included Bifurcation Diagram (BD), Lyapunov Exponent (LE), Shannon Entropy
(SE), Correlation Dimension (CD), Correlation Coefficient (CC), Phase Diagram, and Approximate Entropy
(ApEn).
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Bifurcation diagram The present research uses Bifurcation diagrams for distinguishing between chaotic and
non-chaotic regions. The logistic map showed limited values for parameters that suffered from the
periodicity values indicated in unshaded regions.

Lyapunov Exponent (LE) Similarly, the LE is having the desired characteristic for the chaotic map which
showed a desirable application under cryptography. The model showed slight changes in the control
parameter conditions. The positive LE value is represented the chaotic behavior whereas, the larger
LE values show better characteristics using chaotic mapping.

Shannon entropy The metrics that have been used for measuring the randomness in time series are due to
chaotic trajectories. Therefore, the chaotic map is evaluated based on the SE that lies in the range of
(0,1) that are divided into 210 partitions. The SE calculates the trajectories with the length of 215 that
has been used for controlling the parameters. The ideal SE value is equal to 10, which shows higher
randomness for a uniformly distributed chaotic trajectory that had visited equal partitions and showed
better ergodicity.

Correlation coefficient (CC) The CC is used for measuring the relationship among the chaotic trajectories
based on two experimental settings. The CC is used to calculate 2 trajectories that is having the
initial conditions at an extreme. These are closer to each other as it has the same control parameters.
Thus, the control parameters that are closer to one another starting with trajectories from the initial
conditions are considered.

Correlation dimension (CD) The CD is used to observe the geometric complexity of the chaotic attractor
that estimates the dimension level for a fractal. The CD measures the attractor with strangeness for
the chaotic map. The CD showed a high value which implied a chaotic trajectory that has a phase
space moved with the high fractal dimension. The trajectory has lies with the strange attractor that
has high irregularity, and unpredictable behaviors that are suitable for cryptography.

Phase diagram The phase diagram reveals more information related to chaotic behaviors which are based
on the one map iterations to investigate. The degree of complexity is based on the chaotic attractor
that is dependent on the confusion capability with respect to each of the iterations. The entire phase
is visited at the space and all these maps are successful in achieving ergodicity. The predictable curve
can map the susceptible attacks like a return map to perform the process of signal optimization. The
parabolic curve has leaked the information which is used for controlling the parameters for finding the
critical points based on the phase diagram.

Approximate entropy The ApEn is used to measure the complexity among the orbits that are generated with
distinct chaotic maps. The probability of chaotic orbits has demonstrated a new pattern thatincreases
with embedding dimensions. The ApEn values evaluate the same chaotic maps which are set using
the distinct parameter has the same bit precision values. The chaotic system showed better values of
sensitivity for the initial conditions when the parameter reached 4. The henon map has two dimensional
reversible non-linear chaotic maps which were iteration with the point as (z,,y,) mathematically
expressed as shown in the Eq. (3.2).

hmap= 1023 +Yn,  Ynr1=bay (3.2)

From the above Eq. (3.2), ae(0,1.4), be(0.2, 0.314) which are known as the control parameters that
are working using henon map which is dependent on the parameter values. The logistic and henon
map are hybridized five times for accomplishing the transient effect based on the parameter value of
the fingerprints as keys represented as K;. This type of chaotic orbit is obtained from the previous
step that is permutated with the diffusion phase on the plane image using Eq. (3.3) and (3.4).

xn+1:lmap+hmap (33)

mim (1) :permut@f(} (Tnt1p (1)), i=1,2,3,....pxq (3.4)

From the above Equation, p is known as the width and ¢ is known as the height of the plane image,
p(i)represents the pixel value of an original image, mim(i)called as the pixel value of an image. At last,
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Fig. 3.3: 3D images (a) Cover image, (b) secret image, (c) Encrypted secret image, (d) Stego image, (e)
Retrieved image, (f) Reconstructed fingerprint, (g) Reconstructed satellite image, (h) Reconstructed 3D image

the fingerprint image operates with a permutation process which uses an image generated by performing
the process of diffusion. It is performed on the permuted image by using the hybrid chaotic model. At
the diffusion stage, the output generated is cipher-image that is represented as ¢ (i) mathematically
expressed as shown in the Eq. (3.5).

c(t)=mim (i) ,i=1,2,3,...pxXq (3.5)

3.4. Embedding process and Extraction Process using Least Significant Bit and Decryption
Phase. Once the secret image is obtained image in the encryption process, with the cover image transformation,
the embedding process is carried out to hide the secret image. The secret image performs the encryption process
that considers the cover image transformation to embed the process as it is carried out. The LSB is called the
bit operator for the integer positions that embed the unit value. The minimum weighting value is replaced
with the sampled image pixels with the binary bits to provide information from the secret data which is hidden
inside the pixels. The main purpose is to extract secret information from the locations. Thus, the increase in
detection accuracy faces difficulty for the secret data. The pseudo random sequence is used for controlling the
location of the secret binary information which is embedded. The LSB model is simple and easy to implement.
The model is embedding and extracts the information with a higher rate of hiding capacity faster. The size
of the secret image is m x n/8 where the size of the cover image is represented as mxn. The 8 bit LSB has
the cover image bit value which is exchanged with the secret image bit value. Thus, the secret image embeds
the cover image and the values obtained are binary are converted to the decimal numbers. At the receiver
side, the LLSB operations are performed on the stego image with the hybrid hyper chaotic mapping. The Chaos
decryption with hybrid mapping is performed based on the generated cipher text. The extraction of the secret
image was limited with no loss in information and thus the secret image is the same as the original secret image,
which is shown in figure 3.3 and 3.4.

4. Results and Discussion. The experimental simulation is performed using a MATLAB (2018a) envi-
ronment that works with 8 GB RAM, i9 3.0 GHz processor, and 3 TB memory. Mathematical equations of
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Fig. 3.4: Lena images (a) Cover image, (b) secret image, (c¢) Encrypted secret image, (d) Stego image, (e)
Retrieved image, (f) Reconstructed fingerprint, (g) Reconstructed satellite image, (h) Reconstructed Lena
image

entropy value, PSNR, UACI, SSIM, and NCC were indicated in the Eq. (4.1-4.6).

m—1
)= 3 . logy—is (11)
=0 z

where p(m,,) represents the probability of symbol occurrence and m is known as the total number of symbols
represented as mgem.

, . , 2557
Peak signal to noise Ratio (PSNR)= 10 logyq (M—SE) (4.2)
p—1lg—1
Mean Square Error (MSE)=1/pq Z Z [ (z,y) —k (z,y)]? (4.3)
x=0y=0

where p and g are known as the row and the column of an image. k(z,y) is known as the decrypted image, and
I(x,y) is known as the original input image.

P g
Unified Average Changing Intensity (UACI)= 1 Z Z |Bv (@ y) —Ez (@, y)] x 100 (4.4)
Pq =i 255
Structural SIMilarity SSIM (z,y) = (zﬂw/gy+cl)<zgzy+02> (4.5)
(H3+pg+er)(oi+og+ca)
PN T (z,y) k(x,
Normalized Cross Correlation (NCC)= 2= 2y (@) Kz y) (4.6)

Z:l ZZ:l [I(.’L‘, y)]2
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Table 4.1: Results obtained by the proposed method for 3D mesh model used as cover image

Images PSNR| MSE | NCC | AD SSIM NAE
Reconstructed 3D 49.008 | 0.818 0.999 0.171 0.997 0.008
Stego Image 47.635 | 1.131 0.993 0.324 0.999 0.009

Table 4.2: Results obtained for the existing approaches for performing encryption

Images PSNR| MSE | NCC | AD SSIM | NAE
Proposed (Finger print) 99.007 | 0.002 0.998 0.004 0.995 0.003
Existing (Finger print) 17.617 | 1127.8 | 0.577 | 1.751 0.888 | 0.242
Proposed (Satellite) 99.008 | 0.007 0.992 0.003 0.997 0.009
Existing (Satellite) 10.219 | 6193.2 | 0.633 | 4.980 1.090 | 0.427

Table 4.3: Results obtained for the proposed method

Images PSNR| MSE | NCC | AD SSIM | NAE
Without double encryption i.e only logistic | 11.964 | 4136.6 | 0.743 29.94 1.550 0.355
method (Fingerprint)
Without double encryption i.e only logistic | 14.234 | 2456.8 | 0.469 1.674 0.809 0.432
method (Satellite)

Table 4.4: Results obtained for the proposed research work evaluated for different types of datasets such as
Fingerprint, Satellite Reconstructed, 3DImg, and Stego 3DImg

Images PSNR| MSE | NCC | AD SSIM NAE
Fingerprint 99.008 | 0.008 0.994 0.008 0.99 0.005
satellite 99.001 | 0.001 0.994 0.002 0.997 0.007
Reconstructed 3DImg | 49.381 | 0.752 0.994 0.15 0.995 0.005
Stego 3DImg 48.027 | 1.026 0.998 0.29 0.992 0.002

where = and y is known as the windows from the filter represented as ‘k’, I is called the original image,
o and pare called as the standard deviation that is having x andy as mean, ¢; and cy are represented as the
constants. Ejand E5 are indicated as encrypted images.

Average Difference (AD) calculates the difference among two adjacent frames on a set of images.

Signal to Noise Ratio (SNR) is defined as the ratio of signal power to the noise power, often expressed
in decibels.

4.1. Quantitative Analysis . The proposed method results are compared with the previous researches by
comparing with the previous researches that uses reconstructed 3D and Stego image for validating the results.

In table 4.1, the results obtained by the proposed method are shown in terms of PSNR values which are
obtained for the reconstructed 3D image. This has obtained 49.008 dB of PSNR values and Stego image of
47.635 dB. The MSE values for the 3D reconstructed image are obtained as 0.818 and 1.131. The value of
NCC is obtained as 0.999 and 0.993 for the reconstructed and Stego image. The Average Difference for the
reconstructed 3D image is obtained as 0.171 and for that of the Stego is obtained as 0.324.

In table 4.2, the proposed and the existing method logistic are evaluated in terms of PSNR, MSE, NCC,
AD, SSIM, and NAE. It is observed that the Proposed system yields better result comapred to exhisting system.

Table 4.3 shows the results obtained for the proposed and the existing methods evaluated in terms of PSNR,



Hybrid Hyper Chaotic Map with LSB for Image Encryption and Decryption 189

Proposed research work evaluated for different types of
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Fig. 4.1: Proposed research work evaluated for different types of datasets such as Fingerprint, Satellite Recon-
structed, 3DImg, and Stego 3DImg

Table 4.5: Results obtained by the proposed research work (I)

Images PSNR| MSE | NCC | AD SSIM | NAE
Stego Image 65.73 0.02 0.99 0.01 0.99 0.00
Existing (logistict+henon) 29.44 | 74.04 | 0.99 0.47 1.00 0.01
Without double encryption (only logistic) 26.33 151.52 | 0.98 0.94 1.01 0.03

Table 4.6: Results obtained by the proposed research work (II)

Images PSNR| MSE | NCC | AD SSIM | NAE
Finger_ print (Proposed) 55.77 | 7.26 0.71 0.31 1.00 0.01
Satellite(Proposed) 59.00 10.00 1.00 0.01 1.00 0.01
Satellite(Existing) 9.95 6588.95| 0.66 3.33 0.99 0.45
Fingerprint (Existing) 17.21 1236.69| 0.56 0.62 0.91 0.26
Without double encryption (Fingerprint) 8.61 8951.28| 0.60 64.93 | 2.84 0.52
Without double encryption(Satellite) 13.00 | 3259.43| 0.41 43.94 | 2.57 0.51

MSE, NCC, AD, SSIM, and NAE. The hybrid mapping algorithm consist of Logistc with henon map (as double
encryption) and only logistic map as existing systems used for the evaluation of results for both the fingerprint
and the satellite images. The Satellite images and the fingerprint images are used for the evaluation of the
results of the existing and proposed approaches. The proposed method for fingerprint and satellite images
obtained PSNR of 99.007 dB and 99.008dB better when compared to the existing approaches that obtained
PSNR of 17.61 dB for fingerprint images and 10.21 dB for the satellite image.

Table 4.4 and figure 4.1 shows the results obtained for the proposed method without double encryption
for satellite and fingerprint images. The PSNR values without double encryption uses logistic mapping for
encryption, it obtains 11.96 dB and 14.23 dB for the satellite image. The value of MSE for the proposed
method without double encryption for the fingerprint image and satellite image is is 4136.6.

Table 4.5 shows the results obtained for the proposed research work which validates the results for various
types of datasets such as fingerprint images, satellite images, reconstructed 3D images, and Stego 3D Images
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Table 4.7: Results obtained by the proposed research work (IIT)

Images PSNR| MSE | NCC | AD SSIM | NAE
Fingerprint 55.77 7.26 0.71 0.31 1.00 0.01
Satellite 59.00 10.00 1.00 0.01 1.00 0.01
Reconstructed 3DImg 64.35 0.03 1.00 0.01 0.99 0.00
Stego 3DImg 65.73 0.02 0.99 0.01 0.99 0.00

Table 4.8: Comparative Analysis for 2 D images

Authors Method PSNR (dB) | MSE

K. Abhimanyu Kumar Patro and Bibhu- | Dual-Layer Cross-Coupled | - 7764.3

dendra Acharya [18] Chaotic Map

Ebrahim Zarei Zefreh [19] DNA level permutation- | 21.27 -
based logistic map

Tahir Sajjad Ali and Rashid Ali [20] Permutation  Substitution | 21.19 497.39
And Boolean Operation

Proposed method Hybrid Hyper Chaotic map- | 65.73 108.7
ping

Table 4.9: Comparative Results for 3D mesh images

Authors Methods SNR (dB)

Ting Luo [11] Reversible data hiding in the encrypted domain 33.89
(RDH-ED)

Wanli Lv [14] Multiple Most Significant Bit (Multi-MSB) 40

Proposed Hybrid Hyper Chaotic mapping 77.85

4.2. Comparative Analysis. Table 4.8 is the comparative analysis of the proposed and the existing
models. The values of the PSNR and MSE are validated for existing methods for the standard MATLAB
datasets. Table 4.9 shows the results obtained for the 3D mesh model images that are evaluated in terms of
SNR (dB).

The existing model Dual-Layer Cross-Coupled Chaotic Map consumed more resources that resulted in
7764.3 MSE values. DNA level permutation based logistic map obtained 21.27 dB of PSNR values due to
compatibility of techniques. Also, Permutation Substitution and Boolean Operation obtained PSNR of 21.19
dB and MSE of 497.39 as they used unrealistic requirements. Whereas, the proposed hybrid Hyper Chaotic
mapping obtained PSNR of 65.73 dB and MSE of 108.7 of MSE.

5. Conclusion. The present research proposed a highly secured transmission network for real-time world
applications. The hybrid map was implemented for ensuring the integrity of the data and the privacy of the
secret image. The proposed hybrid hyperchaotic encryption was used for performing encryption of the images
based on Chaos encryption with hybrid mapping that consisted of logistic and henon maps. Yet, improvement
was required for the direct and indirect recursions which were performed by combining the hybrid chaotic
mapping-based encryption technique. Compared to the existing research, the proposed method has used a
huge size of images that reduced the time complexity. The results obtained by the proposed method showed
better enhancements in terms of SNR for the 3D Mesh model dataset as 77.85 dB better compared to the
existing models that achieved Reversible data hiding in the encrypted domain (RDH-ED) of 33.89 dB and
Multiple Most Significant Bit (Multi-MSB) 40 dB. Also, the results obtained by the proposed Hybrid Hyper
chaotic mapping showed PSNR of 65.73 dB better when compared to the existing Permutation Substitution of
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Fig. 4.2: 3D mesh model images evaluated in terms of SNR, (dB) of different

21.9 dB and Boolean Operation of 21.27 dB.
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AN EFFICIENT NOVEL APPROACH WITH MULTI CLASS LABEL CLASSIFICATION
THROUGH MACHINE LEARNING MODELS FOR PANCREATIC CANCER

P. SANTOSH REDDY *AND M. CHANDRA SEKHAR 1

Abstract. Pancreatic cancer is right now the fourth largest cause of cancer-related deaths. Early diagnosis is one good
solution for pancreatic cancer patients and reduces the mortality rate. Accurate and earlier diagnosis of the pancreatic tumor
is a demanding task due to several factors such as delayed diagnosis and absence of early warning symptoms. The conventional
distributed machine learning techniques such as SVM and logistic regression were not efficient to minimize the error rate and
improve the classification of pancreatic cancer with higher accuracy. Therefore, a novel technique called Distributed Hybrid
Elitism gene Quadratic discriminant Reinforced Learning Classifier System (DHEGQDRLCS) is developed in this paper. First,
the number of data samples is collected from the repository dataset. This repository contains all the necessary files for the
identification of prognostic biomarkers for pancreatic cancer. After the data collection, the separation of training and testing
samples is performed for the accurate classification of pancreatic cancer samples. Then the training samples are considered
and applied to Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learning Classifier System. The proposed
hybrid classifier system uses the Kernel Quadratic Discriminant Function to analyze the training samples. After that, the Elitism
gradient gene optimization is applied for classifying the samples into multiple classes such as non-cancerous pancreas, benign
hepatobiliary disease i.e., pancreatic cancer, and Pancreatic ductal adenocarcinoma. Then the Reinforced Learning technique
is applied to minimize the loss function based on target classification results and predicted classification results. Finally, the
hybridized approach improves pancreatic cancer diagnosing accuracy. Experimental evaluation is carried out with pancreatic
cancer dataset with Hadoop distributed system and different quantitative metrics such as Accuracy, balanced accuracy, F1-score,
precision, recall, specificity, TN, TP, FN, FP, ROCsyc, PRCayc, and PRC 4ps. The performance analysis results indicate that
the DHEGQDRLCS provides better diagnosing accuracy when compared to existing methods.

Key words: Pancreatic cancer diagnosis, Kernel Quadratic Discriminant analysis, Elitism gradient gene optimization, Rein-
forced Learning technique, Hadoop distributed system.

AMS subject classifications. 68T05

1. Introduction. PDAC (pancreatic ductal adenocarcinoma) is still an incurable cancer that kills a lot
of people. Despite breakthroughs in the identification and treatment of other gastrointestinal cancers, such as
colorectal and gastric cancers, PDAC mortality rates only slightly exceed the number of newly diagnosed cases,
with 5-year survival rates as low as 3-15 percent 3,4. These poor results are due to late and incurable stage
diagnosis, as well as significant chemo-resistance in tumours[7|[8]. Most treatment approaches are rendered
useless due to the latter. The importance of early diagnosis is well recognised, and various healthcare groups
have advocated for a move toward early detection. A lot of findings indicate the advantages of early PDAC
detection.

Patients diagnosed with stage I illness have a higher chance of surviving than those diagnosed with later
stages. Similarly, when compared to PDAC [2] detected when individuals have symptoms, incidentally diagnosed
PDAC is related with longer median survival. Patients diagnosed at an operable stage have a significantly higher
chance of survival than those detected at an inoperable stage. Unfortunately, up to 85% of instances are not
surgically resectable when they are discovered, and in the United Kingdom, more than half of cases are detected
after a non-specific illness course that results in an emergency hospital admission 10-13.

Biomarkers may play an important role in the early detection of PDAC by enriching for persons in high-risk
groups who are more likely to develop cancer, allowing doctors to prioritize individuals for screening. Despite

*Department of Computer Science and Engineering, Presidency University, Bengaluru, India (santosh.reddyp@
presidencyuniversity.in)

fDepartment of Computer Science and Engineering, B. N. M. Institute of Technology, Bengaluru, India (mchandrasekhar@
presidencyuniversity.in)

193



194 P. Santosh Reddy, M. Chandra Sekhar

thousands of articles, no one candidate biomarker for the early identification of PDAC has been translated
into clinical application. Indeed, developing biomarkers for this disease has distinct hurdles. Due to the
low prevalence of PDAC, obtaining the sufficient number of samples for biomarker development is difficult,
necessitating extensive national and international collaborations. Pancreatic tumors are extremely diverse,
both within and between people.

As a result, single biomarkers are unlikely to be sensitive enough to detect PDAC, and compre-hensive
panels of biomarkers will be necessary. PDAC biomarker research requires an understanding of and accounting
for any confounding factors68. The majority of important studies now include illness controls, such as chronic
pancreatitis. 68 Furthermore, people are becoming more aware that obstruc-tive jaundice can contribute to
false-positive biomarker results69-71. The fact that a large percentage of PDAC patients have diabetes mellitus
(DM), 50 is not adequately accounted for in biomarker re-search, and developing biomarkers risk being associated
with DM rather than PDAC.

Finally, a key limitation in early detection studies for PDAC has been the lack of specialized pre-diagnostic
groups. When weighing the cost vs. value of a biomarker-assisted screening programme, take into account the
costs of both the first screening and the subsequent tests required to confirm the diag-nosis. Since both genuine
positive and false positive tests necessitate additional investigation, high spec-ificity biomarkers are required.

Pancreatic cancer is the fourth most prevalent cause of cancer death and the second most common cause
of death from neoplasms that disrupt digestion. Regular pancreas segmentation, on the other hand, remains
a point of contention for the following reasons: 1) CT scans with low soft tissue contrast. 2) Significant
anatomical differences. In terms of size and placement in the abdominal cavity of patients, the pancreas is
very unpredictable anatomically [6][9]. The pancreas is a flexible tissue that yields. As a result, the shape and
appearance of the pancreas fluctuate significantly between individu-als.

1.1. Contributions of the paper. In order to solve the existing issues, a novel DHEGQDRLCS is
introduced. The contribution of the proposed DHEGQDRLCS is listed below:

e To improve the pancreatic cancer diagnosis accuracy, a novel DHEGQDRLCS technique is introduced
as a reliable diagnostic tool to improve the clinical practicality for diagnosing pancreatic cancer early
based on hybridization of Kernel Quadratic Discriminant Function, Elitism gradient gene optimization,
and Reinforced Learning technique.

e A Kernel Quadratic Discriminant Function is applied to the DHEGQDRLCS technique for analyzing
the correlation between the data samples and the class means value by using the kernel function. Then
the Elitism gradient gene optimization technique finds the maximum correlated results for classifying
the samples into a particular class. After that, reinforcement learning is applied to find the minimum
loss function. This process increases the accuracy and minimizes incorrect pancreatic classification.

e Extensive experimentation is conducted with Hadoop distributed system to measure the performance of
the DHEGQDRLCS technique and other related works. The obtained result shows that our proposed,
DHEGQDRLCS technique provides better performance than the existing Distributed eSVM (DeSVM)
and Distributed eLR (DeLR) Models.

2. Literature Survey. In a recent analysis of 3.9 million cancer patients from seven countries (Australia,
Canada, Denmark, Ireland, New Zealand, Norway, and the United Kingdom) assessing seven cancer sites
(esophagus, stomach, colon, rectal, pancreas, lung, and ovary), PDAC was found to have the lowest 5-year
survival rates (ranging from 7.9 percent in the UK to 14.6 percent in Australia). 4 Early discovery will
undoubtedly aid in the improvement of these statistics, and as our review demonstrates, progress has already
been made. The development and validation of biological and epidemiological markers will benefit from the
construction of new customized cohorts (of people with NOD or symptoms).

Careful and ethical use of existing data, whether via social media or electronic health records, can help
prediction models, while Al applied to imaging can help discover lesions early. Identifying the small number of
people with MCLs who are at the highest risk of developing PDAC is still a major knowledge gap in the field
of mucinous cysts. Much work, including the ongoing trials discussed here, has to be done to enhance the early
detection of PDAC. The ongoing cohort studies are critical in many ways, not least because they help to raise
awareness of PDAC symptoms and their relation to NOD among healthcare practitioners and patients.
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Early detection advances will be combined with therapy advances to help people with PDAC live longer.
According to the concept of regular automation algorithms, Support Vector Machine is an urgent classification
algorithm for categorising data connected to the calculation of Wisconsin Breast Cancer data in a short amount
of time [10]. Proportion of relative outcomes for four alternative algo-rithms for data retrieval and automatic
automation in terms of efficacy and effectiveness. Initiates a new function for the benefit of the medical health
system, with the purpose of predicting an average patient’s outcome in the analysis of electronic medical
processes and the recognized parameters of parameters developed for optimal operation [11].

The application coordination with the estimation of data for variable effects, categories of ef-fects, and the
threshold parameter to identify the disease diagnosis generally provides efficient prognos-tic data. They use
and cover medical proceedings for blood cancer, heart failure, and diabetes [12]. Using data from combination
radiation (EBRT) and brachytherapy (BT), construct a function based on the red convolution neural represen-
tation to analyse rectal prescribed amount sharing and forecast rectal toxicity in patients with uterine cancer
[13]. To have an impact on patient data, they established a place to live and transfer approach.

To increase the dates for video data losses and loss factors, the adaptive synthetic model technique is
applied. To construct RSDM discriminate regions with the calculation model, create Gradi-ent Activation
Weight Map (Grad-CAM) classes[19][20]. A combination of experimental results is used to examine the CNN-
based representation for predicting rectal dose by means of transfer therapy for uterine cancer radiation.

A novel machine learning technique with the twin support vector machine (TWSVM) was developed in [21]
(i.e. distributed extended SVM) for identifying pancreatic cancer early. However, the higher pancreatic cancer
detection accuracy was not achieved. Unconditional and conditional logistic regression models were developed
in [22] (i.e. Distributed extended LR) for pancreatic cancer diagnosis by measuring the relationship between
fasting glucose levels and pancreatic cancer risk. But, the higher precision and recall analysis was not achieved.

A Fully Automatic Deep Learning Framework was developed in [23] for Pancreatic Ductal Adenocarcinoma
Detection. But the Framework was not efficient to perform the multiclass classification. Multi-Omics DEep
Learning for Prognosis-correlated subtyping (MODEL-P) was developed in [24] to identify Pancreatic Ductal
Adenocarcinoma Pancreatic But it failed to improve the robustness of the deep learning model while handling
more samples for pancreatic cancer detection. Three classification algorithms namely linear discriminant, anal-
ysis (LDA), support vector machine (SVM), and k-nearest neighbor (KNN) were developed in [25] for the
classification of benign and malignant pancreatic tumors. However, the designed algorithms failed to establish
a more reliable classification model for the accurate detection of pancreatic cancer.

Different Blood biomarkers classes were analyzed in [26] for differential diagnosis and early detection of
pancreatic cancer. But the analysis was not considered with a large number of samples. A grouped” neural
network (GrpNN) architecture was designed in [27] to generate a dimensionally reduced vector for early detec-
tion of pancreatic cancer. But it failed to apply to multi-modal clinical data sets. A combinatorial approach
consisting of Particle Swarm Optimization (PSO), Artificial Neural Network (ANN), and Neighborhood Com-
ponent Analysis (NCA) iterations was developed in [28] for pancreatic cancer diagnoses. But, the performance
of pancreatic cancer detection was not improved.

3. System architecture. The system architecture is the conceptual model that describes the structural
views. A system architecture also consists of the number of processes involved and works together to implement
the overall system.

Figure 3.1 illustrates the system design architecture. First, the input is collected from the corresponding
dataset. Then the input data gets preprocessed. Pre-processing is an essential step in the data mining process
for transforming the raw data into a structured format that helps to improve accuracy and minimize time
complexity. Next, data separation is performed to split the preprocessed dataset into the testing and training
data. In machine learning, data separation is used to avoid overfitting. It is a modeling error that occurs when a
function is too strongly fit to a limited set of data points. Then the testing and training samples are given to the
machine learning techniques such as Distributed Extended Support Vector Machines (i.e.: Distributed eSVM),
Distributed Extend Logistic Regression Model, and Distributed Hybrid Elitism gene Quadratic discriminant
Reinforced Learning Classifier System. These techniques train a model on known input data and provide future
outputs. The processes of three machine learning techniques are described as given below.
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3.1. Distributed eSVM. Distributed Extended Support Vector Machines (DeSVM) [21] is a data classi-
fication approach that uses hyperplanes to categorize the data into different classes. In DeSVM, Distributions
are considered any population of data that has scattered in the two-dimensional space. The DeSVM technique
is often useful for data with non-regularity, or data with an unknown distribution. Let us consider the DeSVM
has two types of values, which are shown in figure 3.2.

Figure 3.2 illustrates the DeSVM principle used to build numerous separating hyperplanes from labeled
data, dividing the data space into different classes where only one type of data is distributed in each segment.
The DeSVM technique is often useful for data with non-regularity, or data with an unknown distribution [18].
To solve the classifier, then draw the straight line y = ax + b that separates the red and blue items to classify

the data above and below.
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Figure 3.3 illustrates the classification results of DeSVM. DeSVM generates the multiple separating hyper-
planes such that the data space is divided into multiple classes and each segment contains only one type of
data. The DeSVM works based on finding a decision boundary (i.e hyperplane) between binary classes and
maximizing the margin i.e. the distance between the decision boundary and the closest data points.

3.2. Distributed Extend Logistic Regression Model (Modified Linear Regression). The Dis-
tributed Extend Logistic Regression Model (DeLR) [22] is a machine learning technique employed to analyze
the relationship between one or more independent variables (x) on the training data set and a dependent vari-
able (y). By applying a Linear Regression, that employs a linear function called a hypothesis. To solve the
parameters of this hypothesis equation, the cost function also known as the squared error function is minimized
for regression problems. These parameters are determined using the gradient descent approach.

Figure 3.4 illustrates the process of Logistic Regression where the modeling technique provides the rela-
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tionship or correlation between the dependent and independent variables. Logistic Regression is a type of
prescriptive modeling technique that measures the relationship or correlation between the dependent and inde-
pendent variables. In the two-dimensional space, ‘x’ axis represents the independent variable and ‘y’ represents
the dependent variable.

Linear regression with only one variable is represented as

y = AX + B (3.1)
Multiple linear regression is expressed as
y = Ao+ A1xX1 + AoxXo + Ak X3+ ... A x X, (3.2)
where A denotes a coefficient. The goal of machine learning is to establish a mapping between data
f:X—>Y (3.3)

The mapping (f) between input variables ‘X’ and output variables ‘Y” is represented by a regression model.
The Logistic Regression specifies a line that fits the relationship between the input variable (X) and the output
variable (Y) by determining the specific weight of the input variable coefficient. The hypothesis analysis the
training and testing results and provides the predicted output. Finally, the classification result with minimum
error is obtained.

3.3. Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learning Classifier
System. A Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learning Classifier System
(DHEGQDRLCS) is an adaptive system that integrates machine learning, evolutionary computing, and other
heuristics to deal with a Pancreatic Cancer diagnosis. The conventional DeSVM and DeLR single optimal
models not having the ability to perform accurate multiclass classification while considering a large volume of
input samples. Contrary to the conventional method, the purpose of DHEGQDRLCS is to accomplish the issue
of a single optimal model by constructing a hybridized model. In other words, the DHEGQDRLCS have the
ability to solve the multi-class classification while handling the large volume of input samples by integrating
three different techniques namely Elitism gradient gene optimization, Reinforcement algorithm, and kernel
Quadratic discriminant analysis.

Figure 3.5 depicts the architecture diagram of the proposed DHEGQDRLCS to perform accurate Pan-
creatic Diagnosis. Let us consider the Pancreatic dataset D‘and collect the number of 590 data samples
S; € 51,52,855,..5, . The 590 urine samples are collected for the four biomarker panels, including 183 con-
trol samples, 208 benign hepatobiliary disease, and 199 pancreatic ductal adenocarcinomas (PDAC) samples.
The four biomarker panels are creatinine, LYVE1, REG1B, and TFF1. The dataset includes 14 columns (i.e.
attributes) listed in table 3.1.

After the data collection, training and testing are identified for pancreatic cancer diagnosis. Then the pro-
posed technique performs samples are separated into training and testing subsets. The separation of training
and testing is a technique used for evaluating the performance of a machine learning algorithm. It is also used
for solving classification problems for any supervised learning algorithms. The process involves taking a dataset
and dividing it into two subsets. The first subset is called as training dataset set used to fit the machine learning
model. The second subset called the testing dataset is used to train the model rather than the input provided to
the model. In the proposed technique, each subset has half of the samples. After the separation, the pancreatic
cancer diagnosis is performed using Distributed Hybrid Elitism gene Quadratic discriminant Reinforced Learn-
ing Classifier System (DHEGQDRLCS). The proposed DHEGQDRLCS technique integrates three methods as
Elitism gradient gene optimization, Reinforcement algorithm, and kernel Quadratic discriminant analysis to
diagnose pancreatic disease.

The proposed DHEGQDRLCS first uses the kernel Quadratic discriminant analysis for analyzing the testing
and training samples. Kernel Quadratic discriminant analysis is a supervised machine learning classifier used
to classify the samples into two or more classes based on likelihood estimation with help of Gaussian kernel
functions. A likelihood method is a measure of the relationship between the training and testing data samples.
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Let us consider the number of training samples in the dataset. First, the number of classes ‘C; =
‘Ch,Co,..'C,, are defined. The mean value of the class is calculated as given below:

M, = % > (3.4)

From (3.4), M, denotes a mean value of class and n denotes the number of training samples ‘S;’. Therefore,
the correlation between the mean and samples is measured by applying a Kernel Quadratic discriminant analysis
as given below:

[8i = Mej| W (3.5)

1
R (S;, M.;) = T dexp —-0.5 l pi

where R (S’i7 M. j) represents a Kernel Quadratic discriminant analysis output, d represents the deviation, M,
represents the mean of the class, .S; indicates a training sample. After that, the maximum correlation for the
training samples being classified into the particular class is identified through the Elitism gene optimization
technique.

Elitism gradient gene optimization is a metaheuristic evolutionary algorithm to generate high-quality so-
lutions in the search problems (i.e. finding maximum correlated results. By applying the Elitism gradient
gene optimization technique, first, the population of genes (i.e. correlations between the samples and mean of
classes) are initialized in search space.

W =Ry (Si,M.;), Ry (Si,Me;) Ry (Si, Me;) (3.6)
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Table 3.1: Attribute descriptions

S.no Attributes Description

1 sample_id id of the sample

2 patient__cohort Any group of individuals affected by common diseases,

3 sample_origin origin of the patient samples (BPTB: Barts Pancreas Tissue Bank)

4 Age Patient age

5 sex M- Male
F-Female

6 diagnosis 1. non-cancerous pancreas
2.benign hepatobiliary disease i.e., pancreatic cancer,
3. Pancreatic ductal adenocarcinoma

7 stage stages of pancreatic cancer IA, IB, ITA, I1IB, III, IV

8 benign_sample_ diagnosis | benign hepatobiliary disease samples

9 plasma_ CA19_9 Monoclonal antibody levels in blood plasma, which are frequently
elevated in pancreatic cancer patients.

10 creatinine Creatinine is a protein that commonly utilized as a kidney function
indicator

11 LYVE1 Lymphatic vessel endothelial hyaluronan receptor 1 is a protein
discovered in the urine that may have a role in tumour spread

12 REG1B Urinary levels of a protein linked to pancreatic regeneration,

13 TFF1 Urinary Trefoil Factor 1 levels evaluated, which could be linked to
urinary tract regeneration and repair

14 REGI1A REG1A: Urinary levels of a protein connected to pancreatic regen-
eration,

After the initialization, the fitness is measured based on the gradient ascent function also often called
steepest descent for finding a local maximum of a function (i.e. arg max).

F (W) = arg max R (S;, M.;) (3.7

where F' (W) indicates the fitness function, arg maz denotes an argument of the maximum function. After
that, the Elitism selection operation is applied to a gene optimization for finding the fittest individual among
the populations by setting the threshold ‘t. Therefore, the optimal selection procedure is obtained as follows,

Z, - { F (W) >t; select individuals (3.8)

Otherwise; Reject the individuals

where Z, denotes an elitism selection outcome (i.e. predicted classification results), ¢ denotes a threshold,
f (X) indicates fitness. In this way, optimum correlated results are identified and classified the sample into
a particular class. As a result, the optimum correlated results are used to provide the final predicted output
classification results.

Then applying the model-free reinforcement algorithm considers the state-action pair at each time step
to predict the accurate classification results by minimizing the loss function. The state-action pair in the
reinforcement algorithm finds the total amount of expected rewards for taking an action from the state. The
state describes the current situation of the classifier whereas the action describes the set of possible decisions
made after observing the results space (i.e. loss function) from the states.

During the learning process, loss of the classification is estimated based on the target class and the predicted
classification results as given below,

l= (% —-2,)° (3.9)
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Zy =71+ B max Z'(s,a) (3.10)

where [ denotes a loss function, Z; indicates a target classification result, ‘Z,’ predicted classification results, r
denotes a reward, 8 discount factor that denotes between 0 and 1, maxz Z'(s,a) denotes a maximum predicted
reward from all possible actions. In order to minimize the loss function, the output results get updated based
on the learning rate.

ZP(t+1) =2Zp+ 7 (r+ B max Z/(37a) - Zp)2 (3.11)

where Zp( denotes an updated value of the output functions, Z, indicates the previous classification

t+1
value, 7 deno)tes a learning rate (0 < 7 < 1), r denotes rewards,$ indicates a discount factor between 0 and
1. This process is iterated until finding the minimum loss. Finally, accurate classified results are obtained.
Based on classification results, non-cancerous pancreas, benign hepatobiliary disease i.e., pancreatic cancer,
and Pancreatic ductal adenocarcinoma are correctly diagnosed with minimum error. The DHEGQDRLCS

algorithmic process is explained as follows:

// Algorithm 1: Distributed Hybrid Elitism gene Quadratic discriminant Reinforced
Learning Classifier System

Input: Dataset, Number of data samples S; = S1, S2,...Sn
Output: Improve the pancreatic diagnosing accuracy

Begin

Collect the data samples ¢ S; = 51, Ss,...S, from the dataset
Separate testing and training samples

For each training samples ‘ S;’

Define number of classes ‘C;’

for each class ‘C;

Compute mean value ‘M.’

end for

Measure the correlation between training samples and mean value ‘R (S;, M;)’
Obtain multiple correlation results

Generate the population of correlation results ‘X °

For each individual ‘R (S;, M, ;)" in population

Measure the fitness ‘f (X)’

Apply elitism selection ‘Z,’

if (f (X) >t) then

Select the individuals

Classify the data into particular class

else

Reject the individuals

End if

For each classification results ‘Z,’

Compute the loss function ‘I’

Update the results ‘7, ’

Obtain the classification results with minimum loss

End for

End

Algorithm 1 describes the step-by-step process of the proposed DHEGQDRLCS for accurate pancreatic
disease diagnosis. First, the number of data samples is collected from the dataset. The collected data are
separated into testing and training. The input training data samples are given to the hybrid learning clas-
sifier system. The proposed classifier analyzes the training data samples with the mean of kernel Quadratic
discriminant function. Then the maximum correlation results are identified by applying the Elitism gradient
gene optimization. Initialize the population of correlation results. Then gradient ascent function is applied to



202 P. Santosh Reddy, M. Chandra Sekhar

measure the fitness of the individual. Followed by, the elitism selection procedure is applied for finding the
maximum correlated results. Finally, the samples that highly correlated to the mean value are classified into
that particular class. In this way, classification results are obtained. Finally, model-free reinforcement learning
is applied for minimizing the loss function by updating the learning rate. In this way, accurate classification
results are observed. Based on classification results, pancreatic cancers are correctly identified.

4. Experimental settings. In this section, experimental evaluation of proposed DHEGQDRLCS and
existing DeSVM [21] and DeLR [22] are implemented in Java language with Hadoop distributed system by using
a pancreatic dataset. In this article, the Hadoop Distributed System is applied that provides high-performance
data access while handling a large volume of datasets. The pancreatic dataset includes 590 data samples
and 14 attributes. The 590 urine samples are collected for the four biomarker panels, including 183 control
samples, 208 benign hepatobiliary disease, and 199 pancreatic ductal adenocarcinomas (PDAC) samples. The
attributes are sample__id, patient_ cohort, sample_ origin, Age, sex, diagnosis, stage, benign_ sample_ diagnosis,
plasma_ CA19 9, creatinine, LYVE1l, REG1B, TFF1, and REG1A. The original dataset is divided into three
subsets such as dataset 1, dataset 2, and dataset 3 to compare the accuracy in this paper.

5. Performance evaluation under various metrics. In this section, the performance analysis of the
proposed DHEGQDRLCS and existing DeSVM and DeLR are discussed with different metrics such as accuracy,
precision, recall, F1_Score, Specificity, true negative (TN), true positive (TP), False negative (FN), False
positive (FP), ROC_AUC, PRC_AUC, and PRC__APS.

Accuracy: It is defined as the number of data samples that are correctly diagnosed into different classes. The
accuracy is calculated as given below:

TP+TN
A = 1 1
ceuracy TPYTN+ FP L FN * 100 (5.1)

where T P indicates a true positive i.e. number of data samples correctly diagnosed as the non-cancerous
pancreas or benign hepatobiliary disease i.e., pancreatic cancer, or Pancreatic ductal adenocarcinoma,
TN indicates a number of true negatives i.e. normal samples correctly diagnosed as normal, F'P
represents the false positive i.e. normal samples incorrectly identified as pancreatic cancer, F'IN indicates
a false negative i.e. cancer samples incorrectly identified as normal.

Precision: The precision is computed as given below:

TP

TP+FP] %100 (5.2)

Precision = {

where, TP denotes the true positive, F'P symbolizes the false positive.
Recall: The formula for calculating the recall is given below:

Recall = [ } x 100 (5.3)

TP+ FN

where T P represents the true positive, FN symbolizes the false negative.
F1_ Score: It is estimated based on the average mean of precision as well as recall. The F1_ Score is formulated
as given below:

Precision * Recall

F1_ Score = [2 * } * 100

Precision + Recall

Specificity: It is the test’s ability to correctly reject healthy samples without a condition. The Specificity is
measured as follows:

N
LA S 4
TN+FP]* 00 (54)

Speci ficity = [

where T'N represents the true negative, F'P symbolizes the false positive.
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Table 5.1: Comparison of Statistic

Parameters Statistic
Existing DeSVM Existing DeLR Proposed DHEGQ-
DRLCS
Accuracy 23.71 18.60 25.45
Balanced accuracy 15.27 17.69 18.98
F1_ Score 13.27 2.14 14.47
Precision 13.24 15.70 16.21
Recall 13.12 19.54 20.58
Specificity 24.81 5.72 25.24
TN 25.57 22.21 19.78
TP 20.02 21.52 22.45
FN 23.89 20.74 19.44
FP 25.57 22.22 19.86
ROC_AUC 15.1 17.31 18.91
PRC_AUC 19.47 5.70 20.51
PRC__APS 21.18 9.07 22.22
30

.3\9 Parameters

W Existing DeSVM
M Existing DelLR
Proposed DHEGQDRLCS

Fig. 5.1: Performance results of statistic

P- value: p-value is the particular statistical measure, such as the mean or standard deviation for the null
hypothesis test.

X—p
g

P —value =

where X denotes input samples, ¢ mean and ‘o’ denotes a deviation.

The performance analysis of the DHEGQDRLCS technique is conducted and results are depicted in table
5.1 and graph 5.1.

Figure 5.1 depicts the performance results of statistics with respect to a number of parameters such as
Accuracy, balanced accuracy, F1-score, precision, recall, specificity, TN, TP, FN, FP, ROC__AUC, PRC__AUC,
and PRC__APS. In figure 5.1, three different colors green, blue and red indicate the performance outcomes
of the statistic using three methods namely Proposed DHEGQDRLCS, Existing DeSVM, and Existing DeLR
respectively. Figure 5.1 clearly shows that performance results of statistics are significantly improved using



204 P. Santosh Reddy, M. Chandra Sekhar

Table 5.2: Comparison of the p-value

p-value
Existing DeSVM Existing DeLR Proposed DHEGQ-
DRLCS
Accuracy 7.00E-06 0.00 0.00
Balanced accuracy 0.000483 0.00 0.00
F1_Score 0.001312 0.34 0.00010
Precision 0.001333 0.00 0.00010
Recall 0.001417 0.00 0.00
Specificity 4.00E-06 0.06 0.00
TN 3.00E-06 0.00 0.00
TP 4.50E-05 0.00 0.00
FN 6.00E-06 0.00 0.00
FP 3.00E-06 0.00 0.00
ROC_AUC 0.000526 0.00 0.00
PRC_AUC 5.90E-05 0.06 0.00001
PRC_APS 2.50E-05 0.01 0.00001
4.00E-01
3 50E-01
3.00E-01 l
~ ’\ =#=Existing DeS VM
P 230801 ! \ —8—Existing DeLR
il-om‘:-m [ \ Proposed DHEGQDRLCS
1.50E-01
1.00E-01 II \\
5.00E-02
0.00E+00 4‘—'1— i l' -t
w"& 9o
s
&
ad parﬂmerers

Fig. 5.2: Performance results of the p-value

proposed DHEGQDRLCS when compared to existing DeSVM and DeLR. This is because the DHEGQDRLCS
uses the kernel Quadratic discriminant function to analyze the training samples and identify the maximum
correlated results by applying the Elitism gradient gene optimization. Based on the optimization results, the
accuracy of pancreatic cancer diagnosis is increased by improving the true positive and minimizing the true
negative, true positive, and false negative.

The experimental results of p-value using three methods Proposed DHEGQDRLCS, existing DeSVM, and
existing DeLLR are shown in table 5.2 and Figure 5.6. The p-value is a statistical test that measures the
probability of extreme results of the statistical hypothesis test. Among three different methods, the proposed
DHEGQDRLCS provides an improved performance than the other two existing methods. As shown in figure
5.6, the DHEGQDRLCS obtains the p-value equal to 0. 000 are lesser than which is less than. 05. Then, the
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Table 5.3: Comparison of Mean and Standard deviation using dataset 1

Parameters Mean Standard deviation
Existing| Existing| Proposed Existing| Existing| Proposed
DeSVM| DeLR DHEGQ- DeSVM| DeLR DHEGQ-
DRLCS DRLCS

Accuracy 0.77 0.75 0.79 0.02 0.02 0.01
Balanced ac-| 0.68 0.68 0.69 0.02 0.03 0.01
curacy

F1_ Score 0.42 0.42 0.43 0.03 0.04 0.02
Precision 0.35 0.33 0.37 0.03 0.04 0.02
Recall 0.54 0.57 0.58 0.04 0.05 0.03
Specificity 0.81 0.79 0.85 0.02 0.02 0.01

TN 347.5 338.60 364.20 7.6 8.78 5.63

TP 43.5 45.70 46.90 2.84 3.86 2.33

FN 36.5 34.30 33.10 2.84 3.86 2.21

FP 82.3 91.20 65.60 7.42 8.60 5.58
ROC_AUC 0.71 0.72 0.73 0.03 0.04 0.03
PRC__AUC 0.34 0.37 0.38 0.03 0.02 0.01
PRC__APS 0.34 0.38 0.39 0.03 0.02 0.01

400 104
150 o

—#—Existing DeSVM —4—Existing DeSVM

100 1 —8—Existing DeLR
50 + s .&
0l aa-g . hm-m $eopoved
& S £ O . o & LH
7 Pl
N

Standard deviation

—8—Existing DeL B

Proposed

DHEGQDRLCS DHEGQDRLCS

Parameters Parameters

Fig. 5.3: (a) Performance results of mean deviation using dataset 1; (b) Performance results of standard
deviation using dataset 1

results are statistically significant.

Table 5.3 and figure 5.3 reveal the experimental results of the mean and standard deviation using dataset 1.
The performance of the mean is estimated using three methods DHEGQDRLCS, existing DeSVM, and existing
DeLR depending on a number of parameters. From the observed results, it is demonstrated that the proposed
DHEGQDRLCS technique provides improved mean value results and minimizes the deviation when compared
to existing techniques. Let us consider the input data samples, the mean of the DHEGQDRLCS technique by
computing the accuracy is 0.79, and the accuracy of existing DeSVM and DeLR are observed as 0.77 and 0.75
respectively. Similarly, the various parameters are estimated to get final results.

Figure 5.4 illustrates the experimental results of mean and standard deviation with the different numbers
of parameters. As shown in the figure, the mean and standard deviation is estimated by using three methods
DHEGQDRLCS, existing DeSVM, and existing DeLLR. Among the three methods, the performance of mean
using DHEGQDRLCS is improved and the standard deviation is minimized when compared to DeSVM and
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Table 5.4: Comparison of Mean and Standard deviation using dataset 2

Parameters Mean Standard deviation
Existing| Existing| Proposed Existing| Existing| Proposed
DeSVM| DeLR DHEGQ- DeSVM| DeLR DHEGQ-
DRLCS DRLCS

Accuracy 0.79 0.74 0.80 0.01 0.02 0.01
Balanced 0.59 0.69 0.70 0.04 0.04 0.03
accuracy
F1_ Score 0.3 0.43 0.44 0.07 0.04 0.03
Precision 0.31 0.33 0.36 0.04 0.03 0.02
Recall 0.3 0.62 0.63 0.11 0.06 0.05
Specificity 0.88 0.77 0.89 0.02 0.02 0.01
TN 378 330.40 319.70 9.4 6.77 5.71
TP 24.2 49.20 50.00 8.47 5.12 4.52
FN 55.8 30.80 28.00 8.47 5.12 4.52
FP 51.8 99.40 46.10 9.39 6.48 5.42
ROC_AUC 0.65 0.73 0.74 0.04 0.04 0.03
PRC__AUC 0.28 0.39 0.42 0.04 0.02 0.01
PRC__APS 0.29 0.39 0.43 0.04 0.02 0.01

400 < 10 1

350 9

30 | LR

J 250 E ﬁ 1
I =#—Existing DeSVM g -; . —4—Existing DeSVM
~8—Existing DeL R 2 —8—Existing DeLR.
Proposed DHEGQDRLCS 1 ; - Proposed DHEGQDRLCS

Parameters

Fig. 5.4: (a) Performance results of mean using dataset 2; (b):Performance results of standard deviation using
dataset 2

DeLR. This is due to the maximum correlated function used for early identification of pancreatic cancer. The
false positive rate is minimized by applying reinforcement learning to accurately detect pancreatic cancer and
minimize the loss.

Table 5.5 and figure 5.5 illustrate the performance analysis of the mean and standard deviation using dataset
3 with respect to three different methods DHEGQDRLCS, existing DeSVM, and existing DeLLR. The observed
results indicate that the DHEGQDRLCS provides better performance when compared to conventional methods.
Let us consider the accuracy parameter in the mean estimation. The observed performance of accuracy using
DHEGQDRLCS is 0.66 and the accuracy of existing methods is 0.59 and 0.64. The results indicate that the
accuracy using DHEGQDRLCS is significantly improved by improving cancer detection and minimizing the
loss function.

Table 5.7 indicates that the specificity cutoff with mean for four different stages stage I, stage II, stage III,
and stage (IV). The machine learning-based Hadoop distributed eSVM, Distributed eLR, and DHEGQDRLCS
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Table 5.5: Comparison of Mean and Standard deviation using dataset 3

Parameters Mean Standard deviation
Existing| Existing| Proposed Existing| Existing] Proposed
DeSVM| DeLR DHEGQ- DeSVM| DeLR | DHEGQ-
DRLCS DRLCS
Accuracy 0.59 0.64 0.66 0.07 0.07 0.03
Balanced 0.57 0.57 0.59 0.06 0.05 0.03
accuracy
F1_ Score 0.44 0.39 0.46 0.07 0.07 0.05
Precision 0.41 0.49 0.52 0.06 0.12 0.05
Recall 0.49 0.34 0.51 0.12 0.11 0.10
Specificity 0.64 0.79 0.82 0.11 0.15 0.07
TN 41.9 51.80 40.20 7.4 10.14 6.44
TP 16.2 11.30 17.00 4.42 3.83 2.67
FN 16.6 21.50 14.80 3.5 3.41 2.34
FP 23.3 13.40 12.00 7.53 9.66 3.80
ROC_AUC 0.58 0.58 0.59 0.07 0.07 0.06
PRC_AUC 0.43 0.45 0.47 0.07 0.08 0.06
PRC__APS 0.45 0.46 0.47 0.07 0.07 0.05
60

" 20 - -
b A, —+4—Existing DeSVM
=@=—Existing DeLR
¢ | P o T T 1 1 —8—8

= < . =#—Proposed DHEGQDRLCS
AP F TP SRR FPE
& F 5 Q¥ ¥ or ‘d\'~ ¢
W e & : ;
T i o R q_o & &
&
N
Parameters
12
(-]
210 - A
2 8
-
2, N A
E N\
< 4 ,
:, T —4—Existing DeSVM
& \ .
i
0ln—a—n ) Existing DeLE
¢ A & O o ~#—Proposed DHEGQDRLCS
&5 6 & e J & & ,_gs” R o il 9
& & F TS A o),
W o 2 o
.c.q,é'ﬁ g = Qp & &
@é
Parameters

Fig. 5.5: (a) Performance results of mean using dataset 3; (b) Performance results of standard deviation using
dataset 3
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Table 5.6: Model accuracy with comparisons

Methods lAccuracy [F1_ Score[PrecisionRecallTN TP [FN [FP ROC_AUC
Existing [statistic  [23.71 13.27 13.24 13.12 [25.57220.0223.89 25.57(15.10
DeSVM
p-value 0.00 0.00 0.00 0.00 |0.00 0.00 0.00 [0.00 |0.00
avg mean 0.72 0.39 0.36 0.45  [255.8(27.9736.30[52.47(0.65
avg_std  0.03 0.06 0.04 0.09 [8.14 5.24 ©4.94 .11 (0.05
Existing [statistic  [18.60 2.14 15.70 19.54 22.2121.5220.7422.22[17.31
DeLR
p-value 0.00 0.34 0.00 0.00 10.00 0.00 0.00 [0.00 |0.00
avg__mean [0.71 0.41 0.38 0.51 [240.2B5.4 28.8768 |0.68
avg_std  0.04 0.04 0.05 0.06 [8.56 ©1.27 ©.13 [8.25 (0.05
Proposed jstatistic ~ [25.45 14.47 16.21 20.58 [19.78 22.45[19.44 19.86 [18.91
DHEGQ-
DRLCS
p-value 0.00 0.11 0.03 0.00 |0.00 0.00 0.00 [0.00 |0.00
avg__mean [0.75 0.44 0.41 0.57 [238.3(37.9625.3 141.23|0.68
avg_std  [0.01 0.03 0.03 0.05 15.92 3.17 B.02 4.93 |0.04
comparisons analysis
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Fig. 5.6: Model accuracy with comparisons

are applied for pancreatic cancer detection. The experiments demonstrated that the proposed DHEGQDRLCS
improves the performance of the classifier for early identification of pancreatic cancer with stage values ranging
from 0.6 to 0.10 and a mean specificity cutoff. The algorithms in the Hadoop distributed file system of
DHEGQDRLCS provide better accuracy than other existing approaches in this comparison research.

5.1. Advantages and Limitation of DHEGQDRLC. The architecture of DHEGQDRLCS is used
to increase the accuracy of early pancreatic cancer diagnosis based on the hybridization of three techniques
namely kernel quadratic discriminant function, Elitism gradient gene optimization, and reinforcement learning
algorithm. The hybridization process minimizes the loss function of disease diagnosis and increases the clas-
sification results. The limitation of the proposed DHEGQDRLCS is not having the ability to analyze time
consumption and space complexity in the present state when applying the large volume of the dataset.

6. Conclusion. In this section, early detection of pancreatic cancer is very significant before cancer swells
to other organs in the body. However, early detection of pancreatic cancer is difficult because this cancer has
non-specific symptoms. The conventional distributed eSVM, Distributed eLR approaches perform pancreatic
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Table 5.7: Cutoff values with a mean of proposed models

specificity cutoff WITH MEAN stages
0.6 to 0.7 I

0.7 t0 0.8 I

0.8 t0 0.9 I

0.9 to 0.10 v

cancer of pancreatic cancer. But the higher accuracy and loss rate was not minimized. Therefore, a novel
DHEGQDRLCS is developed to increase the classifier’s performance for early pancreatic cancer diagnosis with
four different stages based on p-value and statics, according to preliminary data samples. In the proposed
DHEGQDRLCS, the kernel quadratic discriminant function analyzes the testing and training data samples using
the kernel function. Then the Elitism gradient gene optimization is applied to provide the final disease diagnosis
results. In order to minimize the loss function of disease diagnosis, the reinforcement learning algorithm is
applied to find the optimal learning rate. Finally, the hybridized classifier provides precise classification results
with a minimum loss function. Based on the classification results, pancreatic cancer is correctly identified. A
comprehensive experimental evaluation is carried out using three datasets with different parameters such as
Accuracy, balanced accuracy, F1-score, precision, recall, specificity, TN, TP, FN, FP, ROCsyc, PRCayc, and
PRC4ps. The quantitative performance result indicates that the presented DHEGQDRLCS achieves higher
accuracy in a pancreatic cancer diagnosis than the conventional methods. The proposed future work could
increase the number of applications for pancreatic disease detection and also improve accuracy.
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PREDICTION OF NAC RESPONSE IN BREAST CANCER PATIENTS
USING NEURAL NETWORK

SUSMITHA UDDARAJU # G. P. SARADHI VARMA] AND M. R. NARASINGARAO*

Abstract. Breast cancer is now the most prominent female cancer in both developing and developed nations, and that
it is the largest risk factor for mortality worldwide. Notwithstanding the well-documented declines in breast cancer mortality
during the last twenty years, occurrence rates continue to rise, and do so more rapidly in nations where rates were previously low.
This has highlighted the significance of survival concerns and illness duration treatment. Patient data after first chemotherapy is
collected from the hospital and this data is then analysed using neural network. Proposed architecture gives result as the patient
is responding to the chemotherapy or not. Moreover, it also gives the risk factor in surgery. Early prediction of such things gives
broader idea about how treatment should go. Once the Breast cancer is detected and if chemotherapy is done, then it becomes very
important to check whether patient is responding to the chemotherapy or not. So, the proposed system architecture is designed
in such a way that it detects if the patient is responding to the chemotherapy or not. And if patient is not responding to the
chemotherapy, then patient should go to the surgery. The proposed system is also compared with the existing algorithms machine
learning and neural network techniques like support vector machine (SVM) and Decision Tree(DT) algorithms. The proposed
neural network architecture gives 99.19% accuracy where SVM and DT gives 89.15% and 74.82%. Bosom disease is known to have
asymptomatic stages, which is distinguished simply by mammography and around 10% of patients getting mammography recovers
further assessments, and among them 8 to 10% require bosom biopsy. Alert the cautious consideration of the radiologist to peruse
mammograms to perceive mammograms is generally 30 to 60 seconds for every picture. In any case, the weakness and explicitness
of human radiologist’s mammography was controlled by 77-87% and 89-97%, individually. As of late, twofold peruses are allowed
with most screening programs, yet this will additionally disintegrate the time heap of human radiologists. As of late, the headway of
man-made brainpower (AI) has made it conceivable to recognize programmed infection on clinical pictures in radiology, pathology,
and even gastrointestinalities. For bosom malignant growth screening, all the more profound examinations have additionally been
led, 86.1 to 9.0% responsiveness and 79.0 to 90.0% exceptional elements. By and by, there are a couple of distributions for built up
disease location of mammography under Asian with higher bosom thickness contrasted with white individuals. Bosom thickness
can influence the malignant growth pace of mammography pictures. Hence, the motivation behind this study was to create and
approve a profound learning model that consequently recognizes threatening bosom sores in Asian advanced mammograms and to
inspect the exhibition of the model by bosom thickness level. We have acquainted our own pretreatment technique with expand the
exhibition of the model. Furthermore, we tried to lead a meta-examination to contrast and accessible investigations on Al-based
bosom malignant growth recognition. Apparently, this is probably the greatest review done on Asians.

Key words: Neural network, chemotherapy, Residual Cancer Burden (RCB), Pathologic complete response (PCR)
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1. Introduction. Bosom malignant growth has turned into the most far and wide female disease in both
creating and created countries, and it is the biggest reason for death among ladies nations from one side of the
planet to the other [1]. Therapies for this sort of disease are agonizing, tedious, and may not be guaranteed to
guarantee that malignant growth some way or another doesn’t spread to different pieces of the body. As an
outcome, different scholastics are attempting to more readily grasp the connections that exist in this confounded
issue and to track down viable answers for work on the possibilities of treatment adequacy and, as an important
result, the personal satisfaction of ladies who truly are going through it. [2]. The series of investigates on the
attainability of therapies for bosom disease in ladies is increasing at similar rate as the quantity of instances
of contamination around the world. As a reaction, clinical analysts are being completed in a joint effort
with specialists in the factual or computational fields to mirror shrewd models equipped for rearranging and
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Breast cancer mortality in women, by age group at

Fig. 1.1: Breast cancer incidence rates by age

demonstrating the viability of bosom disease medicines. In research, studies have been embraced to evaluate
mental components of disease treatment and its relationship to treatment confidence, post-treatment impacts,
connections, and effects on sleep deprivation. [3]. A few investigations take a gander at how people who have
sought through treatment think [4]. One more ongoing line of examination investigates how comorbidities,
age, and time since analysis impact therapy in the early discovery of disease [5] and, at long last, the effect
of chemical substitution treatment on bosom disease cell development in menopause. The viability of bosom
malignant growth medicines can be inspected from various perspectives, including social, monetary, and ladies’
wellbeing. It is basic, be that as it may, to feature the significance of examination in view of information
gathered from explicit patient gatherings. Teng et al. [6] learned at the bosom malignant growth instances of
5,279 ladies with invading pipe and lobular carcinoma. They were analyzed somewhere in the range of 2006
and 2010, and their data was assembled from the National Cancer Institute’s SEER Cancer Registry. The first
review intended to utilize Bayesian induction based prognostic displaying. In figure 1.1 we can see worldwide
breast cancer incidence rates by age in women’s. Here we can observe that the women above the age 40 are
highly diagnosed with breast cancer [22].

Fluffy brain organizations (FNN) perform well when it connects with recovering attributes and relationships
utilizing information bases in regards to clinical medicines. Canny half and half models have been used to expect
emphaticness engine issues in youngsters [7] and to screen fetal wellbeing [8]. Classifier for the segmentation is
stated by the Ajay Ladkat et al [9]. Different models were utilized to recognize mental imbalance in youngsters
[10], grown-ups [11], and teenagers [12] utilizing electroencephalography (EEG).

At long last, it tackled difficulties in anticipating bosom malignant growth considering other assessment
standards proposed by Silva Araujo et al. [13], for example, resistin, hyperglycemia, age, and BMI. Subse-
quently, utilizing Lymph Node Ratio Estimation investigation, such a methodology can work emphatically in
the distinguishing proof of bosom malignant growth Survival Prognosis. Different AI approaches are tended
to in paper by S. L. Bangare et al. [17], alongside numerical clarifications and instances of their utilization in
genuine circumstances. S. L. Bangare et al. exhibited amazing review utilizing AI approaches in their distri-
bution. K. Gulati et al. [18] and LMI Leo Joseph et al. [19] led research utilizing AI and profound learning
draws near. Shachi Mall et al. [21] shown the utilization of Machine learning for sickness discovery and so on.
The creators have introduced most ideal component extraction methods for shape portrayal and utilized the
Neural Networks, for example, Capsule Network, KNN for the grouping.

The primary commitment of this paper is to configuration new methodology for the characterization of
impacts after the hemotherapy. The paper comprises of the proposed framework engineering alongside the
measurements. The outcomes have been checked and confirmed from the master specialists. Likewise, the
proposed framework’s outcomes have been contrasted and existing framework and there similar diagram is
additionally plotted in outcome meeting. At last, decisions about the exercises acted in the paper is introduced
in last meeting.

Patients who went through cutting edge bosom mammography and endocrine treatment were signed up
for this survey. Just subjects beyond 18 years old who were not associated with the technique were enlisted.
Distant clinical records, no necessary affirmation of dubious bosom injury, missing mammograms, or the idea of
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Patients who underwent digital mammography
between February 2007 and May 2015
(N =1.756)

No available data (N = 242)
Hlzgible images (N = 13)

v

Patients who have available mammograms for both breasts
(N=1,501)

v

Patients who have a malignant lesion (N = 532)
Patients who do not have a malignant lesion (N = 969)

Fig. 1.2: Flow diagram

mammograms can’t be translated true to form because of unsettling, defocus, or irritating spots. Low subjects
were prohibited [1]. This study was supported by the Institutional Review Board (No. 201903004) and consented
to the rules of the Helsinki Declaration. Board for Institutional Review has removed the prerequisite for designed
informed assent on the grounds that the survey represents an immaterial gamble to the issue. Skulls and normal
along the side slanted mammograms of each bosom were gotten from taking an interest subjects utilizing a photo
placement and relating outline and # 40. Hallym University Sacred Heart Hospital focusing on PACS and # 41;
2560x3328 pixels. The computerized mammography convention is agreeable with the European Federation of
Medical Physics Organizations. All pictures were taken utilizing a Lorad Selenia PC mammography apparatus
(Hologic Incorporated, Bedford, USA). The display of the unit was guaranteed inside the predefined flexibility’s
brought out for quality control all through the assessment period [2]. Individual information, clarifications, or
showed information that portrays the possibility of the laterality or mammography view has been taken out
from the picture, Every mammography was then re-examined two radiologists, also checked for the presence
of undermining wounds. Clinical records of possibly threatening bosom sores, past mammography estimations,
and neurotic reports were reflectively explored and followed up for no less than 5 years after mammography
assessment. Threatening sores must be affirmed by careful histopathology. The support flowchart is introduced
in Figure 1.2.

2. Related works.

2.1. Data Preprocessing. All pictures were resized to 1000x1300 pixels before investigation. The pic-
tures were then preprocessed with the CLAHE calculation (contrast-restricted versatile histogram evening out)
to limit contrast contrasts between the pictures [3]. CLAHE is an adjusted form of versatile histogram bal-
ance. This is a picture handling calculation that changes the brilliance of every pixel in a picture and applies
histogram adjustment locally to contiguous pixel regions to work on the nearby differentiation of the picture
[4]. The CLAHE calculation tackles the clamor over amplification issue of versatile histogram evening out
by restricting the incline of the combined thickness work while ascertaining histogram adjustment [5]. In this
review, CLAHE was carried out utilizing the Python programming language OpenCV library rendition 4.1.2.30.
We flipped every one of the mammograms of the left bosom upward and gave the picture an organization like
that of the right bosom to make a bound together profound learning model for the right and left bosoms. Then,
for each bosom, the crania-caudal and average sidelong slanted pictures were trimmed to eliminate just 10%
of the vacant space and associated evenly. At last, the size of the connected pictures has been changed to
900x650 pixels [6]. 1.2. Record structure All combined pictures were ordered into two classes, harmful and
harmless, in view of the presence or nonattendance of threatening sores in the pictures. The whole dataset
was parted into preparing and test datasets, and 10% of the pictures in every classification were haphazardly
relegated to the test dataset. The remainder of the preparation datasets was then additionally partitioned
into the right preparation and tuning datasets in an 8: 1 proportion utilizing arbitrary tasks by classification
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Fig. 2.1: Artificial Neural Network

[7]. The preparation, tuning, and test datasets were fundamentally unrelated and absolutely thorough. Since
the dangerous growth bunch was around one-fifth the size of the non-harmful cancer bunch, the threatening
growth bunch was extended in the preparation dataset to ease the class unevenness. Pictures of the threatening
cancer bunch in the preparation dataset were amplified up to 5x, creating 10% and 20% amplified pictures of
the dataset and 10% and 20% decreased pictures.

2.2. Training Convolutional Neural Networks (CNNs). Two CNN structures, DenseNet169 and
EfficientNetB5, were utilized to foster profound learning models. Basically, DenseNet169 is a CNN structure
highlighting high thickness impedes that are connected with the information include guides of each past sub
block and utilized as the info highlight guide of a specific sub block [8]. This tight association tackles the
disappearing angle issue and diminishes the quantity of boundaries [9]. EfficientNetB5 was planned utilizing
MBconv blocks that all the while control the equilibrium of organization width, profundity, and goal through
support learning [10]. This organization beats the picture arrangement organization of past ImageNet datasets
with less boundaries and induction time [11]. Both of these CNN models prepared on the ImageNet dataset
and optimized on the prepared dataset for this review. Using the Adam Optimizer, we used 0.9 for Beta 1 and
0.999 for Beta 2 to limit double cross entropy. The underlying learning rate was positive, and the learning rate
decreased by 10 to 10 years until it reached 107. The group size was configured at 4, and the way racy factor
was fine. Early stopping was applied after 30 years, with a 20-year tolerance. The dropout was not used for
DenseNet169, but was used for EfficientNetB5 with a 0.4 dropout rate. The Pytorch structure was used in a
handling unit designed by NVIDIA GeForce Titan RTX.

2.3. Gradient-Weighted Class Activation Mapping (Grad-CAM). Two CNN structures, DenseNet-
169 and EfficientNetB5, were utilized to foster profound learning models. Basically, DenseNet169 is a CNN
structure highlighting high thickness impedes that are linked with the info include guides of each past subblock
and utilized as the information include guide of a specific subblock [12]. This tight association tackles the
evaporating slope issue and diminish the quantity of boundaries [13]. EfficientNetB5 was arranged using
MBconv blocks that meanwhile control the harmony of association width, significance, and objective through
help learning [14]. This association beats the image game plan association of past ImageNet datasets with less
limits and acceptance time [15]. Both of these CNN models pre-arranged on the ImageNet dataset and changed
on the planning dataset for this audit. The Adam Optimizer was used to restrict equal with betal of 0.9 and
beta2 of 0.999, compute cross entropy. The basic learning rate was OK, and the learning rate decreased by 10%
every 10 ages until it showed up at 10-7. The bundle size was set to 4 and the weight decay factor was certifiable.
Early stopping was used after 30 ages with diligence of 20. The dropout was not used for DenseNet169, but
was used for EfficientNetB5 with a dropout speed of 0.4. The NVIDIA GeForce Titan RTX plans-handling
unit utilises the Pytorch framework. A back spread mind network tends to a neuron and adjoining layers that
are related by loads.

Equations (2.1) and (2.2), which describe how hidden nodes are activated, can be used to explain the
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calculation.
Ij = Zwﬂyl + a; (21)
[
where, f; = activation function
Ty=f; <1 (2.2)

wj; =weight attached to the nodes in input layer I and hidden layer j’s connecting link

a; =the predisposition related at every association connect between the information layer and secret layer.
y; =contribution at hubs in input layer.

I; =sum of the weight inputs multiplied by predisposition

T; =result of initiation work at stowed away layer.

The guideline of result layer can be derived utilizing Eqn. (2.3) and Eqn. (2.4).

J

T, = (L) (2.4)

wy; =weight related at the association interface between hubs in secret layer j and hubs in yield layer n.
b, =the inclination related at every association interface between the secret layer and result layer.

y; =yield at hubs in secret layer

I, =summation of weighted yields at the result layer.

T, =last result at the result layer.

3. Methodology. Patient data after first chemotherapy is collected from American Oncology Institute
(AOI) Manglagiri, Guntur. American Oncology Institute (AOI), the best hospital for cancer in Vijayawada
operates a full-fledged facility at NRI Hospital, Manglagiri. The data is collected in the form of an excel sheet.
The dataset consists of 884 instances with 11 input features. The data is collected before, in-between and
after Neo adjuvant chemotherapy(NAC) of the patient as shown in figure 3.1. The initial course of treatment
for locally progressed breast cancer is neo adjuvant chemotherapy (NAC) (BC). Its major goal is to obtain a
pathological full response in addition to making breast conserving surgery practicable (pCR) Input parameters
of the dataset and its description are as stated in table 3.1.

Dataset contains patient socioeconomics and pre-treatment boundaries. Complete dataset is partitioned
into the race of the patient, Estrogen Receptor Status (ERS), Progesterone Receptor Status (PRS), Hormone
Receptor Status, Her2 classification Status, reciprocal bosom disease status, and record cancer laterality. Other
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Table 3.1: Input parameters in database and their values

Input Parameters in database Values of parameters
Caucasian, African American, Asian,
Race of the patient Native Hawaiian/Pacific Islander,
American Indian/ Alaskan Native
Estrogen Receptor Status (ERS) Positive or Negative

Progesterone Receptor Status (PRS) | Positive or Negative
Negative if both ERS and PRS are Positive
Positive if both ERS and PRS are Negative

Hormone Receptor Status

Her2 category Status Positive or Negative
Bilateral breast cancer status Yes or No
Index tumour laterality Left or Right

Table 3.2: Output parameters in database and their values

Output parameters in database Values of parameters
pathological complete response (pCR) | Yes, No, or No surgery
Residual Cancer Burden (RCB) class | Class 0 to 3, No surgery

than this four more MRI features are used as input in this research. Totally 11 features are used as input features
in this work. Race of the patient incorporates Caucasian, African American, Asian, Native Hawaiian/Pacific
Islander, American Indian/Alaskan Native. Trama centers, PRS and Her?2 status are either certain or negative.
Chemical receptor status is negative in the event that the two ERS and PRS are negative, positive assuming
ERS or PRS is positive. Patients either have reciprocal bosom disease before neoadjuvant treatment or not.
File cancer laterality is left or right.

We cannot feed collected database directly to the neural without pre-processing. Some fields in the collected
dataset are of the string type. So, by using linear encoding method the string is converted into the logical
numbers. Proposed framework accepts these highlights as information. Then this information is taken care of
in lined up with the thick layer with 16 and 64 neurons into it, etc as show in figure 3.2. By utilizing thick
layer, the dimensionality of the vectors gets changed. Each neuron in the past layer is associated with each
neuron in the following layer. Here for every layer except last layer activation function used is Relu. And in
last layer activation function is softmax. The neural network is consisting of two parallel running convolution
neural networks. It is the novelty of the proposed neural network that two neural network accepts the data
simultaneously and gives one result.

Proposed system takes input features as input. Then the input is fed parallel to dense layer with 16 neurons
and 64 neurons into it. 16 and 64 neurons are fed parallel to 64 and 16 neurons. 64 and 16 neurons are fed
parallel to 128 and 32 neurons and so on as shown in figure 3.2. In the last layer the dimension changes from 2
to 1, which means the data is combined and only one result is taken out from the system. The outcome result
is about chemotherapy response along with the criticality due to cancer tissue. By using the dense layer the
dimensionality of vectors get changed. Every neuron in previous layer is connected to every neuron in the next
layer. The activation function we used for this network is RELU except for the output layer. The activation
function we used for output layer is SOFTMAX.

In the last layer the dimension changes from 2 to 1, which mean the data is combined and only one result is
taken out from the system. The outcome result is about chemotherapy along with the criticality due to cancer
tissues.

It gives an idea about how a patient responds to the Chemotherapy. If the patient does not respond to
the chemotherapy, then it suggests the need for surgery. Residual Cancer Burden (RCB) class suggests the
criticality of the patient after first Chemotherapy.
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Fig. 3.2: Proposed system architecture
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The Naive Bayes Classifier (NBC) is a very valuable Bayesian learning strategy. This classifier uses Bayes’
hypothesis to accept freedom between indicators. Basically, NBC accepts that the existence of a property in one
class is freed from the existence of another class. Bayesian hypothesis finds accidental probabilities. Numerically,
this is in condition (1). (19). The factors of conditions (19), (20), and (21) are expressed as follows. 1.) P(Y|X)
is the inverse likelihood of class Y given the indicator (X). II.) P(Y)) is the prior probability of the class. II1.)
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Table 3.3: Mammogram data composition

Whole Dataset Training Set Test Set
Breast n Patient n Breast n Patient n Breast n Patient n

Overall 3002 1501 2701 1484 301 284
Non-Malignant 2465 1496 2218 1427 247 235
Malignant 537 532 483 478 54 54
A 152 76 132 74 20 18
Breast B 594 297 532 292 62 o7
density C 1560 780 1405 e 155 149
D 696 348 632 344 64 60
(a) Normalized confusion matrix (b) Normalized confusion matrix "

MNon-malignant 2 29 (12%) Non-malignant 226 1 21 (9%) 70

True label
True label

Malignant 7 (13%) Malignant

Predicted label Predicted labe

Fig. 3.3: Breast cancer detection heat map of confusion matrix

P(X|Y) is the probability of the indicator, also known as the probability. IV. ) P(X) is the past probability
of the indicator.

3.1. Clinical Subject Demographics. Finally, 3002 in total combination 1501 patients’ mammograms
were examined. recalled for review. The normal age of the members was 48.9 + 11.1 years. The entire dataset
contained 537 malicious images and 2465 non-malicious images [15]. The dangerous cancer group was more
experienced than the non-dangerous growth (52.7 11.2 vs. 48.1 10.9 years; p 0.001) group. A number of many
images of big breasts of thickness a C or a D (2256, 75.1 percent ). Table 3.3 shows the information structure of
the prepared and test datasets. The test dataset contained 54 images named Malicious Images and 301 images,
including 247 non-vengeful images. The normal time for members to take mammograms on the 49.9 10.9 years
made up the test dataset.

3.2. Detection of Breast Cancer by CNIN Models’ Performance. Table 3.3 shows the measurements
for a typical CNN design exhibition. The recommended AUC for the most malignant breast growth location
on the mammogram was changed to 0.952 + zero half for the DenseNet 169 method and 0.954 4+ 0.020 for the
EfficientNet B5 method. The proposed accuracy was changed to 88.1 & 0.2% for the DenseNet 169 method
and 87.9 + 4.7 for the EfficientNet B5 method. For the DenseNet169 model, the recommended responsiveness
and specificity scores were 87.0 £ 0.0 and 88.4 £ 0.2, respectively. Figure 3.2 shows a standardized confusion
framework for CNN structures that separates harmful images from harmless images.

4. Results and experimentation.

4.1. Grad-CAM. The results are tested on the image dataset also to verify the results collected in the
form of excel sheet. The result of the classification for the image as input is shown in figure 3.3. Figure 4.1
shows an illustration of a GradCAM picture. The CNN model effectively distinguished harmful injuries. In
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Fig. 4.1: Gradient-weighed class for mammograms by DenseNet-169 and (b) EfficientNet-B5

the combined mammogram, harmful sores were generally appropriately recognized in both caudal and average
sidelong slanted sees. The CNN model zeroed in on the point of interaction between bosom disease and the
encompassing parenchyma [16, 17, 18, 19]. Radiodensity regions offered more to disease forecast than radiation
porous regions. Specifically, CNN models would in general recognize irregularities as mass and calcification
instead of compositional mutilations and imbalances. Nonetheless, the radiation murky construction of the
typical design was not thought of as being available in many images is logica GradCAM [20, 18, 19].

Look at the consequences of different grouping models and analyze them. It ought to be noticed that the
outcomes showed in Table 4.1 have a mix of SVMLDA, NLDA, NNRFE, NNPCA, NLDA and NNRDA and
NN alone, with the best exhibition of 99.07% in regards to explicitness. In any case, the blend of SVMLDA
and the mix of NNLDA (98.41%), exactness (98.41%), update (98.41%), accuracy (98.41%), callback (98,41%),
callback (98.41%) I got the best presentation as far as And precision (98.82%). The most unfortunate fitting
ML model for responsiveness and review was a mix of Nb-CFS, and precision, particularity, exactness, Nb
and Nb were scant of RFE pretreatment information. Likewise, dimensionalization influences the exhibition
of the ML calculation. Reproduction results show that the CFS and RFE techniques work on the precision
and particularity of the outspread piece SVM, and the LDA works on the two its exactness and awareness
(discovery of threatening cases). For ANN, CFS increments awareness, and RFE, PCA, and LDA increment
responsiveness and arrangement precision. NB exactness is CFS and LDA have improved, and awareness is
upgraded by LDA. AI grouping calculations are additionally analyzed utilizing their particular ROC plots and
the region underneath the kappa esteem. SVMLDA, NNLDA, and NBLDA had the best locales under the
ROC bend. The worth is 0.9994 and its superior execution is shown. Furthermore, the best kappa worth of
0.9748 was gotten from SVMLDA and NLDA. Aspect decrease is vital in the arrangement cycle. Highlight
extraction assumes a significant part in arrangement models. The primary motivation behind performing
highlight extraction ought to work on prescient execution and guarantee quicker expectation. In this manner,
the advantages of component extraction can’t be overstated. Highlight extraction makes it simpler to envision
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Table 4.1: Summary of machine learning models’ results

Machine Area under
Learning | Accuracy Precision | Recall | Sensitivity | Specificity | Kappa
ROC Curve
Models
SVM 0.9647 0.9964 0.9385 0.9682 0.9682 0.9626 0.9248
SVM-CFS 0.9647 0.9954 0.9524 0.9524 0.9524 0.972 0.9243
SVM-RFE 0.9637 0.9966 0.9534 0.9534 0.9534 0.962 0.9253
SVM-LDA 0.9872 0.9984 0.9871 0.9871 0.9871 0.9917 0.9448
NN 0.9746 0.9975 0.9733 0.9465 0.9465 0.9807 0.9463
NN-CFS 0.9606 0.9873 0.9431 0.9783 0.9783 0.9619 0.9472
NN-RFE 0.9724 0.9979 0.9739 0.9673 0.9673 0.9927 0.972
NN_PCA 0.9755 0.9947 0.967 0.9724 0.9554 0.9977 0.9592
NN-LDA 0.9782 0.9894 0.9741 0.9741 0.9741 0.9807 0.9748
NB 0.9218 0.976 0.885 0.8789 0.8789 0.9452 0.8015
NB-CFS 0.9276 0.9599 0.9052 0.8471 0.8471 0.9433 0.8711
NB-RFE 0.9118 0.986 0.875 0.8889 0.8889 0.9352 0.8115
NB-LDA 0.9724 0.9894 0.9739 0.9783 0.9583 0.9807 0.952

Accuracy of different classes in pCR

—_——

99.00%
98.80%
ggeon X
98.40%
98.20%

98.00%
Class 1 {Yes} Class 2 {MNo} Class 3 {No surgery}

Fig. 4.2: Calculated accuracy of classes in pCR, using proposed architecture

and get your information. Furthermore, highlight extraction lessens memory necessities and preparing time.
Results are tested on different machine learning and neural network algorithms. From table 4.1 it is clear that
the performance parameters of the machine learning algorithms are much lesser than that of the neural network
algorithms. This is the reason behind selecting the neural network approach over machine learning.

Complete database is tested by using proposed architecture. It gives the around 99% accuracy for the
prediction of pCR. The integrated 3 classes accuracy is visualized in figure 4.2. Accuracy for PCR classes of
class 1, class 2 and class 3 are 98.62%, 99.10% and 99.55% respectively. As compared to other classes class 3
is having 99.5% accuracy which the highest. As the average accuracy of all the classes comes out to be 99%, it
is highly reliable system.

Similarly, the same data is tested for RCB, and the accuracy for different classes is as them in fig 4.3.
Accuracy for RCB classes of Class0, Class 1, Class 2, Class 3 and Class 4 are 99.55%, 100%, 98.20%, 99.10%
and 99.55% respectively. It is shows that the class 1 is having the maximum accuracy while class 2 is having
minimum accuracy. Except class 2, all the classes are having accuracy more than 99%.

The overall pCR and RCB classification accuracy come out to be 99.095022% and 99.276018% respectively.
Precision value of pCR classification is higher than that of the RCB classification. In case of Recall and F1
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Accuracy of different classes in RCB
100.50%

100.00% —
99.50% —— ——
99.00%
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Class 1 Class 3
Class 0 Class 2 Class 4 {No surgery}

Fig. 4.3: Calculated accuracy of classes in RCB using proposed architecture

Performance parameters of pCR and RCB
classification using proposed architecture
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Fig. 4.4: Performance parameters of proposed architecture for classification of pCR and RCB

Table 4.2: Class wise performance parameters of pCR classification

Class Precision | Recall | F1-Score
Class 1 {Yes} 99% 99% 99%
Class 2 {No} 98% 98% 98%
Class 3 {No Surgery} 100% 86% 92%

score value of RCB classification is higher than that of the pCR classification.

Table 4.2 and table 4.3 gives class wise performance parameters for pCR and RCB classification utilising
the suggested architecture.

Precision, recall and F1 score of the class 1 is 100% it means changes of misclassification of class 1 is zero.
Precision of class 1 and class 2 is maximum which is 100%. Except class 2 all the classes is having recall value
is equal to 100%. The minimum value of F1 score is 97% for class 3 and class 4.

Same database is trained and tested using SVM and decision tree algorithm. Proposed system gives much
higher accuracy than the SVM and decision tree algorithm.

Same database is trained and tested using different existing algorithms like naive bayesain, random forest,
KNN, SVM and decision tree. But, in figure 4.5 presented comparsion with svin and DT because among
all these two gave better performance. Proposed system gives much higher accuracy than the other existing
algorithms.
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Table 4.3: Class wise performance parameters of RCB classification

Class Precision | Recall | F1-Score
Class 0 98% 100% 99%
Class 1 100% 100% 100%
Class 2 100% 96% 98%
Class 3 95% 100% 97%
Class 4 {No Surgery} 95% 100% 97%
ACCURACY

PROPOSED ARCHITECTURE 99.19%
SVMm 89.15%

DECISION TREE 74.82%

Fig. 4.5: Comparison of existing and proposed architectures

Table 4.4: The duration required to obtain data from different hardware systems

Platform Time required to get result (in seconds)
CPU, i3 processor, 8GB RAM 4.395
CPU, i5 processor, 8GB RAM 4.163
CPU, I7 processor, 8GB RAM 3.124
GPU, Nvidia K80 0.962

Time complexity of the proposed system architecture is tested on different hardware platforms [35]. The
time required to get the result is tabulated in table 4.4.

5. Conclusion. From all the results, one can easily conclude that the proposed architecture is much
accurate to detect the effect of chemotherapy treatment on the patient. It gives the necessity of chemotherapy
or not. If the patient does not respond to the chemotherapy, then the proposed system itself provides suggestion
to go for surgery. Moreover, system also correctly predicts the criticality level so proper medication can be
suggested by the doctors. In this article, we examined the WDBC dataset utilizing dimensionality decrease
strategies and three normal ML calculations to order dangerous and harmless cancers. Trial work has shown that
arrangement, execution relies upon the ML order strategy picked. Reproduction results show that SVMLDA
and NNLDA are better than other ML classifier models. By the by, SVMLDA is picked over NNLDA on
the grounds that NNLDA requires longer calculation time. Hence, this paper proposes a keen methodology
that coordinates straight discriminant investigation and backing vector machines (utilizing the RBF piece) for
bosom malignant growth finding. This chose approach has shown great and promising outcomes for approval
datasets. Accomplished arrangement exactness of 98.82%, responsiveness of 98.41%, explicitness of 99.07%,
and region under the recipient movement bend of 0.9994. This study shows that highlight determination and
component extraction can assist with working on the finding of harmless and dangerous cancers utilizing Al
procedures. Hence, this work presumes that coordinating critical dimensionality decrease strategies with ML
grouping methods gives a superior way to deal with clinical determination (bosom malignant growth conclusion
utilized as a contextual analysis). The primary thought is to consolidate dimensionality decrease with the
advantages of the ML calculation. Future work might plan to form the picked approach into a potential viable
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method for helping doctors in diagnosing bosom disease and aid a fast second assessment. Future work may
likewise consider contrasting other ML calculations utilized with analyze bosom disease. Other illness choices
may likewise be considered in ongoing examinations.

[12]

(13]

[14]
(15]
[16]

(17]

(18]
(19]
[20]
(21]

22]

REFERENCES

J. R. BENSON AND 1. JATOL., The global breast cancer burden, Future oncology, 2012, vol. 8, no. 6, pp. 697-702.

L. J. FALLOWFIELD, S. K. LEAITY, A. HOWELL, S. BENSON, AND D. CELLA., Assessment of quality of life in women undergoing
hormonal therapy for breast cancer: validation of an endocrine symptom subscale for the fact-b, Breast cancer research
and treatment, 1999, vol. 55, no. 2, pp. 187— 197.

A. R. Costa, F. FONTES, S. PEREIRA, M. GONC,ALVES, A. AZEVEDO, AND N. LUNET., Impact of breast cancer treatments
on sleep disturbances— a systematic review, The Breast, 2014, vol. 23, no. 6, pp. 697-709.

J. E. CARROLL, K. VAN DYK, J. E. BOWER, Z. SCURIC, L. PETERSEN, R. SCHIESTL, M. R. IRWIN, AND P. A. GANzZ., Cognitive
performance in survivors of breast cancer and markers of biological aging, Cancer, 2019, vol. 125, no. 2, pp. 298-306.

P. Minicozzi, L. VAN EYckeN, F. MoLiNIE, K. INNOS, M. GUEVARA, R. MARCOS-GRAGERA, C. CASTRO, E. RAPITI, A.
KATALINIC, A. TORRELLA ET AL., Comorbidities, age and period of diagnosis influence treatment and outcomes in early
breast cancer, International journal of cancer, 2019, vol. 144, no. 9, pp. 2118-2127.

J. TENG, A. ABDYGAMETOVA, J. Du, B. MA, R. ZHOU, Y. SHYR, AND F. YE., Bayesian inference of lymph node ratio
estimation and survival prognosis for breast cancer patients, IEEE Journal of Biomedical and Health Informatics, 2019,
pp. 1-1.

P. V. C. Souza, A. G. pos REeis, G. R. R. MARQUES, A. J. GUIMARAES, V. J. S. ArauJo, V. S. ArRAuJO, T. S. REZENDE,
L. O. BATISTA, AND G. A. DA SILVA., Using hybrid systems in the construction of expert systemsin the identification of
cognitive and motor problems in children and young people, in 2019 IEEE International Conference on Fuzzy Systems
(FUZZ-IEEE), June 2019, pp. 1-6.

C.-W. HAN., Fuzzy neural network-based fetal health monitoring using cardiotocography data, in AIP Conference Proceedings,
vol. 2104, no. 1. AIP Publishing, 2019, p. 030008.

Y. L, S. Wu, KuaNG-PEN CHOU, Y. LIN, JIE LU, GUANGQUAN ZHANG, WEN-CHIEH LIN, AND C. LIN., Driving fatigue
prediction with pre-event electroencephalography (eeg) via a recurrent fuzzy neural network, in 2016 IEEE International
Conference on Fuzzy Systems (FUZZ-IEEE), July 2016, pp. 2488-2494.

P. V. D. C. Souza AND A. J. GUIMARAES., Using fuzzy neural networks for improving the prediction of children with autism
through mobile devices, in 2018 IEEE Symposium on Computers and Communications (ISCC), June 2018, pp. 01 086-01
089.

A. J. GUIMARAES, V. J. S. Araujo, V. S. ArAujo, L. O. BATISTA, AND P. V. © DE CAMPOS SOUZA., A hybrid model
based on fuzzy rules to act on the diagnosed of autism in adults, in Artificial Intelligence Applications and Innovations,
J. MacIntyre, I. Maglogiannis, L. Iliadis, and E. Pimenidis, Eds. Cham: Springer International Publishing, 2019, pp.
401-412.

P. V. pE Campos Souza, A. J. GUIMARAES, V. S. ArRAuJO, T. S. REZENDE, AND V. J. S. ARAUJO., Using Fuzzy Neural
Networks Regularized to Support Software for Predicting Autism in Adolescents on Mobile Devices, Singapore: Springer
Singapore, 2019, pp. 115-133.

V. J. SivA ArAUJO, A. J. GUIMAR AES, P. V. DE CAMPOS SouzA, ~ T. SILvA REZENDE, AND V. SOUZA ARAUJO., Using
resistin, glucose, age ~ and bmi and pruning fuzzy neural network for the construction of expert systems in the prediction
of breast cancer, Machine Learning and Knowledge Extraction, 2019, vol. 1, no. 1, pp. 466—482.

UDDARAJU, SUSMITHA, AND M. NARASINGARAO., A survey of machine learning techniques applied for breast cancer prediction,
International Journal of Pure and Applied Mathematics, 2017, 117.19, pp. 499-507.

SUSMITHA, UDDARAJU., a review of machine learning frameworks for early and accurate prediction of neoadjuvant chemother-
apy responses, European Journal of Molecular & Clinical Medicine, 2020, 7.4, pp. 1040-1050.

UDDARAJU, SUSMITHA, AND M. R. NARASINGARAO., Predicting the Ductal Carcinoma Using Machine Learning Techniques—A
Comparison, Journal of Computational and Theoretical Nanoscience, 2019, 16.5-6, pp. 1902-1907.

S. L. BANGARE, S. T. PATIL ET AL., Implementing Tumor Detection and Area Calculation in MRI Image of Human Brain
Using Image Processing Techniques, Int. Journal of Engineering Research and Applications ISSN: 2248-9622, Vol. 5, Issue
4, (Part -6) April 2015, pp.60-65.

K. GULATI ET. AL., Use for Graphical User Tools in Data Analytics and Machine Learning Application, Turkish Journal of
Physiotherapy and Rehabilitation; 32(3), ISSN 2651-4451, e-ISSN 2651-446X.

LMI Leo JOSEPH ET. AL., Methods to Identify Facial Detection in Deep Learning Through the Use of Real-Time Training
Datasets Management, EFFLATOUNIA - Multidisciplinary Journal, ISSN:1110-8703, Volume 5, Issue 2, pp.1298 -1311.

G. AWATE ET. AL., Detection of Alzheimers Disease from MRI using Convolutional Neural Network with Tensorflow,
https://arxiv.org/abs/1806.10170.

SHACHI MALL ET. AL., em Implementation of machine learning techniques for disease diagnosis, Materials Today: Proceedings,
2021, ISSN 2214-7853, https://doi.org/10.1016/j.matpr.2021.11.274.

Breast cancer in young women by Australian government, Breast cancer in young women statistics | Breast Cancer in Young
Women (canceraustralia.gov.au).



224 Susmitha Uddaraju, G. P. Saradhi Varma, M. R. Narasingarao

Edited by: Vinoth Kumar
Received: Jun 21, 2022
Accepted: Dec 2, 2022



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2022 SCPE. Volume 23, Tssues 4, pp. 225-232, DOI 10.12694 /scpe.v23i4.2022

MULTIMODAL MEDICAL IMAGE FUSION USING HYBRID DOMAINS

A.RAJESH NAIDU, D.BHAVANA *

Abstract. In a variety of clinical applications, image fusion is critical for merging data from multiple sources into a single,
more understandable outcome. The use of medical image fusion technologies to assist the physician in executing combination
procedures can be advantageous. The diagnostic process includes preoperative planning, intra operative supervision, an interven-
tional treatment. In this thesis, a technique for image fusion was suggested that used a combination model of PCA and CNN. A
method of real-time image fusion that employs pre-trained neural networks to synthesize a single image from several sources in
real-time. A innovative technique for merging the images is created based on deep neural network feature maps and a convolution
network. Picture fusion has become increasingly popular as a result of the large variety of capturing techniques available. The
proposed design is implemented using deep learning technique. The accuracy of the proposed design is around 15% higher than
the existing design. The proposed fusion algorithm is verified through a simulation experiment on different multimodality images.
Experimental results are evaluated by the number of well-known performance evaluation metrics

Key words: Image fusion, PCA, CNN, VGG 16, VGG19

AMS subject classifications. 68U10

1. Introduction. Medical imaging may provide information in a number of ways. For clinical diagnosis,
it is vital to keep an eye on the distinguishing aspects of different medical images. Image fusion is a method
used to produce a single image by integrating the features of numerous image sensors. This information may
come from a single source across many time periods or from a number of sensors during a single period. Fusion
is the process of joining two or more things together to form a single entity[4],[10]. To improve the use of
medical images and assist clinicians in interpreting image content, medical image fusion attempts to extract as
much useful information as possible from source images[8]. Image fusion is the process of fusing two or more
images into a series of images that incorporates the data from the individual images. The result is an image
with higher information content than any of the input images. The purpose of image fusion is to create images
that are more acceptable and understandable to both humans and machines.

MRI scanners employ magnetism, high magnetic fluctuations, and radio waves to generate images of the
inside of the body’s tissues[5]. An MRI scan that detects structural issues before they become irreparable may
help to avoid nerve damage. Neuropsychological testing is often used to identify neural injury [18]. Medical
image fusion was used to merge images from several imaging modalities, including computed tomography (CT),
magnetic resonance imaging (MRI), and proton emission tomography (PET) [6].

To eliminate superfluous data, source register images are joined with other important data in an image
fusion process. To do quantitative analysis, entropy and other statistical approaches are applied. Liguo Zhang
has developed a complete deep learning model for extracting features, merging features, and restoring pictures
that does not involve the development of complex feature matching and fusion criteria [1]. According to the
Associated Press, Jamesa provides a comprehensive list of possibilities as well as an explanation of the several
scientific obstacles that medical image fusion faces [2].

Deep learning has been used to address some of the most difficult challenges in medical imaging. Simulta-
neous PET/MR imaging combines the soft-tissue contrast of MR imaging with the molecular sensitivity and
specificity of PET. Obtaining a valid photon attenuation correction (AC) map, which is critical for accurate PET
quantification, is still a difficulty [3] [19-22]. Because traditional MR imaging-based AC (MRAC) techniques
lack direct bone measurement, a number of new methodologies have been used.[15] PET and SPECT imaging
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applications of Al-based algorithms range from low-level electronic signal formation and processing to high-level
internal dosimetry and diagnostic/prognostic modelling. Deep learning techniques have mostly been employed
to improve incident photon timing resolution and localization accuracy with the objective of enhancing overall
spatial and time-of-flight (TOF) resolutions in PET. The purpose of the research being done on quantitative
SPECT and PET imaging right now is to get rid of the effects of noise, artifacts, and movement [16].

A wide variety of computer vision problems, including identification, fragmentation, and very low-level
recognition, have been improved through deep learning. It’s called image fusion when two or more separate
images are combined to create a new image. To enhance the original multi-spectral image’s resolution, it takes
data from several sources while still conserving spectral information. Radiology uses computed tomography,
or CT, to produce detailed images of the inside of the human body without the need for any incisions [9].
It’s impossible to view your bones, muscles, and other biological parts in the same way that this image does.
Tumors may be identified on CT scans by their shape, size, and location.

Utilize contourlet transforms and adaptive weighted PCA in the frequency domain to create a multimodal
fusion. Describe the fusion mechanism for the DTCWT and SOFM modalities. Describe the use of NSCT-
based image fusion for clinical research. For the purpose of improving input photos, the hybrid fusion method
is introduced. Review and elucidate the fusion algorithms overview. developed a hybrid approach for accurate
treatment analysis based on a blend of curvelet and wavelet transforms. To combine structural and functional
information from the source images, introduce the fusion method. A-PCNN has been developed, and NSST has
been suggested for multimodality medical pictures [8]. Describe the NSCT for multimodality medical image
fusion. a curvelet-based fusing algorithm was invented [10]. An algorithm for fusing multimodal medical images
has been created [11]. The DFRWT technique is described here for effective image fusion [12]. Create and
modify the surface of the fusion system [13]. Describe the fusion technique for medical pictures based on SWT
and NSCT [14].

2. Proposed Methodology. In this paper, the proposed method is a combination of CNN and PCA.
Radiological images were collected, followed by normalization, which enhances both computation efficiency and
execution. The normalised images were then fed into the CNN algorithm for fusion, and the fused images were
then gathered and submitted to the PCA method for dimensionality reduction. the whole process of proposed
model is shown in figure 2.1. As a result, the technique is now known as a CNN 4+ PCA combine model,
which produces superior results than other techniques. The normalized image is submitted to VGG16, VGG19,
SqueezeNet, and PCA to verify the accuracy of alternative algorithms for image fusion, although the results
are less accurate than the combination model of CNN+PCA. For image fusion, several models of radiological
imaging such as MRI, CT, PET, and SPECT were collected. Two different format photographs are used in this
image fusion.

2.1. Convolutional Neural Network. Convolutional networks, also known as convolutional neural net-
works, are a type of neural network that uses a grid-like design to process input (LeCun, 1989). In real-world
applications, convolutional networks have had a lot of success. A ”convolutional neural network” is a network
that uses the convolutional mathematical approach as shown in figure 2.2. It’s a very specialized linear pro-
cedure. Simple neural networks with a minimum of one layer that simply use convolution instead of generic
matrix multiplication are used in these networks. Convolutional networks were among the first neural networks
to solve key business problems, and they continue to be at the core of commercial deep learning applications
today.[14] A convolutional neural network consists of several layers which are classified as the Input layer,
Convolutional layer, Max Pooling layer, flatten layer, Output layer which helps us to extract features for the
fusion of images. A tiny portion of the visual field reacts to stimuli in the Receptive Field which are known as
neurons. A ring of comparable fields forms around the entire field of vision.

2.2. VGG16. It is a deep Convolutional Neural (CNN) architecture with several layers. VGG means
Visual Geometry Group.VGG-16 is a deep convolutional neural network with 16 layers. It has a very appealing
architecture due to its uniformity. It features only 3x3 convolutions, but a lot of filters, similar to AlexNet
[19]. It may be taught for two to three weeks on 4 GPUs. It is now the most popular method for extracting
characteristics from images in the communityln ImageNet, The top-5 precision of the VGG16 model was 92.7
percent. The VGG16 Architecture was invented and presented by Karen Simonyan with Andrew Zisserman of
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Fig. 2.2: CNN sequence to classify handwritten digits

Oxford University in their article ”Very Fully Convolutional Networks for Large Object Recognition” in 2014.

2.3. VGG19. The VGG19 model is a VGG version with nineteen layers which is a combination of sixteen
convolution layers, three fully linked layers, five max pool layers, and one Soft Max layer. The VGG19 (also
known as VGGNet-19) is a model similar to VGG16 only the difference is it contains 19 layers [11,13]. The
weight layers of the model are represented by the digits ”16” and ”19”. In comparison to VGG16, VGG19 has
three more convolution layers. VGG19 is a complex CNN having pre-trained phases and a deep understanding
of how a picture is described in terms of appearance, color, and structure. VGG19 is a neural network that
was learned on millions of images to solve difficult classification issues. For a wide range of images, the system
has learned rich feature representations.
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2.4. SqueezeNet. SqueezeNet is a deep convolutional neural network with eighteen layers. SqueezeNet is
a form of neural network that uses design tactics to minimise dimensionality, most notably the usage of flame
components, which use 1x1 CNNs to "squeeze” variables. SqueezeNet was created with the goal of creating a
compact neural network with fewer elements that could fit into memory storage and be conveyed more easily
over a computer network. SqueezeNet is a small network designed to be a more compact version of AlexNet.
It has more than 50 times less parameters than AlexNet yet is three times faster [12]. The SqueezeNet design
is made up of the ”"squeeze” and "expand” layers. In a squeeze convolutional layer, only one filter is used. In
an extended layer, these are routed via a mix of 1 1 and 3 3 convolution filters. SqueezeNet was trained with
a learning method of 0.04, which lowers linearly over time. SqueezeNet makes the setup process easier because
of its small size. This network was created in Caffe, but it has since gained popularity and has been adopted
by a number of platforms.

2.5. Principal Component Analysis. Principal Component Analysis is an unsupervised learning ap-
proach for reducing dimensionality in machine learning. It is a mathematical method that uses orthogonal
information to turn correlated attribute outputs into a collection of uncorrelated, linear qualities. The Princi-
pal Components are the newly amended features.

It is necessary to limit the number of variables and interpret linear combinations of data in order to
understand data with a large number of variables in a meaningful way. PCA is a method for reducing a large
number of potentially associated variables to a smaller number of variables known as principal components [7].
A method for condensing a large number of samples into a smaller set that preserves the majority of the data
from the larger set is principal component analysis. We can utilize the principal component analysis technique
to create and use a smaller set of variables called primary factors. It’s much easier to research and interpret a
smaller set of data.

3. Performance Evaluation. The source images are obtained using several radiological techniques from
a normal brain. The fuse output is formed again by integrating its inverted output of the resultant connection
with actual U and V segments, using real brain MRI and PET input images as a source for testing. For source
images, the process is simple to implement; nevertheless, the fusion result is not flawless. The fusion image is
unstable because the information in the fused image changes from one algorithm method to the next, while the
data image has many modalities depending on the algorithm utilized. The hue of the PCA image changes when
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compared to other fused images. Because we are using PCA, the generated fused image will be in grayscale
mode. In this section, we will discuss the comparative analysis of different algorithm methods using various
metric indexes. The comparative analysis is based on source images and fused image with help of comparing
algorithm methods including the add-weighted average of them. The fused images were created utilizing several
methods such as VGG-16, VGG-19, Squeeze Net, PCA, and CNN+PCA.

The following metrics can be used to assess the performance of image fusion algorithms:
Mean Square Error [17] (MSE):

X Y
MSE = Z Z (S1(m,n) — S¢(m,n))>? (3.1)

where X x Y image size. S1(m,n) is the input image and the fused image.
Structural Similarity Index Measure [17 (SSIM)]

(2us, 15, + K1)(0s,05, + Ka)

SSIM =
(u3, +n%, +K1)(0d, + 08, + Ko

) (3-2)

where 1u(Sy)? 4 11(S¢)? is close to 0, the constant K is used to prevent instability and when o(S,.)?
oS +)? is close to 0, the constant K5 is used to prevent instability

Hs.) = ﬁ Zi:o ZZ 0 Sr(m,n)
X Y
Hs,.) = XY D OZ S¢(m,n)
J%T - (XY 1) Zm 1Zn O(ST( n) — ,u(S,‘))2
0%, = (XY 1 Yt Soneo(Sg(mym) — fi(sy))?
05,.8; = (XY—l) Zm:O Zn 0(Sr(myn) — p(s,y))(Sp(m,n) — wes;))

Visual Information Fidelity [17] (VIF): It is the parameter for evaluating image quality that is based on
information aspects of natural scenes statistical (NSS).
A(pik, ¢ix)= actual image details
A(pi k,7i k) = unbalanced image details
Dik, @i, kandr; , = p,q, and r in images frames in a variety of sizes
M= scale’s amount of image pixels k
s = the variety of categories in which the image is split
Mutual Information [17] (MI) Mutual information is used to measure the quality of the fused image, it is

given as:
MI =1I(Sx;Sf)+I(Sy;Sy) (3.3)
where (Sx;Sf) = Z%Zl 551:1 hr r(m,n)log, %, where hr(m),hp(n), are Sg and nor-

malised grey level histograms, which correspond to the reference and fused images, respectively. When
the M I value of a fused image is higher, it means the image has more features and texture information.

Entropy The expected value along with the random variable is measured using entropy [17]. The image’s
color histogram can be thought of as a probability density function. The detailed entropy of a picture
is represented with h(i) where h(i) reflects the quantized color’s % of pixel ¢ in the overall image.

Entropy =Y _ h(i)log, h(i) (3.4)

=1

4. Results. The comparative analysis of different algorithm methods using various metric indexes. The
obtained results indicates the proposed algorithm is the best algorithm method among the tested algorithms.
How to accurately evaluate the efficiency of fusion methods is an essential topic in picture fusion. In recent years,
several other assessment indexes have been proposed. There are two types of assessment methods now in use,
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Fig. 4.2: Normal brain MRI and CT medical images fusion results
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Fig. 4.3: Normal brain MRI and SPECT medical images fusion results
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Table 4.1: MRI-PET Metric Score [19]

VGG-16 VGG-19 SQUEEZE NET | PCA CNN+PCA
MSE 38.81896868 | 43.26268603 | 52.48530215 38.41147947 | 37.95749468
SSIM 0.634070678 | 0.599964187 | 0.576918209 0.593477189 | 0.631366731
VIF 0.020115451 | 0.026862346 | 0.017607955 0.022060916 | 0.082619463
Entropy | 3.770389411 | 4.070330749 | 4.112055998 3.990689894 | 3.001083163
MI 0.436537877 | 0.435251605 | 0.371655424 0.467336177 | 1.145331026

Table 4.2: MRI-CT Metric Score

VGG-16 VGG-19 SQUEEZE NET | PCA CNN+PCA
MSE 52.56273155 | 46.16454714 | 53.09027707 22.221134702 | 20.85981113
SSIM 0.338170304 | 0.373294043 | 0.353296692 0.428951084 | 0.060058943
VIF 0.03505622 | 0.053515519 | 0.045902515 0.078706307 | 0.015024352
Entropy | 6.420616688 | 6.279529215 | 6.173356001 5.989346358 | 4.957725674
MI 0.658167886 | 0.724539243 | 0.718558411 0.878390975 | 1.265098822

Table 4.3: MRI-SPECT Metric Score

VGG-16 VGG-19 SQUEEZE NET | PCA CNN+PCA
MSE 42.7168407 | 42.27611837 | 45.56879791 57.79010585 | 34.55778519
SSIM 0.486359572 | 0.473912872 | 0.470555961 0.591496644 | 0.48038565
VIF 0.047101677 | 0.044480608 | 0.037290363 0.107424537 | 0.048830219
Entropy | 4.729863707 | 4.815029541 | 4.693647639 4.380235834 | 3.202091852
MI 0.362361713 | 0.324649206 | 0.308850748 0.586975232 | 1.573748002

Table 4.4: MRT1- MRT2 Metric Score

VGG-16 VGG-19 SQUEEZE NET | PCA CNN+PCA
MSE 51.78371531 | 54.17560435 | 30.95919525 47.35199752 | 26.68707336
SSIM 0.17952148 | 0.167316343 | 0.478195945 0.515009571 | 0.4094382486
VIF 0.031350142 | 0.024646476 | 0.062285785 0.075168443 | 0.0615285748
Entropy | 5.695356778 | 5.763374805 | 5.290079636 5.277351219 | 3.9653502677
MI 0.493445079 | 0.459940614 | 0.531062598 0.626701992 | 1.119491017
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the quality evaluation using a source image and a non-source image. Evaluation of image quality, we choose five
metrics, for the accurate understanding of their outcomes Mean Square Error (MSE) be a part of the objective
evaluation index that must be consulted the Structural Similarity Index (SSIM), Information Entropy (EN),
Normalized Mutual Information (Qmi) and visual information fidelity (VIF) pixel, all of which are objective
evaluation indicators. a few pairs of radiology medical images taken as the test data. For test data, applied
filters for better understanding. The comparing algorithms are based on VGG-16, VGG-19, SQUEEZENET,
Principal Component Analysis (PCA), and CNN4+PCA. Among them, we randomly choose two source images
with diverse modalities. The input image is transformed from RGB to HSI space at the time of testing, and

various another format like grayscale, YCbCr etc.

5. Conclusion. The method extracts further information from source images using weights that are not
shared. CNN is used with PCA in the proposed method for image reconstruction, and it also aids during
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lowering the computational complexity and dimensionality of the original images. MSE loss is the basis for the
proposed method loss function. Minimizing MSE loss raises the objective assessment index, however, this does
not guarantee acceptable image fidelity. Its focus on the future discussion will be refining the loss function as
well as enhancing its effectiveness images that were fused to get a bunch more durable fusion method according
to CNN. The proposed model’s fusion image can effectively fully preserve the useful information in the source
images possible. The proposed method outperforms other comparison methods in terms of evaluating image
fusion metrics. The proposed method is stable in terms of durability and may be applied to image fusion.

(1]
2]
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COMPUTER-AIDED DIAGNOSIS APPLIED TO MRI IMAGES OF BRAIN TUMOR
USING SPATIAL FUZZY LEVEL SET AND ANN CLASSIFIER

VIRUPAKSHAPPA S SACHINKUMAR VEERASHETTY! AND AMBIKA N

Abstract. The most vital organs in the human body are the brain, heart, and lungs. Because the brain controls and
coordinates the operations of all other organs, normal brain function is vital. Brain tumour is a mass of tissues which interrupts
the normal functioning of the brain, if left untreated will lead to the death of the subject. The classification of multiclass brain
tumours using spatial fuzzy based level sets and artificial neural network (ANN) techniques is proposed in this paper. In the
proposed method, images are preprocessed using Median Filtering technique, the boundaries of the Brain Tumor are obtained
using Spatial Fuzzy based Level Set method, features are extracted using Gabor Wavelet and Gray-Level Run Length Matrix
(GLRLM) methods. Finally ANN technique is used for the classification of the image into Normal or Benign Tumor or Malignant
Tumor. The proposed method was implemented in the MATLAB working platform and achieved classification accuracy of 94%,
which is significant compared to state-of-the-art classification techniques. Thus, the proposed method assist in differentiating
between benign and malignant brain tumours, enabling doctors to provide adequate treatment.

Key words: Median Filter, Spatial Fuzzy Level Set, GLRLM, Gabor features, Artificial Neural Networks, Benign, Malignant
and Computer-aided Diagnosis (CAD) system.

AMS subject classifications. 68T05

1. Introduction. Various Medical Imaging technique are used to produce the images of human body.
The medical experts provide the treatment by observing and analysing those images [1]. Different medical
imaging techniques being used in daily life are Magnetic Resonance Imaging (MRI), Computerized Tomography,
Ultrasonic and X-ray [2, 3] which applied individually through variety of sensory systems. Medical imaging
also helps doctor in viewing inner portions of the body and diagnose properly. Doctors also gets help in making
keyhole surgery where interior parts can be operated easily without opening the body more.

The neuroscience field has seen a significant increase in demand for medical image analysis over the past
20 years. Higher resolution and contrast ratio images of the internal organs and tissues are produced by MRI
imaging. The anatomical structural details are also provided by the nuclear magnetic resonance theory. The
contrast ratio between various interstitial fluids will vary depending on the variety of imaging sequences. The
signals from magnetic particles spinning in the body in accordance with its magnetic tune are picked up by a
powerful computer during an MRI scan, which transforms the scanned data into visual representations of the
internal body parts. Medical imaging results can be modified to take advantage of the imaging techniques used
in the development of the analysis of remote sensing data and to easily analyse the symptoms of patients [4].

All neutrons, electrons, and protons move in a circular motion because they all have an angular moment
around their respective axes. The magnetic field that surrounds all charged objects is created by their odd mass
number and circular spin. When an external force is acting on these tiny magnetic fields that are randomly
aligned, the MRI machine uses these magnetic fields to generate signals. Tiny magnetic fields automatically
align with stronger ones if they are contained by larger homogeneous magnetic fields. This is how MRI works.
In fact, the majority of the atoms in the human body are hydrogen, and each one of these atoms contains a
single proton in the nucleus. MRI machines are therefore more sensitive to hydrogen.

Together with advances in medical imaging technology, neuroscientists are becoming more interested in
techniques or methodologies for identifying normal tissues in the brain in order to improve the effectiveness
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of therapy for brain disease [5]. It is difficult to diagnose and perform surgery on the brain, which is located
inside the cranium. A non-obtrusive approach to diagnosis has become the standard practice, and its use has
swept the globe. A brain tumour is one of the most dangerous diseases. The primary issue in brain tumour
treatment is its location and its capacity to spread rapidly. Thus, the critical steps in addressing this issue are
segmenting the image and identifying them [6, 7].

Medical image segmentation is one of the most important branches of image segmentation, and it is the
first and most important step in medical image analysis. The advancement of magnetic resonance imaging in
3D space allows for the imaging of tissues with high contrast and resolution. The neuroscientist observes three
important parts of the brain: cerebrospinal fluid, white matter, and grey matter. Morphological structures
are the fundamentals of these studies, which are used to segment medical images. For testing purposes, the
technique of medical image segmentation provides automatic and semiautomatic tumour extraction methods.

2. Literature survey. Yash Sharma et al [8] proposed a novel boundary box method for brain tumor
detection named as Fast Bounding Box (FBB). This method helps in locating the tumors in the brain from MRI
image of patient’s brain. This is used to find out most dissimilar brain region called as the Region of Interest
(ROI) i.e. tumor location. The FBB make use of novel score function known as Bhattacharya’s Coefficient (BC)
for axes points of the bounding box in which tumor region is inscribed and is different from other regions of the
image. The FBB finds out the most dissimilar portion properly but sometimes fails to find out some tumour’s
tissue which is easily available and it might be the part of tumor region. In order to reduce this, the region of
ROI is scaled up to 20 pixels which lead to enhanced ROI. This increases the size of the bounding box by 20
pixels on each side increasing the area so that if tumor part is left, it can also be covered in this process. The
steps of this work are locating the tumor region using FBB and enhancing of ROI by scaling the bounding box.
The ten features considered for the ANN training and GLCM feature provides 8 features.

Tianming Zhan et al [9] made use of fully automatic method in order to obtain the segmentation of tumor
from multispectral MR images of the brain. They used different intensity patches in the input image for
representing the abnormal and normal tissues. Dictionary is generated for further classification of tissues. The
brain tumor and the normal brain tissue is classified by using the sparse representation classification in the
complete image. Finally, regularisation of Markov Random Field (MRF) is used.

Kalyani A et al [10] presents neural network based classification of MRI brain images. The work consisted of
three stages which are feature extraction, stage of feature reduction and finally classification. Initially, options
with respective to tomography victimized images are obtained by Discrete Wavelet Transformation (DWT).
The second stage deals with reduction of victimized principles part analysis to more essential options using
PCA technique. In the classification stage, the two supervised machine learning based classifiers are used, the
first one is feed forward neural network and second one is the back propagation neural network.

Apurva et al [11] has concentrated on detecting and classifying the tumor types like meningiomas, gliomas,
nerve sheath and pituitary adenomas from MRI images of brain. The images in training phase and testing phase
are pre-processed and segmented using adaptive K-means clustering. The segmentation process is followed by
feature extraction using GLCM and Gabor wavelet methods. The classifier accuracy is improved by selecting
the features using PCA algorithm. Multilevel Proximal Support Vector Machine (PSVM) classifier for detecting
the different tumor types automatically from MRI images of brain.

V Sheejakumari et al [12] introduced Histon based technique for segmentation of the image. Before segmen-
tation, noise is eliminated at the preprocessing stage by applying median filter. Then noise eliminated image is
passed to the process of feature extraction. The features extracted are correlation, area, covariance and mean
of images. The image classification is associated with neural network at final stage. Here neural network is
modified by optimizing the values of weight using optimization technique called Artificial Bee Colony (ABC).

Jokin et al [13] proposed a hybrid method for classification of brain tumor in the MRI images. They
removed the Noise using the median filter, extracted the texture features, used CART and SVM for hybrid
classification.

P. Kumar et al [14] includes four stages in the work. They are preprocessing of the image, segmentation,
extraction of the feature, feature reduction and finally classification. The Wiener filter is applied in preprocessing
to reduce noise and further to extract features. Segmentation based on modified region growing is applied. Co-
occurrence matrix and Histogram methods are utilized to extract edge and texture features. The feature space
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Fig. 3.1: Block Diagram of Proposed System

dimension is reduced by PCA to get efficient and better classification results. Kernel based SVM is used to
classify them into Benign and Malignant. The similarity index, extra fraction and overlap fraction are measured
for performance analysis.

Nithyapriya et al [15] used multifractional Brownian motion (mBm) to analyse the MRI brain images.
Using mBm helps to extract spatially varying features. Depending upon multifractal features, segmentation
process is carried. This is carried out using modified AdaBoost algorithm which is referred as Adaboost Support
Vector Machine (SVM).

Marco Alfonse et al [16] used brain images of DICOM standard format to classify them into benign and
malignant. Different phases considered are acquisition of data, preprocessing of data, Expectation Maximization
and adaptive thresholding based segmentation, FFT based Features for MRI images, Minimal-Redundancy-
Maximal-Relevance (MRMR) criteria based feature selection for valuable feature selection and the SVM for
classification stage is used.

Deepa et al [17] used MEM approach for segmentation. The brain has different regions controlling different
functions like speech, balance and movement. If any region gets damage it affects functionality of respective
functions and may lose coordination of all activities. Brain tumor is nothing but tissue’s abnormal growth in
brain. If proper treatment to that tissue is failed, it spreads it to other tissue and results in cancer. Modified
Expectation Maximization (MEM) is implemented in proposed method for segmentation and image is classified
by SVM classifier. Correlation and Energy are calculated for the proposed work and are compared with existing
methods.

3. Methodology. The Proposed work uses the Spatial Fuzzy Level Set Algorithm for Tumor Segmentation
and GLRLM and Gabor wavelet features are used for feature extraction and ANN classifies into benign and
malignant.

In pre-processing step, in order to reduce the computation complexity, input image is converted into
monochrome image by using RGB to Gray conversion method and median filter is applied to eliminate noise
present in the MRI image.

3.1. Median Filter. This filter is one of the non-linear filters used to eliminate the noise from the image
while preserving the edges. This filter is applied by moving pixel by pixel in the image, its value is substituted
by the value of median to its neighbors. The pattern of the neighbor considered is referred to as window which
slides over the entire image on pixel by pixel basis. Values of window pixels are first arranged into numerical
then median is calculated, this replaces the value of pixel being considered.

The median filter is similarly to mean filterwhich decreases the noise of the image. The median filter
preserves the useful information in the image. This filter also comes under edge preserving smoothing filters.
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(1). Before (ii). After Filtering

Fig. 3.2: Example for Median Filtering
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Fig. 3.3: Median value estimation for each pixel neighbourhood.

For image A(z) and the image B(x), the constraint of median is as in the Equation (3.1).
median [ A (x) + B (x)] # median [ A(z)] + median [ B ()] (3.1)

The filter smoothens the data retaining the small and sharper information. The median value is nothing but
middle value of the neighbor pixel values. It is necessary to notice that this is equal to average or the mean
value, rather the median value has half of the neighbourhood values greater than its value and rest half lesser
than median value. It is stronger middle representative than that of average. Thus it is effective in eliminating
various noises from the image [18].

In the above window, the central pixel has different value from the neighbouring pixels; therefore, median
value is substituted. The above window’s median value is 124. The Window of size 3 x 3 is used in this case.

3.2. Spatial Fuzzy Level Set Algorithm. Fixed cost function is reduced by adaptive estimation of
scope of subclass and centroid in the fuzzy clustering, so it is adaptive kind of thresholding. Among fuzzy
clustering, Fuzzy c-means (FCM) is popularly used algorithm and is widely used in the medical field.

A membership function fiy, , is used in FCM to represent membership degree from m*™® cluster to n*®
object. it is mainly used in medical image segmentation as physiological tissues are non-homogeneous. FCM’s
cost function is given by Equation (3.2):

K N
= Z Z/‘}mnHin_Vm”2 (32)

m=1n=1

The fuzziness of segmentation is controlled by the parameter 1 > 1. The following are constraints must have
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subjected by the membership functions as given in Equation (3.3):

c N
D tmn=1 0<fimn <L D fig,>0 (3.3)
n=1

m=1

The centroids vy, and iy, must be iteratively updated as shown in the Equation (3.4) and (3.5):

I [ I
,umn - 2;21 ||in_VkH_2 / ( 1—1 ) (3.4)
N 1
vi= Zn:l Hmnln (35)

N
Zn:l :u’inn

Later spatial FCM was proposed by Chuang and others in which the fuzzy membership functions can be
incorporated by the spatial information directly by the following Equation (3.6):
A in in
mn- C
Zk:l ru“gnhgn

The parameters which control the respective contribution are p and gq. The h,,,, will add the spatial information
as follows in given by the Equation (3.7):

(3.6)

Diwn= Y _ fink (3.7)

keN,

Ny, represents the local window with image pixel n as circle. The centroid vy, and weight u.,, are updated
according to the Equations (3.4) and (3.5). In pixel classification based on FCM, image is segmented using
Level set method which employs dynamic variational boundaries. Active contour method is also very popular
technique for image segmentation. But here, level set method embeds active contours to time dependent
function of PDE f (¢, z,y)rather than the parametric characterization [19]. Then the active contour evolution
can be approximated by orbiting at zero level set C(t) as in the Equation (3.8):

¢ (t, z,y) <0 (x,y) isinside ' (t)
CW=14 6 tny =0 (ny s atT () (3.5)
¢ (t,z,y) >0  (x,y) is outside T' (1)

Series of zero contours are comprised in the implicit interface C. Therefore the image segmentation is converted
into US,UI'= 1.
The Equation (3.9) determines the ¢ evolution using the equation of level set.

24 F |Vgl=0
{ ¢ (8fx,}’): o (%) (3.9)

The normal direction is denoted by |V¢|, initial contour is represented by ¢ (x,y) and comprehensive forces is
represented by F which also includes gradient image’s external force, geometrical interface’s internal force and
optional artificial momentum.
The F advancing force need regularization using edge representative function g in the Equation (3.10) to
pause the level set evolution till optimal solution is obtained.
1

_ 3.10
STV G )P (310

where G, *I represents the image convolution using Gaussian smoothing kernel G¢ and image gadient is repre-
sented by V. The function g is approximal to zero in variational boundaries, else it will be positive.
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In this medical image segmentation novel fuzzy based level set method is presented where it starts with
clustering technique method called spatial fuzzy, then the results are further used to start the segmentation of
the image, estimation of controlling parameters are carried out and evolution of the level set is regularized. The
parameter initialization and configuration is automated by this new algorithm using spatial fuzzy. The spatial
restrictions are employed with FCM for interested approximated contours determination in medical images
[20]. The enhanced function of level set segmentation uses FCM output for evolution directly. Considering
the interested component from FCM as Ry : { rx= ppx, n= x xNy + y } . Now the level set will start
conveniently as Equation (3.11):

do(x,y) = —4¢e (0.5—By) (3.11)

Here ¢ denotes a constant to regulate Dirac function. The Equation (3.12) defines this function as

B 0, x| >¢
e (X){ L[+ cos (22)], x| <e (3.12)

Binary image By is obtained from the Equation (3.13):
Bik= Ri>bg (3.13)

where bg (A (0,1)) represent adjustable threshold. Given the initial level set function ¢, the length and the
area can be estimated using spatial fuzzy clustering

1= / 5 (o) dxdy;

o= [ H(oo)dxdy

H(¢o) is Heaviside function is defined according to Equation (3.14):

H (¢0) = { (1) ¢£02<00 (3.14)

This segmentation algorithm considers the membership degree for every pixel of the image py as the length
for particular interested component Rx. The dynamic interface is pushed or pulled adaptively by the enhanced
balloon force towards the interested object

G(Rx)= 1-2Ry (3.15)

The result of balloon force G (Rx ) ( €[-1,1]) denotes a matrix having variable for pushing and pulling
force to every pixel of the image. The interested object is attracted by the level set function irrespective to the
initial position. As shown in the Equation (3.16), the evolution equation can be transformed into

Vo

§<g,¢>=m<¢>div(gw

)+gG<Rk>5<¢>> (3.16)

3.3. Feature Extraction. The features used in this work are grey level run length matrix and Gabor
Features.

3.3.1. Gray-level Run-length Matrix (GLRLM). The features for the texture analysis of the brain
can be collected using GLRLM. The texture is analyzed by the pattern of grey value at certain angle in the
direction of the reference pixels. The count of adjacent pixels having the similar grey value at certain direction
is referred as Run length [21].



Computer-aided Diagnosis applied to MRI images of Brain Tumor using Spatial Fuzzy Level Set and ANN Classifier
( Start

Y

Read the Input
Image

A 4

|’ Initialize the number of
'\ clusters and fuzzy factor

v

- -

| Apply wiener filter

v
Create initial fuzzy partition matrix
using k means in feature space

A4
Adopt spatial constraints by using
objective functien on each level

A4
4 Compute area, perimeter, initial
..k cantour !

_~ Distance -
"\\threshcld

Y

I

| Update the membership values

AN : .
v

( Update the cluster centroid

¥

(" Perform level set segmentatian using
\neumann boundary conditions and classify |

v
- i

:_, Stop

i

Fig. 3.4: Flow Chart of Fuzzy C Means With Spatial Constraints

239

GLRLM is a two dimensional matrix where each value is represented as p(i, j|#) which gives the count of the

elements j having the gray intensity i, in direction #. Considering an example, figure 3.6 gives a 4 x 4 matrix
of the pixel image having 4 different gray levels. The matrix given in figure 3.7 represents GLRLM with the
direction of angle 0° [p(i, j|#= 0°)].

The GLRL matrix can be constructed in the following orientations 02, 45° 90° as well as 135°. This is

depicted below.

The texture features extracted from GLRLM [22] are
1. Shot Runs Emphasis(SRE):

1 p (4,5)
E = = ZAJ
SR nzj =

(3.17)
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Fig. 3.5: Flowchart for GLRLM Feature Extraction
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3. Gray Level Non-uniformity(GLN):
1

LN = — 2 1
G nzi:(;p(m,y)) (3.19)
4. Run Length Non-uniformity(RLN):
| X
LN = — /)? 2
R -~ jz:;pr (1) (3.20)

5. Run Percentage(RP):

RP = Y — " (3.21)

=0 (1,7)
6. Low Grey Level Run Emphasis(LGRE)
1 p (i,5)
LGRE = — — .
Rl (522
J
7. High Gray Level Run Emphasis(HGRE)
1
HGRE= =) i*p (i,j 3.23
ngj:z p (i,5) (3.23)

3.3.2. Gabor Feature. The 2-D Gabor filter is represented by following Equation (3.24) and Equation
(3.25):

2 2
h(x,y; f,0) = J%exp (—; (f% + fg)) exp (i (fzz + fyy)) (3.24)

(w0 0) = 2yioess (g (o351 - 1 + 353 ) (3.25)

here Ry = xcos @ +ysin 0, Ry = —xsin 0 +ycos 0,01 = ¢, 00 = F,fx = fcos 0 ,f, =fsin 0,
St = ucosf +vsinfh,Sy, = —usin f + v cos 6, c; and co are constants.

The coefficient \/mo 103 guarantees that different Gabor filter in the family have their energy equal to 1 i.e.,
|h|[*= [ [hh*dxdy= 1.

The spatial sinusoids which are localized using Gaussian window are referred by Gabor filters and band
pass filters, which are frequency sensitive and orientation. The x and y terms used in Eq. (3.24) are digital
image pixel co-ordinates. The 2-D Gaussian standard envelope are represented by o; and goparameters. The
f indicates the pass band central frequency and p is the spatial orientation [23].
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Considering 1= o2= o, Equation (3.24) and Equation (3.25) can be simplified as Equation (3.26) and
Equation (3.27):

22 42

h (x,y;f,0) = ﬁexp (;g) exp (i (fax + fyy)) (3.26)
0% ((u—fo) + (v = f,)°

H (u,v; f,0) = 2y/moexp | — ( 5 ) (3.27)

The Gabor filter is complex type with two components: real and imaginary
2 2
— The real part is \/ﬂiﬁexp (—% (3—%—}-%)) cos(fRy)
2 2
— The imaginary is \/ﬁexp (—% (%—l—%‘)) sin(fRs)
The family of Gabor filters takes both phase and amplitude of the frequency spectrum [24]. Gabor features

are extracted by convolution of image I with all the Gabor filters family at each and every pixel (z,y) and is
given by the Equation (3.28):

G (2 fibm) = Y30 (=2 y=y) h (2" fos ) (3.28)
37/ y'

where I(x,y) represents the intensity of the pixel.
The Gabor features used [24] are:
1. The phase feature of G (f, f,) can be represented by edge location and some other information of the
image I as depicted by the Equation (3.29).

F1 (x,yifk, 0m) = phase (G (x, yifk, Om)) (3.29)

2. The amplitude feature of G (fx, 6,,)is represented as oriented frequency spectrum of image I in every
location as in Equation (3.30)

Fy (%, yifk, 0m) =[G (x, yific, Om)| (3.30)

3. The sum of squares of various frequency responses having same orientation can be considered as feature
and it also indicates the local energy of particular orientation given by Equation (3.31)

F3 (x,y;0m) = Fa (X,y;fo,Qm)2+iF2 (LgJ , {%J ;f1,9n1)2+1i6F2 ({EJ , {%J ;fg,f)m)Q (3.31)

In Eq. (3.31) Fy (fo,0) is a %x% image, and Fy (f1,0n) is a I x 7§ image, and Fa (f2,0n) is a $x%

image. The F5(6,,) is a %x% image, thus each pixel of Fy (f1,6,,) is further partitioned to 4 pixels
and each pixels of Fa (f2, 6,,) is partitioned equally into 16 pixels.

4. The orientation can also be considered as feature which is maximum local energy.
Fs(x,y)=k (3.32)
Where Fj (x,y;0k) = maxy—o~2{F3 (X, y;0m)}
Algorithm’s Steps:
step-1: Select the value of F.

step-2: Convert the image to 2D matrix
step-3: Using the formula given below the impulse response is calculated

G (z,y) = g (x,y)x exp{2mif (xzcosd + ysind ) }

g is given as follows

9 (50) = (grgm) xel (7 407) /287
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Fig. 3.9: Neural Network Structure

step-4: the image is passed to the filter having the impulse response as given in the step 3, filtered image is
represented by r(z,y).

step-5: The filtered image’s energy is computed as E = r2(z;y)

step-6: From filtered image estimate the segmented image using.
o (z,y) = EQ@m(x,y) mask window is denoted by m (x,y). Using standard deviation Ss window size
is estimated. we adopt Ss = S / Sigma. So,

m () = (o) roo{- (2"}

step-7: Print ¢ (z,y), i.e. output image.

3.4. Artificial Neural Networks (ANN). A neural network (ANN) is made up of a large number
of highly interconnected processing elements known as neurons. The ANN’s operations are divided into two
phases: training and testing. The ANN is trained with specific input patterns during the training phase. When
an instructed input pattern is detected at the input during the testing phase, an output is generated.

Figure 3.9 shows architecture of proposed three output Feed Forward Back Propagation Neural Network
(FF-BPNN). The nodes F, Fs..F35 represent the corresponding input features and the nodes O1, O and Os
represent the output corresponding to the brain tumor class. A FF-BPNN uses a gradient descent learning
algorithm, in which the network weights are moved along the negative of the gradient of the performance
function.

The term backpropagation refers to the manner in which the gradient is computed for non-linear multilayer
networks.

The proposed network consists of input, hidden and output layer. The input layer is represented by 32
nodes, which have been derived from feature extraction models namely; GLRCM and Gabor techniques. These
features are normalized into the values in between 0 and 1. The outputs of each layer are the inputs to the
next layer. Ten neurons are in the hidden layer and one neuron in the output layer. Initially the weight and
bias are initialized to the values in between -1 and 1. The learning rate is assumed to be 1. The network is
trained for the different training data set. The weights and bias are modified during learning process. Finally,
the network becomes ready to classify the new data sample. The back propagation algorithm is given below.
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(a) Cluster 1 (b) Cluster 2 (¢) Cluster 3 () Cluster 4

Fig. 4.2: Clusters of Input Image given in Figure 4.1.

G
Y

(b)

Fig. 4.3: (a) Tumor Detection & (b) Segmentation of Tumor Region

4. Results and discussion. The data collection in medical image processing [34, 35, 36, 37] plays an
important role, So MRI images used in this work were collected from the local hospital. From the collected
images, brain tumor is segmented by the method called spatial fuzzy level set segmentation, Gabor features
and GLRLM features were extracted from the segmented images.

Considering the input image shown in the above figure, the result of the spatial fuzzy level set segmentation
is shown in the figure 4.2.

The tumor region is segmented by using the cluster 4 among the entire four clusters shown in figure 4.3.

The GLRLM and Gabor features are extracted from the segmented image and classified using ANN. The
classified result for the above image belongs to the class benign.

Similarly, to the above sample image, the result for other samples is shown in figure 4.4.
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Fig. 4.4: (a) Original Image & (b) Selected Cluster & (c) Segmented Image & (d) Classified Result

Table 4.1: Table of Comparison of Accuracy for Segmentation

SI.No | Authors Methods Accuracy
1 Ruchita A et. al [27] FCM 92.67
2 Prof P.Senthil [26] Level Set Segment 89.99
3 Jason J. Corso Et al [28] Multilevel Bayesian segmentation 88
4 A R Kavitha and C Chellamuthu [29] Adaptive Region growing based 46
5 Proposed Spatial Fuzzy Level Set Segmentation 94

The Comparative Analysis for the Accuracy of Fuzzy based Level Set method with existing segmentation
methods are carried out and results are tabulated in Table 4.1.

The Graph consisting of various segmentation methods is plotted with respect to the segmentation accuracy
in Figure 4.5.

The bar chart in the Figure 4.5 shows the comparative analysis of five segmentation methods for Accuracy
performance parameter. The obtained Accuracy values are 92.67, 89.99, 88, 46, 94 for FCM, Level Set Segment,
Multilevel Bayesian segmentation, Adaptive Region growing based and Spatial Fuzzy Level Set Segmentation
respectively. From the graphs, the Spatial Fuzzy Level Set Segmentation shows better Accuracy results as
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Fig. 4.5: Performance graph of Segmentation methods in terms of Accuracy

Table 4.2: Table for evaluating Sensitivity and Specificity of various Segmentation techniques.

S1.No | Authors Methods Sensitivity | Specificity
1 Sheejakumari V, Gomathi [30 HGANNA 0.83 1.00
2 Sheejakumari V, Gomathi [31 IPSONN 0.96 0.93
3 Sheejakumari V, Gomathi [32] Eéztzloz?;ii iiir?aeln ;512?55\7);1{ 1.00 0.6
4 P.Senthil [26] Level Set method 0.74 0.90
5 Uttamjeet Kaur [33] Ant Colony Algorithm 0.94 1.00
6 Proposed work Spatial Fuzzy Clustering 0.95 0.74

Sensitivity & Specificity
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Fig. 4.6: Sensitivity and Specificity for Segmentation

compared with other segmentation methods.
The Table 4.2 gives comparison of Sensitivity and specificity for the various segmentation techniques.
Figure 4.6 shows a graph depicting the comparative analysis of various segmentation methods with respect
to sensitivity and specificity for segmentation.
Comparative analysis of various classification methods is carried out and the results are tabulated in Ta-
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Table 4.3: Comparison Table for existing and Proposed System

Sl.No | Authors Methods Accuracy | Sensitivity | Specificity
Jokin Arul Rai Textural Feature extraction,
1. oxin Arul Raj PSO based Feature Selection, | 92.31 96.67 77.78

and Sathees Kumar [13] CART and SVM

Texture features extraction
by Co-occurrence Matrix

P. Kumar and

2. B. Vijayakumar [14] and Histogram then PCA 0.94 0.95 0.9
- VoA and RBF Kernel Based
Support Vector Machine
Spatial Fuzzy Level Set
3 | Proposed P N : 0.94 0.75 0.95
GLRLM, Gabor, ANN
Comparative Analysis
120
# Textural Feature extraction,
i P50 based Feature Sclection,
100 . . CART and SVM
Eg & l -
= e | = | ) ,
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Fig. 4.7: Performance Graph for Existing and Proposed Methods
ble 4.3.

Finally, bar chart consists of all the parameters such as Accuracy, Sensitivity and Specificity versus three
classification systems have been portrayed in Figure 4.7. From the above figure it shows that Proposed computer-
aided diagnosis (CAD) system based on Spatial Fuzzy level set with ANN classifier performs well than the other
CAD systems as compared in terms of Accuracy and Specificity.

5. Conclusion. The spatial fuzzy technique used in this paper will give more homogeneous regions com-
pared to the other techniques which will eventually help in reducing blur and noisy spots. Level set segmentation
is flexible in detecting the edges and has more control on movement of curves. Gabor features are of higher
flexibility and represent the images more efficiently by surpassing the directional and Gaussian derivative per-
formances. The higher order statistical texture can be extracted from GLRLM method. By combining these
methods, the proposed work gives better results for segmentation and classification with overall classification
accuracy of 94%. The accuracy of the proposed method can be improved further by extensive training. In fu-
ture various state of the art optimization techniques can be used along with ANN classifier in order to increase
the accuracy of classification. This CAD system is aimed for the beneficial of radiologist for localization and
diagnosis of the brain tumors in the MRI images.
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A NOVEL CSINR TECHNIQUE FOR ACCURATE AND PRECISE GPS
COMMUNICATION BY GEOGRAPHICAL CENTRIC SELF-LEARNING NODES

N. SWAROOP KUMAR * K.S. RAMESH! A. MAHESWARY?! AND R. REVATHI}

Abstract. Since its introduction, the Global Positioning System (GPS) is finding many countless, useful, and emergency
applications, focused mainly on track. As the technology is advancing day by day and the best feature of GPS, which does not,
relies on mobile signal to work, making it a feasible feature to incorporate into other devices as functionalities. By adopting GPS
to a system, accurate mapping and geographical labeling can be obtained. GPS works better with the coordination of nodes and
requires centralized monitoring and a reporting system. As it is a known fact that a demerit follows merit anywhere else, In GPS
also, the major attention is required to make the nodes to success in mapping the intermediate space between agent node used for
reporting and the remaining nodes of a cluster, where satellite and node coordination can be possible integer ambiguity technique.
Many researchers have proposed solutions to the aforementioned problem; unfortunately still today the proposed methods are
weaker in achieving lesser time delay of Total Electron Content (TEC). The proposed Centric Self-Learning Interconnected Nodes
Reading (CSINR) technique is novel in terms addressing the intermediate nodes failing to label the inter-connected object spaces
between reporting agents and nodes using integer ambiguity technique for node co-ordination and using a dedicated GPS prediction-
based clock system, which predicts precise and accurate mapping between interconnected nodes. Based on the information shared
between among the network managers a separate pseudo-connected network will be formed and further this network will be
considered an interconnected nodes network. From the information calculated from temporal factors and clock offset the separate
pseudo network is extracted by using the proposed CSINR technique. Add-on self-improvement is introduced to the proposed
method by a self-learning feature to an individual join extract the principal rate of partisan neighbouring join to sustain accuracy
in order consistent basis. An evaluation ratio of 97.43%, sensitivity of node occurrence is resulted as 92.78% and accuracy of
97.43% & 97.12% is achieved among a cluster of 32 & 64 nodes respectively.

Key words: Mapping of GPS Nodes, Position Accuracy, Precision of GPS Nodes, Self-Learning nodes, co-relation.

AMS subject classifications. 68T05

1. Introduction. Peer-peer communication among nodes is a fundamental and primary requirement for a
stable network that works for multi-dimensional attributes and functions. It is inferred that the distance between
the satellites and receiver is calculated by considering the product of the time delay (7) and the velocity of
light (c¢). A net of 24 satellites positioned into an track forms a GPS navigation system and it is finding its
profound role in achieving network stability and thereby making track able. At the time of its introduction, it
was intended for only military applications, but later on, it spread its wings to other civilian applications. GPS
would have not been a successful technological development applied for a reliable communication environment
for multiple applications, services, and techniques until unless without node coordination between each and
every node in the network. Under a dynamic communication system, GPS provides paperless transportation
logs and records [1], by means of continuously tracking the movement and monitoring of nodes via a given.
GPS works by rotating its satellites around the earth double a day and transmits signal in sequence precisely to
the earth. Then Receivers on earth determine the user’s literal site by using triangulation, compare time delay
between a signals transmit by a satellite through the time it was established, and estimate distance of a specific
satellite. Further with the distance difference between the remaining satellites in the orbit, the receiver be able
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to settle on the user’s spot and put on show from its 2D and 3D spot (longitude, latitude and altitude) and
mark it on the user’s electronic map. This information is further used to know the exact speed, trip distance,
total distance between transmitter and receiving node, day and night time duration calculation. As the GPS
communication depends on the nodes, nodes should be formed as a cluster, and any one of the node will be
selected as a cluster node for monitoring the trustiness of every node in the cluster and the number of nodes in
the is fixed in number and it is fixed. Clusters can be made as per the area of authorization. Clusters can be
making any number. But if it will be fixed number then accuracy will be better. More number of clusters are
there, then accuracy will be good.

Along with the advantages GPS has profound challenges in terms of achieving exact and accurate location
of GPS coordinates. The author of [2] has presented an elaborated survey report of multiple techniques
involving fundamental computations defined to achieve precision and accuracy of GPS coordinates. Further,
the difficulties have been addressed in [3] with Smartphone tracking-based evaluation. Dealing with the smart-
phone based GPS node coordination is much more complex, as it involves mobile nodes, and dynamic nodes,
which may leave or enter the network at any time. Under such scenarios, GPS is vulnerable to polling of
crowd node, controlling of conjunction of GPS node difficulty, and issues with management nodes. Assurance
of overall coordination among GPS nodes can be easily achieved by mapping to a particular antenna. The
above-mentioned issues were addressed in the proposed methodology by means of a systematic approach and
evaluated in terms of reliable solutions and frameworks for accuracy prediction of GPS nodes. In the following
section various existing research solutions were elaborated and in I1I section the detailed methodology of planned
technique is introduced. In IV section Statistical model and design and proof of the findings were included
further results and discussion and comparison with the existing methodologies along with future scope are
included in Section-V.

2. Literature Survey. As it is known fact that for a reliable tracking and monitoring of source node
movement and location is accurately achieved by the Global Positioning System (GPS) based on geometric
coordinates. Unfortunately, GPS System is more vulnerable to man in middle attacks, black-hole attack,
Spoofing and unauthenticated node tracking issues. Author [4] have proposed a reliable framework solution in
terms of inactive coordinates of GPS and the false nodes coordination log information of duplicate nodes of
the network. The proposed method also deals with such type of fake nodes and corrects the long time travel
behavior of unexpected node of the network. The mentioned methodology provides support in terms of node
traceability and verifies authenticity of accessing. Handling of large volume of data, generated by the process
is addressed in [5] proposed an optimization technique adopted for data collection in big-data management
environment, thereby achieving accurate mapping of GPS nodes.

A more detailed method used to process and analysis the information related to mapping and reliability
is proposed [6] which is used to generate a secure GPS location accessing. Author named as the Standard
Positioning System (SPS), provides a generalized representation of overall coordinates associated for commu-
nication and hence a- centralized monitoring is un assessed, to overcome the challenge a dedicated monitoring
and positioning system is required for evaluation. A customization and processing approach for improved be-
havioural mapping in GPS based outset is evaluated. These customizations are predominant and have influence
of coordinate recommendations for modern technological assistance. The geometric parameters of information
collection via GPS coordinates are evaluated under a timely manner based paradigms to assure the dependency
of time and coordinates under the operations.

The overall coordination required for essential communication and hence a centralized monitoring is
unassessed. Further the security threats of central monitoring system and the following challenges of a dedicated
monitoring and positioning system were addressed in [7] and a solution for GPS based outset is proposed in
terms of a customized behavioral mapping among the nodes. Modern technological assistance can be achieved
by a network formed with such a customized and predominant coordinates in the network. The author [8] have
proposed an interlocked data transfer solution for handling information breeching in multi-node environment
named as in TeIMED [8].

Authors of [9] have proposed timely mannered paradigms to collect the information related to the geometric
parameters via GPS coordinates. The proposed method works with the assumption of dependency of time
on its coordinators operation. It is a known fact that the information transmission via wireless network is
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more vulnerable to security attacks and a solution is proposed to procure the dependency of data in wireless
network. A draft of all over analysis report of dependency and growth rate of GPS nodes is presented in [10]
and also covered the current time challenges of GPS processing followed with the road map of development
towards the near future. An agile and low cost GPS tracking method is proposed in [11] and resulted a more
reliable customized system for allotting permission for incoming request and also accessing of locations. A
self-learning system with the aim of accurate and reliable polling and mapping of GPS coordinate for a secured
communication. A detailed report of ICT along with its role in customized network following with its challenges
was presented in [12]. Authors have proposed a methodical idea for valuing the situation of GPS coordinates
system mapping.

3. CSINR: Centric Self-Learning Interconnected Nodes Reading technique. As we know that
in GPS,the measurement of the difference in the phase of the incoming signal and the phase of the internal
oscillator in the receiver reveals the small distance at the end of a range.

By comparing the phase of the signal returned from the reflector with the reference wave it kept at home,
an EDM can measure how much the two are out of phase with one another. However, this measurement can
only be used to calculate a small part of the overall distance. It only discloses the length of a fractional part of
a wavelength used. This leaves a big unknown, namely the number of full wavelengths of the EDM’s modulated
carrier between the transmitter and the receiver at the instant of the measurement. This cycle ambiguity
is symbolized by N. Fortunately; the cycle ambiguity can be solved in the EDM measurement process. The
key is using carriers with progressively longer wavelengths. For example, the sub meter portion of the overall
distance can be resolved using a carrier with the wavelength of a meter. This can be followed by a carrier
with a wavelength of 10 meters, which provides the basis for resolving the meter aspect of a measured distance.
This procedure may be followed by the resolution of the tens of meters using a wavelength of 100 meters. The
hundreds of meters can then be resolved with a wavelength of 1000 meters, and so on as shown in fig.3.1.

Here is that comparison, the reference wave in blue with the reflected wave with the dashed red line. The
reflected wave came back out of phase by a quarter of a wavelength. With an EDM, wavelengths of varying
length can be sent out. For example, if the EDM sends out a wavelength of 100 meters, then by looking at
the fractional part of that 100-meter wavelength, it would be possible to determine the tens of meters in the
distance. The hundreds of meters of the overall distance could be resolved by sending out a wavelength of
1,000 meters and looking at the fractional part (by phase comparison). This method depends on the fact that
the EDM survey can send out waves of different wavelengths and have them return to where they came from.
That makes comparison of the returned wave with the reference wave possible. By comparing phase angles, the
fractional part of the wavelength that went out can be determined. The components of the total distance are
built up by sending on wavelengths of different size; first the thousands of feet, then the hundreds of feet, then
the single feet, and finally the decimals of feet. However, this whole method is not possible in GPS surveying.
There are only three carriers; L1, L2, and L5. They have constant wavelengths. Therefore, while it’s possible
to determine the fractional part of the wavelength, that one small component of the distance, from a single
measurement, knowing the number of full wavelengths between the receiver and satellite is more difficult. This
is known as the integer ambiguity problem.

Another important parameter to consider in the GPS communication is Total Electron Content (TEC),
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which is the time delay of Total Electron Content Total electron content (TEC) is an important descriptive
quantity for the ionosphere of the Earth. TEC is the total number of electrons integrated between two points,
along a tube of one meter squared cross section, given in equ(3.1) i.e., the electron columnar number density.
It is often reported in multiples of the so-called TEC unit, defined as TECU = 1016el/m2 =~ 1.66 x 10 — 8m.
The TEC is path-dependent. By definition, it can be calculated by integrating along the path ds through the
ionosphere with the location-dependent electron density ne(s):

TEC = /ne(s)ds (3.1)

TEC is significant in determining the scintillation and group and phase delays of a radio wave through a
medium. Ionosphere TEC is characterized by observing carrier phase delays of received radio signals transmitted
from satellites located above the ionosphere, often using Global Positioning System satellites. TEC is strongly
affected by solar activity.

The CSINR technique aims at improving the reliability in intermediate node space which is helpful in im-
proving the accuracy of GPS nodes mapping. The process of GPS coordinate system definition and information
gathering starts with defining Node Attribute Extraction (NAE), which captures the information of active node
in terms of its initial parameters through the antenna. This information technically includes, the location of
users (U, ) and a stream of nearst locations will be formed.

A matrix which extracts the inter-related node primary to NAE is framed with many attributers and
association ratio information of the network. As shown in Fig.3.3 a novel clustering method is proposed and
named as the Static User Grouping (SUG), which provides an accurate customizable and reliable solution
for node allocation and defining the space relationship to improve the network performance further. This is
an internally evaluated node base invention of co-relationship matrix. Another improvement of self proposed
method is withdrawal of inter-reliant medium of GPS coordinates is proposed, evaluated by categorizing nodes
separately from the activity of each and every node in the coordinate system.

The novelty of the proposed technique is a dedicated GPS clock prediction is proposed to predict precision
and mapping among the interconnected nodes. The interconnected nodes are dependent on the information
shared via network managers and hence, CSINR technique extracts the nodal relationship of interconnected
nodes to build a pseudo connected network based on temporal factors and clock offset. The Fig.3.4 shows
the above said node extraction and categorization combined with the proposed method for point to point node
interaction and for the selection of cluster node. Further, a cluster head node will performs the inner auditing of
nodes standards (Np1 to No, ) in every categorized prevailing conditions ('Y;), which can be further customized.
The collected data from the cluster node is further processed a matrix called summation matrix defined for
ensuring the synchronization between each and every node of the network. A threshold value is fixed from
the information calculated from the timepiece pre-set and equalize coordinates of GPS site denoted as a f,.
Information related to node existing from the network with respect to reporting agent can be easily obtained
by a static user grouping technique as shown in Fig. 3.2. CSINR Spatial Representation method is used to
yield the worth of the template coordinates as in Fig.3.4, and it is a work of fiction method as a region tagging
where Rx is the inner zone dependency value and Zx is the outer zone dependency value. The nodes of the
proposed method are self-learning and extracts extract the principle value of supporting neighbouring nodes to
maintain reliable source accuracy information. The proposed method generates the co-relationship matrix that
is important because Based on the co-relationship matrix we may know the nodes which are fixed and which
are movable. With this matrix we can validate the nodes. With this matrix we can find the suitable path to
communicate the data.

The proposed technique is improvised by adopting filtering method to overcome the Integer Ambiguity
problem. In filtering approach, independent measurements are averaged to find the estimated position with
the lowest noise level. A third use a search through the range of possible integer ambiguity combinations from
which it calculates the one with the lowest residuals. These approaches can’t assess the correctness of the
particular answer, but they can provide the probability with certain conditions, that the answer is within given
limits.

A clear understanding of CINR technique under each node of GPS tracking is clearly presented by the 3D
model of spatial representation as shown in Fig. 3.5. The process under node extraction, by the customizing
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the inner zone and outer zone categorized as static nodes and the outer zone is as lively nodes. As values
exceeding the doorstep and hence extract parameter also restricted so there by projection observation curve
will also be maximized. The nodes information related to entry and exit from the network and the information

of node capturing and categorization will taken care by the cluster head.

4. Statistical Approach. Another challenging task of GPS is formation of a hexagonal cell as the GPS
coordination is completely dependent on node interconnection. Let G = {G1, G2, G3...G,, } is the GPS factor of
a device and is authenticated to monitoring server{ D,, }such that {G; = D,, }under an order of[r, s, t|'; Receiver
(‘r’), Sender(‘s’) and bit of transmit value( ‘t’). Normally, it shows below

{Dn} = (P +Gi) = <Pi + [ns,t]G")
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Where AGis an aligned and optimized value of a GPS system with {Dg}and arriving GPS standards (G) as
{G € AG}by means of position to {Dg =} L (AG), here ‘L’ means the place of AG and habit. Precisely, the

sort of sites (L) by a underneath issue of [r, s, t]"is represented as below.

r= \/(7” - ri)Q + (7’ — 7"1'+1)2 + (7“ — 7"1'—0—2)2 + (43)
[P S v (4.4)
r(r— 7‘1)2
i=0 §=0

The value of each parameter information is communal in the provide [r, s, t]isector is evaluated and factorized
and GPS Coordinates is evaluated by considering the incoming factor (Iy). Equation 4.6 represents the room
harmonization of every sign rate is represented.

cos 0 sin (sin 6" cos p 4 sin ¢ cos HT)
;] =| — (cosfsiny) (—sin @ cos ¢ — sinp cos 1) (4.6)
sin —sin € + cos ¢

From the event occurrence and alignment of GPS coordinates the cyclic spaces are evaluated and filtered. The
factorial value [r, s, ¢]'of all joint by orientation to bandwidth din provincial values is represented as (Uy.) and
(Uine)to arranging again an reliable join below the provided procedure room.

(Uaee) = lim </n0 5(If)i> — AGi[r, s, (4.7)

n—o0 ot

(AG[Up,] s 8(AG,

(Uine) = lim. % -> (&J ® AG) (4.8)
=0

U= Uacc @ Uinc (49)

Ugee and Uy, are inserted in U; .

oU (t) = ® (4.10)

U () :ZZ{(S([{;‘”)Z &) (& )J} (4.11)

8U (t) = f: ; {6 (Uace)s 26 (Uine); } ® G; (4.12)
i=0 j=1
L AG;]r, s, t]* [6(UY) *
oU (t) = nh_}n;o (AT (0.248) AG; { 50 L ) (4.13)
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—5 AG;] 5U (t)
[r,s,t]" t j
v AT (0.248) (0.248) n—>oo Z Z ot (4.14)
AG| K " (U (t), ®oU (t)
_ il s, )" ). i j _
Ul(t)= AT nl;rréo E B Te— AG; (4.15)

,J
0U; = OU (t) are primary ideals of GPS coordinators of utilize (U) underneath a agreed atmosphere of AG.
The same are additional implemented by a balanced calculation on or after old user labels U,..and next to him

jointUjp.. All joints are consistent and mold of next-door GPS truth is calculated and processed. It show in
Eq. (4.9) and will be shown as Eq. (4.16):

€ (t) = 6 (eUacc D eUinc)T (416)

Where, eU,..and eUy,. are the ecological changeable that are linked to the join or consumer room (T) through
(VT € AG)and (AG € eU)as all (U) customers are allied among near join values in the defined environment of
operation.

The essential situation of consumer action (ﬁ) beneath the process rule of (5U =0 ((ﬁ)) the self knowl-
edge gaining method re give the track and breathing space of action from side to side which the accepted
consumer is below genuine process. Think the acquiring knowledge by own label (Sp) beneath the power of
background (e) uneven as (S p € eT)here “T” is maximum location given with in specified area. The joint (n)
is collaborated as Sp = [(n;);,(ni)y, (n)5 ... (n;),,]such that (VS (n;) = VeT)with a underneath variable of
self-governing characteristic.

Based on Eq. 4.15 & 4.16, the basics of consumers (0 (u))site ascription is equated with an independent
factor values (Vy)such that each of (Vi) = VeTin user U,eeand Ujp.is coordinated. The medium of customer’s
contains with own learning is shown in Eq. 4.17 .

O(Uacc®Uine)
(T) ® AG;

Sp = | .
(gt} o [(1)));

(4.17)
WaeelUine) ) @ [r,5,1)" AG
(Westlunc) ) 570 [(V7),] AG

The reliance reason of several standards attributes in consumer Ugyccand Uspcis reliant on [r, s,t]Taspect, the

starting arrangement sort to remove and build up a factorial terms to [AG;]where[VG C AG; U AL;] gives all
stations covered as pieces and needy to consumers site coordinates. Believe place [AL]getaway represents in

Fq.4.19 .
(L] = (‘”Ua@UU) ~ (‘W)eT —0.728AT> (4.19)

Sp = (4.18)

ot ot

) - (2ol o (52007 g 7asa (120

Equation (4.20) is a learning paradigm of location and orientation of a node. The proposed methodology
achieves ode reliability as user to consumer communication parallel as given by Eq. (4.19) & Eq. (4.20) in
that order. The GPS nodes are monitored and recorded from the orientation mapping information of GPS
neighboring nodes. Recording can also includes a simulated environment also named as node_ name for easier
identification and location extraction. From the line of scope (Tos) information the node attribute, occurrence
and, precision of node mapping can be easily evaluated.




A Novel CSINR Technique for Accurate and Precise GPS Communication by Geographical Centric Self-learning Nodes 259

GPS Accuracy
GPS Dependency
GPS Mapping

1004 5 94.11

a7.11 8921 90.22 g0.21 924

&0 <

@
=]
|

GPS Accuracy
&
1

20 4

Label Technique (Existing)
Techniques

CSINR Technique (Proposed)

Fig. 5.1: Comparison of CSINR with existing methods

Table 5.1: Comparative validation of proposed

Plot method | Label procedure | Suggestion method | CSINR method
GPS potency (hz) 2.872 2.8933 2.922 2.9421
label standards (%) 87.22 88.22 92.34 94.93
GPS standards (arbb) 81.88 92.00 90.32 97.64
Nominal space (m) 3.30 4.211 4.23 4.90
Changeable space (m) 0.46 0.46 0.49 0.91
Outcrop arc (m) 3.69 3.89 3.93 3.93

5. Results and Discussions. The reason why to prefer the proposed method over the traditional geo-
metric method is because thisis the strategy requires a significant amount of satellite motion to succeed, and,
therefore, takes time to converge on a solution. It works pretty well, but requires satellite motion and takes
time to converge.

By proposing a clustering method a higher order user grouping can be achieved from the information of
in progress site of Global position system coordinates as explained the aforementioned sections. The collected
in turn are further processed and evaluated and updated to the central monitoring reporting agent. Further,
comparative analyses of all existing methods are presented in Fig. 5.1 and it is clear that the proposed (CSINR)
technique is showing better performance in terms of accuracy over others. Proposed technique is also differing
from the existing methods from the join way of showing and site baggage.

The agenda of information breeching through multi-agent information sharing systems has to be optimized
and generate a system interlocked approach for data transfer is proposed for secure and reliable data commu-
nication using inter-domain information systems. The fundamental concept behind this approach is to secure
the data dependency under open channel communication line.

Table 5.1 summarizes the existing systems with the proposed system in terms of GPS potency, Labeled
standards, GPS standard, nominal distance, and Variable distance and Project Curve parameters. From the
table.5.1, it is inferred that the proposed methodology is showing better performance over the existing method-
ologies. The proposed methodology is showing improved projection curve over the other techniques and a
percentage of 5 over the Plotting technique and 2 over the Labeled Technique and further it is used for an
accurate and reliable prediction of GPS coordinates. Table 5.2 shows a comparison between the proposed
and existing systems by means of TEC for a cluster of 5, 9, 17, 33, 65 nodes respectively and delay comparison
graph is shown in Fig. 5.3 and with respect to Signal to Noise Ratio is shown in Fig. 5.4 respectively. The
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Table 5.2: Total Electron Content v/s CSINR

Nodes | TEC Delay (ms) | CSINR Delay (ms) | TEC (SNR) | CSINR(SNR) | TEC (Accuracy %) | CSINR (Accuracy %)
5 23.69 21.52 44.22 43.20 88.36 93.22
9 33.93 32.89 48.22 47.20 89.29 93.95
17 42.10 39.19 49.33 47.30 90.33 94.05
33 47.00 43.10 53.33 48.34 90.92 94.76
65 50.34 48.20 55.84 49.44 91.45 97.33
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proposed method provided an improved accuracy of 97.32% for 64 bits as Fig. 5.5.

6. Conclusion. By adopting a strong complex and secure encryption technique along with proposed
technique achieves secure data transmission under multiple cyber physical attacks such as black-hole monitoring,
spoofing and unauthorized coordinates tracking between the nodes can be easily achieved.

A committed and a good number steadfast methodology was proposed accurate finding and attaching
of GPS coordinates. The experimental setup of proposed method includes MATLAB2016 has required and
expected instrument package. Results show that proposed modus operandi completes an improved accuracy
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with 97.32% over the Total Electron Content (TEC). Proposed technique can be employed for location ex-
traction under attribute based environment and also for inter-connected co-relationship mapping. A reliable
communication is possible by developing a imitation matrix hexagonal system provides consistent announce-
ment environment. The technique of self-learning provides the data dependency and precision mapping for
GPS coordination. The CSINR based method is providing an accuracy of 97.32% and 96.82% in inter-domain
GPS coordinate system. The proposed method can be used in future for lively consumer tagging and alliance.
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A NEW IMPROVED BINARY CONVOLUTIONAL MODEL
FOR CLASSIFICATION OF IMAGES

PUTTA HEMALATHA* SHANKAR G! AND DEEPAK RAJ D.Mf

Abstract. There are numerous image classification strategies are developed in deep learning. However, due to the complexity
of images, conventional image classification strategies have been incapable to meet real application needs. As the amount of pixel
information rises, the classification becomes more difficult. However, CNN is widely used method for object identification in picture
due to its simple and accurate, but still, it remains hazy which strategies are most supportive for analysing and distinguishing
the objects in pictures. In this paper we introduced a CNN network and clustering-based technique called IBCNN to perform
classification based on patch extraction. The proposed method can accomplish their goals in the following four different ways:
a) Automatic Kernel selection; b) resilient patch size selection; ¢) CNN layer; and d) pooling layer modification. In addition, it
also modifies the pooling layer with average value and calculate the pixel size. The proposed method was applied on ten different
image datasets. Finally, the proposed model is compared to three benchmarking models: such as WCNN, MLP, and ELM-CNN to
estimate its performance. The obtained results shows that the proposed method gives competitive results compared to the other
models.

Key words: classification, machine learning, deep learning, image classification, convolution network

AMS subject classifications. 68T05

1. Introduction. To gain a complete image interpretation, we should not only focus on classifying different
images, but also try to precisely estimate the concepts and locations of objects contained in every image.
In general, pictures contain numerous connected data, which causes troubles within the classification errand
and permits opening on diverse investigate challenges. In addition pictures may contains commotions and
peculiarities, the separation between these substance is regularly troublesome and can lead to a tall rate of
misinterpretation. The extraction of objects and characteristics is exceptionally troublesome and vital for
an exact classification [1]. Deep learning-based methods have grown quite prominent among many Artificial
Intelligence methodologies. It’s utilised to solve different challenges in the fields of object detection, image
classification and computer vision. Deep learning has become a very promising technology as a result of
technological advancements and the availability of large datasets. Convolution Neural Network (CNN) is one of
the prominent models widely used in image classification process [2]. CNN is the main deep learning technique,
have outperformed most machine learning algorithms in a variety of real-world image classification or object
identification applications. It is well known that the architecture of CNNs has a significant impact on their
performance [3]. Images are large-scale representations of the object, made up of several pixels and shape data.
The goal of convolution is to detect a specific object in an image while ignoring undesirable pixels or image
features to handle a variety of problems such as security, cartography, pixel monitoring, shape, edges, and so
on [4]. In general, images are large and include a bunch of associated information, which makes classification
complex and allows you to open them on multiple research channels. The task of autonomously capturing
these large images is as challenging as it is vital. Furthermore, multiple object images may contain noises and
irregularities, making it difficult to distinguish between these contents, perhaps leading to misinterpretation
[5]. Extraction of patterns, pixels, edges, and textural features is difficult but crucial for accurate classification
[6], [7]. In the disciplines of identification and detection, deep learning algorithms have exhibited real-world
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performance [8]. There are a number of options, including Autoencoders, Stacked Denoising, weighted CNN
(WCNN) [9], Multilayer Perceptron (MLP), extreme learning machine CNN (ELM-CNN), and others [10]. The
number of neurons, the number of hidden layers, and other characteristics among CNN’s, can have a substantial
impact on categorization results [11]. The problem statement of object location and detection is to decide where
objects are found in each image (image localization) and which category each images depends. So, the channel
of conventional object detection methods can be basically distinguished into four stages: a) kernel selection,
b)patch selection ¢) CNN layer, and d) pooling layer estimation.

In this paper, we proposed a combine clustering technique with a modified CNN to propose an improved
binary classification approach; hence, the number of kernels is initialised using CKmeans. In addition, we
proposed an adjusting max-pooling layers using the average number of patch size value. Finally, we apply a
different patch size on each image to select the optimal pixel for better classification.

The article is organized by the following sections: related works described in section-2; section -3 explains
the proposed approach, whereas, section-4 is experiment and discussion, section-5 shows the result, and article
end up by conclusion in section-6.

2. Related Work. Generally, images are a big scene composed of several pixels. Each of the pixels brings
such important information. Unlike other types of images, where each pixel is described by one value, the
pixels of the multiple objects contain images are described by a vector of values. This makes the classification
of images somewhat cumbersome and complicated. Deep learning has the advantage of extracting data, which
allows classification more precisely. To help readers better understand the associated research and the suggested
method, this part introduces 12 [13]. CNNs and skip connections, which are regarded the background of the
proposed algorithm. The work on discovering the architectures of CNNs is then examined. CNN, a multilayer
perceptron, was inspired by the visual neural mechanism. A CNN usually has three layers: an input layer,
a hidden layer, and an output layer. The input layer calculates the mean value and uses PCA /whitening to
normalise the data. The convolution, excitation, and pool layers are commonly included in the hidden layer,
which is made up of numerous neurons and connections between the input and output layers. Numerous
activation functions should be employed if the CNN has multiple hidden layers [12].

The ReLU and sigmoid functions are two often used activation functions. Because of the problem of
strongly correlated pixels, and change in suggested CNN architecture. For instance, Discriminatory abilities,
can be increased by using the middle layer and increasing stall rates, as well as adding convolutional layers.
During the convolutional operation, the filter slides horizontally (with a specific step size), then vertically (with
a different step size) for the next horizontal slide, and so on until the entire image has been scanned. The feature
map is a new matrix formed from the filter outputs. The breadth and height of a stride are the horizontal and
vertical step sizes. In our research, we have discussed WCNN [9], MLP [10], and ELM [11].

The weight parameter affects input data inside the network’s hidden layers, making WCNN a neural
network. A neural network is made up of a series of nodes (also known as neurons) that connect together to
form a network. Each node is made up of a collection of inputs, a weight, and a bias value. A node receives
an input multiple times, and the same it multiplies by a weighting factor to observes or either sends the result
to the next hidden layer of the network [14]. The hidden layers of a neural network are typically used to store
the network’s weights.

A neural network’s input layer accepts input signals and forwards them to the next layer. After that, the
neural network has a series of hidden nodes that modify the data input. The weights are applied to the buried
layer nodes’ nodes. For instance, a single node may multiply the incoming data from a well before weighting
factor and transferring things to a whole new layer, and then add a bias. The output layer of the neural network
is indeed known as the final layer. The concealed layers’ input is regularly tweaked by the output layer to create
the needed numbers in a specific range represented in Fig. 2.1 (a). A feedforward artificial neural network called
a multilayer perceptron (MLP). An MLP is made up of three layers of nodes: an input layer, a hidden layer,
and an output layer. Except for the input nodes, each node is a neuron with a nonlinear activation function
[15]. MLP employs backpropagation during training as a supervised learning technique. The multiple layers
and non-linear activation of MLP separate it from a linear perceptron. It can distinguish between non-linearly
separable data. Multilayer Perceptron (MLP) is a sort of computer vision technique that has been replaced
by CNN’s as seen in Figure 2.1(b). MLP is no longer considered adequate for advanced computer vision tasks.
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Fig. 2.1: Model of comparison algorithms using a convolution neural network structure a) WCNN, b) MLPCNN
and C) ELM-CNN.

Every perceptron gets linked to all of the other perceptron’s, resulting in fully connected layers [16].

The extreme learning machine (ELM), a revolutionary paradigm in the field of machine learning, has
received a lot of academic attention in recent years. The predictive model is a generalised version of the single-
layer feedforward neural network (SLFN), which only contains one hidden layer with randomly generated hidden
neurons. SLFNs are networks that do not have any back or side connections between nodes. Fast computational
time during training and testing is one of ELM’s primary features. Furthermore, unlike typical neural networks,
the classifier is capable of achieving strong generalisation without the need to tune network parameters [17].
Figure 2.1(c) shows how ELM has been applied in a range of different learning contexts. ELM, in comparison
to earlier tuning-based approaches, necessitates a greater number of hidden nodes in practise. However, in such
networks, a small number of hidden nodes may have a minor impact on the network’s output, boosting the
network’s intricacy [18]. Furthermore, if indeed the current hidden node surpasses total training set and the
ELM may experience a singularity problem, making the system unstable.

2.1. CNN - General Working Principle. CNN is a type of neural network that has shown to be
particularly effective in areas like image recognition and classification. Applications include object detection,
vision in robots, autonomous cars etc., and it also used in smart grid applications as well, because, smart grid
generates huge amount of data. The general working procedure of CNN is shown in figure 2.2(c). Typically,
CNN has three types of layers to build architecture such as convolutional layer with ReLU activation, Pooling
layer and fully connected or dense layers. Depict from the figure 2.2, convolutional layer extract information
from the input picture, the next layer is pooll layer reduce extracted information from convl which is also
called down-sampling layer [19], [20]. Next layer is pattern which is used to convert matrix into vector. Dense
layer usually available at the end of convolutional layer, based on fig. 2.2 the process to classify the given image
is cat or dog, and the output layer exactly says that the given image is cat or dog with SoftMax activation.
Convolution’s primary objective is to collect the significant features of an image. By learning input features,
convolution retains the spatial link between input. Then the convolutional layer produces output by simply
convolving input image with filter. The mathematic representation of CNN is defined as: where y— output
image, x— input image, which is actually representing the input image with IV x N matrix, n represent the
size of the input image, ‘f’ represents size of filter which was chosen for the given example. The size of the
filter can change as per the requirement or problem description. Typically, computer interpret image in the
form of grey scale (i.e., 0 and 1) and RGB (i.e., 0-255). Depict from figure 2.2, the given image convoluted and
distinguished by a layer action in which image’s pixels are extracted one by one in a given size patch x— n*n
matrix, with each active pixel enclosed through group of nearby pixels. Second, each patch will traverse the
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Fig. 2.3: Convoluting the input images 5*5 with 3*3 filter and produce output image 3*3 dimensions.

convolution and max - pooling several times. Third, it will be twisted using the various specified kernels at the
convolution layer. According to the filter selected, it would be treated only at max pooling. Finally, the patch
gets smaller and smaller until it’s just a simplified data vector.

Y= Zx x f (2.1)
n=1

The content of the pixel will be determined by comparing these values to the database [21], [22]. From the
figure 2.3 and 2.4 the input image sample chosen as 5 x5 dimension with filter 3 x 3 dimension. When the input
image is convolved with 3 * 3 filter produce output image 3 * 3 dimension.

In order to find (1,1) element of this output with 3 x 3, lets super impose this filter into input image such
that (1,1) of this filter is super imposed on (1,1) of input image; (1,2) of this filter is super imposed on (1,2)
of an input image and so on till (3,3) of this filter is super imposed on 3 x 3 element as shown on in figure
3(a). Therefore, element wise multiplication 11, 1 %0, 11, 0%0. 1%1, 1 %0, 0% 1, 0% 0, —1 x 1 produce
result 2. Similarly, if we want to find 1 % 2 element of this output image matrix we have to shift this filter ones
on the right side, so that (1,1) filter super imposed on (1,2) of an input image and (1,2) of this filter is super
imposed on (1,3) of an input image and so on till (3,4) of this input image. And, once again the element wise
multiplication and add all the values will be finding 3 and so on till finding 0 in the out image. To understand
little more about the pixel calculation is broadly described in figure 2.4.

3. Proposed Method. We start by separating the cat image (named H) into multiple scales because
the input image is 2D shaped. Each scale is dealt with independently. Kernels are extracted from each scale.
However, the problem is figure ring out how to identify the number, position, and length of kernels, as well as
the length of both the patches that encircled each pixel. To solve this problem, we proposed an algorithm called
IBCNN (Improved Binary CNN) using the CK-means method with a few improvements. (1) Kernel selection
(Number, Position, and Size), (2) Patch Extraction, (3) Hidden layer processing, and (4) Classification are the
four primary procedures in our system as shown in algorithm 1.

3.1. Kernel Selection. The proposed algorithm begins making a feature map, which contains locations of
all the important pixels (kernel centre). In this paper, the CK-means algorithm has been adopted to determine
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Fig. 2.4: Comprehensive convolution layer operation.

kernels. CK-means intends to stake the X= z1,z2, z3.7, in vague pixel ‘p’ with ‘u;;’ represent cluster along

with X; — degree of membership in respective of ith clusters. The membership degree on the matrix represents
the clustering outcome pu.

First and foremost, set the parameters: p — number of clusters n — number of training data m — fuzzy
parameter used to define the width of p parameter

For the number of cluster p initialization, for the two relative integers n and p the Euclidean distance
division was used to find the mean difference between patch size along with zero value in distinct p. Euclidean
division connects two relative integers i.e., quotient <— n, remainder <— m, with respect to training sample n: n
= pm + w, where 0< w < | p |. This scenario could help to cover as much area as possible, whereas, "w’ should
be decreased with respect to the predefined parameter m, n and p; and m € (1.25,2). Procedure involved in the
proposed algorithm as follows: To begin, split each pixel and construct x vectors of data one by one. For data
ranging from 1 to n: 1) In order to generate number of clusters p, the fixed predefined fuzzy parameter m have
to select random patch size in cluster. 2) Generate novel matrix ®; after the membership degree ¢ has been
determined.

doim1 @iy Do By

from eqn (3.1) follow the procedures to calculate the ®;; matrix: i) To begin, fill a random number between
0 and 1, to ensuring that the sum of each row or column is 1. ii) second, the largest integer in a place can
be given the value 1 in a new matrix, while the others are given the value 0. iii) at last, create a vector that
consisting total of the values in each column. Give a value in column as 1 if it includes or else 0, thus ultimately
assist to find the largest value in vector. After that, calculate the centroid cluster ‘Cent;’ with respect ‘j.

1) Use eqn(3.2) to calculate the centroid value of the cluster can be defined as:

Dicy i Pij
> i1 i

O, = mam(

) (3.1)

C’entij = (32)

2) Calculate initial value j4 using eqn(3.3):

Ja =Y ®ijdij(wi,c;)? (3-3)

=1 j=1
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Data: set of input image datasets D for classification, Maximum pixel number generation
Result: classification of given images y=Cn (n=1,2,3...
Initialization Iy < Using the proposed variable-kernel selection technique, initialise a pixel size with
the provided image size.
step 1 Kernel selection
while t <0 the mazimal generation do ®;; = max( f”q), | Zf)ijq)“)
1 ) i=1 )

i=

if ®;; is even then
estimate number, position, and size of the kernel with ckmeans, then, calculate the centroid value
of the cluster
Centy; = RHg20
elseif threshold 6 > 0
step 2 patch size estimation calculate the average of the current pixzel and its neighbours pizels
using Wi ;
thenV; = (fuie, L)
Pi$1($i7yi) = (Tei® Yiu)
step 3 CNN layer
for each cnn — C; : Ci + Iy * W7 select active pixel size C; — choose 'n’ o and 8 to map convolution
layer 1 calculate the average of the current pixel:
yfzil(ihj) Z;zi(y'f;% (7’ - l',j - 1)7 yitil(]' - l',j), yfzil(lvj - l’).., yifl(laj))
step 4 Average_ pooling layer
for each the filter size is a*a and
if a > 1 then y, = f1(z4 1w, + 1)
end if
end if
end while
Algorithm 1: Proposed IBCNN Algorithm

3) Calculate fuzzy parameter Cent,; using eqn(3.4):

1 2
(=)™
n 1 =27

Y (@) ™

Centl-j = (34)

4) By using Euclidean distance find dij between z; and c;.
5) Check the finishing condition, and then set the positive parameter €> 0 from the beginning.for better
result we chosen €= 0.001.

dij(Jao1,Ja) <€ (3.5)

If Jais the previous iteration’s objective function and J4_1) is the current iteration’s objective function,
then move to eqn. (3.3) to (3.5) otherwise return to (2). We build a binary matrix from the clustering matrix
to represent the kernel placements. To accomplish this, we’ve established a threshold parameter . The number
of neighbouring pixels[3, 2], that are similar to centre pixel or active pixels — k. Active pixel calculating is
illustrated in greater detail in the following diagram figure 3.1. Where, I € [2, 0], in the centre pixel or active
pixel ‘x’, if p;x; = = X, then the nearest pixel value could N 4+ 4. However, if N > 6 the centroid cluster X
must be marked as 1 otherwise 0.

3.2. Patch size estimation. In patch calculation, initially we have to set a threshold 6 to consider. Based
on the size of the image the pixel value may assigned. For instance, let assume v be the nearest kernel centre
neighbors i.e., v = v1, v2, v3, v4. The smaller value has been chosen by calculating the distance between each
pixel and each kernel’s centre. Then, calculate the average of the current pixel and its neighbours’ pixels using
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eqn 3.6.

o Tyi T Tk Yvi + Yk
Wy = (D, ) (39

The ordinate of the graph is represented by x and y point respectively with denoting the active pixel k.
We choose the equivalent outlines with respect to x and y axes, that cross on all the generated points after
selecting the new points. Constant affine functions fc(x) is used for to estimate the neighbors kernel function
i.e., fcx = ax+b, where, constant a=0, and co-ordinates of the neighbor kernels b. Four horizontal lines hl,
h2, h3, h4 which represent rows and four vertical lines v1, v2, v3, and v4 represents columns are used to find
the co-ordinates intersection values. The rectangle’s coordinates to be retrieved or represented by intersection
values, as shown in Fig 3.2. The active pixel’s space ‘1’ is then divided and shifted into four sections: up, down,
left, and right. The new parameter position p can estimate as: p;xl = m, Az, p;x2 = my A2y, p;x3 = mg Ay,
pixd = mg N z, with resection lines In and column cn. The position of the active pixel can be evaluated with
the build objective function p;(x, y) = (xLn: d + xCr: 1 + yL w: d + yC r: 1). Therefore, when applying pi(x,
y) to calculate the neighbors pixel size the intersection coordinates yo and z; are seeming to be equal because
they are parallel to the axes. So, some position of the parameter might change with respect to the initialization
values and the appropriate steps taken to adjust as follows:

select__start_ position_ 1

pit1(Ti,Yi) = (Teit Yiu) (3.7)
select_ start_ position_ 2

Piw2 (i, ¥i) = (Ter: Yiu) (3.8)
select_ start_ position_ 3

Pir3(zi, i) = (Tei Yia) (3.9)
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select_ start_ position_ 4
Piwa(i, yi) = (Ter: Y1) (3.10)

Training, testing, and validation are all performed on the extracted sample from the input image. Therefore,
the training samples will be subjected to the following treatment. The pixels in the centre of the kernel X are
used to find the co-ordinates of pixel h1-h2:h3-h4 and vertex v1-v2:v3-v4 as shown in fig 3.2.

3.3. CNN Layer. The convolution layer weights the kernels chosen and adds local neighbours to every
image pixel. The centre element of each kernel is positioned upon that active pixel as shown in fig 3.3. A
weighted sum of the neighbours’ pixels and itself will replace active pixel. Depict from eqn. 3.11 let y,, be given
input image determines the image patch size Bi and number of layer ‘n’ a and 6 are the two positive integers
used to map the convolution layer I’

Yo = (Dt + B2) (3.11)
MeN
However, a convolutional operator represented as ¢ and f; is an activation function of the layer, in the
average pooling layer Si, the bias for attributes map 3} The W! column displays a pixel group on each layer
-1’ which related to the n-dimensional characteristic map. At last, the convolution kernel W, come into the
picture to calculate and assign the different filters.

3.4. Average pooling layer. The average_pooling layer permits each average pooling pixel’s input size
to be halved or greater (i.e., depending on the filter size). Estimate the average pixel size in term of a*a for
each patch, which corresponds to the filter’s length; before being added to the bias, such outcome would be
increased from a tuneable weight. In every average_pooling layer if the filter size is a*a and if a > 1 as well
then, the output N*N matrix — z/71(i,j) can be calculated as:

1

yn M) =) (G = 1),y (= g) el (G — )y (6 ) (3.12)
1

)
Il

8
I

Using eqn. 3.12, let ¢/~ 1(4, j), as a result of the average of such images in every patch and the features map n’,
the average pooling layer ’I’ is now computed with respect to y, input shown in eqn 3.13.

Yn = fl(zil_l * wﬁl + ﬁ,ll) (3.13)

The output image map size Z'W', where H — horizontal position of the pixel and W — represent vertical
position of the pixels. In the final convolution layer, each pixel is linked to exactly 1 preceding features map.
The input characteristic maps are convolution kernels from the same size. Sigmoidal neurons make up the
output layer referred as ’y’, whereas, 'n’ specifies the amount of sigmoidal output neurons. Therefore, eqn. 3.12
is the equivalent equation for computing the output of a sigmoidal neuron. Here 3 seems to be the biased linked
with both the 'L’ layers and 'n’ neuron, and ’'w’ is the weight of the last convolutional layer’s characteristic
map 'P’ at the output layer’s neurons *N’. Finally, compute all of the sigmoidal neurons’ outputs that lead to
a network’s results 'y’:
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Fig. 5.1: Visual description of the dataset. However, column represent the dataset label and row represents the
types of the dataset.

Table 5.1: Characteristics of the dataset

Name of the Dataset | Total number of images | pixel dimension
airplane 10028 227 * 227
automobile 45001 1080 * 1080
bird 35484 800 * 600
truck 14750 720 * 720
frog 17584 227 *227
deer 14856 1280* 1227

4. Experiment and Discussion. The quadratic CNN learning method is implemented on a 64-bit
Ubuntu 16.04.4 using the Python programming language. TensorFlow 1.5.0 is used to evaluate the accu-
racy of the proposed method. The reliability of said dropout-based CNN algorithm and the SGD optimizer are
assessed [23], examined, and associated to the other three models at diverse learning rates such as training loss
or training accuracy and validation loss or validation.

5. Dataset Description. To demonstrate the efficiency of our suggested method, we evaluated the model
on ten different image datasets. The characteristics of the datasets is shown in table 1 and visually in Fig 5.1.
The method was compared with different models such as weighted CNN (WCNN), convolution with fully
connected multilayer perceptron (MLP-CNN), external learning with support vector machine (ELM-SVM)[24].
However, the datasets are publicly available at(https://paperswithco
de.com/dataset/cifar-10).

6. Result. We retrieve the pixel size from each input image for experimental purposes. In tradition CNN
various nonlinear functions such as Tanh, Sigmoid, ReLU and leaky ReLU are used as activation functions.
However, in this work, we have used ReLU [25], as a common activation function for the entire process which
help easily to maps a real number in to [1,0]. For each pixel, we estimate a cluster matrix, then create a new
feature map (binary matrix) that specifies the locations and sum of kernels from each matrix which could help
to retrieve the kernel size from the feature map. Typically, the proposed method conducted two different tests:
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Table 6.1: setting patch size, pooling size, convolutional kernel size

Dataset airplane | automobile | bird | apple fish baby cats dogs
size of the patch 36*36 36*36 24%24 | 21*21 | 36 36 | 21 *21 | 9*9 | 36 * 36
Convolutional kernel size 12*12 12*12 6*%6 5%5 5%5 9*9 5%5 5%5
Pooling filter size 9*9 9%9 5%5 3*3 3*3 6%6 3*3 3*3
Loss Accuracy

10 o 10 20

Epoch Epoch

Fig. 7.1: Performance analysis in term of loss and accuracy

first, it involved applying a constant patch size (see Table 5.1). Secondly, we returned patches of varying sizes,
the size of which is governed by the dimensions of the input image and the number of kernels produced.

To test if our proposed technique is effective, we first compare the performance to an arbitrarily pre - defined
number of kernels. Each of the ten datasets is subjected to the tests. The proposed algorithm calculates the size
of the kernel in the second testing, usually mean number of hidden layers completed on all datasets is between
6 and 12 depending on the number of kernels generated as well as the magnitude of such original pixel size. The
suggested technique finds the number of kernels to be 50, 55, 60, 65, 70, 75, 80, 85, 90, and 95 for each of the
ten datasets. Indeed, in the other variants, we manually chose the number of kernels: 35, 40, 45, 50, 55, 60, 65,
70, 75, and 80. The precision or number of kernels on every approach was set according to the values defined
in columns, are shown in Table 6.1. This suggested methodology offers the highest categorization accuracy. As
a result, we can conclude that the suggested method can locate a large number of kernels for various images.

7. Performance Analysis. The performance analysis of the proposed model evaluated in term of loss
and accuracy of validation and train metrics. However, the validation accuracy range is increased from 0.8 to
0.95. The recognition rate of the model increases as the learning rate increases, and the learning and recognition
rates have a positive relationship, as shown in Figure 7.1. When the SGD optimizer’s training an accuracy
learning rate reached 0.94, the model’s recognition rate was relatively constant. The validation accuracy and
train accuracy of the proposed model are currently growing faster than the previous model, The accuracy rate
rises considerably whenever the learning rate goes up to more than 0.06. The proposed algorithm is executed
ten times on each dataset. Table 6.1 describe the kernel size as well the filter size, and Figure 7.2 illustrate the
accuracy of the proposed algorithm comparing with other algorithms.

According to [26], for the airplane dataset test, the proposed algorithm achieved 2% higher than MLP-CNN,
however the parameter we selected here to test is 10.2M. Similarly, IBCNN achieved greater result on bird, apple,
fish, baby, and dogs. However, MLP-CNN achieved 1% higher on cat’s dataset than other models. WCNN and
IBCNN performed 2% greater on apple dataset. ELM-SVM attained reasonable accuracy of 91% with 2.2M
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Fig. 7.2: Accuracy comparison with other image classification models

parameter, with 9*9 patch size, however, these accuracies are estimated by selecting the patch size and manual
parameter [27], [28]. Another parameter: pooling filter size 5*5, 9*9, 3*3 are used to test WCNN, IBCNN,
MLP-CNN. Similarly, the validation accuracy is obtained 0.95M which is 2% higher accuracy than another
model. Depict from figure 7.2, the accuracy of classification is evaluated in %, based on training accuracy and
validation accuracy IBCNN gained 97% on airplane dataset, 93% on apple, 91% on fish, 92% on baby, 92% on
bird, and 92% on dogs which is greater than WCNN, MLP=CNN, ELM-SVM. As a result, we can conclude that
the suggested method can locate a large number of kernels for various images and obtained highest accuracy
in classification of object in image. The proposed technique has the highest accuracy in classification. As a
result, we can conclude that the suggested method can locate a large number of kernels for various images. The
classification accuracy of the proposed approach is marginally greater than that of existing CNN models for
peer competitors in the second category.

8. Conclusion. Object detection in image is a cutting-edge technique that can be used in a variety of
security, autonomous, and surveillance applications. Classifying and object identification in large picture or
image in deep learning is achieved benchmarking result with the help of convolutional network. The use of
CNN for image classification is a solution that involves data and parameter initialization. We developed a
classification approach in this paper that combines clustering and convolutional neural networks. There are
four significant contributions of the work as: (1) using a clustering algorithm to determine the number of kernels;
(2) picking the kernel placements; (3) computing an adaptive patches size; and (4) softening the pooling layer.
On ten different image datasets, the proposed approach was tested. The proposed model’s performance was
assessed in terms of validation and train metrics loss and accuracy. The validation accuracy range is extended
from 0.8 to 0.95, the model’s recognition rate increases as the learning rate increases, and the learning and
recognition rates have a positive relationship. The results show that the proposed strategies are competitive with
alternative approaches. The further work suggested on spatial images or hyperspectral image classifications.
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A META HEURISTIC MULTI-VIEW DATA ANALYSIS OVER UNCONDITIONAL
LABELED MATERIAL: AN INTELLIGENCE OCMHAMCV

SRINIVAS KOLLI ; PRAVEEN KRISHNA A.V | AND M. SREEDEVI?

Abstract. Artificial intelligence has been provided powerful research attributes like data mining and clustering for reducing
bigdata functioning. Clustering in multi-labeled categorical analysis gives huge amount of relevant data that explains evaluation
and portrayal of qualities as trending notion. A wide range of scenarios, data from many dimensions may be used to provide
efficient clustering results. Multi-view clustering techniques had been outdated, however they all provide less accurate results
when a single clustering of input data is applied. Numerous data groups are conceivable due to diversity of multi-dimensional
data, each with its own unique set of viewpoints. When dealing multi-view labelled data, obtaining quantifiable and realistic
cluster results may be challenge. This study provides unique strategy termed OCMHAMCYV (Orthogonal Constrained Meta
Heuristic Adaptive Multi-View Cluster). In beginning, OMF approach used to cluster similar labelled sample data into prototypes
of dimensional clusters of low-dimensional data. Utilize adaptive heuristics integrate complementary data several dimensions
complexity of computational analysis data representation data in appropriate orthonormality constrained viewpoint. Studies on
massive data sets reveal that proposed method outperforms more traditional multi-view clustering techniques scalability and
efficiency. The performance measures like accuracy 98.32%, sensitivity 93.42%, F1l-score 98.53% and index score 96.02% has been
attained, which was good improvement. Therefore it is proved that proposed methodology suitable for document summarization
application for future scientific analysis.

Key words: Clustering, Document summarization, Data mining, Meta heuristic technique.

AMS subject classifications. 68T05

1. INTRODUCTION. Large amounts data gathered from several study fields, such image processing,
computer vision data fusion, natural language and processing in real time as result of fast computer-related
technology deployment. A wide range of dimensions associated to a wide variety of properties are examined in
these data, which include many high-dimensional features with complicated structures [1, 2]. High-dimensional
data represents the abundance of data curse dimensionality, therefore managing high-dimensional data general
concern big challenge for optimizing the dimension’s dimensions. Using hidden data to represent low dimen-
sionality and reducing dimensionality in relation to input data is an effective method for large amounts of
data [3].

Theoretically optimized matrix factorization has emerged as the research hotspot with the easiest im-
plementation for multi-labeled data reduction. It’s possible extract low-dimensional attribute relations high-
dimensional data relations using factorization matrix-related methodologies such ICA (Independent Component
Analysis), PCA (Principal Component Analysis), & VQ (Vector Quantization). No components in matrices are
decomposed; this implies that in order to maximize matrix representation, negative elements must be included
in the low-dimensional representations of data [4]. Deep learning has recently proven exceptional performance
in include representation projects [5]. Lattice factorization has been enriched by various analysts who have
incorporated substantial learning into the process [6]. A multi-layer non-negative MF technique presented
(MNMF) [7]. First, MNMF degraded the grid many times to produce the fundamental part-based representa-
tion that may remove profoundly different degrees of information from the original information. To propose
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thorough semi-non-negative grid factorization strategy [8, 9] employed Semi- non-negative MF (SNMF) and
coordinated deep Factorization [10, 11]. But the deterioration of the coefficient network for preparation infor-
mation in both MNMF and deep semi-NMF can only be seen as a profound decay in this network [12, 13].
The premise grid was used to minimize dimensionality new data problems construct new data issues [14, 15].
When premise framework applied to the deep representation, it had a direct impact on the outcome. Using
factorization, investigated the accurate reduction of dimensions with depth of initial information framework,
and they presented a profound NMF technique that relies on premise picture learning [16, 17].

Invariant data acquired from several data domains/sources may create this issue. Represent data several
dimensions depending their representation features and relationships with multiple features, this challenge
tackled using multi labelled clustering [18, 19]. Different techniques to multi-view clustering have been explored
before, but they have not been analyzed in terms of dimensionality reduction in the representation of multi
labelled data in supervised learning. In order to identify the text, the supervised learning technique defines
the labelled information based on its features [20, 21]. It is thus crucial to find data sources for unsupervised
learning with multiple labelling [22, 23]. Because finding quantifiable and realistic cluster outcomes multi-view
labelled data still challenge, new technique called OCMHAMYVC being offered representing Data as cluster with
many kinds. To begin, first suggested methodology examines low-dimensional data using OMF model, clusters
comparable labeled sample data prototype clusters data related several dimensions [24, 25].

The following are the main goals of the suggested method:

1. Unsupervised multi-labeled clustering method uses orthonormality matrix factorization (mix normality
constraints and orthogonal constraints) is first proposed.

2. Objective model we implement an objective model, which provides and expresses the minimums of the
suggested implemented model

3. In order to demonstrate efficiency of the suggested technique compared to standard approaches accuracy,
other metrics multi-labeled cluster data sets, we conduct tests on numerous real time datasets.

2. Review of Related Work. Using multi-labeled data, this section explores the relationship between
standard clustering methods and their results.

Prior to this time, a wide variety of single-view data grouping solutions had been discussed and implemented.
Three typical single-sight collection strategies piece bunching [22, 23, 24], paranormal groups [26, 27] & sub-
space groups [28, 29]. Most part, bit-based methods employed build primary commitments High-Dimensional
piece space where proffered grouping successfully [30]. employ Gaussian piece design commitments split region
and wire pair- savvy constraints into part sorting out some methods co-ordinate pattern collecting [31] pre-
shown bits used design data sources and improvement piece game plan better encourage bunching execution
[31, 32], optimum portion space picked from social event predetermined portions. In the run-up to the terrible
grouping, they normally produce a partiality diagram to describe information similitude and analyses Eigen
structure this affection diagram acquire clustering conclusion. To create proclivity chart, existing clustering
methods [33, 34] show efficient strategy.

As an example, [35] construct the inborn diagram and the punishment chart independently using pair-
wise requirement data. In [36], an incredible affection graph is fostered by using discriminative component
subspaces. Mishandling multi-layer layers in the form of a pyramid-style structure by [37, 38, 39] creates a
reformist bipartite diagram. Besides the foregoing, the collecting structure makes good use of a help vector
machine (SVM). In [40] introduced Twin Help Vector Machine (TWSVC) framework, discover bundle plane
close contrasting pack places avoiding characteristics other groups. Matrix factorization (NMF applied range
MVC assessment methodologies non-threat impediments consider improved inter-predibility (Guan et al 2020;
Trigeorgis et al 2018). Using non-negative structural factorization of multiple datasets, an average inert factor
is discovered (Liu et al 2018; Zhang et al 2019, 2020). Semi-NMF has been projected to broaden NMF by relax
the factorized premise structure to be actual performances. Semi-NMF is one of the most prevalent variants
of Non-negative Matrix Factorization. Because of this preparation, semi-NMF may be employed in a far wider
variety of applications than NMF [41, 42]. Additionally, our method offers many advantages over NMF-based
MVC techniques, including the ability to analyze Semi-NMF in more depth [43, 44]. Data tests from a related
class may be brought closer together using the Semi-NMF structure, as mentioned. This dish has a particular
flavor since it is based on extensive education [45]. Even though our approach isn’t exactly the same as the
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current MVC auto-encoder-based solutions, we still have a major strategy (Andrew et al 2019; Wang et al 2020).
When compared to previous research, we don’t employ Canonical Correlation Analysis (CCA), restricted two
cases. An Andrew et al 2020, as well as Wang et al, 2018. In this metaheuristic nature-based algorithm, an
improved meta-heuristic methodology motivated by different researcher’s studies are provided. One important
model called Oppositional based Harris Hawk Optimizer-OHHO technique; it is an unsupervised algorithm.
The following approach is constructed on the speculative Harris Hawk Optimize-HHO algorithm, which has
no inherent dependent variables. The search space is later changed by integrating HHO with the Oppositional
Based Learning-OBL method in order to provide better estimation for the dominant approach. A clustering
strategy is also been discussed on unsupervised learning, known as OCMHAMVC [46]. The deep learning
related scientific paper [47] has been taken as input files and applied various clustering techniques on it getting
various clustered index values. The all literature survey section giving limitations of earlier studies related to
document indexing. The survey which was analyzed has been taken as reference and proposed an advanced
technology.

3. Preliminaries. This section explains fundamental preliminaries employed suggested strategy, along
with the relevant procedures that are required.

3.1. Optimized Matrix Factorization (OMF):. This data is provided in A = {a1, a1, ....... an} € MY*%,
where n indicates no. of various examples, and d indicates its dimension feature vector a; (1 < ¢ < n) repre-
sented number of distinct samples in ( H = {hq, ha, ....., hq} € Qi&W = {wy,wy, ..., wd}Qi (k << n&d < D)).

To find reduced rank matrices inside non-negative relationships, OMF investigates, i.e., which may be
characterized W = {wq, wa, ..... ,wq} Input data examined as a; = Zf_l h;w;; stated using combination of
linear matrix construction and impact factor wi after exploring matrix relations (i.e. H & W). Here is a
breakdown of the purpose of non-negative matrix formation:

}rqnivr‘}HA—HWH% wort H>0,W>0 (3.1)

||| 7 Fresenius standard procedure with variety functions
W and H are described as variables in the Karush-Kuhn-Tucker (KKT) ruling condition,

TN EWWT), ‘
With associative parameters,
(HTA),,
Wi = Wi, Y I 3.3
J J (WTHW)ZJ ( )
Factorization DL described as
wm ~ HPW
H™ ~ HPW
......... (3.4)
Hi"p ~ H™ Wy,
Hi"y =~ H["W™
where H", H3", ..., H{ 1, H"&W  War, . W, W™ Coeflicient and basis matrices m-dimensionality re-
ferred matrices. As result of combining the two equations above,
min_||A™ — HPW/ W™, e, WrW™ |5 wart H >0, >0 (3.5)

m m
W H,

It is defined as: based on numerous viewpoints with objective functionality

M
nin S AT = HPWPW L WEWF wat H >0, >0 (3.6)
|
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Fig. 4.1: Number of words scientific paper with unstructured scale

Objective functionality multiple attribute describes

min (|A™ = HPWWT W W |3 wart  HM™ >0,W™ >0 (3.7)
| BRAae}

3.2. In-depth Matrix Factorization Indices. Associative modularity’s associative modularity may be
used to design or investigate structure in complicated procedures. Deep learning is used to describe the process
of discovering optimal matrix functions.

A~ Z1W1
A~ leQWQ (3 8)
A~ Z1Z2Zme
7)€ QXK Be [ —th(l <m) (3.9)
W, € RF*™ (> 0) (3.10)
Matrixes are clustered into clusters or factored out of a matrix withZ, ...., (Z1, Z2, Z;) € R¥* m-dimensional

layers by taking this connection into account, which may be done in a variety of ways. In this way, distinct
data sets may be represented using the same group procedures, but from different viewpoints. For multi-labeled
clustering numerous attribute relations, deep matrix factorization approach is appropriate. Our first findings
lead propose new heuristic approach investigating multi-labeled data clustering enhanced matrix construction.

4. Proposed Method. A clustering strategy based on unsupervised learning, known as OCMHAMVC,
is discussed in this section. It is associated restrictions related to orthogonal and combined frameworks with
co-regularization, and this approach is referred to here. First define multi objective functions suggested and
then examine optimum maximization strategy cluster multi labelled data. Lastly, efficient complexity analysis,
computational analysis suggested approach. The scientific data is applied to proposed methodology interims of
alpha numeric unstructured data.

Figure 4.1 clearly explains about scientific data analysis, millions of words are applied to proposed OCMHAMVC
and get easy indexing. This analysis giving multi-view clustering with more accuracy and throughput. The
multi objective function of an optimization issue with numerous objective functions is referred to as a multi-
objective optimization problems. A multi-objective optimization problem might be described mathematically
as

minmeX(fl(x)afQ(x)w":fk(x)) (41)
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4.1. Multi objective functions of OCMHAMYVC.
{A" € gy (4.2)

For the sake of argument, let’s say we have an efficient multi-labeled data collection, which is made up of n
classes of samples each with a separate multi-label. Labeled constraints are represented in multiple perspectives
as 1 samples, whereas unlabeled constraints are represented as 1-1 samples.

_ Cc*l 0
X_< oL ) (4.3)

I and jth-class attribute data C;;=0 as a result, C;; the data were given new labels, and (n — 1)(n — [)
unlabeled sample 1,,-1 was assigned to process of building identity matrix. If number samples unlabeled data
exceeds predetermined threshold, then an identity matrix may be used to look for previously labelled constraint
data. When a cluster is not identified, labelled matrix data generation is referred to as a "labelled matrix.”

Cc*l 0 0
X = 0 1 0 <06*l IO ) (4.4)
0 0 Inia n

Define auxiliary matrix Z, which expresses dimensions using sample data and numerous goal functions for
orthogonal matrix creation as follows.

- u u u . u u - - ]' u S
MOy = E O, ||AY — VU (Z )TXT|\%+A§ ||[Fo(Z*(Z )T)—I||%+§ § 5(9us||Z Al (4.5)
u=1 u=1 u=1 s=1

Explore low-dimensional feature representation executed data using dimension multi-objective function. Inves-
tigate representations of desired characteristics for each and every one of the dimensions. It is essential that the
qualities across classes have an effective distinguishing factor, and that the scalability of all chosen features is
the same. The introduction of orthogonal constraints in multi-labeled clustering ensures the desired feature rep-
resentation is met. Associative clustering prototypes with various parametric notations are used in conjunction
with low-dimensional feature representations under orthogonal constraint to effectively discriminate between
classes and attributes. A joint constraint matrix is offered as a means to migrate the performance of orthogonal
constraints. The padding of clustered information has been providing less congestion as well as getting fast
dimensionality grouping. The following analysis helping to remove congestion and providing document analysis
effectively.

[l =i 1<ji<ec
F”{ 0 otherwise 0 (4.6)

As a result, the orthogonal constraint framework A>"""" |[Fo(Z*(Z*)T) — I||%

We can next determine whether or not an orthogonal constraint relation has controllability by looking at
how o is represented in various notational systems. Under the clustering specification structure, representation
many forms various dimensions include unity data.

4.2. Convex Feature Optimization. As a result objective non-convex functions based global minimum
relations, variables examined applying them in conjunction. Using the most recent constraints, recalculate the
optimization, such that one attribute relationship is linked to other attributes that are existent but are not
changed in any way. To include non-negative matrix relations into Lagrange matrices, non-negative attribute
relations with convex optimization are stated as

La_r =370 0u]|A" = V(Z)TXT]F + A0 ([Fo(Z2(Z)7) — TII% + 220 2oity 50usl1 2 — Z2° 1%

2y (B (V) T) + 3ok tr(a(Z2)T)
(4.7)
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Implemented multi-labeled characteristics are given the KKT treatment by way of non-negative matrix relations
are very important in documents analysis as well as Lagrange matrices. The convex optimization methodologies
have been briefly concentrating on attributes and providing accurate document analysis. The non-negative
Lagrange matrix is providing computations very smoothly compared earlier matrixes

(AvXZe =V (Z9)TXTXZ"), vl =0 (4.8)

0, XT(ANTVY — 0, XTX Z4(V) TV — 2N(Fo(Z"(Z2%)T) 2" + 2AZ" — ANF(Z".2%.Z")
FANF(Z%. 2. 20) = 3™ 0, 25,72 = 0

Jjigi

(4.9)

Finally, the multi-objective function is said to as being achieved, Descriptor extraction & utilization has been
involved in document clustering. The Word groups known as descriptors which are used to characterize, elements
of a cluster. In general, documents clustering is viewed as a centralized procedure also web document clustering
for customers of search engines is an example of Document clustering. Online & offline applications of document
clustering could be distinguished, especially comparing to offline apps, performance issues typically limit online
applications. Text clustering could be utilized for a variety of purposes, including gathering related documents
(news, tweets, etc.), analyzing customer & employee feedback, as well as identifying significant implicit subjects
in all scientific datasets.

(A“XZ")

’U;-Ll- — /U;‘i (V“(Z”)TXTXZ“)ji (410)
(0,XT(A")TV 4 2NZY + ANF(Z. 2% Z%) + Y7 0, Z°)
2U J? (4.11)

J T (0, XTXZ(Vu)eVu 4 2\(Fo(Z(Z%)T)) Z% + ANF(Z%. 2. Z%) + 302 | 0,5 Av)

Ji

Above, following description how objective algorithm created:

Algorithm for Multi Labeled Clustering
Input: multi labeled data set {A', A2 ...... , A"}, No. of Clusters, No. of Samples, dissimilar variables,,, 6,5
1 Form constraint labeled matrix X
2 Form optimized constraint matrix F'
3 For u =n — 1 then
a. Normalization factors i.e. A (||A“(:, )[|?);
b. Update primary parameters V% & Z* plotted region [1, 0]
4 E-For
5 For u=1 n, then
a. execute matrix building based on no. of iterations < T
b. Constraint V* then update Z"
c. Constraint Z" then update V*
6 E-For
7 estimate indication low-dimensional data i.e. U"=XZ" =
8 calculate final indication low-dimensional data U* = Z“ni
Output: final multi labeled cluster result ’
Convergence multi-dimensional data clustering using this approach.

4.3. Multi labeled Dimensional clustering. Our first cluster function is based on the similarity mea-
sure, and our average similarity weight measure is derived from documents in the same cluster. We then use
this measure to create a multi-label clustering. Figure 4.2 depicts an architecture for exploring Multi labeled
Dimensional clustering.

Multi-dimensional cluster results collection is shown in step-by-step detail in Figure 4.2. Weighted similarity
was obtained using this method.

- 1
r=1 istiS,
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Class labels are n, and m is number of documents. D want to improve functionality so that we can locate
functions that are comparable to

Ztl t;€S, S(tirty) =22, t,eSr i Ttﬁ ZtmeS\Sr th+n;

_TdT 2 TH(T —T,) +m (4.13)
m-‘rmr”T ||2 2’m7 TdT—i-m

Using weighted cluster functions to maximize the similarity of the document relations.

CF:ZL {m+mr|T I? - <m+m7"_1) TfT] (4.14)
m,

m m—m,
r=1

Comparing min-max functionality between words input documents to maximized weighted cluster functions,
it assesses the depending on the maximum weight of the attribute. Incorporating cluster-related documents’
functionality is represented as

CF = Z ["””””’“|T||2 (”“L;”%T—Q T;lT] (4.15)

m —

Weighted functionality (Y) related document clustering rated most efficient.

Cr
Y = Z Z > S(ti—th,”CTH —th> (4.16)

r=1t;€8, " the5\S,

Discuss optimization multi-labeled clustering weighted cluster functions based similarity underlying cluster
creation numerous multi-labeled capabilities.

k
MLCop =Y I(m,T,) (4.17)

r=1

Create optimum clusters outcome convergence clusters matrix relation measure depending number of iterations
applied various input label data during multi-labeled clustering distinct sources. Because of the client base’s
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exponential development has been imported, it is important to identify the users who contribute the most
useful data. Although the relevance of individual participants in the recommender systems could increase the
recommender system’s robustness & suggestion efficiency, there has n’t been much study done along this line
to find a more efficient approach. They suggest an approach with multi-label clustering to identify the core
user as well as establish the idea of correlation among user & label cluster in order to address this issue. The
following issue has been solved with this proposed methodology and results are giving proofs.

5. Experimental Evaluation of OCMHAMYVC. A comparison of OCMHAMVC’s performance with
that of standard techniques is shown in this section. Experimental data, OCMHAMVC used measure different
weighted cluster functions clustering multi-labeled document clusters, measure clustering functions work based
on Euclidean similar distance, similar cosine and relative jacquard co-efficient similar measurement.

The clustering data assortment is an advanced version data analysis, many earlier models has been unable
provided. The proposed method has been optimizing the infromation as wells providing deep extraction of
data on scientific document. The understandability and transferability of optimized document analysis was
providing deep information about scientific document and giving good performance measures.

The cluster prototypes are not that much efficient but proposed model has been getting many rules from
algorithm and giving solution to padding problems. The cooperative solution and regularization have been
called through clustering steps.

5.1. Input Clustering data. We employed real-time benchmark data before we used Reuter’s 08-10
versions of k1b for clustering of documentation, as well as additional standard datasets from efficient & exhaus-
tive data sources, in this experiment for multi-labeled document clustering. Clustering applications may be
conducted in real time using downloaded data sets and cloud-related data sources that have measurable similar-
ity. For the most part we utilize the BBC Series data set, Reuter’s datasets, Series 3 sources, and MSRC dataset
(http://mlg.ie/datasets/3sources.html, http://lig-membres.imag.fr/grimal /data.html, http://www-vision-cal tech-
edu/Image Datasets /Caltech101.html, https://pgram-com/dataset/msrec-v1/) (entertainment, politics, and
sports, medical and business related applications). It was found that the suggested technique outperformed
other multi-dimensional clustering methods when evaluated on all of the datasets mentioned above. We have
GMNMF (multi view non-negative matrix factorization) , CONMF-P [3], and MVCC [4], all of which use
non-negative comments as a basis for their non-negative matrix factorization results.

The accuracy, NF, lacquard coefficient, precision, recall, F1 measure, presentation computing cost and
memory consumption are performance measures which are deciding the application stability and comparing
earlier models. The proposed methodology attains more improvement and suitable for traditional document
analysis algorithm.

5.2. Setting of Experiments. Samples from numerous data sources are randomly gathered, according
to the authors’ original publications, and the tagged data is eliminated. Search parameter weights with various
notations are then applied to each sample in order to compare traditional techniques with the novel approach.
With the use of multi-labeled dimensional clustering and Euclidean distance metrics, we conduct our research.
Using these metrics, evaluate accuracy, NF, lacquard coefficient, precision, recall, F-score, presentation com-
puting cost & memory consumption each cluster dataset proposed to approach. Document retrieval accuracy
multiple labels proposed method shown in Figure 5.1 in comparison other well-established strategies.

The confusion matrix is used to define measures like accuracy, sensitivity, recall and precision. The measures
can be decided by collection of true positive, true negative rate, false positive rate and false negative rate via
statistical information. The clustering process is performed through many ways but in our research class
based analysis were performed. The selected scientific document is applied to our designed application it can
differentiated the information into multi class variance, by using following analysis document has been clustered.

On a sample of 100-500 html text documents, five alternative clustering algorithms are shown in Figure 5.1,
multi-labeled data collection showing best accuracy. Clustering results displayed variety ways depending on the
accuracy values provided in table 5.1, every dataset contains row, best value shown boldly & remaining values
second best results various algorithms. Table 5.2 shows the recall values of many suggested techniques with
consistent multi-labeled clustering results. This is a good sign. Figure 5.2 depicts recall performance various
multi-labeled html text content variations (left to right).
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Fig. 5.1: Multi class label parameters performance
Table 5.1: MDC Result
Data input | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMYVC
100 00.43 00.480 052 0.66 0.86
200 0.52 0.57 0.65 0.77 0.88
300 0.65 0.73 0.80 0.86 0.92
400 0.74 0.79 0.84 0.90 0.94
500 0.76 0.82 0.87 0.91 0.95
600 0.80 0.84 0.89 0.95 0.99
Table 5.2: Recall MDC values
Input data | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMYVC
100 00.590 00.68 00.76 00.85 00.89
200 00.65 00.72 00.79 00.88 00.92
300 00.705 00.79 00.85 00.90 00.93
400 00.78 00.84 00.88 00.91 00.95
500 00.84 00.86 0.91 00.94 00.96
600 00.86 00.91 00.93 00.95 00.98
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Multi-NMF, GMNMF, Co-NMFP, MVCC and OCMHAMYVC methods are implemented on python 3.7.0
and it is identified that proposed OCMHAMVC was attains good improvement and suitable for future document
summery applications.

It is demonstrated in figure 5.3 that OCMHAMVC delivers the best results when compared to conventional
ways when the number of documents is increased; when number of attributes is increased, OCMHAMVC
exhibits competent clustering results with multi attributes. The figure 5.3 clearly explains about MDC analysis
using F1 score via data input. Here generating measures with multi labelled data gathering. The html text
document is collected from normal text which is performed through proposed model. The generated statistical
values are proven that proposed model is good at document summarisation applications.

With a strong preference for multi-labeled data gathering, five alternative clustering algorithms were per-
formed to 100-500 html text documents in Figure 5.4.
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Fig. 5.3: MDC in F1- Score performance

Table 5.3: MDC’s Values in F1- Score

Data input | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMYVC
100 00.88 00.81 00.75 00.72 00.68
200 00.86 00.76 00.76 00.68 00.64
300 00.79 00.70 00.67 00.64 00.58
400 00.72 00.65 00.60 00.60 00.54
500 00.66 00.60 00.55 00.56 00.49
600 00.60 00.55 00.47 00.50 00.44

For every dataset, the finest value is indicated in bold, while all of the other values are second-best findings
from other methodologies.

OCMHAMVC shown figure 5.5 best time results when compared traditional approaches retrieving matched
multi-dimensional documents html text documents. It takes less time to get multi-attribute relational docu-
ments from multiple domains using OCMHAMVC as the number of documents increases.
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Table 5.4: MDC’s Accuracy

Input data | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMVC
100 59 65 76 82 89
200 66 75 82 86 91
300 71 80 86 89 94
400 75 82 89 92 9%
500 79 87 93 96 98
600 88 93 95 98 100

14

% 130 g r/-""

% 120 A__JH‘,, = . -

=1 — = > S u

E il ' R » 535

B et e — A e

g N & y— e

c o e

£ 8 e — B i N

) = ®— GMNMF

é 7d . & . —&—connrp

@ ¥ Mvec

E Ll e —4— ocuHaive |
100 200 300 400 B oo0

Input Data

Fig. 5.5: MDC performance in time

Data set, best value indicated bold, other values second-best findings methodologies.

Data from 100-500 html text articles were used to test five alternative clustering algorithms, and the results
shown in Figure 5.6 demonstrate that multi-labeled data collection is the most efficient in terms of computing
cost when combined with the most desirable parameters.

For each data set in table 5.6, best value indicated bold and others second best findings from various
methodologies.
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Table 5.5: Multi Dimension Clustering in Time Values

Fig. 5.6:

Input data | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMYVC
100 110 102 89 75 63
200 115 108 98 85 71
300 119 112 94 89 it
400 125 109 96 92 84
500 131 115 102 96 90
600 136 122 110 100 93
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Computational Cost Performance in CPU Processing

Table 5.6: Multi Dimension Clustering in Computational Cost Performance Values

Data input | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMYVC
100 00.857 00.625 00.533 00.346 00.226
200 00.713 00.497 00.454 00.294 00.177
300 00.633 00.417 00.417 00.226 00.134
400 00.528 00.357 00.357 00.197 00.107
500 00.454 00.315 00.316 00.127 00.077
600 00.326 00.297 00.258 00.088 00.058

Table 5.6 clearly explained about OCMHAMYVC score and comparison has been performed with earlier mod-
els. In this context for various input like 100, 200.....600 at any instant proposed model got good improvement
since 00.226 to 00.058.

OCMHAMVC has the best time results compared to traditional approaches when it comes to retrieving
multi-attribute relational documents from html text documents, as shown in figure 5.7. When the number of
documents is increased, OCMHAMVC provides efficient cluster results, which means less memory utilization.
Shown table 5.7 depicts MDC values based on F-score enhance number of labelled text documents

Results from the figures and tables above are based on the experimental setup for the suggested technique
and alternative approaches. Because of OCMHAMYVC’s fundamental convergence, it may be used on text-
oriented documents several domains and yet satisfy text data connected to curves. OCMHAMVC additionally
finds effective multi-dimensional clustering results decreasing iteration used on distinct text-oriented documents
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Fig. 5.7: Memory usage in procedure MLD performance

Table 5.7: Memory usage in MDC

Data input | Multi-NMF | GMNMF | Co-NMFP | MVCC | Proposed OCMHAMYVC
100 115 109 99 91 84
200 110 102 92 84 76
300 104 97 82 76 70
400 100 90 76 68 62
500 92 80 70 62 57
600 8s7 72 62 56 50

while investigating documents using iterative functions. OCMHAMVC measures computational efficiency multi-
dimensional document processing time, precision, recall, accuracy, memory use and CPU computational cost.

The OCMHAMVC model has getting computational efficiency, recall, accuracy, memory usage and CPU
computational cost from confusion matrix and measures estimation on statistical data from scientific documents.
The cluster analysis gives documents summarisation with easy analysis.

6. Conclusion. A new strategy representing data cluster of multiple categories using multi-labeled di-
mensional data is proposed in this study, namely OCMHAMVC. The suggested technique initially clusters the
comparable label data that are important to similar cluster prototypes, given the fast evolution of labelled data.
This cluster prototype has the same labels and attributes associated with the same classes as the original cluster.
In order to gather comparable cluster prototypes, the suggested technique utilizes cooperative regularization
with representative qualities to investigate associative aspects that are desirable from several perspectives. The
OMF technique is used to assess low-dimensional data, and a prototype cluster of labelled sample data is
formed by grouping related data into the OMF method’s OMF evaluations. The proposed strategy is tested
on a variety of real-time data sets, and it demonstrates how it compares well to currently available methods.
Sampled class labelled cluster findings boundary relations compared multi-labeled dimensions to see how well
they perform. Advanced machine learning multi-dimensional clustering would be a great addition to further
enhance our suggested strategy.
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UNSUPERVISED UNMIXING AND SEGMENTATION OF HYPER SPECTRAL IMAGES
ACCOUNTING FOR SOIL FERTILITY

K LAVANYA} R JAYA SUBALAKSHMI, T TAMIZHARASI, LYDIA JANE, AND AKILA VICTOR

Abstract. A crucial component of precision agriculture is the capability to assess the fertility of soil by looking at the precise
distribution and composition of its different constituents. This study aims to investigate how different machine learning models
may be used to assess soil fertility using hyperspectral pictures. The development of images using a random mixing of different soil
components is the first phase, and the hyper spectral bands utilized to create the images are not used again during the analysis
procedure. The resulting end members are then acquired by applying the NFINDR algorithm to the process of spectral unmixing
this image. The comparison between these end members and the band values of the known elements is then quantified., i.e. it
is represented as a graph of band values obtained through spectral unmixing. Finally we quantify the similarities between both
graphs and proceed towards the classification of the hyper spectral image as fertile or infertile. In order to classify the hyper
spectral image as fertile or infertile, we quantify the similarities between the two graphs. Clustering and picture segmentation
algorithms have been devised to help with this process, and a comparison is then made to show which techniques are the most
effective.

Key words: Hyper spectral imaging, Spectral unmixing, NFINDR Soil fertility, Machine Learning.
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1. Introduction. Precision Agriculture refers to a farm management concept involving responding, mea-
suring and observing various field features in an attempt to optimize farming techniques.[1] Also known as
satellite farming, the goal of precision agriculture is to maximize field productivity while minimizing utilization
of resources such as fertilizers. Recently, precision agriculture has better adopted a spot under the limelight with
the development of new technologies under the ambit of GPS, GPRS, satellite imaging and machine learning,
however there is an inherent gap in its application in the Indian subcontinent for a number of reasons including
but not limited to lack of data, motivation to optimize and implement modern farming techniques, and a lack
of infrastructure to develop the same on a large scale. Hyper-Spectral Imaging (or HSI) refers to an emerging
concept in satellite imaging focusing on analyzing the wider spectrum of light over just the typically analyzed
RGB wavelengths. Hence, it involves breaking down each pixel into various spectral bands and provide more
extensive data through the captured image. While it has previously been majorly used in the military sector,
with the growing availability of hyper-spectral data it has found its way to agriculture although not as much in
the Indian subcontinent. Thus, by combining the concepts of precision agriculture and hyper-spectral imaging,
a new level of analysis for soil fertility may be approached. With optimized analysis it has immense potential
in the Indian subcontinent to aid in implementing modern farming techniques to maximize yields and profits
for farmers [2].

With the advent of technological advances in various sectors, it can be crucial to maintain the relevant
standards of modernity in fields such as agriculture particularly in the Indian subcontinent due to the prevalence
of the same. One of the primary problems faced by farmers can be efficiently analyzing large fields and lands
for type of soil and fertility of the soil in order to decide on various factors such as the purchase of fertilizers,
types of crops that may be planted, and increasing productivity from potentially fertile lands [3, 4]. Specifically,
for larger farms this can be a challenge due to the diverse soil types and landscapes present in the Indian
subcontinent and require technology to help overcome the same. Hence, there is a need for a comprehensive
and accurate technological tool to help optimize and maximize both crop yields and profits for farmers.
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2. Key Concepts.

2.1. Hyperspectral Imaging. Hyperspectral images are those in which each pixel is measured in one
continuous spectrum. The spectral resolution is depicted in wave-numbers or nanometers. Spectral resolution
can be defined as the interval between the different wavelengths that are measured in a specific range of
wavelengths. The more the bands (spectral channels) the higher the spectral resolution. Hyperspectral Imaging
is a technique that analyzes a wide spectrum of light, instead of just assigning colors like red, green or blue to
each pixel [5].

2.2. Spectral Unmixing. Spectral Unmixing is a technique that has been used to analyze the mixture
of components in remotely-sensed images for over 25 years. The most widely used method employs the use of a
single set of endmembers (3-4) on the entirety of the image and then using a constrained least squares method
to perform a linear unmixing. However, the variety of spectral unmixing techniques continues to grow, with
most techniques being specific for its field of application.

2.3. NFINDR Algorithm. NFINDR algorithm is a technique that has its basis on the fact that in X
spectral dimensions, the X-dimensional volume that is formed by a simplex (generalized notion of a triangle)
with its vertices specified by the purest pixels, will always be larger than those formed by any other combination
of pixels [6].

2.4. Cosine Similarity. Cosine similarity is a metric that is often used to determine the similarity between
two particular objects (typically documents or samples). From a mathematical viewpoint, it looks to measure
the cosine of the angle that exists between two vectors that are projected in a multidimensional space. Larger
the angle, lesser the similarity.

2.5. pH Index. pH Index refers to the acidity or basicity of the soil sample in the hyperspectral image.
It was a measure developed specifically for image processing in agriculture using the RGB values of each pixel
present in the image. Different ranges of pH indexes indicate different ranges of pH, normally ranging from
5.58 to 7.50 pH.
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3. Data set description. With the continuously growing versatility in Indian farmlands, it became
evident that attempting to create a data set by collecting physical soil samples and comparing their fertility
with the results obtained from the proposed model based on hyperspectral images would prove to be difficult.
Thus, we decided to create our own data set. We focused on initially producing images as a mixture of various
soil components ensure a minimum of ten different nutrients at a time. This is a blind creation, wherein the
bands used in creating the image aren’t used further in the analysis process. These images are assembled
together and left unclassified thus leaving a scope for unsupervised classification later.

The research conducted is based on two main objectives. The first is to create a data set by producing
hyperspectral images as a mixture of various soil components. In order to achieve this, the initial phase of the
research focused on understanding the breakdown of soil components, and the basic requirements required in
order for a particular sample of soil to be determined/classified as fertile or unfertile. The soil components, their
determining features, their natural forms and other important characteristics were obtained from the USGS
Hyperspectral Library and the results of these research were tabulated extensively.

The second phase of research focused on determining various classification and segmentation techniques
that could be used to classify a given hyperspectral image as fertile or unfertile. The development of models
based on unsupervised classification was chosen for the ambit of this paper. The extent of their results, due
comparisons drawn and other details are further elaborated upon in the next section of this paper.

4. Methodology.

similarity = cos(0)

4.1. Generation of Hyperspectral Images. The process flow is initiated with the creation of the hyper-
spectral images. With the limitations faced due to the unavailability of large public datasets of hyperspectral
images (HSI), there arose a necessity to manually produce a hyperspectral image dataset, which can ideally
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simulate the required satellite images. With traditional HSI rarely procured in a pure form, and in order to
accurately simulate the satellite images, external noise was factored during the production of the images for
the dataset as well [7].

Beginning with MATLAB as the software of choice, a feature was employed that uses Gaussian fields to
produce hyperspectral images. The bands that are wished to be included as a part of the image are inputted, and
the function creates it as a Gaussian Random Field. Noise is then added to the Gaussian random distribution
to mimic the disturbances that exist in remotely sensed satellite based hyperspectral images.

4.2. Spectral Unmixing using NFINDR Algorithm. Once these images are produced, the subsequent
dataset created imitates one that would have been otherwise physically accumulated. The next stage involved
includes the execution of spectral unmixing by employing the NFINDR algorithm. Spectral unmixing is carried
out to breakdown a spectrum of mixed pixels into a set of its constituent spectra (also known as endmembers),
along with a corresponding set of abundances (fractions that indicate the proportion of endmembers).

The NFINDR algorithm is basically an automated technique that is used to find the purest pixels present
in an image. The main objective of this algorithm is to duplicate the successful technique (non-automated) of
pinpointing the extreme points of an n dimensional scatter plot. The convex nature of existing hyperspectral
data allows the NFINDR technique to be performed in relatively quick and straightforward method.

In the proposed process flow, an inbuilt function of MATLAB has been employed:

endmembers = nfindr (inputData, numEndmembers, Name, Value)

This function extracts the endmember signatures from hyperspectral data, by using the NFINDR algorithm.
numEndmembers represents the number of endmember signatures that are to be extracted using the NFINDR
algorithm. This syntax is used when the options for the number of iterations along with dimensionality reduction
is required. The endmembers obtained have certain wavelengths that corresponds to specific components of
soil. These endmembers can thus be used to classify different sections of soil in the hyperspectral image as
fertile or unfertile [8].

4.3. NFINDR Algorithm.
1. Compute principal component bands and reduce spectral dimensionality of input data. Set number of
PC bands to be extracted equal to number of endmembers to be extracted.
2. Randomly choose n number of pixel spectra from the reduced data as an initial set of endmembers.
3. Begin iteration 1, denote initial set of endmembers as compute volume using

V(EW) = |det(EM)]

where
1 1 ... 1
D —
egl) egl) egl)

4. For the second iteration, select a new pixel spectra r, such that: r ¢ {egl), 6(21), . ,eél)}

5. Replace each endmember in the set with r and then compute the volume of the resulting simplex
V(E(2)).

6. Replace the ith endmember in the set with r, and if the computed volume V(E(2)) is greater than
V(E(1)). Thus arises an updated set of endmembers.

7. For each following iteration, select a new pixel spectra r and repeat the 5th and 6th step. The iterations
end when the total number of iterations has reached the specified value.

4.4. Cosine Similarity based Accuracy prediction. Once the results of the spectral unmixing have
been obtained, they become the second vector that will be used when determining the cosine similarity. The
first vector used will be the plot of the band values that were originally used to create the hyperspectral
images. Cosine similarity is used in order to determine the accuracy of the spectral unmixing and to identify
if the endmember wavelengths obtained can be matched up to the wavelengths used in the production of the
hyperspectral images in the first place.
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4.5. Unsupervised Classification as Fertile/Infertile. In order to classify a particular hyperspectral
image of a soil sample as fertile or infertile, numerous classification and segmentation algorithms were em-
ployed. The results drawn from these algorithms were compared, and subsequently K-Means Clustering and
Agglomerative Clustering amongst the clustering techniques were found to display the best results while the
neural network algorithms of ENet and DeeplavV3 provided highest reliability for classification, and FMM and
Felzenszwalb algorithms provided the best results for pH index [9, 10].

4.5.1. K-Means Clustering. The objective of K-Means takes similar data points, and are grouped to-
gether to find subsequent underlying patters. These collections of similar data points are referred to as a
cluster.

A target number ‘k’ is defined, which indicates the number of centroids (real or imaginary location that
represents the center of the cluster) that are needed in the dataset. Every data point is then assigned to
each of the clusters by reducing the sum-of-squares (i.e. the algorithm identifies k number of centroid and
then goes on to assign every data point to its nearest cluster, while ensuring to keep the centroids as small as
accurately possible). During this process, each point refers to the results obtained from the NFINDR spectral
unmixing process i.e. the spectral band values of a particular component of the original hyper spectral image.
Using clustering with two centroids, the algorithm aims to separate the spectral bands as fertile or infertile,
unsupervised.

The classification of the bands as fertile or infertile is then conducted by analyzing the centroid values,
with the assumption that higher band values correspond to more fertile compounds, an assumption derived by
analyzing the band values of various soil components. The fertility can hence be quantified based on comparing
the aggregate presence of fertile components to the overall image while accuracy can be measured by comparing
band values to their closest recognized material and the subsequent classification of such materials as fertile or
infertile.

4.5.2. Fuzzy C-Means Clustering. The identity of each piece of data that corresponds to every center
pixel is assigned by this technique proportion to the distance between the data point and the cluster center.
The closer the data is from the cluster centre, the higher its cluster affinity. As a result, the sum of each data
point must equal one, and the membership and cluster center’s should be revised after each iteration . The
advantages of this algorithm is that it gives the best result of overlapped data sets and as opposed to k-means
clustering, where each data point should be exclusive to a single cluster center, membership here is allotted to
each cluster center, so the data point can belong to more than one center [11].

pig =1/ (dig/dige) /Y
k=1

vj = (Z(u“—)mxi> / (Z(Mij)m> » V=12 c

i=1 i=1

where n refers to the number of overall data points, v; refers to the center of the jth cluster, m refers to the
fuzziness index, c is the overall number of cluster centers, 1i;; is the affinity of the ith data point to the jth
cluster center, d;; is the distance between the ith data point and the jth cluster center.

The advantages of this algorithm is that it gives the best result of overlapped data sets and as opposed to
k-means clustering, where each data point should be exclusive to a single cluster centre, membership here is
allotted to each cluster center, so the data point can belong to more than one centre.

4.5.3. Agglomerative Clustering. Agglomerative clustering is essentially a strategy that is based on the
concept of hierarchical clustering which is a type of cluster analysis that seeks to build a hierarchy of clusters.
It relies on the core idea that objects are more related to nearby objects that objects which are further away.

Agglomerative clustering in specific is a bottom up approach where each observation starts in its own
cluster, and pairs of clusters get merged as one moves up the particular hierarchy. The algorithm basically
nests data points by building them from the bottom up, i.e. each data point acts as its own cluster and then
they are combined together to create larger clusters.
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Each data point refers to the spectral band values of a particular component obtained by executing spectral
unmixing on the original hyper spectral image. By nesting these points from the bottom up, the algorithm
uses unsupervised learning and aims to separate the spectral bands as either fertile or infertile,

The classification of the bands as fertile or infertile is then conducted by analyzing the resultant dendogram,
while working on the consistent assumption that cluster with the higher band values correspond to more fertile
compounds. Thus the fertility can be quantified by comparing the aggregate presence of fertile components to
the overall image and accuracy can be measured by comparing band values to their closest recognized material
and the subsequent classification of such materials as fertile or infertile [12].

4.6. Segmentation Algorithms.

4.6.1. Fast Marching Method. It is a numerical technique that was developed in early 1996 to solve the
boundary value problems that arose in the Eikonal equation. The algorithm works just like Djikstra’s algorithm
but differs by how the node values are calculated. In the latter, a node’s value is calculated by using a single
neighboring node, whereas while solving the partial differential equation here, between 1 and n neighboring
nodes are used.

During this process, the original noisy hyperspectral image is used as the input, while the algorithm aims
to segment the image based on recognizable demarcations, boundaries and areas with familiar patterns. These
familiarities are dependent on the FMM algorithm which creates two regions resulting in segments similar
to that of the clustering results whenever possible. In cases of three or more segments, further grouping is
conducted between the two largest regions and analysis is performed using these regions.

4.7. Algorithm Fast Marching Method.

1. Assume that the domain has been discretized into a mesh. Each node xi has a corresponding value Ui
= U(xi) = u(xi).

2. Label the nodes as far (those which have not yet been visited), considered (those visited and value
tentatively assigned) and accepted (those who have been visited and have been assigned a value per-
manently)

(a) Assign every node xi, the value Ui = 4+ oo and label them as far, and for all nodes xi € €, set
Ui=0 and label it xi as accepted.
(b) For every far node, use the Eikonal update formula and calculate a new value for U’ where U'<U
and then set Ui = U’. Label xi as considered.
(¢) Allow x’ to be the considered node with the small U value. Label x’ as accepted.
(d) Next, for every neighbor xi of x’ that isn’t accepted, calculate a tentative U
(e) If U’<U then Ui=U". Change label to considered if it is labelled as far.
(f) If a considered node still exists, return to step (c), else terminate.

4.7.1. Efficient Neural Network. Efficient Neural Network (ENet) offers the capability to carry out real-
time, pixel-by-pixel semantic segmentation. The method about 18 times faster, has 79 times less parameters,
requires 75x less FLOPs and provides better accuracy to existing models.

The model architecture comprises of a 512 * 512 input image resolution. It can be broken down into the
following steps:

(i.) Feature Map Resolution: Limited down sampling has been carried out which has a main pro. Filters that
operate on such down sampled images tend to possess a larger receptive field, which permits them to
procure more contexts. Such a feature can be crucial when trying to separate between various classes.

(ii.) Early down sampling: An important aspect for attaining great real-time functioning and performance is
understanding that the cost of operating on bigger input frames can be costly. The ENet’s first two
blocks largely diminish the size of the input, and utilise only a tiny feature-maps set. Since visual
information can be extremely spatially redundant, it can be abridged into a much more methodical
representation.

(iii.) Factorizing filters: A succession of processes that are utilized as part of the bottleneck module may
also be visualized as breaking up a sizeable convolutional layer into a set of much more uncomplicated
operations. This factorization permits greater speedups, and decreases redundancy by heavily reducing
the number of parameters.
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Name

Type

QOutput size

initial

16 x 256 x 256

bottleneck1.0

4% bottleneckl.x

downsampling

64 x 128 x 128
64 x 128 x 128

bottleneck2.0
bottleneck2.1
bottleneck2.2
bottleneck2.3
bottleneck2.4
bottleneck2.5
bottleneck2.6
bottleneck2.7
bottleneck2.8

downsampling

dilated 2
asymmetric 5
dilated 4

dilated 8
asymmetric 5
dilated 16

128 x 64 x 64
128 x 64 x 64
128 x 64 x 64
128 x 64 x 64
128 x 64 x 64
128 x 64 x 64
128 x 64 x 64
128 x 64 x 64
128 x 64 x 64

Repeat section 2, without bottleneck2.0

bottleneck4.0
bottleneckd. 1
bottleneck4.2

upsampling

64 x 128 x 128
64 x 128 x 128
64 x 128 x 128

bottleneck5.0
bottlenecks.1

upsampling

16 x 256 x 256
16 x 256 x 256

fullconv

C x 512 x 512

Fig. 4.1: ENET network architecture

Fig. 4.2: (a) Graphical representation of the first block (b) Bottlenecks

(iv.) Regularization: While the concept of stochastic depth was attempted, in order to increase accuracy, it

became apparent that dropping entire branches is actually a special case of applying Spatial Dropout.

In this process either all of the channels, or none of them are ignored, and this spatial dropout is placed

upon completion of the convolutional branches, just before the inclusion, which came out to work more
efficiently compared to the traditional stochastic depth.

As visible in the network architecture, each bottleneck module is made up of the multiple components
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which are detailed as follows:

A 1x1 projection that minimises the number of dimensions.

A main convolution layer (conv) (full, dilated, or regular convolution) (3x3).

Expansion 1x1.

PReLU and Batch Normalization are placed between all convolutional layers.

Next, a max pooling layer is added to the main branch if down-sampling is the bottleneck. A 2x2
convolution with stride=2 is also used in place of the first 1x1 projection. This is followed by zero
padding the activations to match the amount of feature maps, and occasionally using asymmetric (5 *
1 and 1 * convolutions).

The system architecture is composed of five stages. Stages 1, 2, and 3 (the encoder) each have five bottleneck
blocks (with the exception of Stage 3 which does not down-sample). Stages 4, and 5 constitute the decoder
and possess three and two bottlenecks respectively.

The last step is a fullconv, which produces a final output with the dimensions C * 512 * 512, where C is
the number of filters.

4.7.2. Felzenszwalb Segmentation. An important concept to note before delving into the Felzenszwalb
Segmentation is the Minimum Spanning Tree (MST) which refers to a cycle-free, graph’s edges’ minimum-weight
subset which connects every node.

Felzenszwalb published an image segmentation approach platformed on Kruskal’s MST algorithm in 2004
where analysis of edges is performed in sequence of increasing weightage, and the pixels of the endpoints are
combined into a section if they do not generate a cycle in the graph and are ’similar’ to the pixels of existing
regions. Utilising the disjoint-set data structure, it can be possible to detect cycles in near- constant time. A
comparison between the weight and a per-segment threshold is performed by heuristics in order to determine
pixel similarity. The technique generates a forest of disjunct MSTs, each of which corresponds to a segment.
As sorting edges in linear time is attainable using counting sort, the algorithm’s complexity is quasi-linear.

Utilising a rapid, MST-based clustering on the image grid, this approach provides an over-segmentation
of a multichannel (i.e. RGB) image. The parameter ‘scale’ is then used to determine the level of observation
with less and larger parts generally being associated to a greater scale. Next, the diameter of a Gaussian kernel
‘sigma’, is used to smooth the image before segmentation. The only way to control the quantity of created
segments as well as their size is by using the scale and the size of individual segments within a picture might
vary dramatically depending on the local contrast. Similarly, the euclidean distance between pixels in colour
space is used by the algorithm for RGB images.

For the analysis of soil, the colourised version of the hyperspectral is used as the input image with x scale
resulting in 90-100 segments. While most of the resultant segments are of sizes less than 500 pixels, the larger
segments can be utilised to analyse fertility of soil. The major drawback of this method is the over-segmentation
of the image which in turn creates a bottleneck during result analysis.

4.7.3. Deeplabv3 with Pascal VOC model. One of the difficulties in utilising deep convolutional
neural networks (DCNNs) to segment objects in images is that as the input feature map shrinks, the network
traverses as a consequence of which, information about objects of a smaller scale can be lost.

DeepLab’s contribution is the use of atrous convolutions, or dilated convolutions, to retrieve denser features
with greater preservation of information from objects of a different scale [2— 3]. The atrous rate is a parameter
in atrous convolutions that correlates to the stride at which the input signal is sampled. It’s the same as putting
‘r-1’ zeros between two successive filter values along each spacial dimension in figure 4.2. Because ‘r=2’ in this
situation, the number of zeros between each filter value is 1. The goal of this technology is to be able to change
the filter’s field-of-view and how dense the features are computed simply by altering r rather than learning
additional parameters. The output stride, which is the ratio of the input picture resolution to the output image
resolution, is tweaked.

DeepLabv3 adds an image-level functionality to the ASPP module, allowing it to capture longer-range data.
It also has batch normalisation options to make training easier and uses atrous convolution to extract output
features at different output strides during training and evaluation, allowing BN to be trained at output stride
= 16 and evaluated at output stride = 8, resulting in great performance at output stride = 8.
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Table 5.1: Spectral Unmixing Results.

Image Image 1 Image 2 Image 3 Image 4 Image 5

Percentage Error 21112% 26917% 2.3B10% 26557% 21118%
alunite_cu91-217h 23978 asc alun_na_mv00-11a 23894 asc acid_mine_drain_assem?2 23799 asc alunite_cu91-217h 23578 asc alunite_cu91-217h 23978 asc
alunite_mix_mv2-ard 25474 asc alunite_cud1-217h 23978 asc alunite_cud1-217g1 23924 asc alunite_cu98-5c.24129.asc alunite_nhd+jar_nmnh145596.24230.asc
|atunite_na_dickite_mvos-6-265,23345 asc alunite_cu38-Sc 24129 asc alunite_cuf1-217h,23978.asc alunite_mix_mv3-ard 25474 asc calsite_tale_pc9-1g.24536.asc
EEL“PJ.'EE.."L”L‘L’E‘B’..&E‘J}.&&M.._H_M alunite_mix mv2-ard.25474.asc________lalunite_na_dickite mv05-6 26b.23945.a5c jalunite nhd+jar_nmnh14559€.24230.a5c _|constructed mixtures calc epid M50d.asc |
calcite_talc_pcS9-1g. 24536.a5c alunite_nhd+jar_nmnh145596.24230 asc beidellite_montmor_gds124. 24340.a5c calcite_talc_peS9-1g.24536.a5c constructed_mixtures_chl_epid_calc. 24789.a5c
constructed_mixtures_calc_epid 24573.a50 constructed_mixtures_chi_epid_calc.24766.as5c[constructed_mixtures_calc_epid.24594.asc _|constructed_mixtures_chlor_calc.24833.asc | constructed_mixtures_chlor_calc 24833 asc
constructed_mixtures_calc_epid 24594350 constructed_mixtures_chior_calc.24833.asc constructed_mintures_chlor_calc.24633.asc | constructed_mistures_chlor_epid. 24870.asc _ [Illite-high-Al_cu00-5b.25438 asc
constructed_mixtures_chl_epid_calc 24811 asc |dolo_calc_talc_prd9-1e 25017.asc Eoethite_phyllite_cudl_336a.25213.a5c Eoethite_phyhlite_cudl_236.25213.asc kaolinite_wxlsother_cul0-19a.25536.asc

Identified Sail Components (goethite_phyiite_cu91_236a.25213.a5¢ goethite_phyllite_cudl_236a.25213 asc halloysite_cuf1-242d. 25302 asc bydrate_wolcanic_glass_cu0l-4a 25417.asc  |kaolinite_wxlsother_cuf]-200a 25557 ase
hematite_tff_cudl 223.25306.a5c Eyp_lar_lll_brem 1235237 ase hematite_tuff_cudl 223 35396.asc muscouite-medhi-Al_CUS1-252d.26143.a5c | muscovite-mediow-Al_cud1-250a.26166.a5¢

kaolinite_wxl+other_cul0-19a.25536.a5¢ hydrate_volcanic_glass_cull-4a.25417.asc illive-high-Al_cuD0-5b.25438.a5c muscovite-mediow-Al_cud1-250a.26166.a5c [ nontronite,_culd-13a.26189.a5¢
muse_pyro_pyrpl. 26100.a3e illite-high-Al_cw00-5b. 25438 asc limestone_cu0i2-11a.25827.as¢c pyro_mise pyrm1 26313 a5c opal_cuw00-15¢ 26266.25¢

nontronite_cuD0-13a.26189.a5¢ limestone cw02-112.25827 35 muscovite-medhi-Al_CUS1-252d 26143.asc | pyroxene basalt.cudl_20a.26360.a5¢ playa. 26390.a5¢
opal_cu00-15¢ 26266.a5¢ ite-lowAl_cu8-8h 26121 asc playa 26390 asc tale_clinochl_hs327.26428 asc
pyro_misc pyrm1.26313.a5¢

stonewall_playa 26380 asc |
tale_clinochl_hs327 26428 asc |

Table 5.2: Unsupervised Clustering Results.

| Ch ing Algarithms
Im. K-Means Result Percentage Fertility |Agglomerative Result Percentage Fertility | Fuzzy C-Means Result Percentage Fertility| Actual Result
Image 1 Infertile 25%|Fertile 65%| Infertile 45%| Infertile
Image 2 Infertile 40%|Infertile 5%/ Infertile 40%| Infertile
Image 3 Infertile 45%|Infertile 25%|Fertile 55%| Infertile
Image 4 Infertile 40%|Infertile 10%|Infertile 45%| Infertile
limages  [Fertile 85%|Fertile 90%] Fertile 55%| Fertile

The implementation in the current scenario uses the “PASCAL VOC” dataset which is a popular dataset
of choice while building models that are being conditioned for image classification and segmentation.

5. Results and Discussions. Using the above-mentioned method, the considered area in each year from
2020 to 2022 is classified into fertile/unfertile sectors. The parameters that are mentioned below are:
Class: Each class identifies the global constant based on which the classification is done.
Fertility Percentage %: The percentage shows the percentage covered by the class compared to the other
Classes.
Epochs: The number of iterations for which the image is processed to reduce error percentage

5.1. Spectral Unmixing. Using the NFINDR Spectral Unmixing algorithm in order to identify the
component endmembers of a hyperspectral image, the results obtained were as in Table 5.1. The two properties
obtained as results were the individual soil components present in the soil hyperspectral image (refer to table)
and the percentage similarity to the endmembers making up the original image measured using cosine similarity.

As per the obtained results (Table 5.1), the NFINDR technique presents itself as a highly accurate and
efficient method of spectral unmixing for the precision agriculture use case. With similarity values consistently
lower than five percent, the endmembers obtained can be adequately identified as specific soil components
through comparison of wavelength values. The results present an opportunity for the use of hyperspectral
imaging and spectral imaging in the field of agriculture to accurately capture soil components over large areas
with little physical overhead, a problem currently found in the sector. Additionally, decisions regarding fertility,
regions of improvement, potential crop yields etc. can be taken with technological evidence [15].

5.2. Unsupervised Clustering. Unsupervised clustering algorithms were used for classifying component
soil endmembers based on their fertility utilizing the results of the spectral unmixing. The algorithms used
were K-Means Clustering, Agglomerative Clustering and Fuzzy C-Means Clustering. The results obtained were
as in Table 5.2.

The properties obtained for each algorithm were the classification result i.e. whether the soil sample was
adjudged to be majorly fertile or infertile, and the percentage fertility measured based on the size of the cluster
and percentage presence of fertile or infertile components in the soil sample image (Table 5.2). The actual
result was obtained using a combination of subjective analysis of the obtained soil endmembers and the pH
index of the soil image as a whole.
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Table 6.1: Segmentation results based on fertility

Image Segmentation Algorithms | Actual Result

Felrenszwalb Segmentation Result |pH Value DeeplabV3 Result |pH Value |ENET Result |pH Value |Result

0.0355 Infertile i _0.0395|Infertile _00273|infertile | 0.0603|Infertile | 0.0117

image  |K-Means Segmentation Result |pH Value FMM Segmentation Result
Imagel [Infertile 1 _0.0259/Infertile_ 1
Irmage 2 Infertile 0.0329 Infertile 00458 Infertile 00405 | Infertile 0.0563 |infertile 00544 |Infertile | 00123

Irmage 3 Fertile 0.0308|Infertile 0.0322 [Infertile 0.0403 [Infertile 0.0308 |infertile D.DEZ-llinfzniIE 0.0098
I e 4 Infertile 0.0366|Infertile 0.0238) Infertile 0.0384 [Infertile 0.0405 |infertile 0.0589 | Infertile 0.0150
|Iﬂ\ag95 Fertila 0.0403 |Fertile 0.0507 Fertile 0.0419 | Fertile 0.0304 | Fertile 0.0398 | Fertile 0.0221

6. Results and Discussions. The results provide crucial insight into the potential of clustering algo-
rithms in the field of precision agriculture. Unsupervised clustering algorithms provide reasonable accuracy
with respect to fertility classification and further insight through the fertility percentage measure. Apart from
highlighting the usefulness of hyperspectral imaging in precision agriculture by directly determining fertility,
it indicates the potential for further field-based research in the sector hence creating a platform for supervised
algorithms and increasing the use-case for hyperspectral imaging in precision agriculture. Further, due to the
high similarity between original soil components and spectral unmixing results, the prerequisites for the utiliza-
tion of clustering algorithms are easily satisfied and provide promising results. Another notable advantage of
utilizing clustering algorithms is the low overhead required for analysis in comparison to image segmentation.
Unlike the latter, clustering directly uses spectral endmembers which require less physical memory to store and
processing power required is significantly lower due to the lower complexity and requirements. This is particu-
larly consequential as in agricultural fields, lower hardware and software requirements are preferred with lack
of accessibility, resources and connectivity being features of rural India.

In comparing the three algorithms, K-Means clustering and Agglomerative clustering techniques have the
highest accuracy in fertility classification with the latter preferred due to the lack of dependence on initial
centroid values and subjectivity created in using the former. While the Fuzzy C-Means is adequately accurate,
the results of the other tested techniques offer better results.

6.1. Image Segmentation. Image segmentation algorithms were used for classifying regions of the soil
sample image based on their fertility using the colorized hyperspectral image. The algorithms used were K-
Means Segmentation, FMM Segmentation, Felzenszwalb Segmentation, DeeplabV3 and ENET segmentation.

The properties obtained for each algorithm were the classification result i.e. whether the largest segment ob-
tained was adjudged to be fertile or infertile, and the pH index of the largest segment obtained post-segmentation.
The former is measured comparing the pH index of the largest and the next-largest segment obtained from
the segmentation process. pH index was measured through the RGB index values of each individual pixel of
the image (add reference). The actual result was obtained using a combination of subjective analysis of the
obtained soil endmembers and the pH index of the soil image as a whole.

As per the obtained results, image segmentation is yet another potential avenue in precision agriculture
using hyperspectral imaging. Working on the principle of classifying regions of fertility based on the soil
component endmembers, the major function of such segmentation is the identification of fertile soil in large
plots of land. This in turn can help agriculturists predict crop yields and prioritise such identified regions for
the same. Additionally, by classifying whole regions (as captured by the image) as fertile or infertile it can help
states and agriculturists during the purchase and transfer of land as well as during harvest, to identify regions
of high yield and prioritising such regions. The pH index measure provides further insight into the properties of
the soil hence giving quantifiable data to work with. For selection of comparison algorithms, we have taken five
random images. Results are shown in table 6.2. While in other Algorithms, the variation in results according
to noise level is high. But in PSNR it is comparatively low. As shown in table 6.1 PSNR is a good option to
use for finding fertility of selected area in 2020 and 2022.

PSNR demonstrates that the picture is of acceptable quality.

MAX?

PSNR = loglo W

(6.1)

For SSIM calculation, reference image C2 is a constant added to avoid instability when other terms are
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Table 6.2: Performance error metrics comparison

Image Epoch Felzenszwalb Deeplabvi Enat
MSE PSNR SSIM
1 100 87.86 31.51 0.94
2 100 65.51 29.96 0.89
3 100 45.04 28.77 0.85
4 100 67.93 29.80 0.88
3 100 89.33 3144 0.93

close to zero. Correlation factor is calculated by Eq. (6.2)

- 20'3731 + 02

s(z,y) 720, Cs

(6.2)

where 0, in Eq. (6.2) is a covariance between the two images and C3 for avoiding instability. Finally, combining
all the factors equations, namely Eq. (6.1), Eq. (6.2) we will get SSIM as shown in Eq. (6.3)

(2upuy + C1)(10, + 0 + Ca)
IM = .
SSIM (x,y) (02 + 02+ Cy)(u2 +u2 + Ch) o

where 0., in Eq. (6.3) is a covariance between the two images and C3 for avoiding instability. It has indistin-
guishable units of estimation from the square of the amount being determined like variance, which is based on
original data z,y, and is defined as in Eq. (6.3).

MSE is a full reference metric, and the qualities more like zero are better. The fluctuation of the estimator
and its bias are both fused with the mean squared error.

3
[

n

1
mn

g

MSE = [I(i,7) — K(i,5)]? (6.4)

I
=}
<.

Il
=

All algorithms tested, with the exception of the K-Means image segmentation, show high accuracy with
respect to fertility classification while the more primitive methods of FMM and Felzenszwalb show higher
accuracy for the pH index. However, the neural network algorithms of DeeplabV3 and ENET are preferred
due to their higher reliability as seen through the higher difference between pH index values of each segmented
region.

The drawback however stems from the problem of overhead where the latter algorithms require high com-
puting power and prerequisite software in order to function, an issue overcome by using the former techniques.
On the whole, image segmentation requires higher overhead for usage as the input is raw hyperspectral images
which take up more storage and require higher software and hardware to run and maintain.

7. Conclusion. In general, the application of hyperspectral imaging in precision agriculture is a potentially
lucrative research subject with significant application in the rural Indian areas. The solution’s scope includes
both short-term and long-term considerations. The former includes immediate analysis of soil fertility in fields,
estimation of crop yields, maximization of profits, and uses in land transfer. The latter includes quantification of
fertility using imaging rather than manual testing, analysis of the long-term fertility of land, and the effectiveness
of various agricultural practices, among other things. When compared to the manual laboratory setting for
testing soil, the results’ high accuracy establishes the conditions for a contemporary, trustworthy data source
for agriculture experts and farmers alike with fewer overhead and expenses.

Hyperspectral imaging is a prospective addition to the same, especially with the expansion of digital
technology in rural areas and the introduction of technology. The findings and subsequent analysis also aid
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in filling a research gap in the application of unsupervised classification models in the field as well as the
dependability of produced hyperspectral image datasets. The latter is particularly important because it is
less difficult, costs less to operate, and uses fewer digital resources than developing, testing, and deploying
supervised algorithms.Even in the case of supervised algorithms, the numerous properties and features that
can be derived from digitally made hyperspectral pictures serve as a foundation for training and testing such
algorithms without the need for manual analysis and expensive research costs.
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CLOUD BROKER RECOMMENDATION FRAMEWORK TO PROVIDE TRUSTWORTHY
CLOUD SERVICES TO THE END USER

M. MARIMUTHU* J. AKILANDESWARI | VARASREE Bf RAJESH KUMAR GUNUPUDI{ AND SOMULA
RAMASUBBAREDDYY

Abstract. In recent years, many cloud services have become available on the Website. Discovering suitable cloud services
for the end user is incredibly complex and difficult. The cloud brokerage service is an application that aids in providing solutions
for this problem. It recommends suitable cloud service providers to the end users depending on their relevant requirements. The
Internet provides access to a wide variety of cloud brokers. As a result, choosing a cloud broker or service provider is both time-
consuming and tedious. It is now becoming a necessity to choose a proper cloud brokerage service based on trust. Research works
found in the literature address some of the issues and provide feasible solutions by proposing frameworks, optimizations and rule
based algorithms. However, those works focus solely on delivering a trustworthy service to the end user through application of
techniques and algorithms. There is no proper framework model in place to provide suitable and trustworthy recommended services
to the users. This article provides a detailed description of the frameworks that are offered by the researchers, including issues
and proposes a trustworthy recommendation framework (TRF) to provide trustworthy services to the end user. This article also
presents a Trustworthy Recommended Weighted value (TRWv) approach for determining trustworthy services, and it is discovered
that the proposed method achieves high accuracy (91.3%) when compared to similar works.

Key words: cloud broker, cloud service provider, end user, recommendation framework, logistic regression

AMS subject classifications. 62J05

1. Introduction. In cloud computing, diverse computer system resources (networks, servers, storage,
applications and services) are shared and configured automatically with less administrative effort as and when
required by the end user. It is a new technology that provides end users with utility services as resources
on demand. Computing resources is symbolized by on-demand self-service, extensive network connectivity,
rapid elasticity, resource pooling and measured service. First and foremost, identify the most suitable cloud
deployment model or architecture to implement cloud services [1]. Platform as a service (PaaS), Infrastructure
as a service (TaaS), and Software as a service (SaaS) are the various types of cloud computing services. It is
conceivable to contract IT resources such as networks, servers, storage, virtual machines and operating systems,
from a cloud service provider (CSP) via IaaS. Platform as a service provides a reliable environment which
enables the user to build, evaluate, distribute, and also to perform various administrative tasks with respect to
an application. On demand, subscription-based access to software programmers via the Internet is referred to
as SaaS.

The deployment paradigms are configured as public cloud, private cloud, hybrid cloud, and community
cloud [2, 3]. Public clouds, typically disseminate computing resources such as servers and storage through the
Internet, are initiated and operated by the trusted intermediate CSP. The cloud infrastructure is accessible
to the general public. Private cloud is a cloud storage service, which is owned and monitored solely by a
single organization via private network and it is physically hosted at an onsite premises. Some organizations
pay for intermediate service providers to set-up their private clouds. A hybrid cloud is consists of two or more
distinct clouds (private, public, and community) that are combined together which permits transfer of data and
applications between them. A hybrid cloud increases the organization’s flexibility by enabling the migration of
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data and applications between private and public clouds. Community cloud infrastructure is used by several

organizations to achieve a common goal.

Cloud Service providers (CSPs) are vendors that provide Information Technology (IT) as a service via
the Internet. Many CSPs are available online. Therefore finding a CSP is an exhausting task for end users
[1, 4]. Majority of CSPs provide identical functionality, which creates the service selection problems for end
users. Selecting the best service provider requirements is a challenging and time consuming job. To solve this
issue, Cloud Broker (CB) plays a vital role in providing an optimal CSP to the end user. The CB has been
considered as a major concern for emerging cloud technology. A CB is a firm that oversees the usage, efficiency,
and distribution of cloud services, as well as negotiates contracts among CSPs and end customers. CB acts as
a go-between for CSPs and end users. It provides three categories of services namely
Service Intermediation: Enables value-added services or enhances functionality, such as controlling cloud access.
Service Aggregation: A CB combines and integrates multiple services into one or more new services. It facili-

tates data integration and ensures data security while transporting data between a end user and several
CSPs.

Service Arbitrage: In order to create new services, a CB combines various kinds of services. It is similar to
aggregation, except aggregation is not fixed. It has the ability to choose the CSPs based on the data
features.

CBs provide a variety of services, including application-to-application (A2A), business-to-business (B2B),
and trade partner relationship management. The desired services are not provided by all CSPs to end users.
The user’s perspective is fully focused on selecting the precise CB, major concerns in selecting the precise cloud
broker are trustworthiness and recommended services as trusted ones. [5] It is also an efficient method for
assessing and establishing a relationship between a service provider and user [6, 7, 41].

Making a decision or recommending a cloud services in an inter-cloud environment is not an ordinary task.
The unavailability of precise information like QoS features, TMP and trustworthy further added to the issue. In
a cloud environment, the resource selection procedure is incredibly difficult and less reliable due to the immense
complexity and constraints of existing methodologies [8]. In this context, manual approaches will be inefficient
and time-consuming; therefore, automated recommendation systems are required to assist the consumer in
choosing the best cloud services [9, 10].

An effective trust management framework provides optimal as well as trustworthy services to end users.
However, in a cloud context, trust assessment is one of the most challenging tasks [11]. Most of the frame-
works, algorithms, approaches and methodologies determine the trustworthiness of the cloud brokerage service
or service provider to provide trusted services. The selection of cloud services falls into one of four categories:
decision-making, prediction-based, approach-based, and optimization techniques [12]. Approach based method-
ologies are Quality of service (QoS) ranking algorithms or models based on subjective or objective assessment
or integrating both. Decision making is the approach for identifying the best CSP depending on the end user’s
needs. Optimization is a technique used to identify the appropriate CSPs. Linear programming and predictive
techniques are used to forecast events. If the cloud user does not have any idea about the service, the feedback
derived from the historical data that depends on the service provider is used. By using this approach, the best
service provider can be predicted [13, 14]. Machine learning algorithms, statistical algorithms and data mining
algorithms are the few examples of prediction. There are other methodologies to identify the best CSP for the
end user. First order logic, Computation techniques, Fuzzy set theory, Fuzzy ontology prioritized aggregation
operator and ranking oriented prediction are some of them.

All the research articles only focused on trustworthy service using the above techniques, but none of the
research articles concentrate much on the framework. The framework provides a complete idea of the trustwor-
thy services to the end user and, by using this framework model, can incorporate any of the technologies listed
above. This research article provides a detailed survey of the framework models available, and proposes a new
Trustworthy Recommendation Framework (TRF) model for selection of services in the cloud environment using
the Trustworthy Recommended Weighted value (TRWv) approach, which also provides trustworthy services to
end users and is suitable for real-time environments.

The remaining sections of the article are organized as follows: Section 2 presents the overall perspective of
relevant work on the framework model. The proposed trustworthy recommendation framework model to enable
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a recommended trustworthy cloud services to the end user is outlined in Section 3. Section 4 elaborates the
results that are compared with other framework models available in the literature. The conclusion and future
developments of the research study are addressed in Section 5.

2. Related Work. Research has shown that the provision of trust services to end users remains a challenge
because of their privacy, protection, reliability, availability and dynamically distributed environment. Most of
the articles used service provider capabilities and end-user reviews to identify trustworthy cloud services. Similar
services are identified for end users in a cloud environment based on the availability of such services in a dynamic
nature or depending on the quality of services identified for the end user. In this section of the literature, a
comprehensive description of the trust framework model available in the current scenario has been presented
and, finally, feedback on the framework model has been given.

Somu et al. [15] proposed a TrustCom — a novel trust assessment framework for identifications of the
trustworthy services. Selection of services is determined by the level of trust, the accuracy of trust value
based on Trust Measure Parameters (T