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IMPROVING THE EFFICIENCY AND RELIABILITY OF RENEWABLE ENERGY SYSTEMS: A STUDY OF PARALLEL AND DISTRIBUTED ARCHITECTURES FOR INTEGRATED WIND AND SOLAR POWER GENERATION

XING CHEN, DINGGUO HUANG, QINGCHUN REN, YONG YANG, AND YE YUAN

Abstract. The implications of relevant sustainable practices have reflected the scholastic features to improve the environmental resources. The study highlights the importance of conservation of environment and power system in search of proven solutions to improve the penetration level. The need for flexibility has signified the special characteristics that are conventional in increasing the integrity of renewable resources. The ideologies have global trends have integrated the cost of affectivity with the growing applications of power projects. The architecture of wind and solar energy has touched successful benchmarks with respect to the real world implications. The conceptual practices help in initializing the practices towards biomass as well as determining the impact of renewable energy on wind and solar power energy in a significant manner. In addition to that, the applications of solar or photovoltaic cell have been mentioned in the study which has greater significance. The ideas based on the emission of greenhouse gases have been evaluated in the study that shows the after effects as well. The use of passive solar energy and active solar energy has clearly discussed the concept of sustainability and the process of administering towards various climatic conditions. Lastly, the impact of renewable resources on social, environmental, technical and economic aspects has verified the relevant practice of sustainability.

Key words: Sustainability, renewable sources, passive solar energy, active solar energy, reliability, greenhouse gases

1. Introduction. Energy efficiency simply refers to reducing excessive energy use to perform continuous tasks. A decrease in energy use brings up a variety of benefits, including knowing the greenhouse gas emission and reducing the cost value at the economic and household levels. While renewable technologies are readily helpful in accomplishing the objectives and are a way of reducing fossil fuels. This study explores how to make renewable energy systems more reliable and effective. The project investigates the potential of parallel and distributed architectures with a focus on integrated wind and solar power generation. The study seeks to maximise the effectiveness and dependability of renewable energy systems by examining these methods, offering significant insights into the world of sustainable energy.

The motivation behind this abstract lies in addressing the critical need for sustainable practices in the context of environmental conservation and power systems. It recognizes the pressing global concern of environmental degradation and the importance of seeking viable solutions to increase the adoption of sustainable energy sources. This study aims to shed light on the significance of preserving the environment while enhancing the penetration and reliability of renewable resources.

The primary aim of this research is to explore and emphasize the special characteristics of renewable energy sources, such as wind and solar power, as key components in achieving a sustainable future. By delving into the practical implications of these technologies, the study seeks to establish real-world benchmarks and applications that can contribute to a cleaner and more sustainable energy landscape. Furthermore, the research aspires to examine the impact of renewable energy sources, particularly in the realms of wind and solar power, with a specific focus on biomass. It aims to comprehensively assess their contributions and implications, thereby providing insights into the significance of renewable energy in both local and global contexts.

2. Objectives.
1. To evaluate the importance of renewable energy in improving the reliability of the ecosystem
2. To determine the impact of renewable energy on wind and solar power energy
3. To understand the distributed architecture for the supervision of energy management
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4. To analyze the challenges faced during the adoption of renewable energy

3. Methodology. The analysis process includes a wide spectrum of knowledge based on the analytical approaches in composing the literature portion [26]. Secondary data has been identified as relevant in terms of analyzing the entire study which comprises statistical and numerical information. Secondary data imposes a wider scope in analyzing the importance of renewable energy resources proclaiming to generate ideas on wind and solar energy [1]. The phenomenon is well recognized by the qualitative data having a valuable outcome in elaborating the section on the efficiency and reliability of renewable energy resources.

3.1. Evaluating the importance of renewable energy in improving the reliability of the ecosystem. Renewable energy has no such exception to the rule of thumb and has its own ways of implementing the improvement of solar and wind energy. Renewable energy is good for the planet as it helps in reducing excessive pollution and it brings social cohesion as well [2]. The pollution caused by the combustion of greenhouse gases is controlled by the implication of renewable energy.

Renewable energy has zero emission of greenhouse gases. The combustion of fossil fuels is significant in contributing the global warming. Most renewable resources are useful in terms of reducing global complexities by considering the full life cycle of technologies [3]. The increase in fossil fuels worldwide has resulted in excessive forms of global warming. Such issues can be controlled by the application of renewable practices.

Renewable energy is cost-effective. The use of renewable energy is beneficial in many ways mostly it is highly cost-effective in nature. Since renewable resources have been a great need to fulfill the geopolitical crisis, the upheavals of energy resources are often considered calculative in decentralizing climate change [4]. As a result of this, the recollection of technology and an aversive use of renewable projects can lead to effective results.

Renewable energy is accessible in nature. Renewable energy is highly accessible to various parts of the world and it is more independent from remote success. Especially for cities, an energy based on distributed and decentralized knowledge is significant in avoiding weather-related fluctuations [5]. Business and trade industries are highly benefitted by the use of urban energy to expand the rate of accessibility in suburban and peri-urban regions.

3.2. Impact of renewable energy on wind and solar power energy. Renewable energy is derived from natural sources that aim in replenishing the higher rates of pollutants. Wind and solar energy does not generate atmospheric thermal pollution or contaminants. Rather, they reduce atmospheric emissions which mainly accumulate greenhouse gases, carbon dioxide (CO2), nitrogen dioxide (NOx), and the particulates of sulfur dioxide (SO2) [6].

Active solar heating. Active heating enables the process of collecting and administering the distributed approaches that create a source of solar energy that enables the transfer of carrier fluids. It functions with the help of solar energy by transferring the hot fluid which can be either air or liquid [7]. Active solar heating
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Fig. 3.2: Effective courses of cost between the years 2020 to 2023 (Influenced by [4])

Fig. 3.3: Rate of accessibility in renewable energy

reduces energy consumption having diverse applications. It hardly takes any maintenance cost and manages to work in various climatic conditions.

Passive solar heating. Passive solar heating is a necessary mechanism that is used to protect buildings from excessive ultraviolet sun rays. It is a well-designed system that reduces heating and increases the cooling effect of the buildings. The goal of passive solar heating is to absorb the excess heat and maintain a comfortable room temperature [8].

In the structure shown in figure 3.5, it has been illustrated that passive solar technologies can be used both in a direct and indirect manner to gain spacing for thermal mass based on thermo siphon. As a result, passive solar energy minimizes the emission of carbon into the environment which is a much more conventional process in the heating systems in a significant manner [9].

Application of solar or photovoltaic cell. Solar electricity generates the use of electrical powers that helps in forming the process of the semiconductor devices that are closely associated with computer chip programming. Photovoltaic cells are useful in generating electrical energies that mainly comprise electrons connected to the utility of sound alternatives [10].

Figure 3.6 illustrates the semiconductor material is the core tool that acts as a protective layer and stops the ultraviolet rays from penetrating into the surface. Through solar cells, environmental sustainability can be achieved which makes it ideal for the ideal mechanism of operations and maintenance of cost cells [11].

3.3. Understanding the distributed architecture for the supervision of energy management.
Investing in the electricity distribution generated from renewable energy develops various energy resources such as solar, wind, biomass, and ocean waves. With the development in technology, it can be administered that affordable power distribution is competent for energy management [12]. It helps in supervising the elements
that improve supply management practices. Similarly the switching of the system from a central controller to inter-communicative tools has bridged the gap made by the challenges. In addition to that, the power-generating paradigm ensures the safety and services towards autonomous sustainability [13]. The supervision of energy has uplifted sustainability practices through renewable resources.

Serial converter connection. The isolation process has led to the emergence of DC-DC converters in terms of generating the basics of solar and wind energy. The connectivity gets stronger with a series of high-voltage output stabilizers in order to reach the desired output [14].

Figure 3.7 illustrates the current practices involving renewable practices in accordance with outreaching the converter outputs. The high resolution has enriched the goals of the breakdown voltage of the output that has been programmed simultaneously [15]. The adaptation of serial converter connection includes various advantages:

1. It uses less number of wires
2. It associates the path of connectivity between receiving and transmitting devices
3. It supports long-distance communication that
4. It encourages the usage of renewable resource practices

Cascading converter connection. The gain in the rate of voltage is theoretically measured that is inductive in nature accumulating the robust applications of electricity distribution. After the introduction of renewable energy, the relevant approaches have converted the regular use of energy transfer into the management process [16].
The above system is based on various modalities with respect to the initiation of cascading arrangements [17]. There are various applications of the cascading converter connection which mainly include:

1. Predicting the system performance under abnormal conditions
2. A static and comprehensive way towards dynamic performance
3. Robust source of connectivity between the individual PV modules
4. Providing alternative paths to promote renewable practices

Connecting converters in parallel form. In the augmentation of the power supply, the requirement for connectivity has often led to the optimization of the distribution system. This distribution is a mode of inquiring about the distribution of practices with respect to the homogenous distribution of power supply [18].

The above structure shown in figure 3.9 possesses the exact features that are relevant to the dispersion of connectivity. This phenomenon is an ultimatum that has cultivated the practice of stressing semiconductor resources [19]. In comparison to homogenous distribution, the power project has various relevant implications for sustainability.

1. The mechanism technically generates output powering
2. It manages the issues of overload by improving the connectivity sources
3. It is intended to maximize the load-sharing practices toward redundant operations
4. The learning parameters are adjusted and converted to the algorithm
3.4. Challenges faced during the adoption of renewable energy. Renewable technology has become better with time progress and it has access to all the resources that are responsible to contribute nearly 20% to the consumption of global energy. Wind and solar energy are bringing about clearer and more innovative ways in order to capture the cost of energy [20]. The challenges have induced pressure on the environment thereby disrupting the practice of offering renewable resources. It can be measured that non-renewable resources can be found in certain parts of the environment. Such practices are a predicament of ideas that are approachable to the course of limited amounts of sources [21].

High initial costs of installation. Carbon emissions are the main reason for global warming and it has been observed that in order to increase the adaptation renewable energy needs proper installation. Solar as well as wind energy are the cheapest ones and are used widely [22].

However, the figure 3.10 highlights the installation process which is abnormally high and is around 21% between the years 2021 to 2022 which is $2,000 per kilowatt. There is a wide margin in the installation of fossil fuel plants. Moreover, due to high-power storage, the installation becomes even more difficult [23].

Lack of policies and subsidies. The lack of policies and subsidies is a hindrance to the installation of renewable energy. In addition to that, political stigma, corporation lobby, and inherent dependencies have been challenging during the installation process [24].

The figure 3.11 establishes the dangers of climatic depletion that have started to affect the lives of people which eventually lead to the loss of the ecosystem. In addition to that, the high property taxes on fossil fuels have been a threat to the local community in order to establish sustainable energy [25].

4. Results. The above systematic diagram shown in figure 4.1 illustrates that an increased rate of sustainability can lead to various effective outcomes. The various impacts of renewable energy can be demonstrated
in the form of a comprehensive understanding of the global environment. The varied elements can be discussed as follows:

**Social and environmental impacts.** Renewable energy has played a crucial role in foregoing the practice of reliable and sustainable resources. This has reduced the emission of harmful gases producing greenhouse gases which is less that is between 90-99% as compared to coal fire plants of 70-90% significantly [27]. Additionally, social impacts comprise the elimination of poverty and change in climate mitigation.

**Technical aspects.** The evolution of technology has clearly exceeded all expectations on the verge of sustainable practices. Technical synergies have played a large role in the primary supply of energy [28]. Renewable practices have raised the range of connectivity measuring technical support to improve the electricity demands.

**Economic factors.** Renewable practices have raised human well-being and have developed the overall GDP growth rate. By doubling up the share, it has increased the global rate by 1.1% significantly [29]. This is related to USD 1.3 trillion with respect to the service of fossil fuels.

**Commercialization.** Renewable energy commercialization involves the additional factors that have improved the research knowledge. This has contributed to 19% of the energy consumption towards photovoltaic thermal power stations [30].

5. **Conclusion.** In conclusion, the research presented in this study underscores the critical role of semiconductor materials in protecting against ultraviolet rays and enabling the use of solar cells for achieving environmental sustainability. It highlights the potential of renewable energy sources, including solar, wind,
Fig. 4.1: Impact of sustainability

biomass, and ocean waves, in reshaping energy management practices and supporting the transition to cleaner, more sustainable power generation methods. The investigation further delves into the advantages of different converter connection methods, including serial, cascading, and parallel forms, to optimize energy distribution and ensure the efficient operation of renewable energy systems. The challenges faced during the adoption of renewable energy are recognized, particularly the high initial installation costs and the lack of supportive policies and subsidies. These challenges, along with the influence of political and corporate interests, pose significant hurdles in transitioning to cleaner energy sources. Nonetheless, the research underscores the urgency of addressing these challenges to mitigate environmental degradation and ensure a sustainable energy future. The findings suggest that renewable energy can significantly reduce greenhouse gas emissions, alleviate poverty, and drive economic growth, ultimately leading to a more sustainable and environmentally responsible energy landscape.
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IMPLEMENTATION OF RULES AND ROUTINES IN PHYSICAL EDUCATION TEACHING AND LEARNING IN CHINA

HUIMIN ZHANG∗

Abstract. Physical education is a significant aspect of the Chinese education system. Moreover, on a regular basis, physical education is an integral part of the Chinese education system. Therefore, the following study looks into different rules and routines for physical education teaching and learning in China. Most of the rules and regulations are formed based on guidelines provided by the Ministry of Education. Therefore, a systematic discussion regarding physical education training in China is conducted in the analysis. The significance of physical education (PE) in the Chinese education system cannot be overstated. It serves a dual purpose by not only promoting physical fitness but also fostering holistic personal development. PE contributes to the physical well-being of students, helping them lead healthier lives, but it also instills essential life skills like teamwork, discipline, and perseverance. In China, the Ministry of Education, as the overarching authority on educational matters, plays a pivotal role in shaping the rules and routines governing physical education. These rules encompass a wide array of aspects related to the curriculum, including the allocation of resources, curriculum design, assessment, and teaching methodologies. By adhering to these regulations, educational institutions across the country can ensure a standardized and comprehensive approach to physical education.

Key words: PE education, the benefit of physical education, Resource allocation of PE education in China

1. Introduction. For Chinese students, it is essential to follow a regular physical education routine along with their regular studies. Moreover, the education ministry of China has provided strict guidelines regarding the physical education system that helped to formulate the base of regular physical training [1]. Therefore, through a secondary analysis, the following study looks into the implementation of rules and routines in physical education teaching and learning in China. At the same time, the study has discussed the problem of the same. Through a secondary analysis, a coherent discussion related to possible solutions is discussed in the study. Additionally, results are formulated based on the information gathered from the secondary data.

Physical education (PE) is an integral and indispensable component of educational systems worldwide. It encompasses a broad spectrum of activities and teachings designed to promote physical fitness, health, and well-being among students. In addition to fostering physical health, physical education plays a significant role in enhancing cognitive, emotional, and social development. This multifaceted approach to education is particularly significant in China, where it has been woven into the fabric of the education system for many years.

The Chinese education system places immense importance on physical education, recognizing that a healthy body is closely linked to a healthy mind. Beyond the benefits of improved fitness, physical education imparts values such as discipline, teamwork, and perseverance, which are integral to a student’s holistic development. This system’s commitment to physical education has led to the formulation of a set of rules and routines that govern the teaching and learning of physical education in China. These rules, often dictated by the Ministry of Education, provide a framework for curriculum development, resource allocation, and assessment practices within the realm of PE.

2. Objectives. For the development of the empirical analysis and formulation of reliable results following objectives were followed.

1. To discuss the elements impacting the implementation of rules and routines in physical education teaching and learning in China
2. To analyze the impact of physical education and teaching on the Chinese students
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3. To elaborate on the issues related to the implementation of rules and routines in physical education teaching and learning in China

4. To discuss possible results and solutions in order to improve the physical education teaching and learning for Chinese students

3. **Methodology.** The methodology of an empirical analysis looks into the factors that aided in the development of the analysis. Therefore, a secondary method for collating the information was chosen. Moreover, all the information was collected from secondary resources such as past articles and research papers [2]. The collection of secondary information aids in collecting reliable information thus a reliable result can be formulated [3]. Furthermore, for analysing the secondary information a qualitative method of analysis was followed. The process of analysing physical education teaching and learning for Chinese students is required to analyse sociological factors. Moreover, physical qualitative methods aid in establishing reliable relations that are routed in society [4]. Therefore, the method of quantitative analysis and the use of a secondary qualitative method is justified for analysing physical education teaching and learning in China.

3.1. **Rules and Routine for PE in China.** At the time of past analysis, it was noted that there are certain rules and related reasons for the rules for PE education in China. For instance, mandatory PE education is one of the major rules that enforce PE education for everyone. In addition, the implication of PE education needs to be safe and diversified for each of the students [5].

From the figure 3.1, the implication process of PE education for Chinese students is described. Moreover, the implication of PE training is described in the process [6]. It is seen that the educational process of PE is dedicated to the development of interest in sports activity.

3.2. **Factors impacting the implementation of rules and routines in PE teaching and learning in China.** To establish a coherent understanding related to the implementation of rules and routines in PE teaching in China understanding the related factors is essential [7]. Moreover, the factors of PE education are subjective and can vary based on situations [8]. Following are some of the essential elements that contribute to the personal nature of PE education.

*Priorities of the education system.* For PE training, the emphasis on academic success and another curriculum can result in less time and funding being allotted for physical education. This may affect how rules and procedures are established and followed in physical education classrooms.

*Chinese Culture and Beliefs.* China’s social norms, such as amenable to authority and self-control, can affect the implication of rules for physical education settings [9]. Further, Students’ conduct and attitudes
Fig. 3.1: PE education system implication process for Chinese students

Fig. 3.2: Impact of PE on students

Fig. 3.3: Illustration of the Chinese education system
toward following regulations might be influenced by cultural norms. Thus, it can be contemplated that cultural norms impact the implication of PE teaching in China.

Availability of resources. In order to carry out some routines and activities, sports facilities and equipment must be available and adequate. The range of physical education exercises may be limited by a lack of adequate facilities [10].

Policies made by the government. Government-imposed educational policies have an impact on how much focus is given to physical education in the curriculum [11]. Rules and procedures can be implemented more successfully with the help of supportive policies.

Education leadership. After the government leadership in educational institutions has the authority to implement the rules and regulations for students. Therefore, effective implementation of rules and regulations for PE Education can be greatly influenced by the school leadership [12]. Moreover, the dedication to promoting physical education and fostering a supportive atmosphere for rules and routines have a direct relation with educational leaders.

3.3. Issues related to the rules and regulations for physical education teaching and learning in China. During the analysis of secondary information related to the rules and regulations related to PE education for Chinese students, some problems were noted. Some of the problems are the following:

Scarceness of the faculty and resource. China is one of the majorly populated counties in the world that have a more number of students in schools and colleges. As per the information for 2022 around 59.6% growth in the number of students enrolled in the tertiary education system was recorded [13].

However, from the figure 3.4, it can be seen that in 2021 the number of students was 44.3 billion and it grew to 46.5 billion. On the other hand, a 1.69% in resource allocation was observed in the Chinese education system, thus appropriate allocation of resources is a major issue in maintaining rules and regulations regarding PE education [14].

Massive class size and limited teachers. It is difficult for teachers to successfully manage and provide each student with individualized attention during PE courses in Chinese schools due to the prevalence of large class numbers [15]. Such factors can impact the effectiveness of education and the growth of personal skills.

Gender Inequalities. In PE classes, there may be a gender imbalance in the activities available, with some activities having a stronger male or female bias. As a result, there may be fewer possibilities for skill development between genders, and gender stereotypes are reinforced [16].

From the figure 3.5, it can be contemplated that there is a growth in the number of students per teacher. It can be noted that the average has gone to 18.5 students per teacher. Considering the large population of China even a growth of 1 on average can be challenging for teachers [17]. Thus, it can be comprehended that there is an issue in human resources that impacts the implications of rules and regulations in physical education teaching and training.
4. Possible solution for countering Issues in the implementation of rules and routines in PE teaching in China. At the time of analysing past literature for comprehending the implementation of rules and regulations, it was noted that there are certain impacts on the students. Thus, all of the issues need to be countered effectively in order to achieve optimal results for the students. In order to counter the issues following aspects can be followed:

*Allocating appropriate resources for PE.* During the systemic analysis of the issues related to PE education, it was noted that resource allocation is a major problem. Activist related to PE aids to meet the physical as well as mental needs of the students [18]. Thus, allocating resources can benefit the process of implementing rules and routines for students.

*Setting two-tier enforcement.* It was noted that government and school administration are primarily responsible for the implication of PE for students [19]. Therefore, it can be contemplated that with a tow tire administration for the PE teaching basic issues of the system can be resolved. Moreover, resource allocation can be done effectively.

*Diversifying the PE programs.* For the effective implication of the PE programs for student’s diversification can be beneficial. Moreover, each student are different in nature and each class has different requirements regarding PE education [20]. Therefore, with the implication of a diversified system, students can be benefited and the shortage of teachers can be countered.

5. Results and Discussion. At the time of analysing past literature related to PE education in China, it was noted that there are some rout benefits for the students [21]. Moreover, implementing certain rules and making them an integral part of the education system can aid students in the long term [22]. Additionally, it was noted that there are some central issues such as resource selection and availability of teachers. The issue of location resources in an effective manner hinders the implementation of mandatory rules for the students [23].

The figure 5.1 illustrates the budget allocation per student in China. It can be seen that there are 40% of students receive 1000 to 3000 Yuan per student. Therefore, it can be said that there with such an increase in the budget a better PE education.

On the other hand, it was noted that there are issues related to teachers’ availability. It was contemplated that there in order to appropriately understand student needs an increasing number of students was noted [24]. Considering the benefits of PE education for students it can be said that increasing human resources can be beneficial for the quality implication of rules and regulations human resource is an essential factor. Furthermore, it was noted that rules and regulations are essential for the holistic development of the students [25]. Additionally, the rules and routines are set by the education ministry of the government and school authorities [26]. Therefore, it was found that establishing a two-tier regulation can benefit the process of implementing rules and ruins for the students. In such a manner, individual needs of the students can be catted in a systematic manner [27].
6. Conclusion. Thus, secondary qualitative research was conducted in order to understand the implication of rules and routines for physical education teaching in China. It was noted that PE aid in the overall development of the students. Furthermore, there are physical and mental benefits to PE. On the other hand, it was noticed that there are some issues that hinder the implication of rules for PE. However, it was noted that the implication of resources and diversification in the activities such issues can be countered. By examining the multifaceted aspects of physical education in China, this research contributes to the broader discourse surrounding the role of PE in shaping well-rounded individuals. It sheds light on how China’s educational system incorporates physical education to promote both physical fitness and character development, nurturing a generation of students equipped not only with academic knowledge but also with the tools for a healthy, balanced life.
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RESEARCH ON THE DESIGN OF INTEGRATED ENERGY MANAGEMENT AND OPTIMIZATION CONTROL SYSTEMS FOR NOVEL POWER SYSTEMS

ZHIQIAN YANG, XIANYOU WU, QIUHUAN CHEN, AISIKAEER, LIANGNIAN LV, AND LEI WU

Abstract. This research paper is determining the impact of integrated energy management and optimization control for Novel power systems. Research objectives have been made based on integrating power system for reducing power consumption based on optimization parameters. Optimal control is mainly dealing with control law by finding out a given system and delivering certain criteria for achieving goals. There are mainly three parts for problem optimization purposes those are included decision, constraints and objective functions. Four different objectives has been made those are mainly discussed about the importance of the power systems regarding integrated management system. There are various factors that are affecting optimizations including the role of the multigrain recursion, global convergence, properties of the optimization model and local convergence. Along with this, the optimization control system has been played a crucial role for the power systems development purposes. Research has been based on the effective design of energy management for power systems. The primary application for the optimization techniques is based on the storage system, electromagnetic-based design and mapping design for the microwave structure. The rate of unsustainable energy management is increasing and sustainable energy management system is decreasing. The conclusion has been based on the significance of the optimization control for the power systems.

Key words: Global convergence, Novel power systems, integrated energy management, optimization control, Problem optimization, local convergence, Energy management

1. Introduction. An energy management system or EMS is a system that is based on a computer-aided tool and it is mainly used by the operators of the electric utility grids for controlling, monitoring and performance for generating and determining the transmission system. Management optimizations are delivering efficient uses of energy and delivering the best performances for production purposes. There are various effective strategies for energy management purposes those are includes tracking progress, collection of bill data, and identifying sources and the rate of energy consumption.

The growing demand for efficient and sustainable energy management systems has become a pressing concern in the contemporary world. To address this concern, this research delves into the profound impact of integrated energy management and optimization control within novel power systems. By investigating this critical intersection of energy management and control, we aim to shed light on how such integration can lead to reduced power consumption and, consequently, a more sustainable energy landscape.

Optimal control, as a central theme of this research, focuses on the development and implementation of control laws that are meticulously tailored to a given system. These control laws play an instrumental role in guiding the system toward achieving specific criteria and goals. The optimization process itself is a multifaceted endeavor, encompassing decision-making, constraints, and objective functions, which jointly shape the trajectory of power systems.

2. Objectives.

1. To determine the importance of an energy management system for the power system
2. To evaluate the importance of energy optimization for the Novel power systems
3. To examine the key components of integrated energy management for the Novel power system
4. To analyze the optimization technique in the Novel power system.

Our research revolves around four distinct objectives, each designed to highlight the pivotal importance of power systems in the context of an integrated management framework. These objectives delve into a range of critical factors that influence optimization outcomes, including the multifaceted aspects of multigrain recursion,
the global and local convergence properties of the optimization model, and the role of power systems in this grand scheme.

3. Methodology. The analysis procedure is based on a wider spectrum of knowledge-based analytic approaches determining purposes. Secondary data analysis has been done in this research paper and this is determining renewable energy and numerical information for the research paper. Secondary data analysis has a higher scope on developing renewable energy for determining Novel power systems. Qualitative data has been generated based on valuable outcomes for determining the reliability and efficiency of energy resources [1].

3.1. Importance of an energy management system for the power system. The major purpose of BEMS is to determine the optimization of energy and energy management that is mainly based on information analysis. The energy management system is decreasing the overall costs of the operations and it is developing the rate of productivity [2].

Functions of EMS: EMS is mainly referring to the collection of automated tools that are mainly used for monitoring, controlling and optimizing the overall performances, sub transmissions systems. The significant EMS includes energy targets, measurements, energy policy, roles and responsibilities and energy efficiency development plan. For cost-saving purposes and increasing reputations and competitive edge, EMS is playing a significant role [3]. It is delivering various stages for decreasing electrical energy consumption costs and people can save around 30% on total energy costs with the help of the implementations of the EMS. The main purpose of the EMS is to manage and achieve optimum energy utilization, and procurements with the help of the organizations. It is helping to decrease energy costs and environmental effects [4].

The figure 3.1 is representing the impact of the EMS, which is based on various aspects those are included occupancy, storage device, building power supply and RES sizing for data forecasting purposes.

Reduce operational costs and productivity: The major benefit of EMS’s ability is to decrease the overall electricity costs by optimizing energy and monitoring. With the help of the data collection, administrations are predicting the usage of energy usage and effective budget handling purposes [5]. Lighting and temperature regulation is playing a significant role in developing productivity and it is helping to maintain indoor temperature along with minimal lights. EMS is a system for optimizing, controlling and monitoring transmission and energy usage and it is determining the ability of the heating, ventilation and lighting [6]. It is helping to decrease the materials and time waste and deleting the employee’s perks and determining efficiency equipment purposes.

Build a positive brand image: Organizations are trying to decrease the carbon footprint rate by decreasing the energy consumption rate. It is helping in better relationship management purposes among potential investors and partners [7]. It is creating value for the functional aspects and develops emotional
conditions for the development of loyalty and competition. There are various ways for creating positive and effective brand images that are include delivering customer services, creating valuable content, search engine results analysis and understanding the target market.

**Increase ROI and Increase property value:** Installing EMS is needed for cost-effective solutions and people are optimizing this system for conserving energy and delivering ideal solutions for global warming [8]. Power transmission is regulated by the EMS and it is expanding the lifespan by increasing the ROI rate and appliances. Satisfying customers and delivering efforts for the development of property management purposes, it is playing a significant role. ROI is helping to develop revenue arte and sales growth for the organizations and developing digital marketing aspects and delivering contributions for revenue development purposes [9]. Capitalizing the market upswings, and reinvesting gains, is playing a significant role. ROI is playing a significant role for developing the profit rate and developing invested property.

### 3.2. Significance of energy optimization for the Novel power systems

Optimizing energy systems is developing efficiency and cost-effectiveness for saving money and decreasing greenhouse gas emissions. It is creating jobs; meeting the demands and saving money that are the major importance for energy systems development purposes [10]. Effective energy optimization can lead to significant cost savings. Power systems often account for a substantial portion of operational expenses, and optimizing energy consumption can reduce these costs. It also helps in prolonging the life of equipment and reducing maintenance and replacement expenses.

**Purpose and benefits of the energy system:** For the industrial process energy optimization is playing a significant role and developing energy efficiency rate. The major key components for reaching the goals are to develop process integration techniques and focus on the heat exchanges that are mainly used in the industry. The major purpose of energy control programs is to manage safety in the workplace and prevent start-up and motion [11].

**Optimization techniques in power systems:** There are various traditional methods for the power system those are included QP, NLP and NFP. There are mainly four stages for the optimization those are included analysis, research, and implementation purposes. Global optimization methods and local optimization methods are the major methods for optimization purposes [12].

The figure 3.2 is representing the strategy for the novel energy system that is based on BMS and DC or AC.
The key features of the optimization are based on decision variables, objective functions and business constraints [13]. Along with this, there are mainly two types of optimization those are included discrete and continuous optimization. The positive impact of the optimizations includes accurate information, higher quality of results, developing efficiency and greater adaptability [14].

The figure 3.3 is representing the overall process for the input and output energy for the energy hub system. It is based on four different stages those are included setting constraints, proper decisions, defining objective functions and employing optimization algorithms [15].

3.3. Key components of integrated energy management for the Novel power system. Key components for energy management are based on communication network, measurement devices and software applications. Those systems are helping to manage information efficiently and based on various aspects for an effective EMP [16]. There are mainly six stages for the EMS which are mainly based on getting proper commitment, developing an action plan, understanding the issues, planning and reporting. Environmental sustainability, social, human and economic sustainability are the major key component for sustainability development purposes [17]. Four major key features for the energy-efficient design mainly consist of natural light, solar gains and insulation [18].

A robust communication network serves as the backbone of integrated energy management. It facilitates real-time data exchange between various components of the power system. This network enables seamless monitoring, control, and coordination of energy resources and loads. Moreover, it ensures that the system can respond promptly to dynamic changes in demand and supply. Power systems are part of a broader energy grid. Energy optimization contributes to grid stability by preventing overloads and power imbalances. This is especially important as the grid integrates more renewable energy sources.

4. Challenges faced by the Novel power supply. Computations are needed non-zero time for determining the uncertainty and truncation is negatively affecting stability. The primary challenges for the optimizations are include workloads, lack of proper resources, visibility and remote work [19]. Along with this, there are various challenges for the power system those are including threats from cyber attacks, grid modernizations, frequency power outages and electricity transmission losses [20]. The major problems of the power system include voltage swell, dips, voltage unbalance and harmonic. The shortage of fuel, differential tariff structure, delays in tariff revisions and higher AT&C losses. The future challenges for the power system are mainly based on cyber challenges, environmental emissions, electricity load growth and environmental emissions and climate change [21]. Power outages are the common cause of power system failure purposes and it has occurred due to human error, equipment malfunctions, storms and surges in the system. Inefficient coal supplies in thermal power plants are creating a power crisis in the power points [22]. There are four reasons for the poor power quality those are includes load imbalance, harmonic pollution, low power factors and voltage variations.

5. Results. The positive impact of this kind of algorithm is to determine the control of DGs and this algorithm is solving single point chain issues. With the help of the virtual leader, this algorithm is directly setting a proper design and achieving frequency and output for achieving leader. It is helping to design the secondary control data and it is following basic theory.
The figure 5.1 is representing an integrated design that is mainly based on two different strategies those are included a robust optimal management strategy ad secondary control strategy. This is based on consistency controller, mechanism and FTSMC and for the energy management system; it is based on robust and multi objectives constraints [23].

The figure 5.2 is showing the designed control structure that is based on the physical and cyber layer. The voltage and cyber layer is the most common layer that is affecting the main grid. The frequency and
output voltage have been determined by the droop control and the droop control is designed by the generating operations [23]. In this research study, the designed secondary data control methods are needed for the DG’s controlling purposes.

The novel power systems are delivering power efficiency, greater performance and better quality results for the power systems. It is mainly specialized in designing and manufacturing electrical power systems and all the products are based on higher and advanced technology. It is mainly a microprocessor and analog planning-based power system and all the products are measured by Mil-std1275 and ISO [24].

The figure 5.3 is showing the effectiveness and the graph chart for the sustainable energy management system. The functions of the EMS are includes security assessment, network model building, dispatch and automatic generation control. Integrated energy management is helping to schedule, forecast, commercial statements and accounting purposes. Those are helping in proper interaction along with renewable energy and delivering competition [25]. EMS is decreasing the rate of energy consumption, developing industrial productivity, and improving global enterprise. IES is developing cost effectiveness and modern and advanced temperature is heating and developing efficiency.

The energy transition is influencing the development of renewable energy sources and the overall growth of the energy production is creating complexity regarding grid managers and regulating electricity in the supply chain. Result analysis has been showing that smart meter data is delivering proposed machine learning and block chain-based energy trading purposes [26]. The power management method for the multi-source systems mainly leads to the application of the charging stations and delivering optimal operation planning for cost-considering purposes. Integrated energy system is developing the quality of the grid and it is maintaining the balancing power and capacity. There are various ways for controlling the power system those are included regulations, using shunt capacitors, changing transformations and controlling voltage [27].

For developing stability, and reliability for the power system, energy storage systems are playing a significant role in the power system. Cost saving is the major benefit of energy management and it is decreasing climate change and developing reputations. The crucial components of the EMS are includes energy policy, roles and responsibilities, measurements, monitoring, energy targets and objectives [28]. The power system, it is playing a significant role in operating electric utilities for managing, optimizing, controlling and delivering proper performances for the transmission system.

**6. Conclusion.** The research findings presented in this study have far-reaching implications for the development of power systems and energy management. The study primarily focuses on the design and implementation of integrated energy maintenance and optimization control systems for Novel power systems. One of the standout results of this research is the development of an algorithm that effectively controls Distributed Generators (DGs). This algorithm not only addresses single point chain issues but also utilizes a virtual leader, which plays a pivotal role in establishing a robust design and achieving precise control of frequency and power output. Such advancements in control algorithms are essential for improving the reliability and efficiency of power generation from DGs, which are increasingly integrated into modern power systems.

Furthermore, the research introduces an integrated design that combines a robust optimal management
strategy with a secondary control strategy. These strategies are essential for maintaining grid stability and efficient power management. The incorporation of elements like consistency controllers, mechanisms, Fault-Tolerant Sliding Mode Control (FTSMC), and multi-objective constraints demonstrates the complexity and depth of this integrated design. This research also underscores the necessity of well-defined secondary data control methods, especially in the context of DGs, where precise control is crucial for grid reliability. This research offers a comprehensive understanding of the integrated energy maintenance and optimization control systems for Novel power systems. The findings demonstrate the critical role of advanced algorithms, integrated designs, and sustainable energy management systems in the modern power landscape. As the energy sector continues to evolve, these findings are pivotal in guiding the development of more efficient, reliable, and sustainable power systems.

**Fundings.** This work is funded by the Science and Technology Department of Xinjiang Uygur Autonomous Region under grant No. 2022A01004-2.

**REFERENCES**


Edited by: Sathishkumar V E
Special issue on: Scalability and Sustainability in Distributed Sensor Networks
Received: Aug 23, 2023
Accepted: Oct 29, 2023
STABILITY STUDY OF NEW POWER SYSTEM BASED ON MULTI-INTELLIGENT BODY COLLABORATION

XIANYOU WU, ZHIQIAN YANG, XIN DU, LIANGNIAN LV, AISIKAER∗, AND YANCHEN YANG†

Abstract. Developing, implementing, and maintaining a multi-intelligent body collaboration system necessitates significant investments in finances, time, and expertise. While multi-intelligent body collaboration has the potential to enhance power system stability significantly, it also comes with challenges related to interoperability, security, system complexity, and resource allocation. Resource allocation and training costs can be substantial. Addressing these challenges is crucial to harnessing the full benefits of this approach and ensuring the reliable and efficient operation of power systems. Effective communication and coordination strategies among intelligent agents are integral to maintaining power system stability. Timely information exchange, load balancing, disturbance management, and the integration of AI contribute to a more resilient and adaptive energy grid. As technology advances, refining these strategies will be essential to meet the growing demands of an ever-evolving power landscape. As technology marches forward, it becomes increasingly evident that the refinement of these strategies is paramount. The dynamism of the power landscape, driven by technological advancements and evolving needs, necessitates an agile and adaptable power system. The fusion of multi-intelligent bodies and modern technology stands as a testament to our collective pursuit of a more reliable, efficient, and sustainable energy future. In this ever-evolving landscape, the innovation and enhancement of these strategies are our compass, guiding us toward a brighter and more efficient future.

Key words: Multiintelligence, Sustainability, Power system, Challenges, Communication, Behaviors.

1. Introduction. A stability study of a new power system based on multi-intelligent body collaboration involves assessing the robustness and reliability of this innovative approach to energy management. This system employs multiple intelligent entities that work collaboratively to ensure the stability of the power grid. At its core, this power system harnesses the capabilities of artificial intelligence, machine learning, and advanced control algorithms to manage the intricate balance between power generation, distribution, and consumption. The term "multi-intelligent body collaboration" implies the interaction of various intelligent components, such as smart meters, sensors, control centers, and even consumer devices, in a coordinated manner. One key aspect of this study involves evaluating the system’s ability to predict and respond to power demand and supply fluctuations.

The modern power system is a dynamic and complex network that forms the backbone of our modern civilization. It supplies electricity to homes, industries, and institutions, ensuring our daily activities run smoothly. As the electricity demand grows, power systems face increasingly complex challenges. These challenges include the integration of renewable energy sources, the need for improved grid resilience, and the optimization of energy distribution. In this context, a multi-intelligent body collaboration system has emerged as a promising solution to enhance the stability and efficiency of power systems.

While the potential benefits of multi-intelligent body collaboration in power systems are substantial, it is essential to recognize that its implementation is not without challenges. This article delves into the intricacies of this approach, focusing on the key aspects that need to be addressed to exploit its advantages fully. We will explore the challenges related to interoperability, security, system complexity, resource allocation, and the substantial costs associated with training and resource allocation. By understanding and mitigating these challenges, the power industry can harness the full potential of a multi-intelligent body.

2. Objective.

1. To analyze the potential benefits and challenges of implementing multi-intelligent body collaboration in power system stability enhancement
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2. To develop a comprehensive model of the new power system integrating multi-intelligent bodies
3. To evaluate the impact of different intelligent agent behaviors on power system stability under various operating conditions and disturbances
4. To identify the effectiveness of communication and coordination strategies among intelligent agents in maintaining power system stability

3. Methodology. This study mainly uses a secondary qualitative data collection method to gather information related to the work on a new power system based on multi-intelligent body collaboration. Furthermore, the study should assess the economic viability of implementing such a system [2]. The secondary data collection method must be statistical and theoretical, and it can easily give information related to the topic. Additionally, it is essential to evaluate the financial feasibility of putting such a system into practice.

3.1. Identify the benefits and challenges of implementing multi-intelligent body collaboration in power system stability. Various potential challenges and benefits are available, and smart grid implication is one of the most influencing challenges. Along with that, there are high investment costs, privacy, operational complexity, and maintaining security; these types of issues might be considered potential challenges [1]. Multi-intelligent body collaboration in power system stability enhancement offers numerous benefits. Firstly, it can leverage the combined capabilities of multiple intelligent agents, such as AI algorithms and control systems, to swiftly detect and respond to stability threats. This can lead to faster fault identification and corrective actions, minimizing disruptions [3]. There are various benefits also available, such as a smart grid that is connected with efficient transmission of electricity.

The above-mentioned Figure 3.1 indicates that this study is mainly focusing on the “wind energy (WT), solar energy (PV), gas turbine (MT), electric heat boiler (EB), gas boiler (BL), energy storage battery (EES), heat storage tank (HS)”, and it is demanding on the side-electric energy heat machine [4]. Additionally, collaboration among various intelligent components allows for enhanced prediction accuracy. By integrating data from diverse sources, like sensors, weather forecasts, and load patterns, the system can make more informed decisions, leading to improved stability and reduced risk of blackouts. However, this approach also presents challenges. Interoperability among different intelligent components is a critical hurdle [5]. Ensuring seamless communication and coordination between AI agents, control systems, and human operators requires sophisticated integration techniques and standardization protocols. Data security and privacy are another concern. Collaborative systems involve sharing sensitive operational data among different intelligent agents. Protecting information from unauthorized access or cyber-attacks demands robust cyber security measures.
3.2. Develop a model of the new power system integrating multi-intelligent bodies. The model powering system is a combination of analyzing and studying behaviors and performance of the power system. In an era marked by rapid technological advancements and the increasing demand for sustainable energy solutions, the development of a comprehensive model for a new power system that integrates multi-intelligent bodies has garnered significant attention [6]. This study explores the key components and benefits of such a system, highlighting its potential to revolutionize the way we generate, distribute, and consume energy. There are various sources and power systems available, and those are:

Integration of Renewable Energy Sources. The new power system model emphasizes the integration of renewable energy sources, such as solar, wind, hydro, and geothermal power. These sources offer a sustainable alternative to traditional fossil fuels, reducing greenhouse gas emissions and mitigating climate change [7].

Advanced Smart Grid Infrastructure. Smart grid infrastructure is an electricity network it is used in various technologies, and it helps to monitor and manage those sources that help to fulfill the demand for electricity for users. Smart grids enable real-time communication and coordination between various energy generation and consumption points, optimizing energy distribution and load management [8]. The incorporation of a smart grid infrastructure forms the backbone of the multi-intelligent body-integrated power system.

Decentralized Energy Generation. The new model shifts from centralized power generation to decentralized systems. This approach empowers individual households, businesses, and communities to generate their energy using renewable sources, contributing to energy self-sufficiency and grid resilience [9].

Developing a comprehensive model for a new power system that integrates multi-intelligent bodies holds immense promise for transforming our energy landscape. This theory was developed by Howard Gardner in the year 1983 to leave the concept of traditional intelligence and introduce the world to multiple intelligence processes [12]. This model leverages the power of renewable energy sources, advanced technology, data analytics, and distributed AI to create a more sustainable, efficient, and resilient energy infrastructure.

4. Evaluate the impact of different intelligent agent behaviors on power system stability. Various impacts are available from different intelligence and power system stability; along with that, Voltage stability is the main contrast that impacts electric system operation. The impact of different intelligent agent behaviors on power system stability is a complex topic that requires careful analysis [10]. Intelligent agents can play a significant role in enhancing the stability of power systems under various operating conditions and disturbances. These agents can include advanced control algorithms, machine learning models, and optimization
techniques. Voltage fluctuations might cause voltage stability, which can happen in equipment failures and power outages [11]. One central area where intelligent agents impact is load forecasting and demand response. By accurately predicting future load patterns and adjusting demand accordingly, agents can help maintain a balanced supply-demand relationship, reducing the likelihood of instability caused by sudden load changes.

4.1. Analyze the effectiveness of communication and coordination strategies in maintaining power system stability. There is a strong connection available for making good communication, and it plays a significant role in “conveying information for ensuring a stable supply of electricity”. Effective communication and coordination strategies among intelligent agents play a pivotal role in maintaining power system stability [12]. In today’s complex and interconnected energy landscape, where power generation, distribution, and consumption are constantly evolving, the need for seamless information exchange and collaboration cannot be overstated. Firstly, clear communication is crucial for timely decision-making and response. Secondly, effective coordination among agents ensures a balanced load distribution [13]. Furthermore, coordination enhances resilience against disturbances.

Incorporating machine learning and AI techniques into communication and coordination strategies further enhances their effectiveness. These technologies enable agents to predict potential instability based on historical data and emerging patterns. By proactively addressing these concerns, the power system can avoid instability triggers before they occur. However, challenges do exist. Ensuring interoperability among diverse intelligent agents, which may be developed by different manufacturers or for different purposes, requires standardized communication protocols [14]. Cyber security measures are also paramount to protect against malicious attacks that could exploit communication vulnerabilities.

5. Results. In the above-mentioned figure 4.1, it is showing the most significant issue in the power grid design and operation are frequency stability and control. There are various processes have been introduced to incorporate this process [15]. When it comes to power reserves, each specification is unique and requires a certain amount of reserve to handle any deviations in power. It’s important to keep these reserves available to ensure smooth operations and prevent any disruptions. When it comes to balancing supply and demand in the energy market, the key lies in controlling the output of dispatch able generating units. This is where most of the work is done, ensuring that energy is being produced and distributed in the most efficient and effective way possible [16].

It’s a complex process, but one that’s absolutely essential to keeping the lights on and the world running smoothly. Moreover, the collaborative nature of these intelligent bodies ensured efficient energy distribution and load balancing. By continuously exchanging data and making informed decisions, the system optimizes energy flow, minimizes wastage, and enables the integration of renewable energy sources at a larger scale [20]. This not only enhances environmental sustainability but also mitigates the challenges posed by fluctuating power generation.
The result of a stability study conducted on a novel power system based on multi-intelligent body collaboration yields insights into its potential for revolutionizing energy networks, as mentioned above. This innovative approach leverages advanced technologies like artificial intelligence, machine learning, and interconnected devices to enhance system stability and reliability [17]. The maximum number of people are facing sustainable energy resource issues due to greenhouse gas emissions and global climate change. The stability study shows that integrating multiple intelligent entities, such as smart grids, IoT devices, and predictive analytics, contributes to real-time monitoring, fault detection, and adaptive control. These issues mainly happened because “fossil fuels led by coal, natural gas, and oil contributed 61.3% of global electricity generation in the year 2020”. This synergy reduces the risk of cascading failures and blackout events, improving the overall resilience of the power system [18]. Energy plays a crucial role in all nations’ progress and sustainable development. It is widely recognized as one of the most important factors determining the pace at which a country grows and develops.

Without adequate energy resources, it would be impossible for economies to thrive and for people to lead comfortable lives. Therefore, it is essential to prioritize energy policies and investments to ensure a brighter future for all [19]. Sustainability is a crucial aspect of the global energy transition. All dimensions of sustainability must be taken into consideration while formulating and implementing policies, planning, operating, and dispatching energy resources for both generation and consumption. Only then can we ensure a sustainable future for generations [21]. As data flows between various components, providing robust encryption and intrusion detection systems is imperative to prevent potential cyber threats that could compromise the system’s reliability and security. For a long time, energy did not seriously factor in sustainable development. However,
sustainable development and sustainability issues now play a central role in energy and electricity by anchoring the evolution of the sustainable development paradigm. We must continue prioritizing sustainability in the energy sector to ensure a better future.

6. Conclusion. In conclusion, the stability study of a power system based on multi-intelligent body collaboration is a comprehensive assessment of this innovative approach’s technical, operational, and economic aspects. It examines how the synergy between various intelligent entities can enhance grid stability, adaptability, and efficiency. By addressing challenges related to prediction accuracy, communication, resilience, and cost-effectiveness, this study paves the way for a more resilient and responsive energy infrastructure. The distributed nature of intelligent entities allows for real-time data collection and analysis, enabling proactive adjustments to prevent disruptions. This can lead to more efficient load management, reduced downtime, and enhanced grid stability. Moreover, the stability study would delve into these intelligent bodies’ communication protocols and data-sharing mechanisms. Efficient data exchange is crucial for quick decision-making and coordinated actions. It’s important to ensure that the communication network is robust, secure, and capable of handling the vast amounts of data generated by the system.

The future of power systems lies in the continued development and integration of multi-intelligent body collaboration. Future directions in this field include further advancements in artificial intelligence, the deployment of more sophisticated IoT devices, and the incorporation of advanced predictive analytics. These innovations will improve grid stability, adaptability, and sustainability. Additionally, research should focus on creating standardized protocols and frameworks that facilitate seamless interoperability among various intelligent agents. As the energy landscape evolves, power systems will need to adapt continuously, and multi-intelligent body collaboration will play a pivotal role in ensuring a reliable and efficient energy distribution network for the future.

Fundings. This work is funded by the Science and Technology Project of SGCC (Research on Wind Generator Transient Voltage Optimal Control Technology in Weak Power Grid) (4000-202214067A-1-1-ZN).
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STUDY ON GRID-CONNECTED POWER QUALITY IMPROVEMENT OF WIND FARMS BASED ON REPETITIVE CONTROLLER

MINJIE ZHU, LIANGNIAN LV, XUBO LE, AISIKAER, HAIBO LI, AND YUCHENG GAO

Abstract. The project highlights the wind energy and the process followed in the wind farms in order to generate the energy by using wind power and wind capacity as well. Moreover, it has been observed that wind energy is also considered one of the most effective electrical energy sources. The application of wind energy can be beneficial for different aspects of the business sectors of different countries across the globe and this is possible because of its cost-effectiveness. Furthermore, this study encompasses the strategies employed within wind farms to preserve and efficiently harness wind power for the generation of electrical energy. Notably, the project delineates the utilization of a diverse array of instruments, each instrumental in the conversion of wind power into valuable wind energy. Beyond the realm of technology, wind farms grapple with a spectrum of formidable challenges, stemming from the inherently capricious nature of wind. In addition, various issues concerning power quality and the stability of the power system have also been identified within these wind farms. To ameliorate these multifaceted challenges, the project introduces a range of meticulous control measures for implementation.

Key words: Wind farms, Wind turbines, motor, instruments, grid, access, power, issues, voltage.

1. Introduction. Wind farms are also known as wind power plants in which different modern technology-based equipment and software applications have been used to generate energy from the wind forces. It has been observed that the power of wind and the forces of wind are converted into electricity power. This kind of energy source which is provided by high-power wind sources is also known as renewable energy. The capacity of generating electricity-based energy is not limited to a particular amount. Moreover, this kind of energy source is the “lowest cost energy source”. Among different types of equipment, the most useful equipment utilized in wind farms in order to generate electricity from the wind forces is wind turbines. With the help of wind turbines, the developer can use the forces of surrounding winds and conserve them and convert them into electricity energy. Apart from different advantages it has been observed that different challenging situations are also observed in the wind farms while converting the wind forces into electricity energy. The uncontrolled nature of wind forces results in the development of different types of challenging situations. Apart from this various other issue are also observed in the wind farms such as power quality-related issues, and the stability of the power system-related issues as well.

As the global energy landscape undergoes a transformative shift towards sustainability and renewable sources, wind energy has emerged as a prominent and environmentally responsible solution. Wind farms, comprising arrays of wind turbines, play a pivotal role in the generation of clean electricity. However, the integration of wind energy into the electrical grid introduces a unique set of challenges, particularly with regard to power quality. Wind energy is inherently intermittent due to the variable nature of wind speeds. This intermittency can result in fluctuations in power generation and, consequently, issues related to power quality when integrated into the grid. Voltage and frequency variations, harmonics, and flicker are some of the power quality concerns that grid operators and utilities must contend with. The need to enhance the quality and reliability of electricity supplied to consumers underscores the significance of this research.

By conducting an in-depth analysis of the Repetitive Controller’s application in wind farms, this research
aims to contribute to the broader goal of optimizing the performance of wind energy systems while ensuring high-quality power delivery. It underscores the importance of stable and reliable electricity supplies as we strive to meet the ever-increasing demand for clean and sustainable energy. In a world seeking to reduce carbon emissions and mitigate the effects of climate change, the enhancement of grid-connected power quality in wind farms is a critical step towards realizing a more sustainable and environmentally responsible energy future.

2. Objectives. Different motivation has been observed behind the development of this study. Hence these motivations are further illustrated as the objectives of this study in the below section.

1. To identify the issues of different power quality control aspects of the wind farms
2. To investigate the challenging conditions the wind conservation farm can experience due to power grid
3. To find out the various ranges of controllers that are used in the wind farms
4. To describe the role of wind turbines in the enhancement of production capacity of the electricity energy in the wind farms
5. To examine the innovative ideas and their contribution to the improvement of the output level of wind farms

3. Methodology. The conducted study is based on the different information which is collected about wind farms and the technology used in wind farms as well. It has been observed that different types of motors and turbines are used in wind farms for converting wind energy into electricity power [1]. Information about different challenging conditions and the different innovative strategies adopted by wind farms are also incorporated in this study. It has been observed that all data are mainly secondary in nature. As the use of secondary information has been observed in the development of this research project, therefore, it can be stated that the use of the qualitative method is also present in the research project as well.

3.1. Power Quality Issues of Wind Farms. The motivation that has been observed behind the development of the wind farm is to utilize the wind forces and convert them into electric energy. The quantity of the electric energy can be described by its voltage and frequency [2]. Due to the variation in the frequency power generated in the form also varies as well. This can cause lower quality of the generated electric energy. Moreover, it has been observed that it is next to impossible to maintain a constant frequency and voltage for the electrical power generated by using the wind forces in the wind farm [3].

Wind energy, as an increasingly prevalent renewable energy source, has brought substantial benefits in reducing greenhouse gas emissions and enhancing sustainability. However, the integration of wind farms into the electrical grid introduces power quality challenges that must be effectively addressed. One of the primary issues pertains to the variable and intermittent nature of wind. Wind speeds fluctuate, leading to inconsistent power generation, which can result in voltage and frequency variations. These variations can, in turn, disrupt the stability of the grid and affect the quality of electricity supplied to consumers.

Harmonics are another significant concern associated with wind farms. Harmonics are unwanted, high-frequency electrical disturbances that can lead to equipment malfunction and efficiency losses. The non-linear characteristics of power electronic converters within wind turbines can introduce harmonics into the electrical grid, impacting the overall power quality. Additionally, flicker, which is the rapid variation in voltage magnitude, can be generated by wind turbines, causing undesirable fluctuations in lighting and equipment performance, and potentially leading to discomfort and inconvenience for end-users.

Among different problems, the development of harmonic distortion is considered as one of the major issues, and due to this issue it has been observed that a wrong measurement has been detected by the wind turbine [4]. Among different reasons, some common reasons for developing this situation differ in the speed drivers of the wind farms. When this differentiation between two-speed drivers becomes then this causes the development of harmonic distortion. Moreover, it also needs to be noted that “large concentrations of arc discharge lamps”, and “saturation of magnetization of transformer” are another two reasons which also contrived in the development of the harmonic distortion [5]. Due to this harmonic distortion, the voltage in the grid of the wind farm got influenced and it started fluctuating as well. There are two different harmonic voltage grids that have been noticeable in the wind farm which affected the measurements of the voltage unit. These two grids are “harmonic of 5th and 7th grids”.

3.2. Power Grid Challenging Conditions of Wind Conservative Farm. It has been observed that the “intermittent nature of the wind energy” is one of the highly influential challenging situations developed in the wind form which in turn creates power grid-related challenging conditions. In other power plants, the developer has the ability to control the power that is used in order to generate electrical energy [6]. Though in case it has been observed that the speed and the force of the air cannot be controlled by the developer as a result of this the developer finds it difficult to match a high-speed containing air and convert them into electrical energy as well. Due to this uncontroling power of the air, the output generated after the conversion has also become out of control and out of expectation as well [7]. Moreover, the availability of wind is another challenging situation faced by the developers of wind farms. The high range of availability of the wind makes suitable conditions for generating electrical energy from the wind forces [8]. On the other hand, a minimum amount of wind availability is required for generating electrical energy. When the availability of the air is below the minimum range then this situation creates an inability in the development of electrical energy [9]. In addition to that it has been observed that it lowers the production rate of electrical energy. Moreover, the uncertain condition of the wind capacity also results in the development of different issues regarding the power quality issues of the produced electrical power. It has been observed that this uncertain condition also resulted in the development of instability in the electrical power as well [10].

3.3. Types of Controllers used in Wind Farms. Different types of controllers have been used in these wind farms and these controllers have been involved in impacting the production rate of the generated electrical energy [11]. Moreover, it has been observed that wind turbines are responsible for conserving the winds from the surrounding areas. Therefore, the winds collected by the wind turbines are monitored by the controller that is used in the wind farms as well. Along with different computer devices and OS, systems are also involved in
playing the role of the controller which can be able to control the speed and the capacity of the wind turbine that is used in the wind farms [12].

Apart from that the mostly used controllers of wind farms are “large numbers of switches”, “hydraulic pumps”, “valves, and different shaped motors” as well. These all have the ability to control the working capability of the wind turbulence that is used in wind farms [13]. Moreover, the size of the wind turbulence is also another aspect that can also control the power of the wind turbulence as well. These controlling machines are also helpful for impacting the performance capability of the wind turbulence and it enhances the capability of conserving the wind only in one cycle. When the wind conservation capacity becomes high then it is also helpful for enhancing the production rate of the generating electrical energy [14].

3.4. Innovative Ideas that can improve the Wind Farm Output Level

Different types of innovative ideas have been observed which are considered one of the measures that are helpful for enhancing the capability as well as the effectiveness of the wind farms in terms of maximizing the production rate of the electrical energy by those wind farms [15]. The inclusion of retrospective measures is considered as one of the innovative ideas and in case the developer used this measure in the controlling aspect then it has the capability to maximize the performance capability of the wind farms. Moreover, thus specific measures are also involved in developing different opportunities for controlling the capability of the wind turbines and maximizing the capacity of the wind turbines as well [17].

The measurement technology is also considered another measure of improving the output level of the wind farms [16]. By incorporating these measuring techniques the developer can be able to measure the availability of the wind and the spread of the wind in the surrounding areas of the wind farms and use these measurements
Fig. 3.4: Innovative ideas that can improve the wind farm output level

for further conserving the winds from the surrounding areas as well. Moreover, the application of advanced levels of Pitch, Yaw, and rotational speed is also helpful for enhancing the out level of the wind farms [17].

3.5. Role of wind turbines in the wind farm. Wind turbines are involved in contributing a high level of impact in the generation process of electrical energy [18]. Moreover, it has been observed that the application of wind turbines is involved in turning wind power into electrical energy. This whole process of turning wind power into electrical energy is also known as the process of generating electrical energy by using wind power and wind capacity as well. Moreover, it has been observed that the high range of the hands of wind turbines is helpful for arranging greater areas of the wind. With the long hand of the wind turbines, the reaching capacity of the wind turbines exceeds by a high level [19].

With the help of the inclusion of a high-speed-containing motor, the speed of the wind turbine can be increased and this impacts maximizing a greater amount of wind from the surrounding space [20].

4. Results. With the inclusion of different types of technology and software applications, it has been observed that the capacity of wind farms gets maximized and this is helpful for generating a high range of electrical energy. Moreover, the application of wind energy is increasing day by day in different countries due to its cost-effectiveness. The easy way of developing this renewable energy is also another reason for enhancing the usage of wind energy [21].

The above-concerned fig. 4.1 contains the percentage of the utilization of wind farms in different countries. It has been observed that in the year 2016, the UK does not have any exposure to wind farms. On the other hand, in the year 2022, the exposure of wind farms and their utilization in the generation of high levels of electrical energy has reached its maximum. Moreover, other countries of the world also reach their highest range in terms of using wind farms for different purposes of the development of the country.

The above-developed fig 4.2 contains the five different countries of the world which have the largest wind
farms and also contain the largest amount of wind energy capacity as well. Among the top 5 countries, China ranked in the first position, and in the year 2021, almost 750 terawatt hours of energy will be produced in China by using the wind forces in the wind farm as well.

5. **Conclusion.** By summarizing all the information thus it can be concluded that the concerned project contains all the information about the wind farms and the strategy used by the wind farms in order to conserve the wind and transform them in order to generate the electrical energy. It has been observed that different strategies, different technology, different instruments, and different techniques that are used for conserving the wind forces and further utilized for producing electrical energy are illustrated in this project. Moreover, different challenging situations faced by wind farms are also described as well. This challenging situation lowers the efficiency of the wind farms and as a result of this scenario, the production rate of generating the electrical energy becomes low. The study also highlights the challenges that wind farms face, which can diminish their efficiency and consequently impact the rate of electrical energy generation. Addressing these challenges and continuing to refine wind energy technologies are imperative steps in the journey towards a greener and more sustainable energy future. It underscores the global shift towards wind energy and emphasizes the importance of overcoming challenges to further enhance the efficiency and effectiveness of wind farm operations. As the world seeks to reduce carbon emissions and bolster its commitment to renewable energy, the role of wind farms in achieving these objectives remains pivotal.
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SMART FARMING USING THE BIG DATA-DRIVEN APPROACH FOR SUSTAINABLE AGRICULTURE WITH IOT-DEEP LEARNING TECHNIQUES

BUYU WANG*

Abstract. The study showcases the process of deep learning operated in agriculture, including Deep IoT, which makes the procedure easier using the deep neural system. The use of the IoT in the agrarian sectors makes the evolution of firms more effective. The application of the IoT detector supports the making of grade derivatives in the husbandry department. Marketing of crop finance is two other operations of smart agriculture that help for better harvest farming. Through the IoT technology in the farming industry, agriculturalists can get notifications about the temperature and climate. The method needs professional and qualified employees in the division to properly monitor the system and the methods.

The submission of the proper nourishment for the proper crop increases the life duration of the harvest and makes the crop free from menace. The velocity of the manufacture of undeveloped items can also be improved by using the IoT. The function of the BDA and IoT has enlarged for the healthier construction of farming items. The foreword of elegant farming in the rural industry requires more capable and qualified trainers to give the personnel proper teaching. The urbanization of the farming process and the use of elegant and modern technology are well-designed in the time of “Agriculture 3.0.”

Key words: Big-data-driven approach, IoT, smart farming, Sensor technologies, deep learning, Agriculture etc.

1. Introduction. The big-data-driven approach or BDA is a process by which a decision is taken with the help of the observation of the data by the complex data. With the help of the IoT, the improvement in agriculture has increased [22]. The algorithm process in deep learning used in agriculture includes DeepIoT, which makes the process more accessible using the deep neural system. The IoT helps to connect the devices to the internet, which is helpful for the better performance of the system. UAV used in the IoT technology is one of the most effective for the agricultural department.

The main advantageous of smart farming are as follows,
1. Automation of tasks like planting, harvesting, and irrigation reduces the need for manual labor, resulting in increased efficiency and reduced labor costs.
2. Precision application of fertilizers, pesticides, and water ensures that resources are used more efficiently.
3. Smart farming technologies enable farmers to monitor and control various environmental factors such as soil moisture, temperature, and nutrient levels, leading to better crop management and higher yields.
4. Early disease detection and pest control help protect crops, ensuring a more abundant harvest.
5. Reduced use of resources such as water and chemicals lead to a more sustainable and environmentally friendly farming approach.

Smart farming, also known as precision agriculture, is an innovative approach to farming that leverages technology to enhance productivity, efficiency, and sustainability in agriculture. It involves the use of various technologies such as sensors, automation, data analytics, and connectivity to optimize various aspects of farming.

2. Objectives.
1. To understand the approach of BDA in smart farming
2. To find the feasible techniques of BDA that are helpful for the agricultural department
3. To determine the issues of the use of the IoT process in smart farming
4. To estimate the future effectiveness of deep learning in the agricultural department
5. To assess the effectiveness and impact of the use of modern technology in the farming department

The main motivation behind the research is,
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1. The primary motivation is to improve the efficiency and effectiveness of agriculture. The use of deep learning and IoT technologies in agriculture is seen as a way to streamline various processes and make them more efficient, leading to better outcomes in terms of crop yield, quality, and resource utilization.

2. The research aims to explore the application of the Internet of Things (IoT) in the agricultural sector. IoT can offer real-time monitoring and data collection capabilities, which are vital for precision agriculture. The motivation is to leverage IoT technology to enhance decision-making and overall farm management.

3. The study seeks to contribute to the evolution of agricultural practices and the agricultural industry as a whole. It recognizes that modern technology, such as IoT and deep learning, can lead to more advanced and effective farming methods and help agricultural firms progress.

3. Methodology. The use of a vast number of data and information used in the study is helpful for the analysis of the impact of the IoT in smart farming. The data and information are collected from various kinds of secondary sources like the internet, journals, and articles. The application of the IoT in the agricultural department makes the growth of firms more convenient [13]. The secondary method used in the study is beneficial for analyzing the impact of deep learning in smart farming.

3.1. The approach of BDA in smart farming. Different approaches and techniques are used in the BDA, which are effective for smart farming in the present day. The application of the water cycles, the rainfall patterns and the fertilizer requirements are the most effective and valuable for smart learning [26]. Smart farming is the process of farming that uses advanced techniques and IoT technologies for the better growth and development of agricultural items. Applying artificial intelligence techniques is also a helpful tool for the smart farming process.

3.1.1. The approach used in the intelligent farming. There are many kinds of factors and techniques that are used in smart farming for the better quality of the products. Sensor technologies are crucial techniques for managing the temperature and other natural factors used in intelligent farming [12]. The ordinance of the IoT sensor helps the making of quality products in the agriculture department.

The process of integration of the smart technique is the main factors of the implementation of the new and innovative technique in the smart farming. The upgradation of the traditional methods and enhancement of the quality and production of agricultural products is another factor of the smart farming technology. The communication process and use of innovative technology is the one of the most helpful approaches for the development of the process of smart farming [11]. There are various kinds of methods and techniques of the smart farming like precession farming, aquaponics, hydroponics and the vertical farming.

The process of integration of the smart technique is the main factors of the implementation of the new and innovative technique in the smart farming. The upgradation of the traditional methods and enhancement of the quality and production of agricultural products is another factor of the smart farming technology. The communication process and use of innovative technology is the one of the most helpful approaches for the development of the process of smart farming [11]. There are various kinds of methods and techniques of the smart farming like precession farming, aquaponics, hydroponics and the vertical farming.

The use of the different kinds of techniques is different and the application of this techniques increase the efficiency of the methods and also reduce the workload of the farmers. The popularity of the above techniques and methods gaining increasingly day by day among the farmers. The application of this techniques in the farming sector also reduces the effort of the workers which leads to the increment of the rate of requirement of the employees in the business.

From the figure 3.1, it can be said that the core process of the smart operation of smart farming is the storage of the data in the data cloud and the proper analysis of the data and information [28]. The constellation of the process and the planning of the farming of the crop have to be done by the proper verification by the IoT technologies [10]. Marketing and the insurance of crop finance are two other operations of smart farming that help for better farming of the crop [17]. Therefore, the proper implementation of the techniques and avoidance of the traditional practices and processes become helpful for the enhancement of smart farming in the present day.

The figure 3.2 shows that the yield prediction and the prediction of the weather affect the growth of the farming of agricultural items. The processing of the data and the analysis of the information help to increase the production of farming items [23]. The analysis of the data related to the quality of soil and the weather are two effective for better farming. The improvement of the communication process is smart farming and the recruitment of skilled workers helps to implement the process in the growth of the agricultural items in the farming industries [2]. Therefore, the techniques and approaches that are used in the BDA for smart farming are useful for enhancing sustainability in the agricultural department.
3.2. Techniques of BDA for the agricultural department. Different kinds of techniques and process are used in the agricultural industries for making a revolution in the industry. From the year 1890 to the year 2020, the agricultural department faced various kinds of revolution in the department. The implementation of the machine in the agricultural department was shown from the year 1890 to the year 1940 [24]. For farming, the proper knowledge of the climate and weather is very important to increase the rate of farming in a particular area [1]. With the help of IoT technology in the farming industry, farmers can be able to get information about the weather and climate. The use of the smart farming sensor becomes beneficial for knowing the condition of the weather.
3.2.1. Livestock monitoring. Enabling the livestock monitoring process by using the tag or collar on the animals, the health condition, location and blood pressure and many other things of the animal can be detected. This device and the process is helpful in the agriculture sector and helps the farmers to understand the unhealthy things that is out of the range of normal factors. With the help of the livestock monitoring process the farmers can be able to understand the viral illness of the animal and after the detection they can be able to take the proper step according to the level. Other than the detection of the health of the animal, the monitoring system is also affective for the tracking of the GPS for collecting the historic data and information about the grazing place.

The main benefits and effectiveness of the livestock monitoring process are:
1. The analysing of the time to give birth of the animals and determining the breeding
2. Tracking of the patterns of grazing and the appropriate place for grazing
3. Determining the condition of health of the animals
4. Analysing the data and information that are historic

With the help of smart technologies like IoT technologies and the BDA, the process of smart farming becomes easier. Through the process of livestock monitoring, the health of the animals can be determined [21]. The detention of the diseases of the animals and the process of recovery of the animal from the diseases can be easily estimated by the above process.

3.2.2. Greenhouse automation. One of the most impactful and effective technologies in smart farming is the process of the greenhouse automation. With the use of the BDA and IoT technologies, the detection of the level of greenhouse gases becomes easier for farmers [5]. The future detection of the condition of the soil and the level of humidity can be estimated with the help of this process. In the process of BDA, the detection of the weather using the smart weather station is also useful to understand the condition of the weather for better farming.

The figure 3.3 shows the range of the usage of the data-driven process globally. Most of the countries in the world use the 2G data for smart farming and the range of 80% of the cover of the data is from 100 to 200. The usage of the 4G data is in the range below 40% and for the range greater than 200, 60% of the 4G data is used. The use of the various new and innovative technologies in the agricultural sector helps to err the effect of the greenhouse gases in the present days. The data and information that are used in this sector are collected from the internet and the authentic sources helps to emission the effect of the greenhouse and harmful gases. The technique of the data-driven in the agricultural sector helps to automate the harmful impact of the harmful emission. The installation of the software technologies and the automated actions helps to decrease the temperature in the environment with the opening of the process of ventilation. Thus, the controlling of the
4. Issue of the IoT process in smart farming. The use of the IoT in smart farming also includes some issues and problems in agriculture. The common issue with the use of the IoT in smart farming is the lack of skilled and knowledgeable workers in the IoT [14]. The scarcity of skilled workers in this sector made a negative impact on the application of various kinds of methods and technologies for better work in the process of smart farming [25]. The IoT system in smart farming is mainly used for the monitoring of the use of the sensor and the analysis of the automotive irrigation system [20]. Thus, the process needs more experienced and skilled employees in the department for the proper monitoring of the system and the technologies.

Among all the issues, the most vital and effective issues of the use of the IoT farming in the agricultural sector is the problems in the assess in the internet process. The lack of the internet connection in the rural sector makes the process of the agriculture less effective. In the year 2022, the value of the IoT in the agricultural sector is 13.7 US dollars and the value will be increased to 28.56 US dollars in the year 2030. The excessive use of the IoT things in the agricultural sector required the high skilled employees in the agricultural firm. Therefore, the lack in the number of the workers in the agricultural sector is a big issue of this department.

One of the most vital issues of the use of the IoT in smart farming is the location of the firms. Most of the agricultural firms are located in remote areas and rural areas. For rural areas, the scarcity of the internet and the issues of the network convention become the main problems for the agricultural department [3]. Also, the tools and the equipment of the IoT are of high cost and this is one of the most vital problems for smart farming [11]. The need for the proper resources of money makes the use and the process of the IoT less effective for the implementation of smart farming in the present day [7]. Another challenge that is faced by the agricultural sector is the lack of security for the employees and farmers in the industries. The increment of insecurity among the farmers is one of the big issues for smart farming. The implementation of the technology and modern internet process requires more security for the agricultural department and this helps in the growth and development of smart farming in the recent era.

5. The future effectiveness of deep learning in agriculture. There are both positive and negative effects of the use of the BDA and IoT in the smart farming. The application of the IoT in the farming industry becomes helpful and effective if the techniques can be used wisely [29]. With the help of the deep learning process, the workers in the agricultural department can be estimated the crop diseases and also estimate the benefits of the fertilizer [4]. The application of the appropriate fertilizer for the appropriate crop increases the life span of the crop and makes the crop free from danger [15]. The reduction of the cost can be happened by the use of deep learning in the agricultural department. Therefore, by using the process of deep learning, the cost and the price of the crops and other agricultural items can be minimized.

The IoT has a great future in the agricultural department and the use of this technology will be helpful for the better benefit of the farmers. The use of the IoT in the agricultural department helps to optimize the resources of the crops [30]. The rate of the production of agricultural items also can be enhanced by the use of the IoT. Monitoring the climate and the farming of the greenhouse become easier with the use of technology in the farming industries.

The figure 5.1 shows that in the year 2021, the rate of precession farming is the highest among all other techniques. In the year 2030, the use of techniques that are effective for smart farming becomes increased [27]. Therefore, it is clear that in the future, the application of the BDA and IoT become increased for the better production of agricultural items.

6. Results. It is clear from the above discussion that the application of the various kinds of technologies and methods in smart farming makes the process of farming more interesting and easier. Deep learning is one of the most impactful and effective ways to increase the rate of the production of agricultural items [16]. As a result, the introduction of smart farming in the agricultural industry requires more skilled and experienced trainers for giving the workers proper training [8]. The implementation of IoT technologies and the BDA in the agricultural department needs more money and resources [9]. The scarcity of money and resources become one of the most common issues in the agricultural department.

The figure 6.1 shows the aspects of the IoT in the Department of Agriculture. The strategic feature of
"Agriculture 1.0" is the application of tools that are simple and easy to use [18]. The manpower and the use of animals are the main processes of this kind of agriculture. In the part of "Agriculture 2.0", there was used various kinds of machines and chemicals. This upgradation process increases the rate of productivity of the agricultural department in the past years [19].

The figure 6.2 shows ways smart farming is shaping the growth of farming style through the usage of technology. The urbanization of the agricultural process and the use of smart and modern technologies are applied in the time of "Agriculture 3.0". The last stage of the agricultural process, the process of "Agriculture 4.0" makes the smart devices and the smart process for the growth and development of the sector [6]. From the above research it can be conclude that the innovative technologies in the data science gives a new revolution for the development and growth of the agricultural sector. The skilled based agriculture in the present days is the important factor that driven the technology and information sector to a high level. The emerging of the countries by the revolution of the agriculture department through the world improve the entire cycle of the agricultural sector. Thus, the use of the BDA and IoT technologies in smart farming is useful for the increment of the rate of production and the quality of the crops.

The initiatives of the government and NGO helps to driven the agricultural department to a next level. As
a result, it can be said that the changing of the weather is the one of the most effective for the development of the agricultural department and the growth in the production rate. The growth of the plants and crops can be detected properly with the help of the detection of the temperature of soil and weather. The implementation of the new technologies and methods in the agricultural sectors is the most useful and valuable process in the present days.

7. Conclusion. In conclusion, the study underscores the substantial influence of Internet of Things (IoT) and Big Data Analytics (BDA) on the field of agriculture. It demonstrates that the adoption of IoT and BDA technologies has brought about a profound transformation in agriculture, marking a shift from the traditional "Agriculture 1.0" to the more advanced and data-driven "Agriculture 4.0." This transition reflects the effective application of innovative methods and technologies, resulting in increased efficiency, sustainability, and productivity within the agricultural sector. Nevertheless, the conclusion also acknowledges that the integration of modern technologies is not without its challenges. One such challenge is the need for careful planning and the recruitment of skilled and capable workers in the agricultural industry to effectively harness the potential of IoT and BDA. Looking forward, the conclusion anticipates further advancements in agricultural production and crop quality, as the continued utilization of IoT in smart farming promises to bring about noticeable positive changes in the agricultural landscape. This future-oriented perspective highlights the ongoing opportunities for growth and development in agriculture through the incorporation of IoT technology.
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SCALABLE SOLUTIONS FOR WIND AND SOLAR DISTRIBUTED GENERATION: A STUDY OF PARALLEL ALGORITHMS IN A SMART GRID ENVIRONMENT

JIANZHONG LI, FEIPING YANG, YU CHEN, LI AO, AND WEI XIAO∗

Abstract. The main application of the informative data in the sector which are related to the energy are defines and explains as one of the crucial elements of Energy Internet. The advancement of the grid system are very vital as well as promising and faces many issues that are connected with the implementation of the renewable energy including solar and wind energy. The capacity of collecting of the data is the main elements of make are easy in taking decisions. The advancement of the technologies and its improvement has many benefits and advantages which was shown by the data analytic of the renewable source of energy in the various power stations. This is the framework which shows the development and growth of the potential establishment of the analyzation of the data and information in the smart grid and the utilities of power by the renewable resources. The seven domains and approaches are used for the purposed of predicting the stability, flexibility and safety from the advancement of the grid system. The secondary qualitative methods are used to define and explain the importance of the grid system in relation with the renewable source of energy that is wing and solar energy.

Key words: Grid system, renewable source of energy, Energy elements, seven domains etc.

1. Introduction. The term scalability or scalable solutions is referred to or defined as the capacity or the capability of a network or the system which are being developed or transformed easily [3]. Its main aim is to fulfill or satisfy the growing or increasing demands and wants for enhancing or developing the smart grid which is accepted to be highly desirable in increasing the scalability [15]. The term distributed generation is also connected to scalability or the scalable solution. The distributed generations are basically defined or described as a variety of technologies that are used in generating electricity near or at the places where are been used, that includes, winds, solar panels, and a combination or mixture of heat and power [14]. The smart grid environment in connection with the solar and wind are basically a system of digitalization that mostly consists of controlling, monitoring, analyzing, and examining the flow of bidirectional power. The term bidirectional power flow includes various generating units like hydropower generation, thermal power stations, nuclear power plants, and solar power plants [10]. In short, the scalable solution is defined as the techniques and approaches or the system model that works or functions and describes its ability to perform or cope under an increased workload.

The transition to clean and sustainable energy sources is a pressing global concern, and wind and solar distributed generation have emerged as key players in this paradigm shift. As the demand for renewable energy continues to grow, there is a critical need for scalable solutions that can efficiently harness and manage power from these sources [3]. In this context, this paper explores innovative strategies and technologies designed to facilitate the scalability of wind and solar distributed generation systems. By addressing the challenges and opportunities inherent in this field, this research aims to pave the way for a more sustainable and scalable energy future.

Renewable wind energy is a vital component of the modern energy landscape, offering a clean, sustainable, and increasingly important source of power. As the world grapples with the dual challenges of meeting growing energy demand and combating climate change, the harnessing of wind energy has taken center stage in the transition towards a more sustainable and environmentally responsible future [15]. Wind energy’s importance lies in its ability to provide a reliable and abundant source of power without the associated greenhouse gas emissions and environmental impacts of fossil fuels. Wind turbines, strategically positioned in regions with consistent wind patterns, capture the kinetic energy of the moving air and convert it into electricity. This
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process not only reduces our reliance on finite and polluting fossil fuels but also contributes to significant reductions in carbon emissions, making wind energy a critical player in mitigating climate change [14].

Moreover, the scalability of wind energy systems allows for their deployment across various scales, from small residential turbines to massive wind farms, making them adaptable to diverse energy needs. The economic benefits are also noteworthy, as the wind energy sector has spurred innovation, created jobs, and driven investment in both developed and emerging economies.

In this era of environmental consciousness and sustainability, renewable wind energy serves as a beacon of hope, offering a path towards a cleaner, more resilient energy future. This introduction sets the stage for a deeper exploration of the technologies, challenges, and opportunities associated with this essential component of our renewable energy landscape.

Solar technology spans a diverse range of applications, from rooftop solar panels on residential homes to vast solar farms that generate utility-scale electricity. Its scalability, adaptability, and eco-friendly nature make it an integral component of the global transition towards a cleaner, more sustainable energy landscape. Solar energy, often heralded as the cornerstone of sustainable power, is an increasingly prominent player in the global energy landscape. At its core, solar energy is harnessed from the most abundant and inexhaustible source known to humanity—the sun. The concept is simple yet revolutionary: by capturing the sun’s radiant energy and converting it into electricity or thermal energy, solar power offers a clean, renewable, and widely accessible solution to our growing energy needs.

The importance of solar energy cannot be overstated. In an era marked by environmental concerns, energy security, and the imperative to reduce greenhouse gas emissions, solar power emerges as a beacon of hope. By tapping into this formidable energy source, we can significantly reduce our dependence on fossil fuels, mitigate climate change, and ensure a more sustainable and resilient energy future.

The research article is organized with section 2 of objectives, section 3 of methodologies, section 4 of results and section 5 of conclusions.

2. Objectives.
1. To describe the impact of the scalable solution in relation to the solar and winds of the distributed generation of a parallel algorithm in the development of the smart grid environment
2. To evaluate the various or numerous methods that are used or are involved in the scalable solution or the scalability in connection with the distributed generation of solar and wind in the development of the nations
3. To explain the various advantages and benefits that are used in the solution of the scalability of the wind and solar distributed generation for a developed system of smart grid.
4. To identify the various challenges which are faced by scalable solutions in the improvement of the environment by the smart grid environment.

3. Methodology. The extensive explanation of the informative data as well as their analytical contemplation has been a very important part of the composition or the study of the literature. The gathering and assembling of the informative data have been done through secondary sources [22]. The gathering and collecting of the information have been verified and demonstrated in terms of their statistical and numerical data. It has been instrumental in providing better and more useful learning about the scalable solutions of winds and solar energy distributed generation for the development of the smart grid environment across global medical platforms [6]. The explanation of the scalability and smart grid, its impact, methods, and advantages that are used in improving the environment have been evaluated and explained in the study [1]. The use of qualitative data has also evolved as a valuable factor in building a strong connection between the given and elaborated information and data in the following sections.

3.1. Impacts of the Scalable Solutions for winds and solar energy. The term smart grid technology mainly enables the adequate and effective distribution and management of various renewable energy sources that include wind, solar, and hydrogen. The technologies of the smart grid are very useful and crucial as it connects and combines a variety of numerous distributed energy resources investment to the grid power [16]. The usage of Internet of Things (IoT) is made for the collection and assembling of informative data and is later utilized for carrying out various activities.
The figure 3.1 represents the process of the smart grid system in connection with renewable sources which includes wind and solar energy. The various utilities are able to detect or catch and resolve or solve all the problems and issues quickly through continuous usages of the self-assessment [22]. These utilities no longer depend upon the consumer in order to report the outages; this process of the self-healing capacity is a very important and crucial element of the smart grid. The relationship or connections between renewable energy like solar and wind and smart grid revolve around the collecting or gathering of data [5]. This means that the farms of the winds use the mechanical gears that are vital to provide support or link to the numerous sensors. Later on this, each sensor is able to record the present environmental and climatic conditions [19]. It provides a quick response through the grid in order to give alert or warning of any problems, this enhances both the quality and the safety and services. Research has found that with the usage of the smart grid, the safety in the environment has increased by 70-80% in the environment.

The above figure 3.2 is the representation of the uses of the smart grid in renewable energy industries, which
include the solar thermal industry, biomass industries, and thermal power plants [7]. In comparison with fuel-based energy power stations, renewable sources of energy also required more transformed and advanced management and distribution of power, which includes the capability for production and balancing [17]. All advancements and developed technologies can only be accomplice by the smart grid.

3.2. Advantages of the scalable solution in relation to the solar and wind-distributed generation. The smart grid is defined or can be explained as the improved and developed generation delivery of energy which is usually based on services that are quick and fulfill all the time demands [18]. It is mainly about the informed and influential consumption or combination that is provided by the efficiency of energy in order to reduce the environmental impacts and frequent climatic change [8]. The company named RCI is the only company that can offer or provide the complete industrial standard scalable solution for the establishment of the smart grid in the environment in connection with renewable sources of energy.

The scalable solution of the solar and wind distribution is the source of renewable energy and power. The vast distribution of electricity can be done without the burning of any kind of fuel. The resistance to the burning of fuel also reduces the rate of pollution in the environment. The US is the largest source of the production of renewable energy [13]. One of the main benefits of the use of solar panels is that the price of the solar panels is affordable. The energy and the power of the use of the solar system and scalable solution in the wind distribution generation is the high voltage of the light. The variety in the climate can be estimated properly with the help of the use of the scalable solution.

In the figure 3.3, it is a representation of the center of the management of the energy that and its process and how its transmission from the renewable energy to the various home and vehicles. The company RCI’s solution mainly focused on competence in Telecommunication, IT, Advancement of Metering infrastructure, and the management of the data systems for energy which is based on the IP for the management of renewable sources of energy with the storage systems. This main aim is to create a micro-based system that is on the concept or idea of the virtual power plant for the virtual power capacity [8]. The smart grid’s main objective or strategy is mostly based on distributed generation, the management of the demand and supplies, and approaches for industrial and residential, and commercial consumers. The RCI technology that is based on the introduction of the smart grid is mainly based on the IEEE smart grid conceptual model [18].

3.3. Methods involved in the scalable solutions in connection with the solar and wind-distributed generations. In the present times there have been seen increased demands for the integration of the distributed wind and solar resources of energy into the existing power grids that are electrical [11]. The uncertain nature of the energy resources that are renewable is the main reason for the operation of the networks that faced new issues or challenges in maintaining the balance between the generation and the load [17]. The one of the most useful methods that are used in solar technologies is the passive solar design, heating of the solar
water, heating and cooling of the space, and the effect of the photovoltaics.

The process of the improvement of the condition and quality of the present environment depends on the basis of the system of the solar hybrid system. The use of the photovoltaic panel of the solar system increases the capabilities and range of the batteries, charger controller, and cable connection [15]. With the help of the distribution of energy and generations, generations of a variety of technologies can happen. The best method for solar distribution is the use of a panel of solar photovoltaics. This is the simple and effortless that creates solar energy and the generation of renewable energy.

The above figure 3.4 show the methods and the techniques that are used in the grid system for the distribution of the energy. The establishment or the introduction of intelligent and smart distributed energy plants of resources are used in order to fulfill the new requirements and demands [22]. This intelligent distributed energy is used to provide the power plants which are virtually which means the management of the demand and the generation which is flexible.

4. Main challenges faced by scalable solutions in the improvement of the environment. The smart grid technology includes all the improved and developed real-world and digital infrastructures that provide, monitor, explain, and manage the energy or the electricity [5]. These supplies or the management of the energy are supplied from a variety of the sources in order to meet their demand for the power that is required in the homes and the business from the suppliers who supply electricity/energy [8]. This advanced and developed grid technology can supply efficiently and coordinates the demand and supply of the energy that leads to the usage of the management of the data and its capabilities. Moreover, through by the usage of advanced grid technologies, there is also a reduction in the operational costs and environmental influence in order to maximize the overall system of the stability, resilience, flexibility, and reliability.

The above figure 4.1 is the graphical representation that explains the digitalization or the advancement of the grid technologies and the initiatives taken to improve the environment by using the renewable sources like solar and wind energy [9]. The main challenges or the issues which are faced by the scalable solution for the expansion of the grid technologies in terms of renewable sources are as follows,

Research shows that the economic influence of the pandemic of the COVID-19 put efforts on the zero transmission of the harmful gases by 2050 [20]. In order to put this in effect the funding is necessary and due to the pandemic, the country has still not recovered from its losses. Restore of the national and international transport is the one of the most effective and beneficial for the recovery of the economic position of a country. The improvement of the global economy can be increased by the improvement of the global economy of each of country. The application of the SG in the various kinds of business of the countries helps to increase the rate of production and profit of the business. Improvement of the SCM is a helpful process for the recovery of the global economy. The global economy can be improved by the improvement of the connection and communication between the countries.
There are many countries that have established the farms that are related to the winds and the production of the solar power, and the zero transmission of the harmful energy generation into the grid of electricity [4]. Traditional energy like fossil fuels is still required in order to provide electrical energy to the grid power. When these countries stop the production and the usage of these fuels, this creates a scarcity of the available resources and fluctuation in the availability of the energy and the prices [2].

The fluctuation of the price and the values of the products is the reason for the decrement in the rate of import and export tax of the products. The increment of the growth of the population in the world is the reason for the enhancement of the demand for the products. The increment of the demand for the products is caused by the fluctuation of the rate and price of the products. The four main factors for the fluctuation of the price of the products are physical capital, human resources, natural resources, and the misuse of technology.

4.1. Various Domains of the Smart Grid in Connection with renewable energy. The National Institute of Standards and Technology (NIST) in the conceptual model of the smart grid provides or delivers a higher level of frameworks for the system of a smart grid that explains the seven vital and crucial domains, that includes, the transmission, the distribution of energy, the bulk and the advanced generations, services and market providers, customers, and operations [1]. The SG in the renewable energy covers around seven kinds of domain and the domain are related to operation, marketing, providing of the service, transmission of the energy, customer service and distribution. The operation of the interconnected domain is the factor of the capability of the operation of the various domain. The main aim of the SG technology is the upgradation of the conceptual model that remain the same kinds of the edition. The responsibilities factors of the SG help to improve the connection of the renewable energy. The improvement of the function and the electrical grid system depends on the application of the AG in order to the renewable energy.

The domain of the smart grid technology played a role for the increment of the service and communication among the stakeholders. The capacity of the decision making and the performing of the skill can be able to achieve the goal and aim of the customers. Each and every domain in itself is a combination of the all the crucial features and elements of the smart grid connecting each other with the two-way electricity, energy, and communications path [23]. These connections or the relation are basically based on the intelligent, dynamic, and future electricity grid. The performance of the service by the business and the companies helps to distribute the energy resources and decrease the load on the customers. In the each and every service sector, the proper implementation of the process and procedure is the most effective thing for the increment of the rate of production.

The above figure 4.2 represents the most important and crucial the seven domains which are involve in the
grid system. These seven and the most important domains are how all the communications and the flow of the electricity and the energy combines or connect each domain [12]. These are all domains that influence the flow of electricity and are vital and as well as connected to each other [21].

4.2. Results. According to the study, it has been shown that the establishment of the smart grid market is expected to reach 80 billion by 2024. The growth and the development in the inclination towards digitalization or enhancement of the grid energy supply system are nearly owned 50% of the market growth and supply 60-50% of the energy or electricity that is not harmful to the environment. Most of the industries face issues and challenges due to the power cut and declining resilience from the traditional transmission and production infrastructure. In order to modernize the activities of the grid many countries have been preparing to deploy the infrastructure of the smart grid.

The deployment or the destruction of the technologies which are related to the smart grid offers or provides many advantages for the combination of the renewable resource of energy that includes solar and wind energy. Therefore, this grid technology facilitates and benefits the increased demand for the security of energy. In addition, there are many favorable schemes and the initiative has been taken to transform the energy generation and its infrastructure that will develop the smart grid by making it a global market trend by 2025.

As a result, from the above study, it is clear that the foundation of SG technology in the business sector provides the evolution of the power grids that exist in the present day. The increment of the security and privacy and the reliability of the grids that are traditional are mostly impracticable. The process of the solve of the issues and problems of the SG puts pressure on the huge amount pf energy consumption and the backbone
of the bandwidth of the business. The monitoring of the real-time and the controlling of useful applications are two main important factors of the use of the SG technologies. The addition of the EC to the SG helps the solving of issues and problems and improves the efficiency of energy consumption. From the research, it is clear that the installation of IoT-based technologies in the solar distribution techniques helps to decreases the issues and problems and improve the application of the parallel algorithms in the solar distribution.

5. Conclusion. In conclusion, the results of this study shed light on the immense potential and importance of the smart grid system in the evolving energy landscape. The research highlights that the smart grid market is on a trajectory to reach an impressive 80 billion by 2024, signifying the significant growth and development in the transition towards a more digital and sustainable energy supply system. Furthermore, the study underscores the pivotal role of smart grid technology in addressing the limitations of traditional power grids. It offers heightened security, improved privacy, and enhanced reliability, all of which are increasingly impracticable with conventional grids. However, it is essential to acknowledge the energy consumption and bandwidth demands that come with solving these issues. Real-time monitoring and control are crucial facets of smart grid technology, and the incorporation of Energy Cloud (EC) solutions further enhances energy efficiency. One of the key takeaways from this study is the critical role of smart grid technology in promoting the integration of renewable energy sources, particularly solar and wind power. This integration not only bolsters the global shift towards greener energy but also caters to the increasing demand for energy security. The adoption of favorable schemes and initiatives aimed at transforming energy generation and infrastructure positions the smart grid as a prominent global market trend by 2025.
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PHYSICAL EDUCATION TEACHING QUALITY EVALUATION METHOD USING MOBILE EDGE COMPUTING IN THE ONLINE AND OFFLINE ENVIRONMENT

HUIMIN ZHANG

Abstract. The development of different technology has impacted the different stages of human life. Additionally, with the implication of computing technology sports and physical education can be improved. The use of mobile edge technology aids in gathering precise data related to physical education. Therefore, a specific improvement is possible. This following analysis has looked into the factor of mobile edge computing that aids in the evolution of physical education teaching. Moreover, the study has focused on developing an appropriate path for the integration of MEC into PE education. By utilising Mobile Edge Computing (MEC) technologies in both online and off-line learning contexts, this study offers a thorough way for assessing the quality of sports teaching. The suggested approach integrates multiple characteristics and performance measures to evaluate the efficacy of physical education instruction and participation, taking into consideration the changing educational landscape.

Key words: Mobile edge technology, Physical education, issues in implementing MEC for PE

1. Introduction. The development of physical education (PE) teaching has a vast number of factors. For instance, there are physical as well as mental benefits of quality PE training [4]. Therefore, the following empirical analysis has looked into the factor of physical education teaching quality evaluation method using mobile edge computing in the online and offline environment [19]. Furthermore, through a systematic analysis all the possible factors of the same are discussed and the results are developed based on the analysis of secondary information. Therefore, a detailed analysis is presented in the following study.

Physical education plays a fundamental role in promoting physical health and well-being. It helps individuals develop fitness, strength, and endurance, reducing the risk of health issues such as obesity, heart disease, and diabetes [3]. It provides a platform for students to acquire and refine a wide range of motor skills, from basic movements to more complex sports-specific techniques. These skills contribute to overall physical competence. Physical education instills the importance of regular physical activity, encouraging students to adopt and maintain a healthy lifestyle throughout their lives. It fosters habits of exercise and fitness. Regular physical activity is associated with improved mental health [5]. Physical education can reduce stress, anxiety, and depression while enhancing mood and overall psychological well-being. Physical education fosters social interaction and teamwork. Participation in sports and group activities helps students develop essential social skills, such as communication, cooperation, and sportsmanship. It teaches discipline, responsibility, and time management. Students learn the importance of punctuality, preparation, and adhering to rules, which are valuable life skills [22].

The research offers a comprehensive approach to assess the quality of sports teaching. By integrating multiple characteristics and performance measures, it provides a robust framework for evaluating the effectiveness of physical education instruction and participation. This contribution is valuable for ensuring that the evolving educational landscape is well-catered to.

This research contributes as follows,

1. The study recognizes the impact of technological advancements on various aspects of human life and extends this impact to sports and physical education.

2. The research identifies the utility of MEC technology in gathering precise data related to physical education. This contribution underscores the significance of data-driven insights in enhancing the teaching and learning experiences in sports and physical education.
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2. Objectives. In order to develop the analysis in a coherent manner following objectives were followed:
1. To discuss the possible factors related to the development of Physical education using mobile edge computing
2. To look into different technology that aids in the development process of Physical education teaching
3. To analyse possible issues in the implication of mobile edge technology in the development process of Physical education teaching
4. To discuss the possible solution for the identified problems

3. Methodology. The methodology of the following analysis deals with different elements and strata of the empirical analysis. Moreover, all the techniques used in the process are dependent on the methodology of the study [5]. For the comprehension of factors and issues related to physical education, all the possible factors are analyzed through the collection of secondary information. Secondary data aid in the development of research which is ethically sound and delta oriented [22]. Moreover, the process of developing a reliable result is supported by the use of qualitative analysis. Therefore, for the holistic development of the study, a secondary qualitative method was employed.

3.1. Elements related to the evolution of PE teaching using mobile edge computing. At the time of analyzing past literature related to computing technology for PE education, it was observed that there are certain factors that directly or indirectly impact the implication. Following are some of the factors that are related to the implication of computing technology for the evolution of PE teaching:

Collection and processing of real-time information. MEC enables real-time data collection and analysis of the same [23]. Therefore, enabling the gathering and analysis of movement data from students during workouts aid to contemplate the issues in the training.

Moreover, such information can be utilized to deliver individualized feedback, monitor development, and instantly change the complexity of tasks [14]. Additionally, classified training programs can be formulated with the help of such specified information.

Interactive session for teaching PE. MEC is a whole system that has interactive elements such as augmented reality (AR) and virtual reality (VR) experiences. In addition, with the implication of MCA for PE education having a realistic experience is possible [16]. Hence, by generating realistic virtual settings in which students may partake in a variety of physical activities, these technologies might increase students’ motivation and engagement.

The effect of the interactive session between the PE teacher and the students is undeniable for the physical and mental growth of the students. With the help of proper integration and communication, the issues and problems of the students can be determined properly. The issues for the lack of understanding of the students can be find by integrating with the students. The use of the mobile computing programming and online sources
help to determine the personal issues of the students [25]. Giving the examples using the virtual tools attract the students to see the examples and sometimes the examples help the students to come out from the mental disorder. The use of the online system in the educational department increases the level of attraction of the students and this effects on the willingness of the students. Therefore, the application of the online and offline strategies are helpful for the growth and development of the students.

*Appropriate resource allocation.* During the analysis of the past literature, it was noted that process resource allocation is a major factor that influences the MEC implication for PE. Moreover, it was noted that appropriate

*Teachers’ knowledge and understanding.* It was noted that the technological understanding of teachers or coaches is essential for the effective implication of MEC technology [20]. Moreover, making decisions based on the information collected from the MEC technology is an important part of the evolution of teaching. Hence, training of the teachers in relation to technology is essential.

*Data security.* During the past data analysis it was noted that the data is an essential aspect of the evolution and implication of MEC technology [2]. Moreover, the data breach can damage the implication of the evolution of teaching. Therefore, securing the information is essential for such instances.
3.2. The real-time implication of MEC in physical education. The implementation of the MEC in the section of the physical education helps the students for their better improvement and grow. The development of the physical growth of the students also includes the growth of the physical, mental and emotional. One of the most vital and important factors of the physical department is the maintenance of the discipline of the students. Discipline is the most vital and important factor for the growth and development in the life of every individual [19]. The practice of uncontrolled behavior becomes one of the effected on the future of the students. Therefore, the controlling of uncontrolled behavior can be done by the application of the physical training and discipline of the students.

The concept of physical movements is affected by the exploration of the awareness of the body and increases the relationship among the different parts of the body. The use of the mobile device and the internet system in the physical education system helps to increase awareness among the students [16]. The increment of awareness about physical movement is a helpful and effective process for the future growth of the students.

The figure 3.3 of the empirical analysis shows a detailed working process of MEC technology. All of the components of the technology can be seen in action in the above illustration. MEC technology works with integration with IoT devices in order to work in an appropriate manner [6]. Moreover, the network can be divided into three layers that are cloud storage, MEC networks, and terminals. The terminal works as a mediator station and provides actionable data in the terminals where actions are taken [19]. In addition, the server of an MCE technology acts as a storage for the data. Moreover, the server stores information thus accurate historical data aids in the comparison of information.

Moreover, the process of simulation data indicated the accuracy of the system in order to improve training for PE education [13]. Therefore, it can be contemplated that with the implication of MEC technology improvement in the development process is possible. Therefore, developing an accurate system in online as well as offline mode is possible. Moreover, the process aids to determine the vulnerability of an athlete and points out the gaps for the player.

3.3. Issues related to the implication of MEC for the evolution of PE training. Through the analysis of past information, it was noted that there are certain issues related to the implication of MEC for PE education. Such issues hinder the development of PE training and resource wastage is common in such situations [12]. Following is a coherent discussion of the issues related to the implication of MEC for PE education

Financial resources and accessibility. One of the major issues that can hinder the implication of MEC for PE education is found to be financial resources [25]. The development of MEC infrastructure requires different elements which are expensive and expensive. Lack of funding makes it difficult for institutions or schools to
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Fig. 3.4: Problems of resource allocation for MEC-based PE education

purchase the required tools and technology, which might result in an uneven distribution of MEC-enhanced PE activities [1].

Lack of adequate knowledge of human resources. To utilize MEC-based machines and platforms successfully, both teachers and students need to get training [11]. Moreover, a basic meaning for handling systems and comprehending information is essential for human resources. Thus, the lack of training can hamper the appropriate use of such technology [18]. In addition, the influence on PE instruction can be limited by a lack of technical skills.

Infrastructure development. The network infrastructure that MEC depends required to be strong and dependable [7]. Network coverage issues in some areas might result in differences in who has access to MEC-based PE instruction. For a flawless experience, it is crucial to have good connectivity [21]. Hence, it was noted that infrastructure is the basic issue that needs to be improved for an effective evolution of the PE system.

The development of the infrastructure of the education institute and the schools helps the students in their future growth. Developing the infrastructure of the educational institute helps the students to understand the usefulness of the learning capabilities and activities. The recruitment of the skilled and experience PE instructors in the educational department helps the students to grow the physical skilled. For the physical improvement of the students, the implementation of the modern and innovative tools is very much important for the students of the physical department [22]. Thus, the value and effect of the improvement of the infrastructure of the educational sectors is helpful for the growth and development of the students.

Real-time information. One of the major benefits of MEC technology is that it provides a real-time perspective for PE education [6]. In addition, real-time information aids to analyse gaps and adapt to the situation based on real-time data. Therefore, it can be contemplated that real-time information provided by the MEC technology aid in the evolution of PE education teaching.

4. Results. In order to understand the impact of MEC technological enhancement on the evolution of PE teaching a secondary analysis was conducted. Moreover, through the systematic analysis of past information, it was contemplated that there is a high chance of improvement in PE education [24]. It was noticed that there are certain elements in the possess of implementing MEC technology for PE education. For instance, the collection and processing of real-time information is a major factor in the evolution. Similarly, it was noted that training and understanding of the teachers influence the decision-making process for PE education [15].

As a result, it can be said that the use of the HBCR to assist the wearable sensors has a positive effect on the increment of the quality of teaching. Application of the aerobic training is the most beneficial and helpful for the educational growth of the students of physical education. The comparison between the CRF and CBCR has no significance difference and the limitation of the symptom helps to test the observe group [9]. From the whole study, this can be said that the outcomes of the use if CPET for the students of the physical education made a great difference between the other students. The unusual participation of the students in the aerobic training decreases the specification and intensity of the students. For analysing the information related to the
The implication of MEC for PE a real-time analysis was conducted. For the study, it was noted that their different environments have different implications for the MEC system for PE education [17]. At the moment, migration learning is required to make edge computing end servers cooperate [9].

The application of the mobile edge computing and the online system increase the capacity of the understanding of the students. For the students of the physical education, the proper demonstration of the physical activity and the outcomes of the activity helps to increase the attention of the students. With the help of the use of the mobile edge and the internet process, the education authority can be able to demonstrate the effect and impact of the practice of the activity of the physical department of education [1]. The use of the offline training physical students is the most effective to improve the quality of the teaching learning process. The self-learning is the most effective and valuable for the growth and development of the students who studied the physical education.

The figure 4.1 depicts the simulation information related to physical education. For the study, 4 different environments subjugged the overall test. Moreover, the implication of simulation data shows that the majority of the system's functionalities can satisfy the system requirements [7].

The figure 4.2 is related to the low limb movement frequency changes. It can be seen that the development of the system’s fundamental purpose can handle the administration of physical education [7]. Additionally, it can be contemplated that a lot of sports event publicity can be immediately published to the system with the aid of such a method. Therefore, the value of the sports education management system is progressively represented
in terms of sports event registration, score entry, and associated sports event publicity [10]. Moreover, with the implication of complex algorithms, a better perspective can be achieved for the test.

The simulation of the use of the offline environment in the physical education institute effect on the future development of the children. Sometimes the teachers and mentors of the educational institute takes the students in a educational excursion which boost the experience of the students and improve the level of understanding of the students. The application of the super vector machine in the educational department is the one of the most helpful and effective process and strategies for the betterment of the students [17]. The neural network is the most beneficial for the implementation of the innovative technology in the physical department of the physical educational institute. Thus, in the present days, the use of the online and offline computing practice helps to increase the skilled of the students.

The figure 4.3 provides a detailed illustration related to PE in school. It can be seen that the impact of physical education can be traced to different aspects of school education. Furthermore, through the secondary analysis of environmental simulation, it was observed that the environment has a major impact on the implication process [8]. Moreover, the efficiency of the evolution process for the teaching of PE education has a direct relation with the environment. It was analysed that there are certain aspects that create a hindrance to the evolution process. Moreover, such hindrances have an influence on online as well as offline mediums [9]. For instance, understanding the staff member has a major influence on the implication process. Additionally, the expensive nature of the system influences the process of implication.

**5. Conclusion.** Thus, the above analysis has coherently discussed information related to the use of MEC technology in order to develop the PE educational strategy. Moreover, the process has highlighted various factors related to the technology and its implication. It was established that various environments have various impacts on the implication of MEC. Furthermore, it was established that the factors such as cost and efficiency of human resources have a direct impact on the implication. Therefore, with effective use of the system it was noted that certain evolution for the PE training is possible. Additionally, both online and offline modes of training are impacted by such factors. The study emphasizes the potential positive impact of MEC technology on the evolution of PE education. It highlights the role of real-time data collection and processing as a crucial factor in this evolution. This implies that the use of MEC can enhance the quality and effectiveness of teaching in the field of physical education. The study points out the effectiveness of utilizing Heart Rate-Based Cognitive Radio (HBCR) in conjunction with wearable sensors for improving the quality of teaching. In particular, the application of aerobic training is highlighted as a valuable educational tool. Real-time analysis is identified as a critical tool for understanding the implications of MEC for PE education. The study recognizes that different environments can have varying effects on the MEC system’s performance, indicating the need for adaptability and customization.
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STABILITY STUDY OF GRID-CONNECTED POWER SYSTEM FOR WIND FARMS CONSIDERING POWER CONTROL

LIANGNIAN LV, ZHONG FANG, ZHIQIAN YANG, AISIKAER, LEI WU,* AND YANCHEN YANG†

Abstract. Wind energy has emerged as a pivotal practice in the contemporary energy landscape, generated through grid-connected power sources aligning with the vernacular principles of systemic approaches. This study explores the surge in initiation rates, offering insights into various factors impacting sustainable electricity production. Intriguingly, this research delves into the intricacies of managing the variability and uncertainty inherent in energy demand, catalysing the integration of grid-based solutions that enhance sustainability. It probes the dynamic nature of power supply paradigms, revealing a journey of continuous enhancement by applying cutting-edge resource methodologies. Amidst the backdrop of global shifts in electricity dynamics, this study uncovers the profound implications of energy depletion and wasteful consumption practices, spotlighting a burgeoning movement towards optimising grid electricity resources on a macro scale. The intricacies and nuances of power supply challenges are comprehensively dissected, offering valuable insights. Furthermore, the study explores the pivotal role played by information technology innovators in consolidating the predictability of wind energy, augmenting its viability. It also aligns with forward-looking reviews, underscoring the actionable strategies taken. The culmination of these efforts not only enhances predictability but also unlocks a spectrum of reflective and adaptive resources in wind energy utilisation.

Key words: Grid frequency, variability, wind farms, AC-DC converters, modelling, power control

1. Introduction. The control of grid frequency is an essential power system that is used to penetrate wind turbines for maintaining the stability of power grids. By allowing individuals to access and evaluate the source code, the security level increases. The evaluation of such designs is important in terms of predicting the conditions in considering the grid frequency.

The importance and motivation of this research are multifaceted and underscore its significance within the broader scientific and technological landscape. Firstly, this study addresses the pressing global need for sustainable energy sources. In an era characterized by environmental concerns and the imperative to reduce carbon emissions, wind energy stands out as a clean and renewable solution. Understanding its dynamics and harnessing its potential is crucial for mitigating climate change and ensuring a more sustainable future. Moreover, the motivation behind this research is driven by the ever-increasing demand for electricity. As our societies become more technologically advanced and interconnected, the need for reliable and efficient energy sources becomes paramount. Wind energy has the potential to contribute significantly to our energy mix, but its variability and unpredictability pose challenges that this research aims to address. By exploring methods to enhance the predictability and reliability of wind energy, this study seeks to ensure a stable and consistent power supply, reducing our dependence on fossil fuels and their associated environmental consequences.

Furthermore, the research’s importance lies in its contribution to technological innovation. As we grapple with the complex challenges of integrating intermittent renewable energy sources into our power grids, the development of modern methods and solutions becomes essential. This research explores these cutting-edge approaches, offering potential solutions that can revolutionize how we harness wind energy. By doing so, it not only addresses pressing environmental concerns but also contributes to the evolution of energy systems and grid management. It strives to make wind energy a more reliable and predictable component of our energy infrastructure, ultimately driving us toward a greener and more sustainable energy future.

2. Objectives.
1. To analyze the role of grid electricity in managing booth variability and uncertainty of loads
2. To determine the importance of generator modeling and wind turbine
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3. To understand the order of frequency suitable for controlling the power system of wind farms
4. To evaluate the challenges of grid integration of wind power for wind farms

3. Methodology. The analysis of the grid integration comprises a vast course of practices with respect to the optimization of wind energy. The control of winds is an essential factor which required critical discussion [1]. The study can be obtained by secondary data analysis in terms of statistical and numerical evaluation. The analytical spectrum covers the maximum power point tracking, power quality issues and other such valid resources with respect to the issues related to the integrity of resources [2]. The use of qualitative data has been verified with valuable aspects providing an array of information related to the study.

3.1. Role of grid electricity in managing both variability and uncertainty of loads. The photovoltaic (PV) rays are the power system that serves well in managing both the variability and uncertainty of loads. Settings aside the practicality of the plan, the problem can be solved by reaching the global target by up to 20% significantly [3]. The electricity grid plays a crucial role in establishing the power station that results in the emission of power supplies.

System Ramping Capability (SRC). System ramping capability is the power that changes the direction of the wind by generating power. This speed is essential that can ramp up or ramp down based on the systematic supply functions [4]. Rating the ramp event is essential as it generates the maximum capacity of wind farms with a range smaller than 4h.

The above systematic diagram shows the quality of adaptability that provided a pathway towards a robust comprehensive declaration strategy [5]. The passage of electricity has been estimated to be productive in various ways.

Purpose of the grid in energy management. The link between the smart grid and energy management allows for monitoring the redundant factors with respect to preventing system disruptions. Electric grids in wind supply are the integrated solutions that are relevant to administration practices [7]. Smart grids use digital technologies, sensors and software applications which maintain the stability of the grid pertaining to the reliability of resources.

The figure 3.2 reflects the importance of the grid in energy management with a connection of the AC-DC
controller. The service practices are sufficient in the utility grid showing prominent outcomes.

**Integrated variable renewable energy.** Running the grid integration increases the generation and collection of loads that are metered to associate demand and supply services. An energy capacitor system has strong connectivity to stabilize the wind farms during a change in wind speed [8]. The voluntary use of resources has initiated the interconnections that seek to accommodate significant power system provisions. The figure 3.3 highlights the systematic practices that are essential for fostering low emissions as well as the use of conventional energies. The percentage of storage increases with an increase in variable generations [9]. This has improved the quality of power stations by sharing the resources predominantly.

**3.2. Importance of generator modeling and wind turbine.** Wind energy plays a crucial role in establishing an environment-friendly low-carbon economy. Traditionally, DSC machines have synchronized the machines and induction tools that lead to the modeling of wind turbines [10].

**Passive stall control.** The utilization of wind energy is subjective to initializing passive stall control to pump water and to install various resources that create turbulence to the rotor blade that is designed to progress with a subtle process [11].

The figure 3.4 declares the passive role of practices that are relevant for medium and large-scale wind turbines, and inductors. These are needed to make permanent magnets that can consider various machines featuring guidelines for quicker reference [12].

**Rectifiers and inverters.** Rectifiers and inverters are the electrical mechanisms that aim in improving the electronic circuits for a better flow of current. They rectify the power supply and make the programming stable for wind farms [15].

The act of converting an alternative current into a direct current is relevant to the current flows that are
measured as rectification. Inverters increase the rate of sustainability by modifying the course of wind energy and with a better knowledge of controlled rectifiers.

3.3. Order of frequency suitable for controlling the power system of wind farms. The frequency level for controlling the power supply projects is managed by the transformer. When an alternative current is linked with alternating voltage, a magnetic field gets generated significantly [16].

Wind power integrated system. Grip integration is a collection of activities that are spilt into categories based on the activation of planning and execution activities. In addition to that, network development and system operations are relevant that help in increasing the power technology [17]. It helps in providing a significant change in the production system of power supply that allows proper optimization of wind energy in real-time analysis.

The figure 3.6 illustrates the terminologies based on energy production hydraulic turbines that are pumped up from the low storage reservoirs. With respect to the power delivery services, it is the generation of power supply that is objective in avoiding the unbalanced state of grid practices [18].

Optimization of wind energy. The optimization is obtained by associating a wind farm that helps in improving the feasibility of the wind energy system [19]. There are various ways odd improving wind turbine performance that can change the scenario towards sophistication.

1. Predicting the course of the wind
2. Establishing a constant speed transmitter
3. Variability in speed generator
4. Sophistication in loads programming and RPM

The systematic diagram elaborates on the features that increased the reliability of wind energy by withdrawing power from solar energy and converting it into power transmitters.
Trajectory optimization model. The model is a power of sizing the trajectories for non-linear programming of wind energy which is a solution to all the negative consequences. Classically, the indirect methods have inculcated the optimization of partial and implicit differentiation in a significant manner [20].

The figure 3.8 highlights the process of attraction and repulsion that are interconnected in terms of non-optimal practices. Moreover, analyzing the wind scale and parameters of the trajectory optimization in terms of stabilizing the wind energy operations in a respective manner [21].

4. Challenges of grid integration of wind power for wind farms. One of the primary issues in grid integration is wind power is an intermittent nature of wind energy. The controlling elements are to be treated so as to generate turbine technology and protection issues [22]. Challenges address the instability and quality of energy integration that are outsourced as special elements.

Output power prediction. Although power prediction is an essential part of wind energy, it may sometimes give rise to various issues that include voltage fluctuations and the inability to meet reactants at the right time. This may lead to the deployment of resources which in turn is responsible for de-tracking reactive powers [23].

The high rate of fluctuation is clearly presented in the above figure 4.1 but fails to resonate with the variation in wind speed. This reduces the smoothness of variable speed up to 75% which in turn is responsible for the high consumption of power [24].

Low voltage capability. The ability of voltage protection reduces with excessive turbine programming resulting in disruptions in the power stations. The equivalence of the stimulation control is suppressed due to the post-fault segments which are currently irrelevant to develop non-superconducting issues [25]. The dispatchable issues are always high in the demand scale policies to a greater extent.
The figure 4.2 illustrates the low voltage capability which is low key and is least maintained in the sag of voltage. It loses the capability to remain in service and to organize deep-volt segments [26].

The issue in power quality. The fault in the rising supply is detrimental in nature declining the efficiency level predominantly. The frequent processes may at times become unable in controlling the contingency events [27].

The figure 4.3 highlights that the rate of interruptions and imbalance in electrical flow is prevalent in nature. It can be proven that a deviation in frequency can cause harmful effects on the wind power supply in accordance with the harmonics of electricity.

5. Results. The above systematic diagram determines the factors that are respective to stabilizing power control. The ideas relevant to the practice of ideas are figured as original in terms of replenishing irrelevant prodigies.

Power plant developers. The range of power plant supplies induces the level of proximity in the field of electricity. Power plant developers have facilitated the course of building possibilities that are subjective to resource analysis [28].

Information technology developers. Developments are essential in terms of navigating the technical planning that are significant in working profitability.

Service providers. Service providers have a proper significance resolution of the fundamental approaches with the optimal supply level services. The range of possibilities rises with a rise in the association of significant applicants based on global programming of practices [29]. The verification is well established in accordance with the technical prospects based on projective modules to enhance the service provider practices. As a result of this, the relevant approaches have evoked the practice of pepper initiation in a significant manner.
measuring the forecast values that are respective of the multiple instances [6]. Variability is quantified by the distribution of power frequencies that are derived from sufficient data resources.

The structure shown in figure 5.2 proposes the separation of variability and uncertainty in the power system. The countermeasures address the efficiency of operations in applying the strategies that are determined to renewable energy resources significantly [6].

Variable speed with partial scale frequency. Variable speeds are an essential way of measuring the frequency of the scales that are used for converting kinetic energy with large power-capturing capabilities. Basically, partial scale frequency depends upon the level of electricity that are approachable in nature [13].

The systematic diagram shown in figure 5.3 focuses on the power rating scales that are defined as speed ranges. The smaller the frequency converter, the more conceptualized it is from an economic point of view [14].

6. Conclusion. In conclusion, the systematic examination presented in this study reveals a comprehensive understanding of the factors that play a pivotal role in stabilizing power control, particularly within the context of wind power stations. The novel insights into these factors are instrumental in optimizing the utilization of this global resource, ushering in real-time benefits and heightened electricity generation. The authenticity of these findings accentuates the significance of prioritizing effective power control, ultimately resulting in a
heightened level of stability within grid-connected power supplies. The establishment of wind farms, as a direct outcome of this research, embodies a transformative step towards realizing enhanced reliability and efficiency in energy generation. This progression towards knowledge refinement underscores the importance of continually advancing the sophistication of practices in the field. By addressing the marginalization of resources and embracing innovative techniques, we can elevate the sustainability and dependable of wind power, further contributing to the broader goals of a sustainable energy future. The journey toward a greener and more resilient energy landscape is contingent upon the thoughtful application of such research-driven insights and the ongoing pursuit of excellence in power control within wind energy systems. The research may offer insights into power control and stability for specific wind energy setups, but generalizing these findings to all wind energy systems worldwide should be done with caution. Wind energy varies widely in terms of scale, technology, and environmental context, and the research may not account for all these nuances.
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RESEARCH ON SPEECH COMMUNICATION ENHANCEMENT OF ENGLISH WEB-BASED LEARNING PLATFORM BASED ON HUMAN-COMPUTER INTELLIGENT INTERACTION

YUFANG GU∗

Abstract. This study presents a novel web-based learning platform that leverages human-computer intelligent interaction to enhance English communication skills. The platform integrates cutting-edge technologies to create an immersive learning experience, combining natural language processing, speech recognition, and interactive exercises. Learners engage in real-time conversations with virtual tutors, receive personalized feedback, and access a vast repository of educational resources. The platform not only facilitates language acquisition but also encourages self-paced learning, making it a valuable tool for both educators and students. By harnessing the power of artificial intelligence, this web-based platform represents a significant advancement in the realm of English language education. To overcome these issues this paper proposed SVM with an improved satin Bower bird optimization algorithm (SVM-ISBBO). SVM-ISBBO uses fog computing services that minimize the latency and speeds up the process, effectively handling huge wearable devices. In this proposed work SVM-ISBBO monitors the students communication, vocal parameters, blood pressure, etc, and these values are obtained from wearable sensor devices and their notifications are sent back to teachers. Teachers diagnosed the student information and sent back the alert notifications to the students for taking proper medications. All this information is stored in fog-based cloud storage in a secure manner. The accuracy rate of KNN got 78.56%, NB got 81.74%, SVM got 85.15% and the proposed work of SVM-ISBBO got 92.34%.

Key words: English communication, fog computing, SVM, Satin Bower Bird Optimization, web communication.

1. Introduction. Nowadays, due to technological advancements in the communication field monitoring the health status of students and maintaining communication management. And the transmission of English communication information via a proper wireless communication network in a secure manner is a challenge. By implementing algorithms, handling unstructured data, and producing organized output in report format like electronic documents with reports in a secure[8]. Communication monitoring information about students is obtained from various wearable sensor devices on communication servers digitally. Due to the rapid growth of technology, various attackers can attack the transmission of communication information to clinical information[19]. For monitoring student information remotely based on IoT technology and collecting the smart health information of student’s physical and mental strength, living environment, lifestyle, hereditary communication issues details, etc. This IoT-based communication information is transmitted to a cloud storage computing service through the wireless network. From the cloud storage, teachers can monitor and diagnose students’ health conditions and send notification messages like early prevention of disease and its corresponding treatment[14]. The communication cyber-physical system uses smart communication sensor devices, a wireless communication network, and managing the sensor signals generated from communication sensor devices. To implement the MCPS, various machine learning and deep learning algorithm are applied in the monitoring of communication English communication information[17]. Cyber-physical system detects attacks in the storage of communication information in cloud computing. The main objective of the CPS environment is providing the secure using an artificial intelligence-based environment[23].
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for the prediction of a cybercrime attack in communication information and it uses an edge-based IoT environment. In view of existing research work, the issues are inefficient in handling huge wearable sensor devices, and lack of detection of the attack in the storing of English communication information. To overcome these issues this paper proposed SVM with an improved satin Bower bird optimization algorithm (SVM-ISBBO). SVM-ISBBO uses fog computing services that minimize the latency and speeds up the process, effectively handling huge wearable devices. The main contribution of this work is:

1. Monitoring student communication level these values are obtained from wearable sensor devices and stored in a fog node-based cloud storage platform.

2. For monitoring the abnormal condition and providing secure storage of student health information in a fog node-based cloud storage platform by implementing SVM with the improved satin bowerbird optimization algorithm.

The paper has been organized as follows: Section 2 describes the review of the literature, Section 3 methodology of monitoring and secure storage of communication cyber-physical system-based student English communication information using SVM-ISBBO, Section 4 discusses the experimented results and Section 5 concludes the paper with future directions.

2. Review of Literature. In the IoT-based technology of cloud computing embedded computation resources, heterogeneous data structure, storage capacities, and high-speed processing have been included in the development of smart communication systems. This fog computing links the smart sensor devices with the cloud storage platform. It provides a quick response time, but the issue with cloud computing is the negative impact of handling real-time reactions[2]. Fog computing is used in the English communication system which includes three levels of processing namely data is collected from edge devices of sensors, multiple devices are interlinked with one another, and processing of collected sensor data takes less than a second with its decision-making process[16].

The smart English communication system has become popular in the earlier diagnosis of a disease which provides proper treatment to the student. At the same time, a smart communication system consists of various sensors with MRI, PET, CT, etc. In order to provide the best quality of treatment to the student as well as to control the spread of the virus smart communication system is required. This smart communication system is monitored by a web based monitoring system[3]. A. A. Mutlag et.al[12] described the concept of enabling the technologies for fog computing in communication IoT systems. Kontakt LS, et al [10] presented an accurate prediction of the speech issues of the student by applying the machine learning technique and securely storing health information in a cloud storage platform. Li, et al[11] described the handling of communication information from various communication sensor devices and analysis stored in cloud storage platforms as well as handling big data analytics. Wu et al [21] presented that cyber-physical systems are based on preserving and securely storing English communication information and also detecting malicious attacks in the CPS. Thamilarasu et al [18] proposed that detection of attack in the English communication information is stored in cloud computing and also the detection of attacks in IoMT.

3. Methodology. An effective communication cyber-physical system for monitoring and securely storing communication information using fog computing service based on SVM with improved satin bower bird optimization algorithm (SVM-ISBBO). This communication cyber-physical system integrates the various communication sensor devices and obtained the communication-based sensor information and stores it in a fog node-based cloud storage system in a secure manner. The framework of SVM-ISPBO is given in Figure 3.1.

Figure 3.1 contains three layers data collection layer, the communication data stored in fog node-based cloud storage layer, and the communication data information processing layer.

3.1. Data Collection Layer. From the student, communication sensor signal information is collected and stored in a fog node-based cloud storage system. This collected communication information is diagnosed by the teachers and updates the current health status of students via a mobile app. The wearable sensor devices which are used in the monitoring of the health status of the students are temperature sensors, blood pressure sensors, heartbeat sensors, ECG sensors, EEG sensors etc. This sensor information is collected via wireless communication. These sensor devices are embedded with ESP8266 Node MCU microcontroller[6]. It is high processing speed, low cost, and provides accurate results.
Table 2.1: Survey on the smart communication system in CPS

<table>
<thead>
<tr>
<th>Author Name.</th>
<th>Sensors used.</th>
<th>Description.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. Sengan et.al (2022) [13]</td>
<td>temperature sensor, Heartbeat sensor</td>
<td>Smart communication communication system for providing security devices on M2IoT using Raspberry Pi</td>
</tr>
<tr>
<td>I. Ahmed et.al (2021) [1]</td>
<td>temperature sensor, Heartbeat sensor</td>
<td>A deep-learning-based smart communication system for student discomfort detection at the edge of the Internet of Things</td>
</tr>
<tr>
<td>Al-Sheikh et.al (2020) [2]</td>
<td>Heart rate, ECG, and body temperature sensor</td>
<td>Arduino, NodeMCU is used for transferring information via Wi-Fi.</td>
</tr>
<tr>
<td>Elango et.al (2020) [7]</td>
<td>Heartbeat sensor, body temperature sensor</td>
<td>Storing health information in NodeMCU edge devices and implementing the communication protocols of Wi-Fi/ HTTP, and MQTT.</td>
</tr>
<tr>
<td>Islam et al. (2020) [9]</td>
<td>Heartbeat sensor, body temperature sensor</td>
<td>Storing health information in NodeMCU edge devices and implementing the communication protocols of Wi-Fi/ HTTP, and MQTT.</td>
</tr>
</tbody>
</table>

Fig. 3.1: Framework of SVM-ISPBO

3.2. Communication Data Storage in Fog-based Cloud Storage. The fog node lies between communication sensor devices and cloud storage computing. Sensor communication data were obtained from various wearable sensor devices. It minimizes latency, provides security, enhances the reliability of storing information, and has high storage capacity. Communication data were collected from all sensor devices and it has been transmitted to fog-node-based cloud storage. These communication data are transmitted for a pre-processing stage of the communication data information processing layer. In the monitoring of communication information, fog computing facilitates the processing of communication data without reducing its dimensionality of data and also prevents congestion of the network. Communication data stored in the cloud storage are transmitted to a communication server, the teachers monitor the health information and send the health status to the student via mobile application.
3.3. Communication Data Information Processing Layer. The communication data information processing layer contains three modules namely pre-processing, feature extraction, and monitoring English communication information using SVM-ISPBO.

3.3.1. Pre-Processing. The communication sensor information is obtained from various sensor devices and it is in various formats like images, time series, numerical values, etc. And also, it may contain random samples as well as continuous sample structures. Therefore, pre-processing steps are needed for handling various formats of collected data. The steps involved in the pre-processing are given in Figure 3.2.

Discretization & Normalization. For the discretization of collected communication sensor data, the aspects of frequency and time are essential one. For that this paper uses standardized collected sensor values in the range between 0 and 1 is termed normalization. In order to handle the complex variations of sensor data and for the prediction of diseases based on the regression analysis and it can be evaluated as:

\[ Q = \beta_0 + \beta_i M + \epsilon_i \text{ for } i = 1, 2, \ldots, m \]  

(3.1)

The sample input sensor communication data along with its variance and error value is termed by \( \epsilon_i \). The least square values are denoted by \( \beta_0 \) and \( \beta_i \). The average values are evaluated from the sample input communication sensor data, by using standard deviation which is defined as:

\[ \mu = \frac{\sum_{i=1}^{n} M_i}{\text{Frequ}} \]  

(3.2)

Here, \( \text{Frequ} \) represents the frequency of data and \( M_i \) is the sample communication input sensor data. Then the normalization is denoted by:

\[ n_q = \frac{\epsilon_i^*}{\sigma_i} \]  

(3.3)

\[ n_q = \frac{M_i - \mu_i}{\sigma_i} \]  

(3.4)

Here \( \epsilon_i^* \) is residual value and \( \sigma_i \) is variance.

Windowing. The basic concept of windowing is splitting of communication sensor signal values into small segments in the aspect of time domain. Here the communication input sequence of sensor signals is \( \text{sen}_1, \text{sen}_2, \ldots, \text{sen}_n \) and it is separated into windows with equal number of sensor activities \( \text{acw}_1, \text{acw}_2, \ldots, \text{acw}_n \). Here \( \text{acw}_1 \) is defined as window by signifying \( [\text{sen}_1 - \Delta \text{sen}, \text{sen}_i] \). The length of the window is varied from one window to another. Based on the time domain two sensor signal activities are fall into the same window.
3.3.2. Feature Extraction. In order to detect the attack in the storing of communication information feature extraction is an essential one. It extracts the significant features or relevant features from the dataset. In this work of SVM-ISPBO, which extracts the statistical features of mean, entropy, variance, and standard deviation.

*Mean.* It is the ratio of sum of communication data to the total number of communication data in the database. It is represented as:

\[
\text{mean} = \frac{1}{y} \sum_{i=1}^{y} Q_i
\]  

(3.5)

Here \(y\) represents the total instances in the dataset and \(Q_i\) is the \(i^{th}\) data.

*Entropy.* Analysing the probability of arranging communication sensor data with \(n\) ways and it is defined as:

\[
\text{entropy} = - \sum_{x=1}^{Q} p_x \log_2 p_x
\]  

(3.6)

Here, \(p_x\) is the probability of data and \(x\) is the possible sample data values.

*Variance.* It is the mean squared difference between every communication sensor data in the dataset and its mean value, which is represented by:

\[
\text{variance} = \frac{1}{y-1} \sum_{i=1}^{y} (Q_i - \text{mean})^2
\]  

(3.7)

*Standard Deviation.* It is defined as root of variance, which is represented as follows:

\[
\sqrt{\frac{1}{y-1} \sum_{i=1}^{y} (Q_i - \text{mean})^2}
\]  

(3.8)

3.3.3. Monitoring MCPS based Communication information using SVM-ISBBO (Proposed). In the communication cyber physical system-based model monitoring the student information and storing the information securely in the fog node-based cloud storage system uses support vector machine with optimized algorithm of improved satin bower bird optimization algorithm (SVM-ISBBO). In this communication cyber physical system are integrates the various communication sensor devices and obtained the communication-based sensor information and stored in fog node-based cloud storage system in a secure manner.

3.3.4. Support Vector Machine in MCPS web communication monitoring. In the smart English communication cyber physical system, communication sensor signals are obtained from various communication sensor devices. After applying the pre-processing stage, extract the relevant features of the communication sensor information. SVM algorithm is used for analysis of collected communication sensor signals of the student. By using MCPS, SVM algorithm classifies the communication sensor information based on its range of value. MCPS monitored the communication sensor signal information and analysis that critical situation of student, immediately itsends the alert message to student’s physician and caretaker.

The mathematical formulation of applying SVM is to find the optimal hyperplane which separates the features of the labelled data. Let \(\mathcal{H}\) is the Hilbert space with inner product of \(\langle \cdot, \cdot \rangle\) and its induced norm \(\|\cdot\|\), let us consider \(\mathbb{R}^l\) be the m-dimensional Euclidean distance space and it is defined as \(\emptyset : \mathbb{R}^l \rightarrow \mathcal{H}\) is a mapping function. For a training communication data set,

\[
MTD_l = \{(p_i, q_i) | p_i \in \{-1, 1\}\}_{i=1}^{l}
\]  

(3.9)

Here \(q_i\) is the label of \(p_i\) and its marginal function \(maf_l\) is defined as follows:

\[
maf_l (p) = \langle \omega, \emptyset (p) \rangle + \theta, \ p \in \mathbb{R}^l
\]  

(3.10)
Here $\theta$ is the bias term, to yield optimal hyperplane $\omega$ and $\theta$ are used in training data set. To get the optimal hyperplane, objective function is required.

Minimize: $t(\omega, \theta) = \frac{1}{2}\|\omega\|^2 + C \sum_{i=1}^{k} \xi_i$

Subject to constraints: $q_i(\omega, \emptyset(a_i) + \theta) \geq 1 - \xi_i$

$\xi_i \geq 0$, $i = 1, 2, \ldots, k$

Here $C$ is the regularization parameter and by using Lagrange multiplier method Equation 3.3.4 can be rewritten as follows to get optimal vector $\omega$.

$$\omega = \sum_{i=1}^{l} \alpha_i q_i \emptyset(p_i)$$

Subject to constraints: $\sum_{i=1}^{l} \alpha_i q_i = 0$

Here $\alpha_i$ is $i = 1, 2, \ldots, l$. Substitute Equation 3.3.4 in Equation 3.9,

$$maf_i(p_0) = \langle \omega, \emptyset(p_0) \rangle + \theta$$

$$= \left( \sum_{i=1}^{l} \alpha_i q_i \emptyset(p_i), \emptyset(p_0) \right) + \theta$$

$$= \sum_{i=1}^{l} \alpha_i q_i \langle \emptyset(p_i), \emptyset(p_0) \rangle + \theta$$

Let $L: \mathbb{R}^l \times \mathbb{R}^l \to \mathbb{R}$ be a kernel function and it can be expressed as follows:

$$L(p_i, p_j) = \langle \emptyset(p_i), \emptyset(p_j) \rangle$$

Then based on Equation 3.11

$$mtd_k(p_0) = \sum_{i=1}^{l} \alpha_i q_i L(p_i, p_0) + \theta$$

Now SVM can be represented as follows:

$$sv_i(p_0) = sgn(maf_i(p_0)) = \begin{cases} 
1 & \text{if } maf_i(p_0) \geq 0 \\
-1 & \text{if } maf_i(p_0) < 0
\end{cases}$$

Here the support vectors are trained with training data set of non-zero value of $\alpha$. The kernel function $L$ and coefficient $C$, and it is used to classify the data. This SVM technique monitors the abnormal status of student health status and securely storing of communication information in fog node-based cloud storage platform. To improvising and more accurate monitoring of abnormal status of student health status based on the wearable sensor information optimization algorithm is required. Therefore, this work implements the improved satin bowerbird optimization algorithm.

### 3.3.5. Improved Satin Bower Bird Optimization Algorithm

Satin Bowerbird Optimizer (SBBO) is an intelligent optimization algorithm, determines that in the wild the adult male of Satin Bowerbird which simulates the breeding behavior. It has a strong power of survival and skill in reproduction. By constructing courtship cabin the matured Satin Bowerbird wins the female by attracting it by holding aluminous object in its beak, continuous loud singing which improves the probability of successful courtship. The male Satin Bowerbird constantly resists the challenges of its competitors and protects its nest from damage based on its survival rules. The steps involved in the SBO for the detection of attack in MCPS model and monitors the student information in an effectively.
Step 1. For initialize the population of Satin Bowerbirds randomly, this paper uses Logistic chaotic map for initialize the population of Satin Bowerbirds which improves the diversity of initial population, optimized accuracy and speed in convergence. Therefore, it is called as improved Satin Bowerbird optimization algorithm (ISBBO). This Logistic chaotic map is defined as:

\[ P_{i+1} = \mu P_i * (1 - P_i) \]  \hspace{1cm} (3.15)

The value of \( \mu \) as a control parameter which ranges from 0 to 5. When the value of \( \mu \) is larger as 5, then its initialization of population will get enhanced. In the solution space various courtship cabin is generated for various satin bowerbird MB.

Step 2. Evaluate the fitness function of each individual satin bowerbird and compute the ratio of fitness function to overall fitness function value based on the probability of individual selection of satin bowerbird. This probability of selection of courtship cabin is computed by:

\[ Proba_j = \frac{fit_j}{\sum_{m=1}^{MB} fit_m} \]  \hspace{1cm} (3.16)

\[ fitn_j = \begin{cases} 
1, & f(y_j) \geq 0 \\
1 + \lceil f(y_j) \rceil, & f(y_j) < 0
\end{cases} \]  \hspace{1cm} (3.17)

The fitness value of \( fitn \) represents that \( j^{th} \) courtship cabin and \( f(y_j) \) is the objective function of \( j^{th} \) courtship cabin.

Step 3. Update the position of male Satin Bowerbird optimization algorithm in the last iteration by using:

\[ y_{jk}^{iter+1} = y_{jk}^{iter} + \lambda_k \left( \frac{y_{k} + y_{elite,k}}{2} - y_{jk}^k \right) \]  \hspace{1cm} (3.18)

Here \( y_{jk}^{iter} \) is the k-dimensional component of \( j^{th} \) individual male satin bowerbird in the \( iter^{th} \) iteration. \( y_{jk}^k \) is the k-dimensional component of present global optimal position of population. The step factor of \( \lambda_k \) is evaluated by:

\[ \lambda_k = \frac{\alpha}{1 + a_j} \]  \hspace{1cm} (3.19)

Here \( \alpha \) is the maximum step size and \( a_j \) is the probability of choosing the target courtship cabin with value \([0,1]\). From the Equation 3.19 clearly shows that for the selection of target location with respect to greater probability along with its smaller step size. If the probability of selection of target location is 0 means, then its step size is largest and it is represented as \( \alpha \). Similarly, If the probability of selection of target location is 1 means, then its step size is largest and it is represented as \( \alpha/2 \).

Step 4. To prevent local optimization, strong male satin bowerbird often steals from other male satin bowerbird courtship cabins and destroys the cabins. At the end of each iteration of ISBBO algorithm, randomly improve the mutation process. At this stage, \( y_{jk} \) follows the normal distribution and it is represented as:

\[ y_{jk}^{iter+1} \sim M(y_{jk}^{iter}, \sigma^2) \]  \hspace{1cm} (3.20)

\[ M(y_{jk}^{iter}, \sigma^2) = y_{jk}^{iter} + (\sigma * M(0,1)) \]  \hspace{1cm} (3.21)

The evaluation of standard deviation is:

\[ \sigma = z * (var_{max} - var_{min}) \]  \hspace{1cm} (3.22)

Here, scaling factor is denoted by \( z \) and \( var_{max} \), \( var_{min} \) are upper limit and lower limit of variable \( y_i \).
Table 4.1: Description of features in the Cleveland dataset

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>p.Age</td>
<td>Age of student in years</td>
</tr>
<tr>
<td>p.Sex</td>
<td>Female or Male</td>
</tr>
<tr>
<td>p.Chole</td>
<td>Measure of serum cholesterol</td>
</tr>
<tr>
<td>p.Chp</td>
<td>Types of chest pain</td>
</tr>
<tr>
<td>T_restbps</td>
<td>Resting blood pressure</td>
</tr>
<tr>
<td>F_bs</td>
<td>Fasting blood sugar</td>
</tr>
<tr>
<td>Rest_ecg</td>
<td>Resting measure of electrocardiographic</td>
</tr>
<tr>
<td>Thalach</td>
<td>maximum heart rate</td>
</tr>
<tr>
<td>Exang</td>
<td>Exercise caused angina</td>
</tr>
<tr>
<td>Oldpeak_ST</td>
<td>ST depression caused by exercise relative to rest</td>
</tr>
<tr>
<td>Slope</td>
<td>Slope of the peak exercise ST segment</td>
</tr>
<tr>
<td>Ca</td>
<td>Number of major vessels of coloured by Fluorosopy</td>
</tr>
<tr>
<td>Thal</td>
<td>Type of Defect</td>
</tr>
</tbody>
</table>

Step 5. Based on initial population and population generated from mutation process in each iteration new population is formed. The fitness value function is generated for all individual male satin bower bird with its combination of population. This generated population is arranged in ascending order. In the analysis of individual male satin bowerbird has minimum fitness function value are removed. It retained only the largest fitness function value of male satin bowerbird. In this stage the optimal solution is computed and repeat the process until it reaches the maximum iteration. This SVM-ISBBO algorithm improvising and produce more accurate monitoring of abnormal status of student health status based on the wearable sensor information and send alert message to the student through physician in proper time. The student information also securely stored in the fog node based cloud storage platform.

4. Result & Discussion. The proposed work of SVM-ISBBO is used for monitoring the health information and securely storing the communication information. This proposed work SVM-ISBBO is evaluated the performance of analysis in the aspect of detection of accuracy, prediction of attack, ratio of delay, cost of communication, sensitivity, specificity and F1-Score.

4.1. Data Set Description. The dataset used in an effective communication cyber physical system for monitoring and securely storing communication information using fog computing service is Cleveland dataset from the UCI repository. The attributes are collected from various communication sensor devices like temperature sensor, ECG, pulse oximeter, temperature, and blood pressure sensors. The data were collected and saved in the fog node-based cloud storage platform. It consists of 5060 records, 13 features. Table 4.1 is the description of Cleveland dataset. This dataset contains heart disease related information.

This proposed work is compared with existing algorithms of KNN [22], NB, SVM[5].

True Positive Rate (TPR). The attack in the MCPS is exactly classified as an attack is known as sensitivity.

\[ TPR = \frac{TP}{TP + FN} \]  

(4.1)

False Positive Rate (FPR) or Miss Rate. It is also called as false alarm. This identified the normal data is considered as an incorrectly identified as an attack.

\[ FPR = \frac{FP}{FP + TN} \]  

(4.2)

False Negative Rate (FNR) or Fall Out. It is also called as miss rate. Incorrectly identified the attack data. that is, true positive will be missed.

\[ FNR = \frac{FN}{FN + TP} \]  

(4.3)
Table 4.2: performance metric measures of SVM-ISBBO

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>TPR</th>
<th>TNR</th>
<th>Miss Rate</th>
<th>Fall Out</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.793</td>
<td>0.764</td>
<td>0.078</td>
<td>0.061</td>
<td>0.25</td>
</tr>
<tr>
<td>NB</td>
<td>0.789</td>
<td>0.752</td>
<td>0.082</td>
<td>0.064</td>
<td>0.36</td>
</tr>
<tr>
<td>SVM</td>
<td>0.863</td>
<td>0.834</td>
<td>0.087</td>
<td>0.59</td>
<td>0.21</td>
</tr>
<tr>
<td>SVM-IBBO(Proposed)</td>
<td>0.931</td>
<td>0.911</td>
<td>0.059</td>
<td>0.051</td>
<td>0.18</td>
</tr>
</tbody>
</table>

True Negative Rate (TNR). The normal data is correctly predicted as normal and it is called as specificity.

\[
TNR = \frac{TN}{TN + FP}
\]  

(4.4)

Mathews Correlation Coefficient (MCC). It is a correlation between predicted output with real data.

\[
MCC = \frac{(TP \cdot TN) - (FP \cdot FN)}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}}
\]

(4.5)

MSE. The mean squared error (MSE) calculate the average of the squares of the differences between the predicted values and actual values.

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_{pi} - y_{ai})^2
\]

(4.6)

RMSE. It is similar to MSE but for compute this by root of MSE.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_{pi} - y_{ai})^2}
\]

(4.7)

From the table 4.2, the proposed SVM-IBBO in the monitoring of health information using MCPS is given. The proposed work of SVM-IBBO got 0.931 in TPR, 0.911 in TNR, 0.059 for miss rate, 0.051 in fall out and MCC 0.18.

Percentage Rate of Delivery Communication Sensor Data Packet. The percentage of delivery of communication sensor information is determined by number of packets of communication information delivered for a particular time in an effective way. The percentage between the sent packet of communication sensor data and obtained packet of communication sensor data is evaluated as delivery percentage rate of communication sensor data packets. This can be shown in Figure 4.1.

From the Figure 4.1 it seems that the number of sensor devices increases and transmitting rate of communication sensor values are decreased in the proposed work of SVM-IBBO. Therefore, it produces high delivery percentage rate of communication sensor data packets.

Response Rate. When transmission of communication sensor information from various sensor devices to fog node-based cloud storage platform. Response rate is rate of interaction of sensor devices for obtained the sensor information and stored it in fog node. This period of response in the network is given in Figure 4.2.

From the Figure 4.2 seems that the proposed work SVM-IBBO gives high response rate of transmission of communication sensor information. Figure 4.3 shows that error rate in the monitoring of English communication sensor information.

In the analysis of monitoring of health-based sensor information on our proposed work SVM-ISBBO requires minimum error rate. Figure 4.4 shows that accuracy rate of proposed work.

In the analysis of Figure 4.4, shows that accuracy rate of KNN got 78.56%, NB got 81.74%, SVM got 85.15% and proposed work of SVM-ISBBO got 92.34%.
Fig. 4.1: Percentage Rate of Delivery Communication Sensor Data Packet

Fig. 4.2: Response Rate

Fig. 4.3: Error Rate
5. Conclusion. An effective communication cyber physical system for monitoring and securely storing communication information using fog computing service using SVM-ISBBO was implemented. Communication sensor information is obtained from various wearable sensor devices of student’s body and storing this information securely in fog node computing until it safely transmitted to communication server for permit the teachers to access it. In this work Cleveland dataset is used. This proposed work SVM-ISPBO monitors the students’ heart rate, temperature, blood pressure etc and these values are obtained from wearable sensor devices and its notifications are sent back to teachers. Teachers’ diagnosis the student information and sent back the alert notifications to the students for taking proper medications. The accuracy rate of KNN got 78.56% , NB got 81.74%, SVM got 85.15% and proposed work of SVM-ISBBO got 92.34%.This proposed work produces high performance in various aspects of accuracy, TPR, TNR, Miss rate, fall out and monitor the abnormal communication sensor information in an efficient and accurately. In future, this work may be extended up to for providing more secure in the fog node by applying the encryption of communication sensor data.
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Abstract. This study gives an optimized study with details discussion of the access of wind power grid systems and the energy storage that is high in demand in recent days. The wind power system is a renewable energy resource that can help to meet the need or crisis of energy related to the fuel resources that are being increased in recent times. This is also helpful where energy access related to the power supply is difficult. This may also help the places where the shortage of energy and power supply is faced. There are some issues that are faced at different times that are related to the maintenance and handling of the power grid of the wind turbines. The technical process of handling the machines and the one-time cost of investment on it at the first time is also difficult. There are some benefits of the wind power grid with high energy storage capacity that may help to fulfill the demand for energy that is the main issue of the total system of power supply nowadays. The issues should be mitigated with the help of expert and at the coastal area where there is plenty of continuous flow of wind may be helpful with supply of power supply with wind. These advanced systems hold the potential to mitigate the pervasive energy demand issues plaguing contemporary power supply systems. By expertly addressing these challenges and strategically locating wind power grids, especially in coastal areas with consistent wind flow, the dependable supply of electrical energy can be significantly enhanced, thereby offering an effective solution to the prevailing energy supply challenges of our time.

Key words: Power, grid, system, energy, storage, issues, challenges, capacity, renewable, fuel, resources

1. Introduction. The intermittency of power generation with the help of wind can be the cause of some challenges for normal operation schedules and in different energy states. The power plants that are related to the Pump Storage are made with wind power plants. It can be helpful for the improvement of the resilience power system and the access to large-scale source distribution has been helpful to maintain a stable operation of the energy system with the help of grid systems.

On the other hand, it is also an important thing to make energy storage units and increments of the consumption process of renewable energy resources and its stable operation with the help of the grid system and wind power system is one of them. The energy storage process has a great advantage that is helpful for balanced load, maintenance of the frequency, and the stability of the grid for voltage along with the buffering of the grid.

This study may help to figure out the energy storage space with consideration of the static security that can be effective for renewable energy resources like wind with great safety with a reduced cost of investment in grid systems.

The grid scale storage plays a very important or vital role in the Net Zero Emission by the year 2040 scenario. This storage system also providing the crucial system and the services that are ranging from the operating of the reserves and the balancing that are short term. It also ranges from the ancillary services and the stability of the grid as well as the investment connected to deferment in the transmission and the distribution of lines. This deferment investment is used for the long-term storage of energy as well as the restoring of the operations that are represented by the grid and following the blackout.

In an era marked by the urgency to transition towards sustainable and renewable energy sources, wind power systems have emerged as a pivotal solution to meet the ever-growing global demand for electricity. The
integration of wind energy into our power grids offers a cleaner, more environmentally responsible alternative to conventional fossil fuel-based electricity generation. However, as wind power gains prominence in the energy landscape, there arises an increasing need for efficient and reliable grid access and energy storage solutions. Wind power systems, powered by the kinetic energy of moving air, offer an abundant and renewable source of electricity. These systems have the potential to significantly reduce greenhouse gas emissions and contribute to the reduction of our carbon footprint, thus playing a pivotal role in mitigating climate change. However, the inherent intermittency and variability of wind resources pose challenges in maintaining a stable and reliable power supply. This is where the synergy of wind power systems and energy storage becomes indispensable.

This research seeks to unravel the complexities and nuances of grid access for wind power systems while considering energy storage as a pivotal component. By investigating the technical, economic, and environmental aspects of this integration, we aim to provide valuable insights into the development of sustainable and reliable energy solutions. As we collectively strive to reduce our reliance on fossil fuels and transition to greener energy sources, the fusion of wind power and energy storage holds the promise of a brighter and more sustainable energy future.

2. Objectives.
1. To gain a comprehensive understanding of the fundamental principles and intricacies involved in enabling wind power systems to seamlessly connect with the grid while considering the integration of energy storage solutions.
2. To assess the implications and influence of integrating wind power systems with the electrical grid, particularly in terms of optimizing and enhancing energy storage capabilities.
3. To investigate the challenges those are faced at the time of making grid access for the wind power system
4. To get the solutions by mitigating the issues faced in the making of Grid access of wind power systems in energy storage

3. Methodology. A data set with the help of analytical inspection in the form of composition of the literature review section. Here, the application of the secondary data set has been verified with different statistical information and articles that are related to wind power and grid access. The secondary data are authentic and collected from Google Scholar and from different news articles. The secondary qualitative data collection method has been followed and interpretivism philosophy has been used. The deductive approach of the research is used for the present study. The deductive approach helps to connect the theoretical aspect and the scientific collection of data and get a relation between them [18].

Accessing the grid for wind power systems is a complex process that requires coordination with multiple stakeholders, from regulatory authorities to utility companies. It’s essential to approach the integration with careful planning and adherence to technical and regulatory requirements for a successful and sustainable wind power project.

4. Accessing the Grid for Wind Power Systems with the Energy Consideration System. Grid integration with the help of wind energy is a collection of all the activities that are related to the connection of WPPs with the grid. In the first stage, the planning along with the activities before the GOP is done [9]. The physical connection encompassing the activities that are occurring with the firm of wind with the grid is made. The last and final stage is the operation of systems, which are helpful for the activities occurring after the connection of the grid [7].

Wind energy is incorporated with a unit commitment process and with the help of an economic dispatching process [24]. Forecasting is required for the prediction of hourly variability of wind and that is helpful for energy production. The forecasting lead time has to be reduced as it may be helpful for using the grid in time.

Pumped storage hydropower technology stands as the most widely adopted energy storage method, with significant potential for further expansion across various regions [12]. Batteries, on the other hand, have demonstrated remarkable scalability and are integral to grid-scale energy storage solutions. Over recent years, battery technologies in conjunction with grid-scale storage systems have consistently exhibited substantial market growth and development [7]. In addition to these, alternative storage technologies, such as gravity-based storage and compressed air energy storage, play a comparatively smaller role within the contemporary
Moreover, the term hydrogen that is detailed separately or differentially is a developing or the growing technology [8]. It is demonstrated as the growing technology that has the additional potential for the seasonal storage related to the renewable energy [13]. While the approaches are still made or projected the development and the growth in the system of the storage capacity or possibility of the grid-scale are not presently on the track in connection with the net zero emissions that need a great hard work and efforts.

4.1. Impact of Wind Power Plant and Grid System for Energy Storage. Integration of new power plants can create an impact on the grids that exist and on the incumbent generators. The impact of the multiple time of scale can be described as an hour to hour, day to day, and seconds to second [4].

The impacts of the wind power on the in the system of the grid is mainly depends on the large expansion of the level of the penetration related to the wind energy, the generation mixture of the electricity in the system of the grid-scale, and the size and accuracy of the grid. The expansion of the penetration of the wind-energy at the moderate or the lower level is the matter of the capital investment or the cost.

These issues of the cost are highlighted by numerous regional and national integration studies. This integration of the capital and cost that are highlighted are modest fairly. The low or the moderate penetration levels of the wind energy in the power system operation of the power system are hardly impacted. In recent years 2022, the supply of the power of the wind is less than that of 6 per cent demonstrated by the overall demand of electricity.

There are various establishments of the control procedures and the system reserves that are available for the dealing with variety of the sully and demand that are moderate in dealing with additional variability the lower penetration of the wind energy. This lower penetration of the wind energy levels up an around 30 per cent that are describes depending on the nature of the significant system. In order to get the higher penetration in the level of the wind energy that represents some changes or transformation in the system and the procedures of operations that are required for the accommodation for the further penetration of the winds.

The impacts of the power of the wind energy on the grid power system could be categorized in the long and the short term affects. The long term effects are mainly related to contribution of the wind power that is provided to the adequacy and its capability in order to meet reliably with the problematic situations. Therefore the effects that are short-term are usually caused by the balancing of the system at the time operational scale.

Locally, the wind power plants mostly interact with the voltage of the grid, similarly to any other stations that are related to the power. This context includes the quality of the power, the state steady voltage deviations and the control of the voltage at vor the near the sites of the wind farms and this all must be taken into considerations. The power of the wind provides the control of the voltage and the active power or frequency control. The wind power plants might reduce the distribution and the transmissions losses when applied through as generations that are embedded.

1. Wind power plants can create an impact on the voltage level and the flow of power in different networks. This may be beneficial for the system that is near the load centers and for the low penetration level areas [26].
2. Wind power plants may help at the time of low voltage time which can help to improve the up gradation of the transmission and distribution features of current. Connecting with the remote area and sometimes, the pressure of the area that is high in demand of electricity and voltages may be helpful with the help of a wind grid system [23].

3. Wind power has a requirement of measuring and regulating the control and technology generation with a great penetration level in the local area network.

4. If there is the absence of sufficient current and power exchange between the regions and countries that may be helpful with the supply of wind generation and supply [20].

5. Wind power plays an important role in maintenance and stability that contributes to helping the total system with the security of the voltage supply.

6. The power plants of the wind can influence the level of the frequency and distribution of the energy in the all the networks. It also supports and benefits the system in the voltage at the time of faults that during the low voltage. This wind plants the reactive power that are able to control all the systems that are installed at the end of the long lines which are radical. This radical lines benefits the system since they support the quality of the voltage as well as the part of the grid.

7. The power of the winds plays a very crucial and vital role in the management of the accuracy and efficiency of the system of the grid as well as the production of the power and storage of the power. It also impacts the security or the safety of the supply of the power in the system of the electricity.

4.2. Challenges faced by the Wind Integration and making Grid Access for the Wind Power System. The main primary challenge that is associated with the wind firm is the intermittent nature of winds at different times. Conventional power plants are made and they can give a constant source of voltage that is estimated for distribution [16]. Wind first generated the voltage as per the availability of winds which is highly variable. Therefore, the power generation is uncertain at different times. The quality of the power and voltage is also uncertain as it is dependent on the flow and speed of the winds [25]. The stability of the voltage and the need for it at different times is stable but the wind is not stable the whole time.

Hence, the voltage stability within the wind grid system exhibits fluctuations. Additionally, the construction and installation costs of power plants are notably high, demanding extensive space [2]. Investing such significant capital in a domain characterized by unpredictable wind patterns and power output is not always economically feasible. Furthermore, the grid-related equipment and technologies necessitate expert handling due to their complexity.

There is a lack of technological skills among people to handle the wind grid [17]. The lack of constant current and voltage supply, uncertainty of the amount of the voltage, and the issue those are being faced at the time of making the voltage switch [13]. With the help of wind creates issues to store the current and using it
4.3. Solutions for mitigating the Issues faced in making of Grid Access of Wind Power Systems in Energy Storage. The industry of electricity is going under processing changes worldwide with the help of implementation of the new generation, distribution, and transmission. With the help of consideration, national and regional markets should be the main target for making growth in renewable energy sources [15].

Technologies of new generation on a wider scale can help to mitigate the significant challenges that are faced in the grid system of wind power. In different regions, wind integration issues may be faced over the time of installation of the wind power mills. Sometimes there should be changed the fuel box of the electricity generation process system should be changed in the integrations [14]. There should be invested different technical professionals who have the knowledge about the total process of power grid handling and access in a great way. Training should be provided to the people who are willing to access this system of renewable energy resources [6]. To cut the cost of installation, a huge amount should be given subsidies from the Government to encourage people to use this grid and access it. The awareness of renewable energy resources should be helpful among the people to get interstate and to use it at different times that are useful for power consumption [22].

5. Results.

5.1. Energy storage for the application of grid. Energy storage can be the asset that may be one of the most valuable assets of the grid system [19]. This can be helpful for the provision of the management of a load of power, quality of power, and uninterrupted power supply that can help to increase the efficiency of the demand of power supply and to get a more sustainable energy system [21].

There are different types of energy storage systems that are suitable for grid-scale applications. Locations of different places are facing the issues. On the other hand, the capacitors used for wind turbines are most effective for conservation of the power and energy [1].

The cost imposed in the total system for renewable energy resources in the market and balancing it with the help of increments of concern of policymakers. The techniques of use and analysis should be assessed in the early stage of the development of the grid power-making stage [11]. The type of approval of the total certification system can also help to mitigate the barriers that are hampering the total process. Storage capacitors should be high technologies that may help to conserve the charges and power [10]. This may help to enhance the energy storage increment that should be used in the time of shortage of power supply or voltage shortage.
5.2. Benefits of wind power energy through grid access. The presence of solar power and an electric grid can create an impact on the natural gas and fire plants by modifying the level of output of variable generation. Fossil fuel generators are non-renewable energy resources that may be finished in the near future [25]. Wind power energy is a clean resource of renewable energy that may be used in the future without fear of being finished.

With the help of wind turbines, the energy is harnessed using the mechanical and technical way with the help of spin generators for creating electricity [3].

Wind energy is an abundant and inexhaustible resource, and it does not pollute the air by burning any fuel. In the United States, the largest energy resource of renewable energy is the supply of wind energy continuously [8]. It helps to become less reliable on renewable energy resources. Wind energy has a great help of 329 million metric tons of carbon emission on an annual basis which is equivalent to 71 million of car emissions that can be the cause of acid rains and greenhouse gasses [12].

As per the basis of lands and regional basis, wind energy and its cost are competitively low in comparison with the other resources. It may be a great cost-saving technical process in the future to get more energy and power and voltage [6]. Wind energy can be implemented in the village or remote areas also as the coastal area may be helpful with the flow of wind. Island communities are other places where the supply of fuel energy is not easily available, but the resources of the wind are plenty and this may be helpful for the place to get the energy supply [4].

The power plants of the wind might need the additional development or growth in the distribution and the transmission of the infrastructure that are related to the grid system. In relation to the case when any of the power plants are connected to the system of the grid.

In order to show connection with the high resources that are remote that includes the off-shore or the air or the wind that are very large in the regions that are remote as well as the centers of the load. The new radical’s lines that are need to be constructed for the building of the pipe lines for the gas and oil. This building of the pipeline will maximizing the effects and shows the smooth impacts on the geographically distribution of
the frequency of the power supply of the winds where they are constrained. That usually demands the production of the power that might result in the maintenance of the efficiency and the management of the power supply and wind and exchange of the power between the countries and the regions are also done through the grid system of the power.

The grid system of the power is described as the combination or the mixtures of the non-management system that usually demands the production of the of the power that might result in the maintain the efficiency and the frequency of the power supply of the winds where they are constrained.

6. Conclusion. In conclusion, wind energy grids represent a crucial component of the modern power storage system, offering the ability to capture and store energy for future use, thereby reducing our reliance on finite fossil fuel resources. Through a comprehensive examination of data collected at various intervals, it becomes evident that the application of energy storage, facilitated by wind energy grids, plays a pivotal role in sustaining a continuous and reliable power supply in regions where traditional sources may fall short. This integration of power grid systems and energy storage, driven by wind energy, underscores its significance as a catalyst for the advancement of innovative technologies. These technologies, in turn, are poised to meet the surging demand for efficient and sustainable power supply systems, ushering in a brighter and more environmentally responsible energy future.
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EVALUATION OF MONITORING TECHNOLOGIES AND METHODS FOR MICROPLASTICS IN WATER AS NOVEL POLLUTANTS: THE EXPLORATION OF ACCURATE QUANTITATIVE ANALYSIS AND EFFICIENT SCREENING

KE HU, DONGDONG LI, XIAOLEI CUI, DONGHUA HU, JUNLIANG CHEN, SHAOPENG ZHUAN, HAO CHANG, YAPING ZHANG, TINGTING AN, AND JUQIN ZHANG

Abstract. Micro plastics have recently emerged as a major biohazard that has a considerable impact on the environment. Moreover, of the detrimental capabilities of micro plastics, a hope of controlling efforts of micro plastics has been in the headlines. Microplastics have gained notoriety due to their adverse effects on the environment and wildlife. Controlling these minuscule yet harmful particles requires effective monitoring, detection, and management strategies. This analysis delves into the diverse techniques and technologies available for tracking and mitigating microplastic pollution. Therefore, the following analysis has aimed at analysing the monitoring technologies and methods for micro plastics. Additionally, the graphical representation of the efforts for controlling the novel pollutant is analysed along with relevant problems. Hence, a coherent discussion is presented in the following analysis. This research contributes to the broader understanding of microplastic pollution and its monitoring while underlining the need for enhanced control measures. It provides a valuable resource for policymakers, environmentalists, and researchers working toward a cleaner, more sustainable environment. As microplastics continue to infiltrate ecosystems worldwide, comprehensive monitoring and control efforts are of paramount importance.

Key words: Micro plastic, Ocean pollution, Screening, Sources

1. Introduction. Microplastics, minuscule plastic particles less than 5 millimeters in size, have become a global environmental concern, particularly when they infiltrate aquatic ecosystems. These tiny plastic fragments have emerged as significant pollutants in our water bodies, presenting a range of ecological and human health challenges. The proliferation of microplastics can be attributed to the breakdown of larger plastic items, like bottles and packaging, and the widespread use of microbeads in personal care products. Additionally, microplastics can originate from the wear and tear of synthetic textiles, tire abrasion, and the degradation of marine debris.

Due to the properties of micro plastic, it is hard to detect the presence of the same in the environment. Therefore, development in the methods of detecting micro plastic plays a major role in environmental protection. It was estimated that around 92% of plastic particles are present in the ocean as a major pollutant [1]. Additionally, it was noted that such a heavy amount of plastic is harmful to ocean wildlife. Thus, the following analysis has aimed at evolving the monitoring technologies used for micro plastic detection [2]. Further, advantages and disadvantages are presented in the following analysis in order to determine the impact of the methods.

In figure 1.1, micro plastic monitoring comprises of various waste particles that have been reported as harmful around the globe to understand the role of waste water which is increasing abruptly. In this section, the various array based reflections have been made that are based on microbes and are primarily settled due to 76.9% of the total MP detectors [3]. With the increase in micro plastic pollution, the rivers and seas are suspected to lose their nutritional values soon thereby harmony the lives of the water bodies predominantly. As a result of this, the various harmful factors are addressed to have concomitant outcomes that are found to be difficult in practice.

The detrimental impact of microplastics is multifaceted. They pose a direct threat to marine life as they are often mistaken for food and ingested by a variety of organisms, from zooplankton to fish, eventually entering...
the food chain. Beyond the ecological consequences, microplastics are also a matter of human health concern as they can carry harmful chemicals and transfer them to the seafood we consume. It is imperative to comprehend the extent of microplastic pollution in water, monitor its presence, and develop strategies for its mitigation. This paper offers a detailed analysis of microplastic monitoring technologies and methods, shedding light on their advantages and disadvantages, and emphasizing their significance in addressing this modern environmental challenge.

2. Objectives. In order to develop the results in an effective manner the following analyses objectives were followed:

- To provide a comprehensive analysis of microplastics and their influence on aquatic ecosystems.
- To examine the methodologies employed in microplastic monitoring.
- To assess the existing limitations in environmental microplastic detection technologies.
- To explore the drawbacks of various monitoring methods and their implications for scalability.

3. Methodology. The methodology of analysis looks into the elements that contributed to the development of the empirical analysis. Therefore, it can be contemplated that the methodology of a study is responsible for the systematic development of tangible results [3]. In order to analyse the monitoring methods of microplastics secondary data was considered in the study. Furthermore, a qualitative method of analysis was employed in the following analyses. Collecting secondary information can be beneficial in analysing reliable information [4]. Additionally, with the use of the qualitative method of analysis, it was possible to implement a reliable relation among different factors. Further, advantages and disadvantages were analysed and reliable methods are prescribed based on the relations.

Microplastics are tiny plastic particles or fibers measuring less than 5 millimeters in size. They can come from various sources and can be broadly categorized into two main types: primary microplastics and secondary microplastics.

1. Primary Microplastics:

- (a) Microbeads: These are small plastic particles commonly found in personal care products such as exfoliating scrubs and toothpaste. When washed down the drain, they can enter water bodies, posing a threat to aquatic life.
- (b) Nurdles: Nurdles are pre-production plastic pellets used in manufacturing. Accidental spills during transportation or handling can lead to their entry into water systems.
- (c) Microfibers: Microfibers are tiny threads shed from synthetic textiles when we wash our clothes. They are a major contributor to microplastic pollution in oceans.

2. Secondary Microplastics:

- (a) Fragmented Plastics: Larger plastic items, like bottles and bags, can break down over time into
smaller fragments due to weathering processes. These fragments then become secondary microplastics.

(b) Tire Wear Particles: As vehicle tires wear down, they release small rubber particles containing microplastics into the environment. These are often washed into water bodies by rain.

(c) Plastic Film Fragments: Discarded plastic bags and packaging materials can degrade into smaller pieces that find their way into water systems.

The harm caused by microplastics includes ingestion by marine life, with potential health effects extending up the food chain to humans. These particles can disrupt ecosystems, harm wildlife, and introduce toxins into aquatic environments. Addressing microplastic pollution is crucial to protect both the environment and human health.

3.1. Micro plates and their impact on environments. Micro plastics have emerged as a major micro pollutant over the years. Primarily micro plastics are small plastic particles that are not destroyed and cause pollution in the environment. Micro plastics range in size from less than 5 millimetres to as small as a few nanometres [5]. They are a kind of plastic waste that may be discovered in a variety of environmental contexts, such as soil, water, and even the air [6]. The disintegration of bigger plastic objects, the breakdown of synthetic fabrics, and the discharge of micro beads from personal care products are just a few of the potential sources of micro plastics. It was noted that around 92% of micro plastics are found on the ocean surface [7]. Therefore, micro plastic can be contemplated as one of the major pollutants of aquatic wildlife.

In the above graph 3.1, the different sources of micro plastics are illustrated along with their share of ocean micro plastic. It can be seen that synthetic textile is one of the major pollutants that have a 35% share. In addition, was such as car tires and dust are one of the major contributors to the increase in micro plastic particles in the ocean. Additionally, personal care products have a 2% share of increasing the plastic in ocean beds [8].

It was noted that there are two kinds of micro plastic that are responsible for the pollution.

The primary source of micro plastic: Primary micro plastics can be defined as plastic particles that are purposefully produced in a small size, such as plastic pellets used in industrial operations or micro beads used in cosmetics and cleaning goods 9.

Secondary sources of micro plastics: Secondary micro plastic are plastic fragments that are left over when bigger plastic objects deteriorate and break apart over time [9]. For instance, environmental elements like sunshine, wind, and wave action can cause the breakdown of plastic bottles, bags, and other plastic items, resulting in the production of smaller particles.

3.2. Methods for monitoring micro plastic. Due to the growing identification of micro plastics as new pollutants with potentially adverse effects on the environment and human health, the assessment of monitoring technologies and methodologies for micro plastics in water is of utmost relevance. Understanding the distri-

Fig. 3.2: Fourier Transform Infrared Spectroscopy (FTIR)

Distribution, concentration, and origins of micro plastics in aquatic habitats requires accurate quantitative analysis and effective screening. Following are some of the methods used for micro plastic monitoring:

**Fourier Transform Infrared Spectroscopy (FTIR):** Based on their molecular vibrations, FTIR can distinguish between various polymer types in micro plastics [10]. It may be used in conjunction with other quantification techniques and is helpful for qualitative analysis.

**Raman Spectroscopy:** Raman spectroscopy has the benefit of being non-destructive and, similar to FTIR, can distinguish different kinds of polymers [11]. Both qualitative and quantitative analyses can benefit from Raman spectroscopy [3].

**Method of optical microscopy:** Micro plastics can be visually identified and quantified using optical microscopy, including stereomicroscope and microscopy employing dyes like Nile Red [12]. Although time-consuming and somewhat limited in its ability to identify microscopic particles, it is reliable [13].

**Method of Sediment sampling:** Sediment is a type of testing that is helpful in detecting the excessive amount of plastics under the sea level. It is performed by extracting the plastics and products of plastics by the potential sources with the help of commercial ships and aquaculture activities [16]. Through sediment sampling, the depth of the sea bodies can be estimated and the microscope reviver rate is expected to raise with the different pre-treatment methods. The extraction of micro plastics may include both the steps in which natural organic materials are degraded resulting in rinsing off the saturated solution segments [18].

**Organic degradation:** Degradation can be possible when microorganisms such as the fungi and bacteria with the help of enzymatic actions convert themselves into the metabolic products such as carbon dioxide, methane and water respectively [19]. It includes the initial attachments of microplastics with the assistance of the bio-degradable energies that are the outcome of microbes.

**Dye natural fibres:** The influence of common textile based on cotton fabrics are assessed to be durable that generates nearly 14,000 particles of cotton fabric. The microbes are formed under water by cross linking with the repellent treatment to contribute into losing the microfiber shedding in the global marine environment [21]. However, a mismatched plastic waste ends up entering into the water bodies causing miserable harm to the water bodies. The practice of bio degradation is worldwide and it helps in dumping waste and litters into smaller fragments to replenish the micro plastics as well as to measure the density of the water.

**Sieve supernatants:** The separation of harmful particles from the water bodies has made new techniques and efficacies to separate micro plastics from the matrix thick and rich mass of obligations. The abundance of micro plastics is pertinent to be limiting the associated hazards and thereby increasing the ample of resources to factories the reliability of the obtained results in a significant manner [23]. It is relevant to the micro plastics that can be compared relatively by isolating the micro plastics from the mass of environmental samples in order to get the appropriate results.

**Auto sampler:** Auto sampler is use for the collection of samples that are precise in the artificial practices of collecting the samples of the dust particles to gain utmost productivity. It is an automated machine that is associated with the gas chromatographers that revolves in the horizontal position. Auto sampler liquids
comprises of concentric hoardings that enable the pumping syringe to push the bio resources into the water bodies. The sampling apparatus is the titration that determines the carousel auto samplers to inhibit into the potential courses to acknowledge the floating of discharged liquid that are commonly used in the gas chromatography [22].

**ATR FTIR analysis:** Attenuated total reflectance (ATR), is the most widely is sampling method that determines the transformation of water bodies particles to administer the range of samples to form to explore the natural differences to explore the natural habitat that are accustomed to cluster the organic functions to control the water molecules in order to determine the frequency of the water bodies [24]. The mineral resources are observed to articulate the various concomitants in a selective manner.

The above figure 3.4 is illustrates the functional elements of the ATR cycle that reflects the IR beam samples which is protruded to verify the IR sources. The relevant practiced are determined to acknowledge the functional operations in a significant manner.

**3.3. Gaps in the process of Micro plastic monitoring.** During the analysis of past literature, it was noted that there are some specific issues related to micro plastic detection [14]. One of the major factors was related to the cost of the process. It was noted that the cost of FTIR and Raman Spectroscopy was one of the major hindrances to the mass implication of such methods. However, the effectiveness of the methods is...
Fig. 3.5: Flow chart analysis of micro plastic

comparatively better than other methods. Additionally, it was determined that such methods are complex in nature [15]. Hence, it can be contemplated that the complexity of the process of major decision-making and data interpretation can be impacted.

4. Results. In order to determine the monitoring process of micro plastic a systematic analysis was conducted where different factors were observed. It was noted that micro plastics are one of the major issues that are polluting the ocean beads. Therefore, accurate monitoring is essential in order to improve the condition [16].

In the above illustration 4.1, a predictive analysis is presented that indicts the growth of micro plastic pollution by the year 2050 [17]. It can be seen that with appropriate precautions it is possible to stop the emission rate by the year 2020. However, the above graph further indicated that falling to control the micro plastic can result in a 2.5 million tone of micro plastics in the ocean [18]. Therefore, developing effective monitoring is essential for the process.

From the above graphical 4.2 representation, a detailed understanding of the surface micro plastic can be comprehended. It can be contemplated that there are different levels of the sink for the Micro plastics [19]. Hence, it was found that the monitoring methods need to efficiently identify the different levels of micro plastic identification. Moreover, for such implications, micro plastic need to methods need to be cost-effective [20]. At the time of analysing pat literature, it was noted that there are certain issues related to the methods that are hindering the mass application [21]. For instance, costly processes, complex methods, and interpretation of accurate information are major disadvantages of FTIR methods [22].

However, some of the modern methods are able to counter such issues in an effective manner. For instance, Method of holographic identification where a 3D imaging of the particle is created [23]. In such a manner, a
better prediction of the micro plastic can be conducted. Furthermore, Nano particle methods aid to identify the small sizes of plastic [24]. Therefore, an effective contemplation of the particles can be conducted. Additionally, methods of collecting samples have a major impact on the Identification method of the data [25]. It was found that with appropriate sample collection size, range, and propagation of the particles can be identified [26].

The above figure 4.3 signifies the probability rate of the micro particles that are addressed as detectable to produce logarithmic scales. The popularity of the instrumental conditioning have enforced the various courses of actions to acknowledge the supplementary data sets that can be exposed to the rising commercial possibilities in a significant manner [26]. The maximum water level is measured to be cumulative in nature to measure the uncertainties of micro plastics being exposed into the water bodies. The concentrated part is laid off to factorise the small vesicles forming plasma membrane around the water bodies. The cumulative frequency raises to 1.0 with a concentration of activating platelets to compliment the activating exposure to over activate the homeostasis of the circulating micro particles [25].

The above figure 4.4 illustrates the co exposure of viruses developed from the micro plastics that abnormally increases the mortality rate of the fish and other water animals. The graphical presentation shows that with zero micro particles, the water remains harmless and clear as crystal. The moments it is accompanies with
virus and nano particles, it decreases the proximity level of the water making it harmful and poisonous for the water bodies [18].

The above figure 4.5 illustrates the global annual plastic dumping into the water bodies and carcinogenic substances. This reduces the fertility of the water thereby making it less effective for the water living bodies. The prevalence of viruses has reduced the quality of the water thereby making it polystyrene in condition [19]. The credibility level reduces and the nylon micro fibres increses the mortality rate of the water bodies by exposing them to the harmful gases.

5. Conclusion. Therefore, the following analysis conducted a secondary analysis on the impact of micro plastics and effective monitoring methods of the same. For instance, it was found that monitoring methods such as FTIR and Raman Spectroscopy are one of the major monitoring methods for micro plastic in ocean beds. Additionally, it was noted that there are different sinking stages of the micro plastic that need to be monitored in an effective manner. Gaps in the process were discussed in an effective manner that sheds light on the disadvantages of current methods. It was noted that cost-effectiveness and accuracy is the prime hindrance to the scalability of such systems. Therefore, a coherent discussion on the use of monitoring technology for micro plastic in ocean beds is presented in the study.

In conclusion, this study underscores the critical importance of microplastic monitoring in addressing the
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Growing environmental crisis posed by these minuscule yet highly damaging particles. Microplastics have emerged as a significant biohazard, profoundly impacting both aquatic ecosystems and the health of organisms within them. The systematic analysis conducted here has shed light on the various aspects of microplastic monitoring, from understanding their sources and distributions to evaluating the effectiveness of different methods and technologies. The findings have revealed the urgent need for accurate monitoring and mitigation efforts to curb the escalating pollution of water bodies, particularly the oceans.

The predictive analysis presented in this study serves as a stark reminder of the trajectory of microplastic pollution if immediate action is not taken. While the possibility of halting the emission rate by 2020 exists, the consequences of failing to do so are dire, with projections of 2.5 million tons of microplastics flooding our oceans by 2050. It is imperative that we heed these warnings and work towards implementing effective monitoring strategies to control the growing menace of microplastics. Additionally, the results indicate that different methods for monitoring microplastics come with their own advantages and disadvantages.
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A METHOD FOR SPECIFYING YOGA POSES BASED ON DEEP LEARNING, UTILIZING OPENCV AND MEDIA PIPE TECHNOLOGIES

ANURADHA T†, N. KRISHNAMOORTHY‡, C S PAVAN KUMAR‡, L V NARASIMHA PRASAD §, CHUNDURU ANILKUMAR ¶ AND USHA MOORTHY∥∗

Abstract. Yoga is a years discipline that calls for physical postures, mental focus, and deep breathing. Yoga practice can enhance stamina, power, serenity, flexibility, and well-being. Yoga is currently a well-liked type of exercise worldwide. The foundation of yoga is good posture. Even though yoga offers many health advantages, poor posture can lead to issues including muscle sprains and pains. People have become more interested in working online than in person during the last few years. People who are accustomed to internet life and find it difficult to find the time to visit yoga studios benefit from our strategy. Using the web cameras in our system, the model categorizes the yoga poses, and the image is used as input. However, the media pipe library first skeletonizes that image. Utilizing a variety of deep learning models, the input obtained from the yoga postures is improved to improve the asana. The algorithms like VGG16 (Visual Geometric Group), VGG19, Conv2d, CNN.

Key words: Deep Learning, Media Pipe, OpenCV, VGG16, VGG19, Skeletonization.

1. Introduction. Yoga is a type of exercise is not just those looking to stay fit and healthy but for those who seek harmony in their lives. An admixture of asanas and postures, yoga is aimed to help with inflexibility, attention, and calmness. From bending and stretching to contemplation, yoga helps to regulate ails, reduce weight, and attack issues like stress and anxiety. Yoga is the ideal drug for those who like to lead healthy lives and make a connection with body, mind, and spirit. Mortal posture assessment is a delicate issue in the control of PC vision. It manages confinement of mortal joints in a picture or videotape to shape a cadaverous depiction. To accordingly fete an existent’s posture in a picture is a worrisome errand as it relies upon colorful perspectives, for illustration, scale and thing of the picture, enlightenment variety, foundation mess, dress kinds, environmental factors, and connection of people with the environmental factors. The external gadget with a built-in algorithm that recognizes body corridors and markers as a result in each depth image. The approach is based on arbitrary decision trees that were trained from a sizable database of artificial body part marker images. Several mortal body models and a database of mortal stir prisoner data are used to create the synthetic training images. The diversity and unpredictability of the stir prisoner data reveal the efficiency of the body part recognition system. For instance, the training data set’s unbalanced distribution of data in one stir delicacy bloody compared to the other orders will have a poor impact on the recognition performance. It should be carefully designed to collect the training data somewhat from the area of mortal activities. In real life, negotiating this is difficult. Many locomotion’s, gestures, and standing behaviors can be easily acquired using marker-grounded stir training and are included in stir databases that are open to the public. However, because of marker occlusion, landing behaviors that need the person to thicken, sit, kneel, or bend are more taxing and do not yield as many data as standing behaviors. A sizable collection of stir data from various stir orders is used to train the recognition system, however only some stir orders may have enough diversity. The foundation for posture evaluation and recognition is the information-gathering of the entire body. In order to collect posture information using colorful detectors, numerous biases have been devised. The most popular detectors are inertial dimension units, wearable entrance markers, picture detectors, and electromyogram detectors (IMUs).
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In general, people do not need to wear redundant equipment while using image detectors, picture other side be easy body pose should not cause image occlusion.

The contribution of the paper is summarized below:

1. A useful system for categorizing yoga positions that can be practiced at home unaccompanied. The general pose discovery model is replaced by the precise and reliable Google Media Pipe library for body key point recognition.
2. To make the system less amenable to different conclusions, the model employs training and testing images with different backgrounds. The system allows for background changes and disturbances, such as exposure to bright light, because the background in each image is the same.
3. It makes use of a sizable dataset made up of pictures of yoga poses for testing, training, and validation.
4. Future research on yoga pose detection will be made possible by comparative analysis of the various models.
5. A precise and low-latency model is provided for real-time settings for practitioners who are housebound.

2. Related Work. The 3D CNN architecture’s planned structural elements. The 3D CNN armature’s suggested structural elements. also shows the developed network’s configuration data, including the large count of parameters corresponding to the different layers, kernel sizes, and the overall size of the point maps. As depicted in the mentioned figure, the input to the specially constructed containing 3D CNN as an image cell made up of sixteen frames with a resolution of containing 112 x 112 x 3 pixels that were taken from the video’s inputs of yoga poses. Neural network, which is made up of different layers 8 Conv3D layers ,5 MaxPool3D layers and AvgPool3D sub caste, reuses the input picture cell after classifying one of the ten Yoga actions using a SoftMax classifier. Each of the 3 x 3 x 3 kernels used in the convolutional layers corresponds to aimlessly initialized pollutants. During convolution, the pollutants apply a stride of one along the spatial and temporal boundaries with border mode set as valid. For the network to increasingly prioritize discriminating features from the input video of the Yoga positions, the number of pollutants in the convolutional layers is gradually raised from 64 to 512 [12]. Our slice technique produces stir data, which is used to train arbitrary decision trees that automatically annotate input depth photos. The bodily portion to which each pixel in depth pictures corresponds is identified by a label. Reliable offers for the locations of 3D cadaverous joints are the outcome of the algorithm for recognizing mortal disguises. A decision tree labels pixels in a rather noisy manner. A noisy labelled image built on mean shift offers the cypher common [23].

The severity of the bones and their fixed connection are used to infer the kinematic restrictions. A femur, for instance, connects a hip and knee joint and places restrictions on the range of motion for each joint. The depth values between the connected joints should fluctuate linearly from the knee to the hipsterism within an error threshold since they are intended to measure on the face of the ham. We can recognize body corridor mislabeling thanks to these restrictions [21]. The model was written in Python using the Keras Successional API. The shape of the input case is 45*9*18, which represents 45 success frames with 18 key points that each include X and Y coordinates. ReLU activation is having to key spots of every frame for point birth in time-distributed CNN sub caste with 16 contaminants of size 3* 9 * 3. CNNs are better able to value scale- and gyration-steady spatial characteristics. The CNN sub caste can value spatial characteristics like the angles and distances between the vibrant focal points in a frame. The CNN affair is subjected to batch normalization for quicker convergence. This is a powerhouse sub caste that prevents overfitting by dropping some weights at random. The CNN data is applied to each of the 45 frames and smoothed before being fed with 20 units and a 0.5 unit forget bias to the LSTM sub-caste. The CNN sub-caste uproots certain features, and the temporal changes in the features are recognized by LSTM [22]. A body posture modeling and evaluation system to celebrate and assess yoga poses and suggest instruction to learners is proposed in this study. A two-stage classifier was built using FCM and BP-ANN to model and celebrate full-body poses. Because of its crucial nonlinear processing, BP-ANN Detectors recommended as the first classifier to classify yoga stations into distinct orders capability, and FCM was espoused as the successive classifier to categorize the postures in a order for the flexible fuzzy partition. The two-stage classifier could handle the variations in subject position while improving recognition outcomes at a reasonable computational cost. Extension: To further improve the recognition delicacy, we also suggested a recognition technique to reject insulated honored products and noisy results with accretive probability [8]. The article suggests a system for correcting posture or poses. With
YogaST, three categories of poses have been created using the kinect technology: Downward Dog, Tree Pose, and Warrior Pose are examples. A yoga expert system has been created using texts and graphics to direct the practitioner. Approximately 5500 photos in the YOGI collection [14]. Angles and joints from these photo frames were fed into various machine learning models, including Logistic Regression, Random Forest, and Support Vector Machine, using the “tf-posture” technique (SVM). In the experiment, skeletal characteristics of the human posture in the photo frame were extracted using Open Pose architecture, and they were then stored in a NumPy array. Its model is a straightforward neural network architecture with two hidden layers and an output layer [5]. The posture is estimated with a help of web camera that helps us in capturing the real time image. They took into consideration 12 sun salutation asana poses that were recorded on a webcam. The method creates a skeletonized image and on that image feature extraction is applied and through ML model a sun salutation is classified along with Support Vector Machine (SVM), k-nearest neighbors (KNN), Logistic regression and Naïve Bayes producing 96% of the result [9].

The VGG 19 convolutional neural network is the model utilized for the experiment. It comprises 19 deep layers that are made up of a successional composite of complication, corrected direct unit activation, and Max Pooling layers. illustrates the VGG-19 model’s connected layers. The size of the input subcaste is 224 x 224 x 3, which corresponds to the height, range, and RGB (red, green, and blue) channel separately [2]. the interconnected successional layers that make up our final experimental model. Figure 8 shows the Transfer learning VGG 19 model’s armature. A SoftMax activation function that conforms to five class markers for each of the a fore mentioned yoga acts makes up the affair subcaste. The Adam optimizer, which combines grade descent with incitement and root mean square propagation, is used in this model. Since it is a multiclass bracket model, the Adam optimizer’s literacy rate is set to 0.001 and its loss function is categorical cross entropy [1]. The model’s performance is covered with a batch size of 16 and several ages or passes set to 25. demonstrates the VGG19 model’s performance standards on the train and test datasets. We notice a more suggestive change in the model’s delicacy after five ages or passes, and it plateaus at 98 percent delicacy after twenty-five [13].

The suggested model’s DCNN armature is like the models. The three layers (convolutional layers) along with the max-pooling layer with a 2x2 window size and of 2 strides make up the feature extraction portion. The first three convolutional layers comprise 32(first layer), 128(second layer), and 256(third layer) each with a size of 3x3 and 1 stride. Because there are three maximum pooling layers used in the armature, the point feature extraction creates 256-point maps that are three times smaller (3*1) than the size of the input image (24*8). likewise, the fully interconnected layers receive these qualities (the bracket part). The first, alternate, and third layers, which make up the bracket portion, respectively have 128, 64, and 32 neurons each and use the ReLU activation function. However, the final subcaste uses the SoftMax activation function and contains 26 neurons per labor. Since we used a tenfold cross-validation approach during the training procedure, ten DCNN models were trained for 100 ages [11]. This study employs Convolutional Neural Networks (CNNs) for the identification of various poses. Utilizing Kinect, the study investigates a range of image combinations, including RGB, Depth, RGB-D, and background-subtracted RGB-D [4].
A custom dataset was created by capturing diverse activities carried out by various individuals in various indoor environments. The findings indicate that the most effective approach for indoor video-based fall monitoring involves combining RGB background-subtracted and Depth with CNNs [3]. In this research paper, we introduce a system designed for recognizing Yoga postures. This system not only identifies the specific Yoga pose being performed by a practitioner but also retrieves relevant Yoga training information from the Internet to provide guidance on correct posture [15]. To achieve this, we initially employ a Kinect device to capture the user’s body map and extract the body contour. Subsequently, we utilize ‘star skeleton,’ a rapid skeletonization technique that connects from the centroid of the target object to the contour extremes. This star skeleton serves as a representative descriptor for recognizing the practitioner’s Yoga posture.

Lastly, the system retrieves Yoga training information associated with the recognized posture from the Internet, assisting the practitioner in maintaining the correct posture during their practice [20]. This paper introduces a system designed to track and assess the precision of various yoga poses, thereby assisting users in their yoga practice. The system utilizes Microsoft Kinect to capture real-time data on the movement of different body parts, allowing for the calculation of angles based on the detected joint points. These angles are then employed to evaluate the accuracy of specific yoga poses for the user. The system has demonstrated the capability to promptly identify and assess a variety of yoga poses in real-time [7]. This paper aims to construct a model for training data that aligns with human posture characteristics, thereby breaking down this complex problem to reduce computational complexity and enhance system performance in practical applications. Through real-world experimentation, the model identifies distinct body movement postures by observing sequences of human postures, employing matching, identification, and classification processes [19]. The results affirm the feasibility and effectiveness of the proposed method for human posture recognition. Furthermore, for detecting human movement targets, the paper introduces a method based on Gaussian mixture modeling, and for extracting human object contours, it proposes an approach based on the Sobel edge detection operator.

Additionally, this study includes an experiment on human posture recognition and an assessment of our cloud-based monitoring system for elderly individuals utilizing our methodology [18]. The proposed system begins by detecting humans before conducting posture analysis, restricting the posture recognition process to human silhouettes. The human detection technique is intentionally designed to exhibit resilience to diverse environmental factors. As a result, posture analysis relies on straightforward and efficient features that are intended for characterizing human silhouettes without considering environmental constraints [10]. The posture recognition method, employing fuzzy logic, can identify four static postures and is robust against variations in the camera-to-person distance and variations in a person’s body shape. With a satisfactory posture recognition accuracy of 74.29%, this approach can effectively identify emergency situations, such as a fall, within a health-oriented smart home [17]. Visual Gesture Builder, a data-driven machine-learning tool for detecting gestures, was employed to accurately capture essential yoga movements. This gesture analysis technology is currently under investigation for potential integration into exergames designed for personalized medical interventions. The research objective is to evaluate whether a machine learning algorithm embedded in a basic computer-based video exergame can evaluate the acquisition of yoga skills in specific target populations, thereby promoting
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This paper introduces an alternative, computationally efficient method for recognizing Yoga poses in complex real-world settings using deep learning. In pursuit of this goal, a Yoga pose dataset was curated, featuring the participation of 27 individuals (comprising 8 males and 19 females) and encompassing ten Yoga poses: Malasana, Ananda Balasana, Janu Sirsasana, Anjaneyasana, Tadasana, Kumbhakasana, Hasta Uttanasana, Paschimottanasana, Uttanasana, and Dandasana. The videos were recorded using smartphone cameras with a 4K resolution and a 30-fps frame rate. For real-time Yoga pose recognition, a three-dimensional convolutional neural network (3D CNN) architecture was devised and implemented. This architecture is a modified version of the C3D architecture initially designed for human action recognition. In the proposed modified C3D architecture, computationally intensive fully connected layers were pruned, and additional layers like batch normalization and average pooling were introduced to enhance computational efficiency. To the best of our knowledge, this study is among the first to leverage the inherent spatial-temporal relationships among Yoga poses for recognition. The designed 3D CNN architecture achieved a test recognition accuracy of 91.15% on the in-house curated Yoga pose dataset containing ten distinct Yoga poses [16].

3. Data Collection. All the videos contain amassed for greater than 40 seconds in an enclosed space at a frame rate of 35 frames every second. An overall of 88 training videos are 1.5 hours, 5 minutes, and 5 seconds long at 35 frames every second, or roughly 750 frames. For every terminal state of each pose, roughly a hundred samples should be collected in order to create an effective classifier. It is critical that the samples used in the collection reflect a range of camera perspectives, landscape features, body types, and position variations. 33 pose landmarks are predicted by the MediaPipe Pose data set landmark model.

The data set body mark model in Media Pipe Pose predicts the area of overall pose landmarks nose, left_eye_inner, left_eye, left_eye_outer, right_eye_inner, right_eye, right_eye_outer, left_ear, right_ear, mouth_left, mouth_right, left_shoulder, right_shoulder, left_elbow, right_elbow, left_wrist, right_wrist, left_pinky, right_pinky, left_index, left_thumb, right_thumb, left_hip, right_hip, left_knee, right_knee, left_ankle, right_ankle, left_heel, right_heel, left_foot_index, right_foot_index. A full-body segmentation mask displayed as a two-class segmentation can be predicted by Media Pipe Pose (human or background).

4. Methodology.

4.1. Neural Network Architecture. This model majorly works with neural network where the model tries to imitate the human brain to recognize the yoga posture. Initially, after the skeletonization of the image or the real time image, the model grasps the random inputs from the input nodes and passes through the hidden layer providing the output. But before resulting in the output the model tries to recognize the detected model is relevant to its posture or not through the other proposed algorithms and goes through backpropagation method. As the human brain tries to learn from the errors, the model imitates the same format of human learning from
Table 3.1: Key points Used

<table>
<thead>
<tr>
<th>No</th>
<th>Key Point</th>
<th>No</th>
<th>Key Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Nose</td>
<td>17</td>
<td>left_pinky</td>
</tr>
<tr>
<td>1</td>
<td>left_eye_inner</td>
<td>18</td>
<td>right_pinky</td>
</tr>
<tr>
<td>2</td>
<td>left_eye</td>
<td>19</td>
<td>left_index</td>
</tr>
<tr>
<td>3</td>
<td>left_eye_outer</td>
<td>20</td>
<td>right_index</td>
</tr>
<tr>
<td>4</td>
<td>right_eye_inner</td>
<td>21</td>
<td>left_thumb</td>
</tr>
<tr>
<td>5</td>
<td>right_eye</td>
<td>22</td>
<td>right_thumb</td>
</tr>
<tr>
<td>6</td>
<td>right_eye_outer</td>
<td>23</td>
<td>left_hip</td>
</tr>
<tr>
<td>7</td>
<td>left_ear</td>
<td>24</td>
<td>right_hip</td>
</tr>
<tr>
<td>8</td>
<td>right_ear</td>
<td>25</td>
<td>left_knee</td>
</tr>
<tr>
<td>9</td>
<td>mouth_left</td>
<td>26</td>
<td>right_knee</td>
</tr>
<tr>
<td>10</td>
<td>mouth_right</td>
<td>27</td>
<td>left_ankle</td>
</tr>
<tr>
<td>11</td>
<td>left_shoulder</td>
<td>28</td>
<td>right_ankle</td>
</tr>
<tr>
<td>12</td>
<td>right_shoulder</td>
<td>29</td>
<td>left_heel</td>
</tr>
<tr>
<td>13</td>
<td>left_elbow</td>
<td>30</td>
<td>right_heel</td>
</tr>
<tr>
<td>14</td>
<td>right_elbow</td>
<td>31</td>
<td>left_foot_index</td>
</tr>
<tr>
<td>15</td>
<td>left_wrist</td>
<td>32</td>
<td>right_foot_index</td>
</tr>
<tr>
<td>16</td>
<td>right_wrist</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4.1: Neural Network Architecture

errors and mistakes. The model goes through all these phases and recognizes the exact yoga posture and using media pipe the points allocated to each phase and part of the body, the model reads the skeletonized image and through the angles between the points allocated to joints and guides us in practicing the right posture.

A major portion of the exploration work on the Yoga Dataset has been carried out using Convolutional Neural Networks (CNN). A complication is to input as a sludge performing in activation. It can learn a huge number of pollutants under constraints specific to a training dataset. The armature substantially comprises colorful layers with pollutants and activation functions. The convolutional subcaste applies pollutants to the input image. Pollutants are vital in armature since they descry the spatial patterns in an image grounded on the change in intensity values of pixels. A pooling subcaste is added to reduce computational costs by
dwindling interlayer connections. Weights and impulses are added to completely connected layers, which connect neurons from different layers. Powerhouse layers are added to drop neurons, reducing the size of the model. Experimenters have experimented with different layers and activation functions in their work. Shows the armature of a Convolutional neural network.

From figure 4.2 describes about Keyframes are created from each frame of the videotape in the first phase, which is followed by their storage in JSON format. Key points are various body parts that make up a person and are important for the formation of a yoga disguise; examples include the shoulders, elbows, wrists, knees, etc. For important aspects, we used the Media Pipe library, a cross-platform toolkit created by Google that offers incredible ready-to-use ML results for computer vision applications.

A highly optimized, trained CNN model is utilized in this phase to infer thirty-three 3D milestones and entire body from RGB video tape masks with the background segmentation frames. This phase also uses a CNN model for high-dedication body position shadowing. Three equals are generated by the Media pipe library, with Z denoting the depth of a 2D match. (10). Fig. 3.1 displays the 33 key points provided by the Media Pipe library, whereas Fig. 4.1 shows the outcome of using the key points to root the data.

4.2. Training. In this paper, we have analyzed the yoga pose classification techniques in detail and have also created a model to contrast with the existing approaches. While most of the models exceed expectations
Table 5.1: Accuracy of Various Classes

<table>
<thead>
<tr>
<th>S.No</th>
<th>Name</th>
<th>Class</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Validation</td>
<td>Framewise</td>
<td>98.45</td>
</tr>
<tr>
<td>2</td>
<td>Training</td>
<td>Framewise</td>
<td>97.56</td>
</tr>
<tr>
<td>3</td>
<td>Real Time</td>
<td>Polled</td>
<td>99.05</td>
</tr>
<tr>
<td>4</td>
<td>Test</td>
<td>Polled</td>
<td>96.34</td>
</tr>
<tr>
<td>5</td>
<td>Test</td>
<td>Framewise</td>
<td>97.89</td>
</tr>
</tbody>
</table>

with higher performance metrics, the dataset needs to be more mature. An ideal dataset should be diverse and should reflect real life as much as possible. Overfitting and Underfitting a machine learning model can perform worse on newer data and leads to poorer accuracy and other performance metrics. Data Augmentation techniques can help in producing more data and thereby improve the size and the quality of the dataset For the visualization of asanas, features are carried out using Open Pose and the common position values are recorded in the JSON train. CNN and LSTM (Long Term Short Memory) models are also connected. Due to the combination of the two, we can recognize the fashionable set of data created by CNN (Convolution Neural Networks) and the data dependencies for long term created by LSTM. Theano's backend and Keras are used to collect the model. The performance of the entirely linked subcaste’s relationship with SoftMax activation is scaled using the categorical because of its suitability cross-entropy loss function happened. Because of the straightforward inputs and small design, the training is quick at about 22 seconds every time. Over the course of training, both the modify in delicacy and the loss function independently. Initially, the accuracy of both increases fleetly with training accuracy staying below the validation accuracy The variations for training and confirmation accurateness, and training and validation misplacements throughout network training. The both accuracy increases steadily for the first 10 years, as depicted in the figure. however, a marked difference in accuracy can be seen in later ages. Also, it is possible to see that the validation accuracy detects the training accuracy, shows that sufficiently generic model is and will render the chosen Yoga poses coherently on test or unseen Yoga options. Once the network converges for the 25th time, none of the two measures—training accuracy nor validation accuracy—undergoes any substantial change (the model becomes pregnant). At the fifteenth repetition, the errors and misplacements transfer their asymptotic values. Nevertheless, When the model was impregnated, training was stopped after another 18 epochs, with the validation accuracy remaining unchanged. As a result, the Model Checkpoint call back job automatically saves the model of the weights corresponding to the time having good validation accuracy, for conclusion test data of yoga disguise input videos. In conclusion, our developed model successfully fitted the dataset of difficult real-world Yoga poses from our own set during training within 25 epochs.

5. Results and Discussion. The perpetration of other transfer literacy models for image classification similar as ResNet50, Inceptionv3 and Efficient Net. Advanced data addition ways can be used to give added quality- concentrated data which aids the model’s interpretation. Although it is computationally precious, tentative GANs and neural style transfer styles transfigure an image from one sphere to another furnishing robust data to feed the neural network models. The count of acts used to develop in the data set to aggrandize the dataset’s quality and bring further credibility to the use of the yoga classification model. Table 5.1 represents the accuracy of various classes.

The work provides self-train systems for recognizing and correcting the posture into consideration and uses the RGB webcam. In our data consisting the yoga postures based on the image of the system performed well and giving instructions to correcting the yoga pose includes totally various from each and every appearance, it gains an total accuracy of 90% in feature extraction.

They used homemade point birth and make a distant model for every yoga pose, which performs and gives lower time count devouring to apply and requires a good number of features add. In our route a good order of Yoga is reachable as can append any neuron in every t thick subcaste and again train the model on the substitute data in the dataset. The given model contains 99.38% is also pridelful to containing model as shown
5.1. Real Time Yoga Posture. From fig 5.2 Based on the trained data, the model suggests the person instructions to make the posture perfect. By comparing the real time practice to the trained practice with the body points and angles between the joints, the model has instructed the person to lift his right arm, extend the angle at right hip, and to extend the right arm at elbow giving the score 75.

From figure 5.3 this posture got some different angles compared to the previous yoga pose. These angles are now to be compared to the real time practice. As we can see the both arms of the person, the left arm is a bit tilted whereas the other arm is straight. The model instructed the person to lift his right arm and his left arm.

From figure 5.4 the person is instructed on lifting his left and right arm and extending and reducing the angle at his right and left hip to make the posture perfect giving the score 77.

From figure 5.5 the current posture lacks some details from the actual posture and the person is instructed on extending his both right and left arms reducing the angles at his right hips and knees and extending the right leg more. According to the score 67, the person needs to work on this posture more.

From figure 5.6 the practitioner got advised about lifting his both arms to make the namaskar gesture
Fig. 5.3: Virabhadra Asana

Fig. 5.4: Adho Mukha Svanasana

Fig. 5.5: Marjarya Bitil Asanaa
straight and perfect and to make his right leg straight. And about the left knee, the person still needs to increase the space between the knee that is to increase the angle.

6. Conclusion. We have created a system in this design that consists of a channel for disguise identification, point localization on the mortal body, and an error identification method. This technique attempts to aid individuals in correctly yoga practice on their own and assist with ailments that may result from improper yoga poses. The approach using the algorithms CNN (Convolution Neural Networks) and the algorithm LSTM (Long Short-Term Memory) on disguise data attained to the library of Open Pose for Yoga actions discovery and set up to be largely successive. A device identifies the all poses on recorded videos as of the all activities of real time for every person. The devices gained detects Yoga shows in a videotape with 99.04% for framewise and 99.38% after polling process of each 45 frames. The network device scored 97.92% in real time activity of different people shows its capability to achieve easy more contents and conditions. The approach is suitable for evaluating the stoner’s disguise from the front and providing feedback so that they can improve their yoga disguise using deep literacy techniques. The designed model is mounted atop a dashboard that was likewise made with stoners in mind It would be commented that our route predicates the need for any different technical tackle for Yoga pose adjustment and can be enforced on taken input from employing RGB camera. additional yoga postures, more datasets, and real-time image and video activity are all included. The device can be mounted on a mobile for tone-training and real-time forecasting. This work improves as proof of effort identification.
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INTERF ACE CONTROL AND STATUS MONITORING OF ELECTRONIC INFORMATION EQUIPMENT BASED ON NONLINEAR DATA ENCRYPTION

MIN YAN,* AND HUA ZHANG†

Abstract. An advanced electronic information equipment interface control and status monitoring system is proposed to ensure the fairness, objectivity, and security of information while identifying responsibility for traffic accidents. Through an in-depth analysis of the system’s security requirements and the current landscape of information security technology, a robust security strategy is developed for each crucial system stage. A PC-based platform is developed for efficient data acquisition, secure processing, reliable transmission, and fortified storage, focusing on implementing nonlinear data encryption methods. Performance evaluation of the system involved rigorous testing using files ranging from 3 MB to 10 MB. The results of the proposed system revealed a significant improvement in the system’s overall speed and efficiency, establishing its capability to ensure data integrity protection during information transmission, facilitate accurate identification of data recording equipment post-accident, and safeguard the security of stored data. The developed electronic information equipment interface control and status monitoring system effectively addresses critical challenges associated with ensuring data integrity and security in traffic accident investigations.

Key words: Traffic accidents; Data encryption; Information security; Fairness; Objectivity

1. Introduction. In the current era of rapid economic growth, the exchange of information has become increasingly crucial. However, certain factors, such as the propagation of connecting cables and space saturation, significant challenges to efficient information transmission. To tackle these issues, scientists have developed various short-range wireless communication technologies. These technologies involve communication distances of less than 200 meters and employ radio technology for data transmission among different devices. Notable examples of such technologies include Bluetooth, Wireless Fidelity (WiFi), IrDA, UWB, Near Field Communication (NFC), ZigBee, WLAN, Ad Hoc, WMN, and ANT, each occupying distinct wireless frequency bands and offering unique performance, technical advantages, and application environments [123].

The significant advancements in Bluetooth’s technical specifications, particularly with the release of the Bluetooth 4.0 specification in 2010, the competitiveness of Bluetooth products in the market has surged, leading to an expanding scope of applications. Statistical data indicates a rapid upsurge in the production of Bluetooth technology products since 2007, with global sales surpassing 1 billion units in 2008, reaching 1.6 billion units in 2011, and nearly 2 billion units in 2012. According to ABI’s market tracking report on the Internet of Everything (IoE) in the second quarter of 2015 (MD-IOE-104), the worldwide count of Internet of Things interconnection devices is projected to exceed 45 billion by 2020, with at least 14 billion of these devices utilizing Bluetooth specifications. Bluetooth technology products are anticipated to account for at least one-third of Internet of Things interconnection devices by 2020. The widespread application and integration of Bluetooth products within the increasing Internet of Things landscape have made them ubiquitous in everyday life [456].

Despite being the primary wireless communication technology acknowledged by the industry, concerns regarding the security of Bluetooth technology have persistently echoed throughout the external sphere and the extensive user community. With the continuous evolution of network technology and the substantial enhancement of computer processing capabilities, Bluetooth’s conventional encryption algorithm mode has become inadequate to meet the security demands of the contemporary application landscape. Presently, the utilization of Bluetooth applications has witnessed consistent spread. Notably, not only traditional sectors such as medical, commercial, financial, defense technology, aerospace, and the military, characterized by high information value and stringent
security prerequisites, impose fresh security requisites on Bluetooth, but also various mass industries, including the automotive sector, security, automated control, environmental monitoring, smart home technology, urban management, modern architecture, and the Internet of Things, have thrust Bluetooth security concerns to the forefront. Consequently, Bluetooth technology’s current data security performance is causing significant apprehension [7, 8].

2. Literature review. In 1994, Ericsson’s mobile communication department pioneered developing a cost-effective and energy-efficient wireless technology to facilitate the connectivity between mobile phones and nearby devices, eventually named Bluetooth. Subsequently, in February 1998, Ericsson, in collaboration with IT industry leaders including Intel, KM, Nokia, and Toshiba, established the “Bluetooth Special Interest Group” (Bluetooth SIG), formally solidifying its presence in the technological landscape. The consortium welcomed the participation of additional technology giants such as 3Com, Microsoft, Motorola, and Lucent, who joined the ranks of Bluetooth SIG as active proponents [9].

On July 26, 1999, Bluetooth SIG introduced Bluetooth specification 1.0, marking a significant milestone in the evolution of the technology. This was followed by the release of Bluetooth Specification 2.0 in November 2004, which proposed the Enhanced Data Rate (EDR) transmission mode. The latest Bluetooth specification, 3.0, was unveiled on April 21, 2009, incorporating the high-speed transmission mode, boasting a maximum 24 Mbps [10].

The concept of low-power Bluetooth, originally conceptualized by the Nokia Research Center, began its developmental journey in 2001 and was officially launched in October 2006 under the name Wi-Bree. Initially targeted at applications in personal medical and security domains due to its exceptional low-power Design and compatibility with traditional Bluetooth, Wi-Bree exhibited strong market potential in the medical and safety sectors. Consequently, the Wi-Bree Forum announced its incorporation into the Bluetooth Special Interest Group (SIG) on June 12, 2007, leading to its renaming as Ultra Low Power (ULP) Bluetooth [11].

In mid-2008, ULP was rebranded as Bluetooth Low Energy, with plans to introduce low-power Bluetooth specification products in mid-2009. Subsequent advancements led to the official launch of Bluetooth Specification 4.0 by the Bluetooth Special Interest Group on June 30, 2010, combining traditional, high-speed, and low-power Bluetooth capabilities, propelling Bluetooth technology to a new level. The Bluetooth Technology Alliance continued this trajectory with the introduction of the Bluetooth 5.0 specification on June 16, 2016, announcing substantial enhancements in transmission distance, speed, and data capacity, thereby setting the stage for a new generation of Bluetooth standards from the end of 2016 to the beginning of 2017 [12].

The author’s primary focus centres on conducting an in-depth analysis of the system’s security prerequisites and proposing comprehensive security measures for each system component, closely integrating insights from information security technology. Emphasizing the system design’s pivotal aspects and pragmatic aspects, the author has developed a PC-centered platform dedicated to data gathering, secure processing, continuous transmission, and reliable storage. This platform validates the establishment of communication channels and the effectiveness of the data protection processes [13].


3.1. Safety Demand Analysis. The primary risk to the secure transmission of data within the system during the data processing phase arises from potential transmission failures or wireless interferences during the data transfer between the front-end acquisition unit and the central unit. These challenges concerning data integrity, timely delivery, and the security of Bluetooth wireless connectivity. Furthermore, ensuring storage security involves verifying the freshness and integrity of data upon its arrival at the central unit. The goal is to guarantee the authenticity of device identity and data integrity, thus necessitating implementing the proposed storage process security measures. The safety structure diagram showing the data processing process within the system is presented in Figure 3.1 [14].

The fundamental security of the system is chiefly responsible for safeguarding the integrity and protection of the system’s software and hardware elements, alongside the associated technologies utilized in their creation and operation. This entails implementing robust strategies to reinforce the inherent defenses of the system against potential vulnerabilities and threats. Notably, it emphasizes the deployment of dependable protocols and mechanisms to strengthen the system’s flexibility against unauthorized access and breaches.
Conversely, the heightened security dimension of the system primarily revolves around the meticulous management of data, incorporating sophisticated information security protocols and cryptographic methodologies to establish an additional layer of defense. The system uses sophisticated cryptographic techniques to encrypt and decrypt sensitive data, reinforcing its capacity to resist potential cyber threats and unauthorized breaches.

The system’s security framework, encompassing both the foundational and advanced security layers, is concisely represented in Figure 3.2. This visual representation underscores the comprehensive structure of the system’s security architecture, highlighting the pivotal interplay between foundational security measures and state-of-the-art technical procedures for ensuring robust data protection and overall system integrity.

3.2. System security design and implementation.

3.2.1. Data integrity design and implementation. Within this system, the preservation of data integrity pertains to the seamless transmission of data from the front-end unit to the back-end unit via Bluetooth communication. Additionally, it ensures the perpetual authenticity of the recorded information before and after the back-end unit ultimately stores the data. This entails guaranteeing that the data remains unaltered throughout these two critical data transmission and storage stages [15].

In the area of cryptography, the concept of the hash function is intricately intertwined with safeguarding data integrity. Typically employed to generate concise data “fingerprints,” the hash function aids in distinguishing data through its distinctive characteristics. Notably, any alterations to the data trigger corresponding changes in its associated “fingerprint.” Consequently, in cases where data integrity is potentially compromised during transmission or storage, data integrity verification can be facilitated by recomputing the data’s fingerprint and cross-verifying it against the original data fingerprint. This process effectively ensures the continual authenticity of the data [16].
Let’s consider the data structure $M_{\text{Image}}$, which encompasses both temporal and spatial information stored within the system. The hash function, denoted as $H$, is employed in the context of the security mechanism implemented within the front-end unit. Notably, the processor within the front-end unit undertakes the hashing operation, as depicted in the following Equation 3.1.

$$H_{\text{Code}} = H(M_{\text{Image}}) \quad (3.1)$$

Consequently, the resultant output is the fingerprint of the recorded data, often referred to as the message digest of the data. Subsequently, during the transmission of the data structure package within the system via Bluetooth or upon the data’s entry into memory through the system bus, it becomes necessary to re-execute the hashing operation exclusively at the receiving end of the transmission channel or when retrieving the data structure from memory. This operation is demonstrated as follows:

$$H_{\text{Code}}' = H(M_{\text{Image}}) \quad (3.2)$$

This results in the new condensed message representation of the data. Comparing $H_{\text{Code}}$ and $H_{\text{Code}}'$ for equality signifies the data’s integrity. It is crucial to note that this determination relies significantly on the security attributes of the hash function. Moreover, given the embedded nature of the system components and the inherent constraints on data transmission and processing capacity, adopting a relatively uncomplicated and convenient hash function is imperative.

Specifically, the hash functions can be categorized into those without keys and those with keys. In cases where hash functions without keys are utilized, it is essential to ensure the secure storage or transmission of the message digest ($H_{\text{Code}}$). Consequently, a hash function with a key to generate the condensed message summary is recommended. The outlined process is as follows:

1. $H_{\text{Code}}=H(M_{\text{Image}})$ and $H_{\text{Code}}'=H(M_{\text{Image}})$
2. $H_{\text{Code}}?=H_{\text{Code}}$

Here, $K$ represents the key of the HMAC function. In the practical data communication framework of the system, $K$ functions as a provisional key solely dedicated to upholding the integrity of data transmission. Its primary objective is to secure the successful exchange of validation data between the front-end and back-end through the HMAC function. Consequently, the session key can be designated for both communicating parties during data transmission. It is crucial to securely store $K$ within the system, ensuring its confidentiality and safeguarding its integrity. Figure 3.3 illustrates the design process for data integrity protection [17].

Within the data integrity mechanism framework, if the newly computed message digest differs from the initial message digest dispatched by the front-end unit, the system will discard the data. To ensure data integrity, the system utilizes a retransmission strategy to compensate for any discarded data.
3.2.2. Design and implementation of non-repudiation of data records. Non-repudiation prevents the originator of a message from disowning the disseminated or transmitted message. In the system context, the vehicle monitoring data pertains to the information captured by the on-board equipment installed within the vehicle. As this data constitutes authentic records of the accident scene, it may contain information not in favour of certain parties. Consequently, to uphold the principle of impartiality, when the "evidence" is subsequently presented to the accident responsibility adjudication authority, the authority must verify the identity of the data recorder, i.e., the vehicle equipped with the monitoring system, and ascertain the origin of the evidence data. This verification is essential to prevent any evasion of unfavourable records. The non-repudiation mechanism within the system ensures the accountability of the data recorder and the data, thereby safeguarding the integrity and reliability of the entire process.

More specifically, the system’s data security protection entails ensuring the security of the data both before and after storage. This comprehensive security measure is augmented by implementing a sophisticated digital signature scheme, representing an advanced level of protection within the system.

The data information the system captures incorporates the timestamp associated with the data recording process. In this context, verifying the consistency between the data generation time and the time of the recorded events is instrumental in ensuring the data’s current state. However, this verification guarantees the data’s chronological accuracy and does not provide comprehensive assurance of its authenticity. The system must employ a digital signature mechanism to guarantee non-repudiation of the data’s origin [18].

In the system, attaining non-repudiation through digital signature for data relies on applying public key cryptography as an encryption algorithm. This technique employs a pair of keys, where one key is used for encryption, and another distinct yet related key is employed for decryption. Its notable advantage lies in the computational infeasibility of determining the decryption key solely based on knowledge of the encryption algorithm and key. When the public key encryption is utilized for digital signatures, the private key is initially employed for encryption, a process known as signing. To enhance efficiency, it may process either a segment of the message or the message summary.

As previously discussed, following the wireless transmission of data via Bluetooth and its verification for integrity, the data is stored in the temporary memory of the central control and data centralized processing unit. Before direct storage, the original data, which is currently devoid of any association with the recorder’s identity, requires further security processing. The message digest of the original data, generated during the integrity verification, serves as the security hash code output by the corresponding data hash function. In this scenario, the system’s private key encrypts this hash code to create a signature. Consequently, the recorded data concerning vehicle accidents and the accompanying signed information are stored in the non-volatile memory of the central control and data centralized processing unit. Concurrently, the system’s signature represents the public key generated with the private key and disseminated through alternative channels such as the Public Key Infrastructure (PKI) system [19].
When the system’s data necessitates submission to the certification authority for verification, the certifying entity extracts “evidence” data from the system’s non-volatile storage. It validates it using the data record claimant’s public key. This process verifies the authenticity and validity of the data recorder’s identity, thereby facilitating the objective of responsibility identification. Figure 3.4 illustrates the schematic diagram of the implementation model, demonstrating the application of public key cryptography as a digital signature within the system. To verify the identity of the digital signature to the data recording device, here we use the RSA algorithm based on the mathematical problem of large prime number decomposition.

3.2.3. Data confidentiality requirements. Based on the preceding examination of the system’s security requisites, it is evident that the comprehensive security framework for monitoring vehicle operation and accident data primarily emphasizes the integrity of wireless data transmission and the authentication of the data storage device. Typically, the data stored within the system is either inaccessible under normal circumstances or possesses minimal confidentiality demands. However, considering potential functional expansions, sensitive data such as GPS coordinates can be subjected to encryption.

In practice, the information logged by the onboard system doesn’t require confidentiality measures for external parties. Even if the data is intercepted, the integrity of the key data recording information and the originating equipment remains unchanged. Consequently, the data retains the authentic details of the involved parties and upholds its legal validity as “evidence” for the responsibility identification authority.

In light of this, we establish the system’s data confidentiality requirement as an extended security mechanism. The fundamental implementation concept involves the nonlinear data encryption after the signing process before its storage. Conversely, before its use as “evidence,” the data undergoes decryption to eliminate the confidentiality shield, followed by public key verification. This approach is depicted in Figure 3.5.

In the data security design, we employed the AES symmetric encryption system. While ensuring the system’s security demands, we have considered the performance criteria on the embedded hardware platform. Encrypting specific, limited-sensitive data fulfills the security needs and alleviates the functional strain on the system.

4. Result analysis and Discussion.

4.1. Test platform for Bluetooth transmission and data security processing. Two key technological facets underpin the wireless Bluetooth vehicle safety monitoring system conceptualized by the project. Firstly, Bluetooth wireless data transmission’s implementation and security technology facilitates data integrity protection, signature verification of data publishing devices, and encrypted storage of data message digests. To demonstrate the efficacy and practicality of these technologies within the system, the author has established a test environment on a PC platform, emphasizing Bluetooth wireless transmission and data security processing. This initiative has preliminarily actualized the research objectives and key technologies outlined in the system design.

To underscore the realization of Bluetooth communication and data security processing, the embedded control PC in the test platform has been substituted with a PC. The Bluetooth module is connected to COM1 and COM4, respectively. The software environment for the test platform has been compiled using Visual C++ v6.0 and is executed accordingly. The two Bluetooth devices within the test platform adhere to the agreed-upon protocols for seamless communication.

Main equipment address: 00 80 38 14 3c CC COM1
Slave address: 00 80 38 14 3d 0f COM4

![Fig. 3.5: Schematic diagram of data confidentiality processing](image-url)
4.1.1. Test platform software. The testing software employs the Visual C++ v6.0 serial port control, MSComm, to regulate the serial data communication interface. It effectively manages the Bluetooth module and facilitates data transmission via the HCI interface of the Bluetooth host.

4.1.2. Bluetooth communication function realization. Initialize the slave device (00 80 37 14 3d 0f): Select the function reset by chip, set the authentication enable, set the event filter, read the device address and query enable.

#define HCI_RESET "01 03 0C 00"
#define HCI_WRITE_AUTHENTICATION_ENABLE "01 20 0C 01 00"
#define HCI_SET_EVENT_FILTER "01 05 0C 03 02 00 02"
#define HCI_READ_BDADDR "01 09 10 00"
#define HCI_WRITE_SCAN_ENABLE "01 1A 0C 01 03"

At this time, the slave device has entered the waiting query state.

Main device initialization (00 80 37 14 3c cc): select the function by chip reset, set authentication enable, set event filtering, read device address and search device in sequence.

#define HCI_RESET "01 03 0C 00"
#define HCI_WRITE_AUTHENTICATION_ENABLE "01 20 0C 01 00"
#define HCI_SET_EVENT_FILTER "01 05 0C 03 02 00 02"
#define HCI_READ_BDADDR "01 09 1000"
#define HCI_INQUIRY "01 01 04 05 33 8B 9E 06 00"

Subsequently, the primary device yields the search outcomes, identifying a nearby Bluetooth device as the target slave device. Upon selecting the "create ACL link" function by the primary device, both the master and slave devices confirm the successful establishment of the link, denoted by the event group comprising the other device's address. The command structure for transmission is as follows: m_StrAddress represents the location of the Bluetooth device's address, specifically the slave device address.

HCI_CREATE_CONNECTION1+m_StrAddress+HCI_CREATE_CONNECTION2

Following the successful establishment of the ACL, the master-slave device events are synchronized accordingly. Post ACL link establishment, the transmission of data files becomes feasible. The sender showcases the time and location details of the file's record and transmits it to the receiving end. Concurrently, the HMAC function is utilized to compute the summary of the data file. The function for calculating the data file summary is as follows:

void CBluetoothDlg:Mac(CByteArray & data, CByteArray & mac)

Assuming the HMAC function key is: "01234567890123456789," the data file information slated for transmission aligns with the information obtained by the receiving end.

Based on this, we can deduce that the sequence of message digests computed by the identical hash function with the key remains consistent before and after the file transmission. This consistency serves as a verification of the file's integrity throughout the transmission process.

4.1.3. Implementation of digital signature and verification. This section primarily includes two key functions: data security processing and security verification, enabling private key signature, data encryption and decryption, and public key verification. Depending on specific test requirements, signature and encryption can be independently chosen.

The public key information is manually inputted for device verification during the test without a Public Key Infrastructure (PKI) system for providing public key release. Furthermore, to ensure the security of the signature private key, the USBeKey facilitates the private key signing in the RSA public key encryption algorithm.

The electronic key eKey is the "electronic key and ID card" within the client (i.e., the signatory). This USB-based product features a smart chip and a read-write controller, exhibiting a sleek design for convenient portability across various computers equipped with USB interfaces. It functions as a tool for digital signatures, identity authentication, secure information and data encryption, and the storage of personal certificates within a network environment. With a user storage space of 64K, it enables personal information, passwords, keys, certificates, and more storage. Additionally, it supports the RSA 1024-bit public key cryptography algorithm, allowing direct generation of RSA key pairs within the chip and facilitating functions such as signature/authentication and encryption/decryption. It provides an API dynamic library for streamlined programming.
Table 4.1: Comparison Results of Speed Test

<table>
<thead>
<tr>
<th>File type</th>
<th>File size</th>
<th>Processing time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Original platform</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Author’s text platform</td>
</tr>
<tr>
<td>MP3</td>
<td>3.10MB</td>
<td>7</td>
</tr>
<tr>
<td>EXE</td>
<td>6.35MB</td>
<td>13</td>
</tr>
<tr>
<td>ZIP</td>
<td>10MB</td>
<td>400</td>
</tr>
</tbody>
</table>

During security processing, the initial step involves selecting the desired file for processing. If encryption is necessary, the encryption key must be entered. After selecting "Execute," the program prompts the user to store the file following security processing for verification purposes.

### 4.2. Speed test.
Files within the range of 3MB to 10MB were chosen for testing purposes, and the outcomes of the tests are presented in Table 4.1 and Figure 4.1.

The Table 4.1 presents the processing durations for various file types on both the original and author’s platforms. It offers insights into the processing time in seconds for MP3, EXE, and ZIP files, along with their corresponding sizes. The data emphasizes the superior efficiency of the author’s platform, showcasing reduced processing times compared to the original platform for all file types. As indicated in Table 4.1, the author’s platform demonstrates an average speed improvement of one-quarter over the original platform, resulting in an increased speed of 15% to 30%.

### 5. Conclusion.
The integration of wireless Bluetooth technology with advanced data security processing, including data signature, encryption, and decryption, has led to the development model for a vehicle-mounted monitoring system. With the support of embedded control technology, this model maintains data integrity during information transmission, safeguarding against breaches and tampering for dependable data transfer. Furthermore, the system’s ability to identify data recording equipment post-incident supports its security infrastructure, ensuring a robust mechanism for secure data storage. This contributes significantly to maintain the integrity of critical information providing credible evidence for post-incident analysis and investigations. Through the whole integration of these technologies, the system supports data transmission against potential vulnerabilities and establishes a strong foundation for ensuring data credibility and security in vehicle safety monitoring. As a robust tool, it guarantees sensitive information’s accuracy, authenticity, and confidentiality, significantly enhancing safety and security standards within vehicle monitoring and surveillance.
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DETECTION AND PREVENTION OF CYBER DEFENSE ATTACKS USING MACHINE LEARNING ALGORITHMS

YONGQIANG SHANG∗

Abstract. Recent advancements in computing power, memory capacities, and connectivity have led to a corresponding surge in the utilization of big data, online platforms' prevalence, and machine learning's sophistication. Concerns regarding safety and the need for state-of-the-art security tools and methods to counter evolving cybercrime are amplified by the swift digitization of the world. This study investigates defensive and offensive applications of machine learning in cybersecurity. Additionally, it explores potential strategies to mitigate cyberattacks on machine learning models. The focus is on how machine learning facilitates cyberattacks, including developing intelligent botnets, advanced phishing using spear techniques, and deploying stealthy malware. Furthermore, the paper highlights the significance of artificial intelligence in digital safety, emphasizing its role in malware analysis, network vulnerability assessment, and threat prediction.

Key words: Internet risk estimation, Machine learning, Threat detection, Cyber safety, App-level protection

1. Introduction. Cryptography remains a top priority as the world transitions to a digital infrastructure. With advancements in network infrastructure, such as the World Wide Web, gaining access to cutting-edge science and technological breakthroughs has never been more convenient. Freeware and academic articles are increasingly accessible to the general public online. However, security experts and malicious players have easy access to state-of-the-art technology and research, each with their motivations for manipulating them. Safety measures have benefited from the development of techniques and innovations made possible by studies and advances in artificial intelligence. These technologies simplify the identification and effective counteraction of potential security threats. But, hackers can leverage this data to plan and execute more sophisticated and widespread attacks. Hackers hold a significant advantage in the ongoing battle on the internet, as they must only be successful once out of numerous attempts [1].

Achieving a 100% success rate is imperative when the goal is safety. Numerous studies revealed that in 2017, hackers targeted a diverse array of businesses, individuals, and mobile applications. Documents such as surveillance records, accounting information, and personal data were among the stolen information. The potential consequences of this data falling into the wrong hands, whether the general population or the black market, could be catastrophic. Here are some research findings on the impact of cybersecurity on businesses, organizations, and individuals [2]:

- Recently, over 350 trillion dollars have been lost or stolen due to cybercrime, including the costs incurred for repairing damages caused by criminal activities.
- A shortfall of over 1.8 million cybersecurity professionals is projected by 2022.
- Companies must spend at least $100 billion annually to keep up with evolving technology.
- Intruders generate over a billion dollars yearly through ransomware attacks like WannaCry and CryptoWall.

Keeping step with and combating the escalating complexity of intrusions is becoming increasingly challenging, given the rapid obsolescence of safeguards. The average time to identify an intrusion is approaching seventy days. The growing magnitude and intricacy of intrusions further complicate efforts to keep up with the continuously emerging new threats and vulnerabilities. This challenge arises from the increasing sophistication and breadth of intrusions. Here, the authors focus on artificial intelligence, an emerging discipline with far-reaching implications for online safety [3].
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1.1. Defence against cyber-attacks using machine learning. Machine learning is a subset of AI that enables machines to learn and improve from data without being programmed. It employs mathematical frameworks derived from the analysis of patterns in datasets to achieve this objective. These models are then applied to make predictions based on newly acquired information. For example, machine learning systems are utilized in the e-commerce sector to customize product recommendations for individual shoppers. Moreover, machine learning is finding applications in the medical field for predicting outbreaks and assessing whether a patient is predisposed to developing cancer based on their medical history. Machine learning holds considerable potential for diverse applications across various fields [4].

Machine learning techniques are broadly categorized into prospective (controlled) artificial intelligence methods and pattern identification (or uncontrolled) machine learning techniques. In controlled learning, an algorithm is provided with a set of training data and tasked with predicting the value of a target variable using various learning methods. For example, a machine learning model may determine whether an internet protocol (IP) address is involved in a distributed denial of service (DDOS) assault based on factors such as the geographical origin of the IP, the frequency of web requests, and the time of day the requests were made. Various machine learning methods, including linear and logistic regression, decision trees, and support vector machines (SVMs), fall under the umbrella of supervised learning. Conversely, the objective of unsupervised learning is not to predict a specific variable. Uncontrolled algorithms learn to uncover relevant patterns and correlations in datasets. For instance, clustering and association algorithms may be employed to identify groups of malicious software with common operations and behaviour [5].

The domain of cybercrime and security is rapidly adopting machine learning. Beyond being a prevalent application area, the IT sector offers various potential uses, including malware analysis and log analysis, where machine learning is widely deployed. Both well-intentioned users and those with malicious intent leverage the powerful machine-learning capabilities of the internet. The upcoming section will explore the dual nature of machine learning’s application in internet security and criminal activities [6].

1.2. Machine Learning Techniques for Detecting Cyber Attacks. Two approaches to cyber threat detection are signature and anomaly-based, employing ML techniques. Recent advancements in artificial intelligence methods have facilitated the establishment of signs to identify the code and behaviour of spyware accurately. These signatures are integrated into the construction process. Several strategies have been developed for the swift and efficient retrieval of signatures from versatile parasites, including NSG and LSEG, which are methods for creating signatures based on network behaviour. The LESG method primarily focuses on viruses propagated through buffer overflow attacks. Figure 1 illustrates the attack vectors in the world [7].

The F-Sign method extracts a signature from the worm’s code, which can be utilized to detect and halt the worm’s propagation. Alternative methods for generating signatures of malicious software based on the network traffic it produces include semantic aware (SA), as documented in scholarly publications. These technologies can accurately detect malicious activity even when the system has considerable noise. Building a model using anomaly-based approaches is a common practice for identifying cyberattacks, encompassing typical and typical network activity patterns [8]. These methods commonly employ unsupervised, semi-supervised, and supervised algorithms, all rooted in artificial intelligence. Techniques like k-means, fuzzy c-means, QT and SVM are frequently utilized for constructing clustering approaches in unsupervised learning. When these techniques aggregate network activity, a decision often arises regarding whether or not the cluster should be labelled malicious. Completely unsupervised algorithms adhere to a common rule, positing that the most significant clusters are the only consistent ones. As a result, routine network occurrences exhibit no signs of an attack. In reality, individuals must determine which combinations should be deemed abnormal. Supervised machine-learning strategies require at least one learning stage to be completed before initiating the traffic model construction [9].

In most cases, learning concludes once internet traffic patterns are sufficiently processed. Numerous controlled anomaly-based systems for detecting network intrusions employ various machine-learning methods. The proposed approaches typically divide the attack detection process into two phases: the first, termed feature vector extraction, and the second, known as the method development phase. For instance, developers utilized information theory to identify cyber threats, employing a metric based on entropy and information gain. Outliers were identified using a linear classification algorithm [10].
Unusual App activity is detected using a k-NN classifier with OS events, such as the quantity of started processes and system interactions. The authors applied a k-NN classification with metrics to the KDD sample to detect SYN Flooding, U2R, and remote-to-local (R2L) attacks. Classifiers and neural networks were jointly employed for spam detection. To identify DoS assaults, the researchers utilized a statistical approach. Feature vectors were used to train the Naive Bayes predictor, encompassing various UDP and TCP packets and their sizes. Attributes were successfully calculated using discrete wavelet transform (DWT) and combining retrieval based on a broad range of network properties. More sophisticated techniques, such as Hidden Markov Models, were used to identify denial-of-service and application layer assaults. Additionally, artificial neural networks are increasingly used in intrusion detection [11].

RBF artificial neural networks are applied to analyze network data for anomalies. Artificial neural networks prove effective in identifying UDP flooding incidents. Internet surveillance techniques based on support vector machines have also been investigated. The existing literature may offer solutions utilizing rough set theory and semi-supervised learning. The genetic method was employed to detect outliers. After the learning process, a set of rules is generated to characterize normal and aberrant traffic patterns in the network. The program underwent testing using data from the DARPA database. The feature vector encompassed the TCP connection’s length, the amount of data transferred, and the link’s originating and final IP addresses. The evolutionary algorithm and the correlation method were utilized to identify SQL Injection threats [12].

The subsequent sections of the article are organized as follows. The related works provide an overview of artificial intelligence, addressing supervised and unsupervised learning. The third section examines the proposed methodology for online safety, including network risk assessment and identifying and preventing infections. The fourth section explores the utilization of machine learning in cybercrime, with its simulated experiments and results.

2. Related works. Detecting intrusions and other abnormalities within the underlying Internet of Things (IoT) network is becoming an increasingly urgent concern. As IoT technology is deployed across various industries, the number of attacks and threats against it has also increased. Attack disruption attacks, data type searching, fraudulent authority, fraudulent functioning, scanning, espionage, and improper configuration are just a few of the attacks and irregularities that can compromise an IoT network. In this analysis, we compare the results of various machine learning models to assess their ability to predict incidents and anomalies on IoT devices reliably. Machine learning (ML) methods such as logistic reconstruction, SVM, RF, decision trees, and neural network training have all found applicability in this context. Performance levels are compared and
contrasted using criteria for precision, recall, reliability, F1 scores, and the area under the receiver operating characteristic curve [13].

Random Forest demonstrates superior performance across various metrics, even when the accuracy of the two approaches is comparable. In particular, the RF technique outperformed other methods' ability to detect and clear assaults effectively. The comprehensive study concluded that, based on the dataset analyzed, the RF approach is recommended for addressing intrusion issues in IoT networks, leading to these findings. It provided more accurate sample-level predictions for denial of service (DoS) and normal instances than any previous approach. These results suggest that RF analysis is well-suited for this investigation [14].

This study employs traditional ML methods on the dataset and then compares them without introducing any novel methodologies based on this dataset. Consequently, there is a need for further research to develop a reliable detection method, including a deeper exploration of the framework’s general structure. The data from a simulated setting presents potential challenges when transitioning to real-time data applications. Addressing these challenges requires a more empirical study focusing on real-time data to provide a more comprehensive solution. The varying patterns of behaviour exhibited by different micro-services in the network contribute to the irregular behaviour of IoT services at different times. More research is necessary to understand these dynamics thoroughly. Despite achieving an impressive 99.4 per cent accuracy, the study’s findings indicate that while RF performs well compared to other approaches, its continued effectiveness is not guaranteed with large datasets or unexpected scenarios. Therefore, additional research is suggested [15].

The hardware and computer software can be the foundation for an intrusion detection system. The primary objective is to monitor a system or a system of systems to ensure that no malicious or policy-breaking behaviour goes undetected. Intrusion detection systems (IDS) consider various network-related variables, such as source addresses, procedures, and banners, to assess the irregularity of behaviour. The fundamental goal of any security detection system is to achieve the highest level of precision while minimizing false alarms [16].

In intrusion detection, the study aims to identify the essential building blocks required for creating a detection framework. The model utilizes an ensemble method for identification that requires significantly less processing power, addressing challenges faced by conventional group-based surveillance algorithms. The article employs the Chi-square feature selection and a classification array consisting of SVM, modified naive Bayes (MNB), and LPBoost to construct an intrusion detection model. Chi-square feature selection analyzes variance to control the importance of each feature, focusing on those that matter in determining a class. Laboratory findings demonstrate the LPBoost ensemble’s superior precision compared to baseline classifications. The most effective method for predicting the class label involves using a majority voting system, such as support vector machines, multi-network averages, or LPBoost, instead of a single classification. Given the substantial class disparity throughout the network traffic, this is preferable, providing a more robust approach than a single classification [17].

In the contemporary era marked by a digital revolution, knowledge storage, accessibility, and dissemination over the web have experienced significant and exponential growth. The emergence of innovations based on the IoT has further contributed to eliminating digital barriers and enhancing data and information exchange across pervasive networks. These IoT innovations have notably improved communication between devices, leading to heightened concerns among consumers regarding data theft, privacy breaches, and the secure transmission of their data and information over the web [18].

Various approaches, including deploying detection and prevention devices, are employed to combat data theft and other online data safety risks. This research specifically compares and contrasts two types of intrusion detection systems. The first type utilizes a machine learning strategy called SVM, while the second type employs an association rule data mining methodology known as Apriori. Both methods have originated from academic research. Research findings indicate that SVM surpasses Apriori in terms of accuracy, while Apriori demonstrates greater efficiency in testing duration [19].

Over the past decade, there has been a significant increase in individuals relying on the internet as their primary information resource. Technological advancements such as the IoT and high-performance computing (HPC) have accelerated the pace of online data access and the sheer volume of information generated. This surge in data production and accessibility has made safeguarding sensitive information from unauthorized access more challenging. Consequently, developing analytics and innovative models to mitigate threats posed by attackers
The approach to enhance security is to limit the quantity of data stored online. In this study, the authors evaluated and compared the performance of two feature and two categorization methods for intrusion detection, aiming to mitigate the impact of data theft and other real-time network security breaches on computer systems. Leveraging the gathered information, researchers developed a robust intrusion model to prevent real-world attempts at network penetration in live software settings. Cyber-physical systems (CPS) integrate digital information processing capabilities and communication networks with tangible components and operations. Among the various anomalies that can impact the proper functioning of these systems, safety breaches and breakdowns are particularly common. While extensive research has focused on defect diagnosis and security analysis in CPS independently, the crucial and timely challenge of distinguishing between different sources of irregularities, such as flaws and attacks, remains inadequately addressed [21].

This study concentrates on the energy-aware smart home (EASH) system and its internal communication ecosystem. Specifically, the authors define the challenge of distinguishing between component breakdowns and network attacks in EASH, considering how these elements influence information exchange patterns. Key contributions of this paper include a formal demonstration of the relationship between these irregular sources and an ML-based methodology for identifying the issue. The developed system undergoes testing in both simulated and real-world laboratory environments, with findings indicating the potential to achieve a classification accuracy rate exceeding 85% [22].

Analysis of the classes and features employed in the proposed method suggests significant classification precision improvements based on our laboratory findings. The results from these tests substantiate these hypotheses. The study aims to explain the outcomes of a task to differentiate between anomalies affecting an EASH system. This suggests that observed anomalies could stem from malfunctioning hardware or malicious network activity. A discrimination operator was developed after studying the connection between various abnormalities and their impacts on the system's information channels [23].

Utilizing ML-based categorization algorithms sets the approach apart. This research concludes that supervised machine learning methods offer a viable option for distinguishing between faulty and attack classes with high reliability. Explorations into misclassifications of cases with similar effects on the network were conducted in simulation and real-time testbed experimental environments, encompassing analyses of aberrant classes and the considered properties. The findings suggest modifying description datasets by adding or removing features could enhance categorization outcomes [24].

The widespread adoption of IoT-connected devices is rapidly approaching, with IoT services expanding to achieve ubiquitous integration. The increasing popularity of IoT-enabled gadgets and services has led to many risks and attacks against them. While intrusions on the IoT are not new, the growing embedding of IoT in our lives and society underscores the critical need to enhance cybersecurity measures. Understanding potential threats and attacks against IoT infrastructure has become imperative. The research aims to explore the diverse dangers that could impact IoT devices and offerings, analyzing and characterizing the incursions and attacks directed at them. Recognizing potential threats is a prerequisite for implementing effective protective measures for the IoT. This article focuses on cybersecurity threats to the IoT, with the primary objective being identifying resources and inventory of potential threats, vulnerabilities, and attacks against the IoT [25].

A presentation highlighted security vulnerabilities associated with IoT devices and services, summarizing the most pressing issues affecting IoT safety. Secrecy, anonymity, and trust in entities were identified as challenging security aspects. The study emphasized that addressing privacy and security concerns is crucial for ensuring the security and user-friendliness of IoT devices and services. The article also investigated cyber threats driven by the unique characteristics of cyberspace, including individuals, motives, and capabilities. Evidence suggests that threats from government intelligence services and organized criminal groups pose more formidable challenges than lone hackers, as they may target fewer predicted goals, with a single attack expected to have a more significant impact [26].

The study concluded that manufacturers and consumers are crucial in ensuring IoT security. To address the weaknesses in the current security infrastructure, new standards for the IoT are essential. This research aims to contribute to future endeavours to enhance the understanding of vulnerabilities in IoT infrastructure and assess the likelihood of attacks against IoT and the consequences of such assaults. Early considerations in

3. Proposed Methodology. In this investigation, we employ an approach to intrusion detection and propose measures to enhance the security of innovative environments. The diagram illustrates the utilization of a K-nearest neighbours (KNN) classifier in the proposed method for intrusion identification. Following the dataset selection, a preliminary processing phase is implemented, converting certain symbols to numerical values to enhance the accuracy of the detection rate. The subsequent training phase involves the application of the KNN technique, training the model using 65% of the dataset. The final step involves evaluation, wherein the remaining 35% of the data assesses the model’s accuracy. To further measure the performance of the proposed system, metrics such as the accuracy detection rate and the occurrence of four types of warnings are estimated in this phase. The architecture of the proposed model is explained in Figure 3.1.

3.1. Dataset Description. To establish an effective detection and prevention framework, having an accurate and current database is essential for concluding the operations of various cyberattacks. In this context, we leverage the multi-step cyberattack dataset (MSCAD), which comprises six individual files such as MSCAD.xlsx, N0, Scan, App01, App02, WB01, and WB02. The annotated form of the provided dataset can be located in the MSCAD.xlsx file. Each of the six provided PCAP documents underwent analysis in OpenVPN. The timestamp is crucial in assessing whether network communication is malicious or benign. After processing these PCAP documents, the MSCAD dataset comprised 79 features with corresponding labels. The primary attack concept in MSCAD is rooted in a password-breaking model. MSCAD’s secondary attack methodology predates the volume-based distributed DoS concept.

3.2. K-Nearest Neighbors. K-nearest neighbours (KNN) can effectively address regression and classification problems, offering simplicity in theory and practical implementation. However, its efficiency tends to decrease as the volume of data increases, resulting in sluggish performance. The training step, on the other hand, is highly time-efficient, as the data itself serves as a model for future identification, enabling spontaneous and randomized programming based on the provided information.
3.3. Evaluation Metrics. Assessment metrics are crucial in testing and refining classification algorithms within an intelligent intrusion detection system (IDS). These metrics are employed to evaluate the effectiveness of the IDS. In this study, precision is utilized to assess the effectiveness of KNN. Using Equation 3.1, the precision is defined as the percentage of detected activities correctly categorized [28].

\[
\text{Precision} = \frac{\text{actions accurately categorised}}{\text{sum total of actions}} \quad (3.1)
\]

The efficiency of a system can be quantified by calculating the occurrence of four distinct sorts of alarms (the ambiguity matrix). All four possible outcomes are true positive (TP), false positive (FP), true negative (TN), and false negative (FN) are identical.

\[
\begin{align*}
TP &= \frac{TP}{TP} + FN \quad (3.2) \\
TN &= \frac{TN}{TN} + TP \quad (3.3) \\
FN &= \frac{FN}{FN} + TP \quad (3.4) \\
FP &= \frac{FP}{FP} + TN \quad (3.5)
\end{align*}
\]

In addition, Equation 3.6 and 3.7 are used to calculate accuracy and recall.

\[
\begin{align*}
\text{Accuracy} &= \frac{TP}{TP} + FN \quad (3.6) \\
\text{Recall} &= \frac{TP}{TP} + FN \quad (3.7)
\end{align*}
\]

The F1-score is also used as a periodic mean of both recall and accuracy. The formula for the F1 score is as follows:

\[
F1 - \text{score} = 2 \times \left( \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \right) + \text{Recall} \quad (3.8)
\]

The relationship between the model size and recall, serving as a comprehensive guide that reveals the connections and dependencies within the framework, is represented in Figure 3.2. The efficiency anomalies concentrating on the effects of employing distinct standard frameworks for each individual and URL response are shown in Figure 3.3. This figure is a pivotal reference point, shedding light on the complexities of using separate frameworks.

4. Experimentation & Results. This research divides the dataset into a training set and an evaluation set at a ratio of 56% to 39%. The proposed intrusion detection system is then assessed based on accuracy, precision, recall, and F1 score. The experiments are conducted on a computer with 64 GB of DDR4 memory, two gigabytes of dedicated graphics processing RAM, and two Intel Xeon 8 Core processors running at 2.43 GHz, housed in Dell PowerEdge T430 servers.

As indicated in Table 4.1, the model achieves an accuracy rate of 82.75%. This implies that the outcomes obtained using KNN machine-learning technique for detecting various attacks are generally reliable. To measure the system’s capability in identifying intrusive situations, we utilize the MSCAD dataset, as demonstrated in the evaluation of the datasets. Figure 4.1 provides a comparison of our findings with the work of others.

Fig. 3.2: The recall versus model size

Fig. 3.3: Performance of finding anomalies using a separate normal model for every URL request

Figure 4.1 displays the accuracy values for three models: an IoT-based model with 94.6%, an ML-based model with 96.2%, and a proposed model with 98.5%. These accuracy percentages signify the proportion of accurate predictions made by each model, with the proposed model achieving the highest accuracy, followed by the ML-based model and the IoT-based model. The findings suggest that the proposed model performs exceptionally well, showcasing a strong ability to make precise predictions.

The model’s accuracy rate of 93.10% indicates the overall correctness of its predictions, showcasing the proportion of accurately classified instances in Table 4.2. The recall rate, at 90.22%, measures the model’s efficacy in correctly identifying relevant instances within the dataset. The F1-Score, reaching 91.42%, provides a balanced assessment by considering both precision and recall. Together, these metrics furnish valuable insights into the model’s multilayered performance, contributing to its predictive capabilities across diverse dimensions.

5. Conclusion. In this article, the application of AI is explored in security, considering both protective and threatening perspectives, and has discussed potential challenges faced by machine learning-based models. Machine learning offers an efficient approach to automating complex online operations for offensive and preventive purposes. As machine learning becomes an integral part of hackers’ cyber cache, it is anticipated that the complexity and diversity of AI-based attacks will increase. Computer education and security professionals are advised to stay updated on the modern developments in ML, including adversarial learning, to leverage this knowledge for national security. This study sets the stage for further research into the challenges of implementing scalable cybercrime systems using artificial intelligence in diverse operational contexts. This research focuses on detecting cybersecurity issues using a machine learning-based approach, specifically employing the KNN technique. The proposed system’s evaluation involves TP, TN, FP, FN, and measures such as F1-score, accuracy,
Table 4.1: Detection accuracy rates

<table>
<thead>
<tr>
<th>Alarms style</th>
<th>Accuracy Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>94.32</td>
</tr>
<tr>
<td>TN</td>
<td>91.97</td>
</tr>
<tr>
<td>FP</td>
<td>5.68</td>
</tr>
<tr>
<td>FN</td>
<td>8.03</td>
</tr>
<tr>
<td>Precision</td>
<td>82.75</td>
</tr>
</tbody>
</table>

Fig. 4.1: Accuracy Rate Comparison

precision, and recall are calculated, revealing promising results.
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Table 4.2: Performance Metrics for Model Evaluation

<table>
<thead>
<tr>
<th>Estimation metrics</th>
<th>Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>93.10</td>
</tr>
<tr>
<td>Recall</td>
<td>90.22</td>
</tr>
<tr>
<td>F1-Score</td>
<td>91.42</td>
</tr>
</tbody>
</table>


SECURITY AND PRIVACY OF 6G WIRELESS COMMUNICATION USING FOG COMPUTING AND MULTI-ACCESS EDGE COMPUTING
TING XU∗, NING WANG †, QIAN PANG‡, AND XIQING ZHAO§

Abstract. The challenges surrounding the confidentiality of data transmission in the context of the upcoming sixth-generation (6G) wireless networks are proposed in this research. The study explores the potential role of blockchain systems in enhancing data security. It examines the integration of machine learning (ML) techniques to address the growing complexities of handling massive data volumes within the 6G environment. This research involves a comprehensive survey of existing strategies for maintaining data confidentiality in automotive communication systems. It further investigates an analysis of confidentiality approaches inspired by the 6G network architecture. The study examines the potential security implications of the Internet of Everything (IoE). It evaluates current research issues related to safeguarding data confidentiality within the framework of 6G communication among vehicles. The exploration involves reviewing ML techniques and their applicability in resolving the data processing challenges inherent in the 6G wireless network environment. The proposed work reveals the increasing complexity and variability of the 6G wireless network environment, leading to potential challenges in protecting private and confidential data during communication. It highlights the promising role of blockchain systems in addressing data security concerns within the 6G network context. Additionally, the study underscores the transformative potential of integrating ML techniques to handle the massive data volumes generated within the 6G ecosystem. The research highlights the importance of these technologies in mitigating data security risks and ensuring the confidentiality of information exchanged within the 6G communication framework.

Key words: Multi-access Edge Technology, Safety and Security, Internet of Everything (IoE), Wireless Communications, Cloud Computing Environment

1. Introduction. The extensive availability of wireless communication devices has had a profound impact on individuals’ daily lives and has accelerated the expansion of the manufacturing sector. Businesses engaged in online communication and entertainment have particularly gained the rewards of the current fourth-generation (4G) infrastructure. The upcoming fifth-generation (5G) communication networks will order the Internet of Things (IoT), autonomous vehicles, and both virtual and augmented reality (AR/VR) applications. However, the absence of a personal touch in 5G communications has urged researchers and companies to anticipate the forthcoming phase of wireless communication. Despite its numerous benefits, 5G technology lacks a human element [1, 2].

The connectivity framework of the 6G generation transforms ”linked objects” into ”associated intelligence.” Substantial investments in research and development for the 6G communication system are primarily directed towards the press, the product, and the fundamental building blocks. The emergence of advanced Intelligent Computing, the capability to gather, transmit, and assess information, and the facilitation of a diverse array of applications and intelligent services are all anticipated advancements with the introduction of 6G technologies. Human advancement will be ordered in the 6G paradigm above information, technology, and services. It is anticipated that the 6G communication infrastructure will strengthen confidentiality and security by eliminating any vulnerabilities associated with these issues, thus enhancing the overall reliability of the network. However, if conventional approaches to machine learning are used, the central server structure could be susceptible to privacy and security risks originating from various internal nodes, potentially resulting in a single point of failure [3].

Traditional artificial intelligence methods are inadequate for processing vast amounts of accumulated data.
Consequently, the sole solution presented by 6G involves the implementation of distributed artificial intelligence, with all customer-sensitive data stored within a set of instructional equipment close to the vehicle. The upcoming “sixth generation (6G)” of mobile phone networks, the successor to 5G mobile communications, represents a significant departure from the current technological landscape. 6G is anticipated to introduce cost efficiency, heightened security, and enhanced privacy to the system. Achieving this objective necessitates the integration of advanced technologies within the wireless network infrastructure. The ongoing deployment of automated, self-driving vehicles equipped with navigation systems, voice recognition structures, multiplayer games or movies, shopping capabilities, advertising functions, surveillance systems, and weather forecasting systems aims to reduce accidents, fatalities, and property damage. In today’s increasingly automated environments, machine learning, often combined with artificial intelligence (AI), is a recent innovation in this domain [4].

Deep training is a form of artificial intelligence capable of discerning patterns and characteristics using vast datasets generated by lens detectors, ultrasonic detectors, and other devices. Automated driving, facilitated by autonomous vehicles (AVs), enables real-time adjustments of an automobile’s acceleration and braking capabilities based on road conditions. The accuracy of judgments relies on both the input information and the capabilities of the deep learning (DL) model. Over the past few years, the focus on interconnected vehicles within the internet-of-vehicle (IoV) program has shifted towards integrated cognition. Data exchange and communication between mobile nodes will soon incorporate a hybrid approach, combining vehicle-to-anything (V2X) and designated limited-range transmission. Wireless access in vehicular environments (WAVE) relies on the 802.11p IEEE protocol, which will require updates to manage the substantial data flows across the internet. Anticipated advancements in 6G technology are expected to enhance V2X capabilities, highlighting privacy-protective features in these scenarios [5].

The beginning of self-driving vehicles represents an increasing technology that, upon full integration, promises customers a seamless and stress-free travel experience courtesy of machine learning and multi-access edge computing (MEC). By feeding back collected data to edge structures, MEC facilitates the automation of vehicles through edge intelligence (EI), enabling them to anticipate and respond appropriately. The implementation of EI technology has the potential to strengthen the network’s dependability and generally reduce latency. However, despite the manifold benefits outlined, the pursuit of establishing an automated 6G ecosystem faces various challenges. Ensuring the reliability of wireless networks, preserving the privacy of individual nodes, safeguarding sensitive data, and other related factors necessitate careful consideration [6].

A relatively young AI technology has swiftly emerged as one of the most powerful tools in its domain. Its adaptability has led to its widespread use in diverse fields, such as wireless network security, traffic monitoring, and dynamic topology alert systems, as well as for ensuring data reliability and privacy. These applications represent only a fraction of AI’s potential. While initially intended for monitoring geographically dispersed networks, AI is now commonly employed to improve networks’ overall efficiency and functionality. The network’s initial structure was deliberately kept simple to enable upgrades at any node, anytime. Since integrating AI, the network has been continuously monitored and fortified against potential threats. Encryption methods are frequently employed to detect and prevent suspicious activities within wireless networks, including monitoring network load and traffic volume to identify and counteract denial of service (DoS) attacks. AI-based technology can complement existing network security strategies, ultimately reducing wireless security risks [7].

Artificial intelligence, machine learning, and deep learning algorithms, previously unattainable services, have become feasible. These innovative techniques have enhanced our understanding of wireless environments and enabled accurate predictions across various activities. Tasks such as capacity classification, resource management, and data security stand to benefit significantly from the application of such technology. Implementing these methodologies can positively impact the quality of experience (QoE) and enhance network reliability. Furthermore, advancements in machine learning have automated the creation of communication models, facilitating the development of increasingly sophisticated methods for connectivity. Additionally, users can now request internet access, prompting the system to identify relevant devices and service-oriented applications and provide them to the user in an orderly fashion. Previously, users had to expend significant time and effort conveying their requirements to network technicians for tailored system maintenance [8].

The aim of achieving greater adaptability and swiftness in this sphere is realized by implementing a Software-Defined Networking architecture. By enabling easier access to complete permissions, access providers
can better cater to the needs of clients with stringent requirements, which stands as the primary objective of this initiative. By integrating multiple encryption mechanisms, SDN and AI can streamline various operations, including load distribution, process management, and network security against potential threats. Some estimates suggest that over 55 per cent of access providers plan to incorporate AI into their infrastructures to streamline current processes. The recent spread of AI-powered devices with embedded connectivity has sparked notable advancements in in-vehicle connectivity. This modern technology has significantly enhanced the performance of various blockchain-powered devices, including IoVs and software-defined networks (SDNs). While the current 5G technology adequately supports existing devices, it may face challenges accommodating future technologies such as 3D video chats. The convergence of AI and IoT has led to a wider array of interconnected devices capable of participating in and benefiting from online communication [9].

Hence, in the future, 5G will only be able to support a limited data volume or a large customer base. Under the current 5G standard, administrators can manually configure and optimize their networks. Consequently, manually managing a sprawling, dynamic, and widely dispersed network poses significant challenges. In a scenario beyond 5G (B5G) or with the advent of 6G, the integration of AI technology is anticipated to render these vulnerabilities obsolete.

2. Related works. In vehicle networks, numerous drivers can engage in real-time information exchange while providing a diverse range of conveniences to fellow motorists. These services include GPS navigation, ridesharing, valet parking, real-time traffic updates, and digital vehicle diagnostics. The fifth generation (5G) of radio communication technologies introduces significant enhancements in security, accessibility, and network capacity. Educational and corporate institutions have displayed considerable interest in 5G-supported vehicular networks (5GVNs), expecting them to have a transformative impact on the transportation landscape and foster various novel connectivity options. Simultaneously, advancements in sensor technology and the expansion of regional data collection systems have made gathering extensive information from vehicle users, including identity verification, status updates, and location tracking, an unavoidable reality. Regrettably, 5GVN still grapples with diverse privacy threats, leaving users’ information, viewpoints, locations, and movements susceptible to potential breaches. The latest research findings examine 5GVN’s architecture, features, and capabilities. It subsequently delves into the privacy objectives of 5GVN and the associated security risks, providing an in-depth analysis of existing solutions to preserve user privacy. Finally, potential avenues for further research are outlined to stimulate greater interest in this innovative design and its privacy concerns while encouraging grassroots initiatives to address these issues effectively [10].

The 5GVN represents a groundbreaking framework poised to revolutionize the scale of service deployment and vehicle communication. As 5G networks expand and electric vehicles become increasingly commonplace, 5G will become more deeply ingrained in our daily lives. Nevertheless, privacy risks continue to raise a spectrum of concerns for automotive users. This research extensively evaluates numerous privacy-preserving options for 5GVN, encompassing an exploration of its architecture, features, and capabilities. The study emphasizes the imperative of protecting user privacy, assessing the threats within 5GVN, and examining the problems and solutions ensuring user anonymity within the 5GVN context. Ultimately, the study highlights the need for continued attention and effort to address 5GVN and its associated security challenges [11].

The 6G represents cutting-edge technology with promising capabilities for addressing the demanding communication requirements of autonomous vehicles. Its potential benefits include minimized latency, reduced communication costs, and a strong focus on safeguarding user data in the dynamic 6G ecosystem. Various technologies, such as machine learning, deep learning, artificial intelligence, and blockchain, can be used to address these challenges. However, the increasing number of vehicles on the road and interconnected IoT devices has made ensuring a reliable flow of information over the Internet increasingly complex, particularly with the application of conventional ML techniques.

The authors examine the potential privacy implications of IoE within the context of 6G automotive interactions, highlighting ongoing research concerns in privacy preservation. Safeguarding consumers’ privacy and security remains a principal consideration in wireless networks. While introducing 5G technology brought new threats to user safety and privacy, the advent of 6G network technology is expected to mitigate these issues. As a result, advancing an efficient and reliable identification mechanism becomes imperative in 6G-powered transportation communication [12].
The IoV introduces a novel computing model offering several advantages to drivers and users, including route suggestions, reduced traffic delays, and enhanced driving experiences. However, sharing IoV participants’ data with external entities exposes them to potential privacy breaches. This article conducts a comprehensive analysis of the privacy risks associated with IoV. It proposes strategies for addressing these concerns, examining the privacy challenges of IoV’s architecture. In this exploration of the IoV, the authors focus on ensuring the security of sensitive information. Initially, researchers investigate the structural intricacies of IoV, highlighting the inherent privacy challenges. The authors established a cohesive framework for safeguarding personal data, encompassing encryption, anonymity, and perturbation as essential privacy measures. Additionally, potential avenues are thoroughly examined for research, emphasizing IoV applications and advanced methodologies while prioritizing individual privacy requirements [13].

The paper addresses the privacy challenges associated with V2X communication in the cloud by introducing the security evaluation methodology with understanding considerations. Leveraging artificial intelligence on previously collected data enables the assessment of cloud-based uncertainties based on prior evaluations. Moreover, PAU accounts for privacy-preserving capabilities derived from moment-to-moment vehicle interactions. It presents a security aggregation technique that combines online and offline perspectives to enhance the precision of the security assessment. In these models, a method is established for generating the mixed zone by selecting nodes with a heightened awareness of confidentiality. The outcomes of our research validate the efficacy of our approach on various fronts, particularly in stimulating the system against malicious behaviour and slander-based attacks using historical data stored on the public Internet.

The rapid advancement of technology and modern vehicles underscores the critical need to ensure the security and reliability of the IoV. This environment inherently faces ongoing security challenges due to the vulnerability of wireless networks, leading to concerns about personal safety, protection, and anonymity on roadways. Over the years, various privacy- and security-preserving techniques have been proposed to mitigate destructive player attacks, complex computations, and high communication costs, aiming to overcome the limitations of existing solutions [14].

Several approaches have been suggested by computer security experts, authors, and practitioners to address the security and privacy concerns [15]:

(i) The proposed system integrates a structure akin to fog cloud vehicular ad hoc systems.

(ii) The solution incorporates an identity protection mechanism based on public key cryptography for securing user information.

(iii) To assess and rank four distinct algorithms for dynamic routing using a simulator, tracking the findings for each protocol and conducting a graphical analysis of the collected data throughout the simulation. The combined impact of ECC deployment and the optimal routing protocol on VANET performance are evaluated in this context.

The VANETs safeguarding many prior initiatives have merely repurposed conventional security methods that have proven effective without accommodating the network’s specific nature. Several solutions advocated by security specialists rely on trusted platform modules (TPMs), perceived as single points of failure, or involve intricate computations impacting VANET efficiency. In response to our examination of VANET architecture and its associated security challenges, an approach is formulated that fulfils the requirements for confidentiality while ensuring the protection of individual user privacy [16, 17].

A novel system, called the fog cloud, has been introduced to incorporate fog computing. This was accomplished through experiments, inspections, and evaluations in Network Simulator 3 to identify the optimal routing protocol, addressing the intricacies of security solutions. The dynamic source routing (DSR) algorithm was determined to be the most effective approach when implementing ECC within the system. Leveraging encryption to uphold user confidentiality and ensure anonymity is based on insights from the study on each of the employed methodologies [18].

3. Proposed Methodology.

3.1. Internet-of-everything (IOE) Security Concerns in the Fifth Industrial Revolution. Industry 4.0 has seen a surge in standards owing to technological advancements such as artificial intelligence (AI), the IoT, and cloud-based computing. Its core aim is to make various businesses “smarter,” overseeing an array of tools and technologies throughout their life cycles. Automation is the key to reducing the need for human
Fig. 3.1: Applications of Industry 5.0

involvement in labour-intensive processes. The goal is to leverage AI to bridge the performance gap between computers and machine learning (ML) devices, ultimately achieving higher overall efficiency. Looking ahead to Industry 5.0, the focus is on integrating human and artificial intelligence. Many experts anticipate that human interaction will be pivotal in this next industrial revolution. Industry 5.0 is self-assured to boost production, catering to human and robotic adaptability. This will facilitate seamless information and feedback exchange between humans and machines, ultimately enhancing productivity. Within the Industry 5.0 framework, emphasis is placed on optimizing the quality of final products by differentiating tasks that require research and innovation from mundane, time-consuming activities. Skilled labour is encouraged, as people will be responsible for coding instructions for robots, promoting mass customization in manufacturing. Unlike the previous phase, Industry 4.0, which focused on mass production, Industry 5.0 significantly focuses on personalized and individualized end products, as depicted in Figure 3.1.

Machine learning (ML) is an increasingly reliable and prevalent innovation in the medical field. ML-based models are now used to diagnose patients, leading to faster and more accurate assessments. However, achieving a fully automated environment requires more than just these models. The concept of Industry 5.0 opens the possibility of automated processes, including patient examination and medication administration, based on the findings. In recent years, high-tech devices equipped with sensors have been developed to monitor patients’ conditions, such as smartwatches and fitness trackers. These devices provide valuable data that aids physicians in conducting thorough examinations. In critical situations, these devices can communicate with each other and alert the medical team. According to Industry 5.0, robots could independently perform crucial surgical procedures, enabling human physicians to focus on innovation and research.

Internet manufacturing is a new technology that integrates IoT devices and cloud-based approaches to provide an automated virtualization experience to end-users. This collaboration among international stakeholders aims to reduce production costs and increase overall productivity. Cloud computing in content creation offers various advantages, including improved quality, reduced production expenses, enhanced security, and reliability. It also helps minimize environmental impact by preventing the mass production of defective items. Moreover, integrating human insights into IoT and artificial intelligence development can help address issues associated with unexpected mishaps. By combining human intelligence with machine intelligence, many unforeseen disasters, including earthquakes, tsunamis, and other natural calamities, can be efficiently mitigated.

3.2. New 6G methods for protecting security. The extensive wireless connections within future 6G environments, particularly in various vehicles, will raise the bar for ensuring privacy and security. The forthcoming 6G networks will require specific features to address potential security breaches. While several advanced techniques have demonstrated their capabilities within the 6G context, their ability to uphold security and privacy remains uncertain. Conversely, technologies such as cloud computing and system software are under scrutiny concerning the privacy aspects of 5G.

In summary, the potential solution for mitigating the reliability challenge in the upcoming 6G environment involves addressing key concerns, including reducing privacy risks by implementing available and contemporary solutions. Figure 3.2 provides insights into how certain common technologies could minimize privacy and security risks.

The Blockchain approach has experienced significant growth in distributed database technology, gaining traction in the mobile phone industry through various publicly available DLTs. Leveraging blockchain to
integrate multiple services into a 6G network ecosystem while maintaining security offers numerous advantages. However, incorporating machine learning (ML) or additional data analysis techniques might lead to potential vulnerabilities in 6G networks despite the benefits of integrating AI approaches. Several machine learning methods are susceptible to various forms of attack during both the training and testing phases. Consequently, verifying the authenticity and source of data before subjecting it to various artificial intelligence methods is crucial. The use of immutable data in DLT can help ensure data integrity, with this assurance being shared among the numerous parties involved in establishing the trustworthiness of AI robots in a dynamic environment. Drawbacks arise from users’ exposure to a wide spectrum of security issues when employing DLT in a 6G context, potentially impacting the efficiency of the 6G ecosystem. Vulnerabilities in programs, limitations in programming languages, and numerous security and privacy ambiguities in internet connections are primary sources of these attacks. Such confusion can lead to compromised trust, financial losses in cryptocurrency transactions, or the unavailability of an internet connection or website.

Integrating digital currency within the 6G network architecture framework offers solutions for specific challenges and new opportunities. Public ledgers are more relevant than private ones regarding security routing concerns. For example, validating whether smart contracts have been updated becomes highly challenging since every node in a blockchain-based network is responsible for their validation. Smart contracts are an integral part of blockchain infrastructure, crucial for enabling automation and ensuring the legitimacy of transactions. Various reliability testing methods are used to search semantic faults to ensure the correctness of a smart contract. Moreover, rigorous monitoring of artificial intelligence (AI) blockchain nodes or malicious software with strict control over access and verification is essential. These solutions can withstand a wide array of attacks. Blockchain innovation enables the implementation of several security measures, including privacy by design and trusted execution environment (TEE), making it possible to construct more resilient networks. Below are some examples of networking types that a distributed ledger can accommodate.

There are various blockchain types, including open, closed, connection, and mixed networks. Utilizing different types of internet infrastructure gives rise to different privacy concerns. If, for instance, more than 50% of attacks against a particular 6G enterprise are executed through publicly accessible blockchains, proactive measures may become necessary. The subsequent step involves establishing either a consortium blockchain or a private ledger, which can enhance efficiency, reduce vulnerability to attacks, and better safeguard the confidentiality of a given dynamic node. Hence, introducing any blockchain system impacts specific risks and the diverse services offered in a 6G environment.

The emergence of quantum computing technology is anticipated to eventually replace all existing computational methods and cryptographic systems. It is suggested that vulnerabilities in 6G wireless networks could be detected, mitigated, and prevented using this approach. Networks leveraging 6G are proposed to achieve unprecedented dependability with quantum technology, enabling the transition from silent communication modes to cognitive-communication pathways. Several qualitative methods have been proposed to address the continual exponential issue in public key cryptography. Moreover, quantum computers are expected to strengthen their security infrastructure shortly. Based on its foundation in the atomic structure of information, quantum computing is widely expected to significantly anticipate novelty and security, enhancing the dissemination capabilities of 6G communication, which rests on quantum data.

Oblivious transfer is a conventional information dissemination method wherein the sender is unaware of the
specific information being transmitted. Yet, such information exchanges are not feasible in quantum computing, as any information leakage may disrupt a two-way connection. According to the quantum principle, systems lack a replicating property, rendering the precise replication of their states physically impossible. Thus, to successfully tamper with the data, an adversary must first extract its random quantum state and then replicate it into a duplicate without altering the original state of the data. A quantum collision could also occur if different values fed into a hash function yield the same result.

Numerous industries and academic institutions are investigating and creating Quantum attack solutions to address the increasing challenges of upcoming 6G communications. Several diverse quantum-proof algorithms are founded on lattice-based structures, hash values, or multiple variables. The issue related to computing on a lattice can be resolved by leveraging IoT devices, which offer enhanced performance, connectivity, and more. Since traditional random oracle models will not suffice with quantum-proof algorithms, it is crucial to authenticate security at multiple levels within a quantum-obtainable random oracle framework. This prevents adversaries from potentially querying the random oracle in non-relativistic time if the framework is unprotected.

The forthcoming 6G ecosystem will enable a wide array of automated tasks to be executed without human intervention, encompassing monitoring, computation, recovery, and optimization. Zero-touch infrastructure & services management (ZSM) is an emerging architecture that establishes fully autonomous wireless connectivity emphasizing cybersecurity through artificial intelligence and machine learning. As extensive sixth-generation mobile networks will generate massive volumes of data, wireless networks must incorporate artificial intelligence and machine learning to handle the resulting data overflow. The authentication checks in 6G connections can be enhanced using a diverse array of distributed cryptographic techniques based on artificial intelligence and machine learning. The primary benefits of this deployment approach are the precision and foresight of machine learning and artificial intelligence algorithms for cryptography within a 6G context.

There are challenges to overcome and rewards to gain when bringing AI and ML into a 6G setting. Some of the difficulties are described in applying AI/ML in 6G is shown in Figure 3.3.

The most demanding question that must be answered before using AI and ML in a 6G setting is whether or not we can have faith in these innovations to reliably and securely run a susceptible network.

3.3. Analysis of privacy-protecting methods for 6G-powered automobile communication. The global demand for cutting-edge autonomous vehicles equipped with advanced features has increased. The rapid advancement of virtual reality technology has raised concerns regarding security and privacy, thereby underscoring the importance of safeguarding both drivers' safety and privacy within a fully automated wireless environment. The extensive data collection from multiple devices to provide diverse consumer services necessitates implementing various security approaches that effectively protect this information without compromising user privacy. In the context of 6G networks, the transmission and management of voluminous data become significantly more complex, given the exponential increase in the number of end nodes compared to 5G networks. Balancing the delicate data security and privacy concerns within the 6G landscape while maintaining the current encryption techniques’ privacy standards requires careful consideration of the data processing costs and the need for privacy.

Monitoring each device within the 6G wireless network poses a substantial challenge, potentially diminishing the efficacy and transparency of the data acquisition process. Consequently, adopting big data technologies

across distributed networks with a focus on ensuring privacy and security could increase the system’s overall computation and transmission costs. Key obstacles to maintaining user security and privacy in a 6G network include the introduction of security vulnerabilities that may lead to the theft of users’ personal information during extensive wireless communications. Additionally, the significant data accumulation facilitated by 6G technology could potentially compromise the privacy of individual nodes within the network as 6G ushers in a new era of AI-powered, high-tech devices, the deployment of various applications across the network’s framework necessitates the development of innovative lightweight security measures at the network edge. Achieving this balance will require a stable environment prioritizing exceptional service provision while ensuring user safety and data privacy.

The careful management and restriction of access to data collected by various service-based applications is crucial for ensuring that these applications function as intended, especially concerning information related to the user’s identity and immediate surroundings. In a 6G environment, blockchain technology presents a novel solution to address customer privacy concerns. While integrating blockchain technology into 6G networks offers numerous benefits, there are also potential drawbacks. Blockchain can potentially serve as a safeguard in maintaining data security within a 6G landscape. Blockchain enables users to maintain security without compromising their physical location or identity by functioning as a unified messaging system across the network.

It is important to note that blockchain, a form of distributed ledger technology (DLT), operates on a publicly accessible platform. Consequently, all user data collected within this framework may become publicly available. While 6G technology strives to establish a more secure architecture that enables reliable service-based and network-based activities, there remains a significant risk to the security and privacy of the data collected and the relationships established between dynamic nodes. Despite the potential for digital currencies to facilitate privacy objectives among distributed service-oriented devices, potential security and privacy concerns persist.

Digital certificates, CoinJoin, and similar techniques can effectively alleviate privacy concerns for consumers. One crucial area where privacy issues have significant implications is ML approaches, supported by cutting-edge and rapidly expanding AI techniques in the 6G environment. When utilizing a flexible 6G system, it becomes possible to securely store the user’s personal information in specific devices distributed through AI/ML methods. However, there remains a risk that AI and ML-based methods might be susceptible to attacks from other AI and ML methods, resulting in data loss, alteration, or other unintended consequences. Various forms of artificial intelligence can be employed to safeguard users’ private data, including messages, geolocation information, and other sensitive data. Within an AI/ML-driven framework, an attacker typically seeks to predict the next unpredictable outcome generated by the knowledgeable model during the training or testing phases.

The concept of quantum computing can be personalised to enhance reliability and increase efficiency in a 6G setting. As researchers explore better and more robust ways to protect users’ privacy, these diverse and heterogeneous approaches can help maintain 6G wireless networks over time. However, the anticipation of integral applications and vast scenarios within 6G communication networks has amplified the significance of privacy protection and highlighted notable privacy-related issues, such as anonymity, node connections, and the lack of reports on the visibility of changing nodes within the wireless infrastructure. As a result, many individuals remain cautious about providing their personal information online. Consequently, employing randomized patterns to provide consent for sensitive data sharing has become a common approach to privacy protection. Several proposed approaches address confidentiality-related issues to mitigate the potential of adversaries studying private information.

4. Experimentation & Results.

4.1. Recommended model for asymmetrical privacy protection. In this ecosystem, we present DPSmartCity, an SDN-based technology that protects user confidentiality and provides network administrators more flexibility. Below are some code snippets to illustrate the core concept of our proposed solution. To address the limitations of current research, we introduce the DPSmartCity approach, designed to establish a thriving and efficient smart city leveraging the Internet of Things (IoT). The IoT infrastructure within a smart city ensures the security of individuals’ personal information. The DPSmartCity framework comprises two main components:

1) A software-defined networking (SDN) enabled IoT-based smart city.
2) A strategy for safeguarding individual privacy within the wired smart city, particularly when utilizing IoT devices with varying levels of confidentiality.

In the provided example, all IoT nodes are interconnected through an OpenFlow bridge, which is then linked to a central hub known as an SDN administrator. The software-defined networking (SDN) controller communicates with the cloud computing environment. IoT devices are interconnected in our smart city scenario, and their data is routed to OpenFlow switches through SDN. The SDN controller oversees and regulates these switches via wireless or wired connections. The correlation, highlighting the benefits of SDN infrastructure, can be connected within this innovative city concept, illustrated in Figure 4.1.

These advantages include enhanced mobility, remote administration, and centralized control while ensuring data remains confidential. The SDN controller maintains constant connectivity with both Cloud links, enabling it to receive instructions from the cloud and relay them to IoT devices, facilitating bidirectional data flow. First, the IoT-based smart city is integrated with the SDN paradigm, followed by the embedded approach that upholds user privacy, as depicted in the confidentiality technology flowchart presented in Figure 4.1. Upon the control system receiving modified data, it is directed to the SDN, eventually making its way to the cloud for further analysis by the SDN controller. Conversely, if the data isn’t highly sensitive, the IoT device transmits it directly to the Internet.

When an IoT device generates private data, it employs differential privacy (DP) to safeguard this information. Within a connected urban environment, each IoT device has two options to choose from to protect user privacy:

1) A differentially private approach utilizing the Laplace probability principle.

2) A differentially private technique employs the inverse exponential probability.

The SDN controller updates the dissemination of the currently active differential privacy approach every hour. As a result, the distribution pattern of the utilized approach in vulnerable IoT devices fluctuates between Laplace and exponential probabilities on a minute-to-minute basis. Following applying one of these DP techniques, the device transmits the data directly to the Internet. Due to the continuous updates to the designated privacy protocol across all connected devices, the dynamic environment’s fluctuations and intentional differential privacy intrusion are more effective in preventing the leakage of sensitive information. The detailed procedure can be expressed as follows.

Let us consider a scenario where information is transmitted between IoT devices and recipients as quickly as possible, but there are instances where information transmission may require several minutes. If data transfer exceeds a certain time threshold, the protocol switches to the alternative method during data transmission. Therefore, if the required time for communication delivery is denoted as \( \tau_i = \min(p_i, M) \), where \( p_i \) represents the time needed for successful communication delivery, notably, the value of \( p_i \) is directly linked to \( M \), indicating that as the value of \( M \) increases, the probability of the approach being unsuccessful rises. Consequently, the value of \( p_i \) approaches one as the value of \( M \) approaches its maximum. Additionally, we interpret the symbol \( T \) as signifying an extended period during which any protocols are vulnerable to breach, further increasing the complexity of theft attempts. The initial decision regarding the protocol at the onset of the attack diminishes
Fig. 4.2: Calculational effort and T’s relationship

Table 4.1: CPU Usage Trends for Different Device Configurations

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Number of Devices</th>
<th>CPU Usage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>500</td>
<td>28</td>
</tr>
<tr>
<td>1</td>
<td>165</td>
<td>16.5</td>
</tr>
<tr>
<td>4</td>
<td>165</td>
<td>16.5</td>
</tr>
<tr>
<td>16</td>
<td>165</td>
<td>16.5</td>
</tr>
</tbody>
</table>

the chance of success to one-quarter. Therefore, if denotes the likelihood of success at any given time (regardless of the technique employed), the probability of success is a quarter of the anticipated value of each of the remaining four techniques. The escalation in processing costs directly results from the mounting operational load. Moreover, interpreting as the probability of the entire process failing, will oscillate between its minimum value for lower values of M and its maximum value of 1.0 when M equals the value of T. Employing the method across multiple modes will help determine the optimal scenario, balancing computational expense criteria and the risk of total operation failure, yielding the most favourable outcome.

4.2. Simulation and Evaluation. The limited computational capability of IoT devices is a widely recognized fact. The current predominant concern revolves around the associated costs, which can only be comprehensively understood through practical application. In this section, we investigate the evaluation of the impact of our approach on IoT devices by examining its overhead. Upon implementing the DP smart city method, there is a discernible increase in the workload, which can be measured as a proportion of the devices’ aggregate median augmented CPU utilization. The fundamental attributes of the simulation and the corresponding expenses will be explained below.

The SDN concept in a cutting-edge urban environment is introduced, capitalizing on the highly dynamic nature of the smart city’s setting. The proposed process is simulated in C# using Visual Studio 2019. Expanding the total count of IoT devices, we observed a resultant increase in throughput, as depicted in Figure 4.2.

The relationship between the overall probability and the value T and the associated overhead is illustrated in Figure 6. The average CPU usage across the entire network is displayed in Figure 4.3.

To maintain conciseness, Table 4.1 presents the data on CPU usage in just four different states, although the general trend remains consistent across multiple scenarios. Notably, the proportion of CPU time utilized during processing tends to vary slightly across different runs. For instance, during the first, fourth, and fourteenth seconds, 22%, 20%, and 28% of CPU time were consumed by 500 devices, respectively. The current operational costs for 165 devices are as follows: there was a 16.5% increase in periods 1, 4, and 16 (s), respectively. Both the pre-execution surge related to data retrieval and the post-execution surge related to recording are transient,
As depicted in Figure 4.4, the proposed technique imposes only a 9–19% additional cost on IoT devices. Consequently, our approach can be implemented on IoT devices capable of accommodating the extra processing load. Moving forward, we aim to analyze the proposed approach from multiple perspectives, including assessing the proportion of successful hackers attempting to access confidential information. Additionally, we are keen on examining our approach’s performance in scenarios where the allocation time may need to be adjusted.

5. Conclusion. Ensuring the security and privacy of consumers has always been integral to maintaining a reliable internet connection. With the advent of 5G networks and the anticipated rollout of 6G networks between 2026 and 2030, global connectivity can expand dramatically, linking various digital and physical systems, including automated vehicles and sophisticated technologies. This expansion escalates the complexity of potential threats, ranging from learning-enabled attacks to significant data breaches. In the context of 5G networks, the primary challenges include facilitating high capacity, strong connectivity, low latency, robust security, minimal energy consumption, extensive knowledge integration, and reliable networking. This study sought to address safeguarding users’ privacy in 6G vehicular communication, considering historical perspectives.
and future possibilities. It explored various advanced 6G innovations and their potential applications within the framework of Industry 5.0. Furthermore, the study conducted a comparative analysis of several privacy protection methodologies within the context of 6G mobile communication, examining the current state of the art and identifying the most effective approach for securing privacy in 6G-driven automobile communication settings.
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SUSTAINABLE DEVELOPMENT IN MEDICAL APPLICATIONS USING NEURAL NETWORK ARCHITECTURE

SHUYI JIANG*

Abstract. The purpose of this research is to propose a methodology utilizing machine learning techniques to support medical organizations in effectively managing risks. Specifically, the study aims to connect social media data to identify and assess potential threats, ultimately enabling healthcare management to make informed decisions for their organizations and clients. The research employs machine learning algorithms to analyze user-generated content on social media platforms, generating comprehensive visual representations of various risk categories and their magnitudes. Additionally, the study utilizes data simplification techniques, including categorization, to streamline data processing and enhance overall efficiency. A computational framework is also developed, incorporating closed-form connections for threat assessment and evaluation. The study further empirically analyses the Consumer Value Stores (CVS) established for medical care in the United States. The findings reveal that prevalent threats within the lower quartile of client messages about CVS services include operational, financial, and technological risks. The severity of these risks is distributed among high risk (21.8%), moderate risk (78%), and minimal risk (0.2%). The research also presents several metrics to demonstrate the robustness of the proposed framework, confirming its effectiveness in effectively identifying and addressing potential threats. This research provides insights that can help healthcare management make informed decisions and foster a safer and more secure environment for their organizations and the people they serve.

Key words: Conversational Interpretation, Artificial Intelligence, Internet-based Information Mining, Medical Analytics, Risk Administration.

1. Introduction. Energy usage is experiencing a notable shift, moving away from traditional fossil fuel reliance and adopting alternative energy sources. Consequently, it becomes crucial to investigate the potential correlation between decreased electricity consumption and the enhancement of Green Total Factor Productivity (GTFP). This research explores various technical methodologies that can effectively merge the dynamic relationship between energy conservation and GTFP. The interplay of Artificial Intelligence (AI) and the natural resource market profoundly impacts GTFP in a bidirectional manner. Focusing on China as a case study and employing a pertinent mathematical model, the research delves into how AI fosters environmentally sustainable economic growth. AI's impact on carbon intensity varied significantly across various industries and developmental stages, underscoring notable strides in decreasing carbon intensity during the Eleventh Five-Year Plan compared to the previous period [1].

The sectors reliant on labour and technology are predicted to witness a more significant reduction in carbon intensity attributable to AI and the dynamics of the natural resources market, in contrast to enterprises heavily dependent on capital. Furthermore, this study anticipates that the nonlinear impact of machine learning and the environmental marketplace on the overall productivity of green factors will continue to follow a "U" shaped trajectory shortly. This research formulates a quadratic equation to characterize the intricate relationship between artificial intelligence and sustainable total factor production, drawing upon the latest advancements and research in AI [2].

The impact of artificial intelligence on the overall productivity of green industries exhibits a mixed character, encompassing both advantageous and adverse effects. Given the potential complexities associated with the productivity of various factors within green industries, this study examines AI's nonlinear influence on green total factor efficiency. To achieve this, the research employs a comprehensive approach, integrating a regressive dynamic panels regression model and a differential technique of moments alongside systems GMM, considering the inherent complexities of the system dynamics [3].

* College of Computer Science and Technology, Changchun University of Science and Technology, Changchun, 130012, China (shuyijiang60163.com)
The authors investigate the potential impact of artificial intelligence on carbon dioxide emissions within China’s industrial sector, commencing from 2006 and extending through 2018. Remarkably, a discernible correlation is observed between the increased deployment of manufacturing robots and a corresponding reduction in carbon intensity. However, our findings suggest that artificial intelligence, on the whole, exerts a detrimental influence on China’s greenhouse gas emissions, thereby emphasizing AI’s multi-layered role in sustainable industrial practices [4].

The initial empirical evidence substantiates artificial intelligence’s positive impact on carbon emissions. Notably, the findings underscore the variability of AI’s influence on carbon intensity, contingent upon the specific developmental stage and industry. The efficiency of AI in limiting greenhouse gas emissions in China has exhibited marked improvement, coinciding with the nation’s increased capacity for technological absorption and the production of a skilled robotic workforce. Furthermore, in contrast to enterprises heavily reliant on capital, sectors emphasizing labour and technological integration are composed to witness a more pronounced reduction in their environmental footprint, owing to the integration of AI. This underscores the differential impact of AI adoption across various industrial sectors, explaining the intricate relationship between technological advancements and environmental sustainability [5].

The paper indicates a significant influence of the six variables considered, delineating their crucial roles in the potential establishment of smart towns in Nigeria. Particularly, factors about the environment, technological advancements, societal dynamics, and legal frameworks are progressively gaining prominence, underscoring their critical contributions to developing and realizing smart town initiatives in the Nigerian context. Applying a comprehensive fuzzy synthesis approach offers a realistic perspective on the challenges that necessitate resolution before the aspiration of establishing smart cities in developing nations can be actualized. This lays a robust theoretical foundation for future research endeavours focused on implementing smart cities in developing countries, particularly Africa, where environmental and socioeconomic conditions resemble those observed in the Nigerian context. It notably establishes a firm conceptual framework for further exploration in this domain [6, 7].

The nation faces many pressing challenges that demand immediate attention before any meaningful strides can be made toward realizing the potential of urban regeneration. These challenges encompass elevated rates of development, growing populations, deficient foundational infrastructure, socioeconomic inequalities, inadequate legislative frameworks, financial instability, and governance deficiencies. Therefore, the insights collected from this research hold valuable implications for governmental authorities and other stakeholders responsible for urban development, emphasizing the critical issues that necessitate resolution [8].

Policymakers must prioritize addressing these fundamental challenges to foster societal equity and promote the advancement of the nation’s population. While this research has limitations, it offers valuable insights into the complex challenges of developing smart towns. The employed methodology remains critical, suggesting that future studies could benefit from an integrated approach combining the Delphi methodology for validating issues identified in the primary literature, supplemented by other statistical assessment methods. Such an approach promises a more comprehensive understanding of the intricate obstacles to advancing intelligent urban centres [9].

The smart town concept represents a pragmatic response to the multi-layered challenges modelled by global industrialization. Across the globe, technological advancements, including the Internet, the Internet of Things (IoT), artificial intelligence (AI), and data analytics, are increasingly being harnessed in communities to enhance transportation, construction, healthcare, and social services. Cities are fostering digitization and entrepreneurial growth by deploying electronic infrastructure, fostering local economies and strengthening community well-being. However, the growing smart town industry is concurrently characterized by a propagation of fragmented smart city marketplaces and initiatives, engendering concerns surrounding governance, environmental coherence, and operational consistency [10].

In pursuing sustainable development, the enhancement of human health must be intricately woven into the fabric of societal and technological progress, along with environmental preservation. Achieving this necessitates the establishment of resilient frameworks and processes and meticulous risk management to mitigate potential threats. Administrative challenges, financial risks, and technology-related perils represent only a fraction of the myriad hazards medical organizations might face, particularly those operating within the digital era. Therefore, providing exceptional services for individuals and businesses necessitates the adoption of cutting-edge
methodologies, such as machine learning, to effectively detect, assess, and address these challenges [11].

Machine learning and other AI-driven techniques are frequently utilized for textual analysis and semantic extraction. The Natural Language Processing (NLP) field emerged at the convergence of semantics and AI during the mid-20th century. Initially distinguished from Information Retrieval (IR), NLP effectively sorts and retrieves substantial text volumes through highly scalable statistical algorithms. Leveraging NLP for identifying medical conditions within digital medical records has proven instrumental in addressing multiple healthcare challenges, including monitoring diseases associated with medical care. For instance, inpatient admission rates for individuals with Chronic Obstructive Pulmonary Disease (COPD) serve as an indicator of a healthcare system’s efficacy [12].

Social media’s increasing influence and rapid expansion significantly impact the healthcare industry. The Internet has notably revolutionized patient interactions, providing a platform for discussing everything from support groups and the latest research to prescriptions and healthcare providers. Consequently, analyzing customer engagements on social media platforms enables medical organizations to gain comprehensive insights and improve their competitive edge. Furthermore, integrating advanced business data solutions supports optimizing risk management within healthcare facilities [13].

This research introduces an intelligent language processing framework that harnesses social media as a sophisticated data repository to enhance risk management practices within medical organizations. Moreover, the model incorporates categorization techniques and extensive data analysis methodologies to streamline data processing, facilitating more precise information handling. The study presents an algebraic overview of this framework and formulates risk analysis, identification, and assessment equations. A case study of the CVS Pharmacy Foundation in the United States is included, providing guidance on identifying and evaluating potential organizational threats. Finally, various performance indicators are scrutinized to validate the efficacy of the proposed framework [14].

2. Related Works. Transforming a city into a smart town is a complex and extensive undertaking, demanding the active engagement of multiple stakeholders and the ability to assess the potential of various novel computing technologies for enhancing a wide array of municipal operations. Consequently, the leadership and management of the smart city bear a significant responsibility. The study’s proposed Smart City Conceptual Framework (SCCF) aims to assist municipalities in achieving this ambitious objective [15].

The Smart City Competency Model (SCCM) evaluates smart cities from administrative and technical perspectives. It equips participants with the tools to steer their cities toward a data-driven, technology-backed smart city transformation. In developing the SCCM, considerations are given to aspects encompassing strategy, internet integration, governance, and stakeholders. These core elements are supplemented by sub-components, collectively establishing robust connections and fostering a systematic approach to smart city planning, development, and implementation [16].

To more effectively manage the complex ecosystems associated with smart cities and the rapid evolution of digital technologies within urban landscapes, the study introduces and discusses the SCCM framework. This framework aims to address the resource constraints encountered by cities, which often lead to the failure of pilot smart city initiatives post-initial funding. The primary objectives of the SCCM involve facilitating the formulation of a long-term vision and plan for smart city practitioners, managing diverse interactions between stakeholders and digital infrastructures, and enabling the comprehensive assessment of associated risks and costs [17].

Central to the SCCM are the four key elements and their corresponding sub-components: strategy, technology, governance, and stakeholders. Together, the SCCM framework and its constituent components provide crucial linkages and a comprehensive approach to fostering the development of smart city initiatives and environments while removing barriers to establishing new enterprises and generating value within smart city ecosystems. Enhancing social responsibility depends upon integrating financial, social, and environmental perspectives. Within the context of smart city endeavours, a key objective frequently highlighted is enhancing residents’ quality of life. Expanding the SCCM to encompass social and political dimensions makes developing environmentally sustainable and resilient smart cities attainable. Emphasizing the importance of indicators for monitoring and analyzing the multifaceted activities constituting a smart city project is crucial for ensuring its successful implementation and management [18].
In healthcare, the decision-making process is intricate, necessitating input from multiple stakeholders, and successful implementation relies on the assurance of long-term feasibility. The growing utilization of machine learning in healthcare has significantly improved medical and surgical decision-making by leveraging clinical data and statistics. However, the sustainable integration of AI-based decision systems in healthcare demands careful consideration of various factors. This study evaluates sixteen critical sustainability factors for integrating AI applications into medical decision-making, incorporating insights from 34 pertinent specialists in the Bangladeshi healthcare sector. The study ranks these factors based on expert opinions, highlighting areas of consensus and divergence [19].

The research applies data clustering techniques to categorize the variables into three distinct groups, each with essential implications for ensuring sustainability. The findings provide valuable insights for healthcare practitioners, aiding them in making informed decisions regarding integrating AI-based technologies in the healthcare sector of developing countries. The study acknowledges the potential bias introduced by respondents’ subjective evaluations and employs various strategies to mitigate such bias. Future research efforts can benefit from a broader range of expert perspectives and additional metrics to ensure the investigation’s objectivity [20].

In summary, this research underscores the current state of AI-driven applications in the medical sector, discussing their implications and challenges. It emphasizes the need for thoughtful approaches and strategic planning to fully connect the potential of AI, ensuring its effective integration in healthcare operations. The findings highlight the transformative impact of AI in the healthcare sector and advocate for continued exploration and implementation of AI-driven solutions to enhance overall healthcare outcomes and services.


a) Mathematical Model

This section will offer an algebraic elucidation of the proposed model, yielding several fundamental closed-form equations that can be employed for risk assessment, risk identification, and risk evaluation. The following segment will initially outline the fundamental notations in the "Abbreviation" section. Consider the postings made by individuals and others passionate about a particular medical institution as $Q_1, Q_2, Q_3, \ldots, Q_n$. The $n$, in this case, represents the total amount of threads analyzed. The group encourages its patients to share their feedback on the quality of care they have received on the Internet, where it may be added to the growing body of information on a scale between $L_1$ to $L_n$. We presume that every individual writes just one share, which may consist of many phrases.

\[
Q = [Q_i]^T \tag{3.1}
\]

The individual in need $i$ for whom $1 \leq i \leq n$ and $1 \leq j \leq m$ exists has an expression value $j$, denoted by $w_j$, and $P_i = [w_j]$. $Q_i = [w_j]$, where $w_j$ is the individual $i$th expression value.

$Q_i = [w_j]$ might store a considerable quantity of information structured in multiple manners, including nouns, verbs, and prepositions. To deal with the high complexity of the data supplied in Equation 3.1, we shall cluster the variables into distinct yet connected categories. The following equation may be used to find $S$:

\[
S = \max\{Ky\} \tag{3.2}
\]

where $y$ is the dataset’s phrase $y$ and $Ky$ is a subject integer.

As a result, Equation 3.1 may be decomposed into more manageable chunks is given by:

\[
Q = [Q_u]^T \tag{3.3}
\]

where $u < i$.

The information exists in various representations, including words, predicates, terms, modifiers, etc. To reduce the amount of information, we must consider the most basic phrases: verbs, adjectives, nouns, and adverbs. Therefore, in Equation 3.1, the vector of words connected with the understanding vector has the form:

\[
Q_i = [w_d], \text{ where } dj. \tag{3.4}
\]

A criterion that weights the basic terms based on three instances, like in the sections that follow, to analyze
every individual’s understanding:

\[
Weight = \begin{cases} 
0; \text{no risk} \\
0.5; \text{potential risk} \\
1; \text{risk}
\end{cases}
\]  

(3.5)

Using the conditions presented in Equation 3.5, we get an additional closed-form expression for measuring expertise:

\[
L_v = \beta \left( \frac{\text{Verb} + \text{Adverb} + \text{Noun} + \text{Adjective}}{4} \right)
\]  

(3.6)

As a result, the value of \(Q_i\) in Equation 4.4 gives rise to an additional vector whose numbers are expressed in Equation 4.6. The shape of this vector is expressed as:

\[
S_r = [L_u]^T
\]  

(3.7)

The risk assessment \(Risk_{est}\) is specified as:

\[
Risk_{est} = (R_1^2 + R_1^2 \sum_{1}^{2} C_k - R_1 Pr - R_1 Pr \sum_{1}^{2} C_k)
\]  

(3.8)

where \(Pr \leq R_1, C_k=\text{level of risk.}\)

**b) Proposed Methodology** The following section introduces a distinctive strategy integrating the Internet, comprehensive data analysis, risk management, and healthcare. Within this framework, risks are identified, assessed, controlled, and subsequently monitored. Figure 3.1 illustrates the classification of these stages into their respective categories. Medical institutions can effectively identify potential risks by utilizing social networking platforms throughout the various phases of the risk identification process. This can be achieved by monitoring and analyzing the online discourse on platforms such as Twitter, Instagram, Facebook, and YouTube.

Engaging in online dialogues concerning disseminating specific epidemics and other health concerns is essential for promoting awareness and conducting risk evaluations. This stage encompasses three separate procedures: information gathering (utilizing APIs, crawlers, and surveys), data scrubbing (eliminating erroneous data, including misleading information, incomplete details, and conflicting data), and data retention (utilizing databases constructed with NoSQL and Apache Hive, among other extensive storage facilities). The initial step in this stage involves data collection through APIs. Subsequently, the data cleansing process follows, and finally, data storage is executed.
During the risk assessment phase, examining online user behaviors can offer insights into potential hazards for medical enterprises. The primary objective is data collection. Aside from the number of hashtags, this type of engagement can be observed through the number of shares, likes, and comments generated for specific posts. Therefore, analyzing users’ mindsets and anticipating the likelihood of adverse outcomes is imperative while capturing behavioral patterns from the amassed data. This delineates how, where, to what extent, and for how long hospital patients are frequently exposed to potential risks. Data classification, feature extraction, and feature selection constitute the three sub-steps within this segment.

A wealth of audiovisual content on social media platforms, including text, images, videos, and audio files, can be abundant. These records might be organized, partially structured, or unstructured. The classification process leverages various techniques, including Quantum Support Vector Machines, a MapReduce-based k-Nearest Neighbors approach, and Composite Artificial Neural Networks to manage big data’s significant scale and diversity. This involves organizing the data into relevant subsets. Progressing to the subsequent stages necessitates the initial determination of categories from the preceding step, entailing the identification of multiple attributes and aggregating the features within each category.

Feature extraction transforms input data, including words and images, into attribute-value pairs. This enhances the compatibility of features for utilization in computational learning techniques. Leveraging a set of ordered data, the N-Gram, Lexicon-based attributes, Bag-of-Words approach, and Principal Component Analysis (PCA) are employed to generate the resulting metrics, thereby reducing the overall number of variables present in the initial dataset. The objective of attribute selection is to streamline data complexity and dimensionality by reducing the number of features within the set of extracted attributes, achieved through various methods such as Chi-Square (CHI) or Information Gain (IG).

The monitoring phase incorporates various analyses, including qualitative, diagnostic, predictive, and prescriptive, enhancing decision-making capabilities by fostering a deeper understanding of pertinent factors. Descriptive analysis is the initial step in data processing, encompassing the collection of essential archival data necessary for generating actionable insights.

The segment dedicated to the results of the experiments can also facilitate the computation of the proportion of specific findings relative to the entirety. Many techniques, including data mining, association, and exploration, can be harnessed to elucidate the diagnostic analysis process, rendering it more intricate research. Through statistical analysis, data can be transformed into valuable and actionable insights. Predictive analysis is ideally conducted in stages, with pivotal components encompassing transactional targeting, decision evaluation, and predictive forecasting. By scouring the landscape for actionable insights, predictive analytics illuminates new opportunities and helps mitigate potential threats.

Stakeholders and investors associated with medical enterprises now receive valuable guidance on current risks and mitigation strategies, thanks to the illustration of insights gleaned from the preceding phase. The anticipation is that appropriate measures will be taken once feedback is received. The effectiveness of these actions will hinge on how they are executed, thus underscoring the iterative and closed-loop nature of risk management in identifying and controlling risks.

4. Experimentation & Results. A prominent healthcare organization for CVS, headquartered in the United States, has established itself as a global leader in the medical industry. This fact led us to determine it as an ideal candidate for a comprehensive case study. In the middle of 2022, we employed the Twint tool to extract over 28,000 retweets, focusing on the geographical distribution of individuals.

a) Outcomes and Effectiveness Evaluations While scrutinizing the information pool for potential threats, we conducted an initial threat assessment. Each tweet’s potential threat was evaluated using a threat assessment approach. The analysis revealed that the three most frequently mentioned locations were pharmacies, healthcare facilities, and stores, prompting us to concentrate on identifying the risks associated with these areas. A comprehensive lexicon was compiled, comprising over 8000 risk-related words and phrases, such as “hacking,” “malpractice,” and “dangerous.”

Within this lexicon, the pharmaceutical category encompassed more than 6,000 messages, the healthcare category contained over 4,300 messages, and the retail category accounted for more than 2,500 tweets for risk evaluation purposes. The findings indicated that approximately 75% of the samples exhibited no concerns, while 25% or more of the specimens indicated the presence of potential hazards. Figure 4.1 presents the monthly
distribution of tweeted messages, while Table 4.2 provides several examples of comments indicating the absence of threats, the presence of potential risks, or identified risks.

The outcomes of employing Equation 3.2 to identify the most commonly occurring terms in the analyzed data are depicted in Figure 4.2. A range of performance metrics were employed to authenticate the results, including accuracy, precision, recall, and the F1 score. Given the challenges associated with annotating 28,000 tweets, we resorted to the principles of sampling statistics for assistance. To ascertain the required sample size, we applied the following formula:

$$ t = \left( \frac{RT}{R - 1 + T} \right) $$

In this Equation, “T” stands for the sample proportion, and “R” stands for the error ratio. Because we have decided that the degree of conviction should be 96%, the Z-score will be the same as 1.95. In addition, the median divergence, equal to 50%, and the degree of erroneousness, equal to 5.5%, are identical. Consequently, the number of messages in the collection equals 378 when the initial values are substituted into Equation 2.9. The breakdown of the sample sizes into their respective categories is shown in Table 4.1, which can be seen below, and Figure 4.3 defines the distribution of risk categories for pharmacy as per model performance.

Now that the number of participants has been determined, we can annotate it and calculate the outcome metrics in Table 4.2. Figure 4.4 shows the model performance in risk category Vs storage.

b) The Complicated Nature of the Suggested Approaches

We zeroed down on the most important processes to determine the time commitment required by each suggested algorithm. The cost of the first method, which can be found in method 1, has a continuous loop. A second loop is included within this loop, and it is the one that moves across the rows of the matrix Qi. The
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Fig. 4.3: Risk category vs. Pharmacy dataset

Table 4.1: Sample size dispersion by responsive

<table>
<thead>
<tr>
<th>Data set size</th>
<th>Storage</th>
<th>Care</th>
<th>Pharmacy</th>
<th>Risk category</th>
</tr>
</thead>
<tbody>
<tr>
<td>296</td>
<td>82</td>
<td>94</td>
<td>120</td>
<td>Zero Risk</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>Prospective Risk</td>
</tr>
<tr>
<td>119</td>
<td>22</td>
<td>54</td>
<td>43</td>
<td>Risk</td>
</tr>
<tr>
<td>426</td>
<td>107</td>
<td>152</td>
<td>147</td>
<td>Total</td>
</tr>
</tbody>
</table>

Table 4.2: Risk assessment metrics for success

<table>
<thead>
<tr>
<th>S=426</th>
<th>Accuracy(%)</th>
<th>Recall(%)</th>
<th>F1 Score(%)</th>
<th>Precision(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero Risk</td>
<td>113</td>
<td>96</td>
<td>90</td>
<td>84</td>
</tr>
<tr>
<td>Prospective Risk</td>
<td>35</td>
<td>74</td>
<td>43</td>
<td>84</td>
</tr>
<tr>
<td>Risk</td>
<td>78</td>
<td>91</td>
<td>82</td>
<td>84</td>
</tr>
</tbody>
</table>

Fig. 4.4: Risk Category Vs Storage
resulting matrix has a fixed number of rows, denoted by \( u \), and columns, denoted by \( c \), with the property that \( i \leq j \) (refer to Equation 3.2 and Equation 3.3). Therefore, the expenditure of this matrix is denoted by the notation \( O(v_c) \).

This approach involves looking for a word using two lexicons, one for risk keywords and another for potential phrases, where the expenditures are \( O(n^2) \), and some essential if circumstances, where their costs are \( O(1) \). The first vocabulary is for risk phrases, while the second is for potential keywords. As a result, the total cost of the first method is denoted by the notation \( O(n^2) \). Similarly, we utilized two vocabularies for each mechanism. Figure 6 defines the risk category Vs care. In this method, we used one vocabulary for risk terms and another for risk categories, one for risk words and the other for risk evaluations. Therefore, the time required for each of them to complete is \( O(n^2) \).

5. Conclusion. The fundamental aim of this study is to employ an automatic language translation approach to detect and evaluate potential risks prevalent within medical facilities. In pursuit of this goal, the research capitalized on using social media as a contemporary and rich data source. The categorization techniques are strategically applied to streamline and manage the complexity inherent in the collected data, ensuring a more efficient and insightful analysis process. A significant outcome of the study is the derivation of a series of closed-form algebraic equations instrumental in enabling a comprehensive evaluation of the identified risks, facilitating their accurate assessment and subsequent management. A meticulous and detailed research is conducted focusing on the operations of the CVS institution, a prominent player in the American healthcare sector. This research provided a rich and informative exploration, analysis, and evaluation of the possible threats that could impact the institution’s functioning and the well-being of its stakeholders. Also, calculating various essential metrics offers valuable insights into the proposed model’s predictive performance. The research envisions incorporating additional methodologies. It further studies the precision and depth of the obtained findings, aiming to enhance the overall effectiveness and applicability of the proposed risk assessment model in healthcare management.
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GROUP INTELLIGENT CITY MOBILE COMMUNICATION NETWORK’S CONTROL STRATEGY BASED ON CELLULAR INTERNET OF THINGS

JIAZHENG WEI∗

Abstract. Mobile communication network optimization heavily depends on power control technology, which impacts the effectiveness of the network. This paper aims to enhance control over nonlinear mobile communication networks and achieve superior performance by applying the particle swarm optimization (PSO) algorithm in the control domain. Addressing limitations in the basic PSO algorithm, improvements are made and applied to urban mobile communication networks. The methodology involves modifying the PSO algorithm to address identified issues and applying the enhanced algorithm to communication network scenarios. Simulation results indicate that with an initial particle count of 10 and 100 iterations, the optimized values for and are 0.691 and 0.486, respectively, resulting in an objective function value of 55.514. This achievement validates the successful implementation of the optimization process for mobile communication network control. The findings reveal that the proposed grad particle swarm optimization (Grad-PSO) algorithm exhibits mobile network optimization by robust search capability and rapid convergence.

Key words: Grad-PSO, Particle movement, Mobile communication network, Optimal control, Internet of Things (IoT), Learning factors.

1. Introduction. Mobile communication technology is undergoing profound transformations due to the swift advancement of intelligent appliances and the Internet of Things. Primarily, mobile communication is controlled to sustain a rapid developmental pace regarding user count and overall service. According to the International Telecommunication Union (ITU), the tally of mobile subscribers reached nearly 7 billion by the close of 2014, with mobile broadband’s growth rate consistently in the double digits. The surging demand for mobile communication network technology presents significant opportunities and challenges, fueling a surge in research and development across academic and industrial sectors, focusing on novel services, technologies, standards, and products [1].

Within this dynamic context, 5G has emerged as a prominent focal point of communication technology’s evolution, demonstrating extensive application prospects. Mobile communication network users are surging, business domains are expanding, and network equipment is diversifying extensively. It compels mobile communication networks to enhance the provision of diverse services to an expanding user base, all while upholding communication quality. Consequently, the prerequisites for mobile communication-related technologies are escalating distinctly. The pivotal technology within mobile communication networks efficiently mitigates the power control technology by direct interference among users operating on adjacent or near channels due to the “far and near effect.” This substantial enhancement strengthens mobile communication networks’ capacity and quality [2].

The Internet of Things (IoT) is a pivotal driving force for the evolution of mobile communications. Mobile Internet has revolutionized conventional mobile communication services, furnishing users with experiences such as ultra-high definition (3D) video, augmented and virtual reality, mobile cloud, and other immersive, cutting-edge ventures. It has spurred a comprehensive metamorphosis in the information interaction mode, speeding up the rapid maturation of mobile communication technology and the industry [3].

Moreover, the IoT has expansively broadened mobile communication applications. This expansion transcends interpersonal communication, spanning into intelligent interconnections between various objects, facilitating the application of mobile communication technology across various industries and sectors. The spread of IoT...
applications, ranging from mobile healthcare and smart homes to industrial control, vehicular networking, and environmental monitoring, will manifest in greater abundance [4].

The profound vision of an interconnected world, termed "the Internet of Everything," is controlled to materialize as an extensive array of IoT devices interface with the network for diverse purposes. This surge in IoT-driven applications has given rise to many emerging industries, thus catalyzing the robust advancement of mobile communication technology and the industry. Against this "Internet of Everything" demand, the pressing need for massive device connectivity, diverse services, and distinct user experiences has emerged as new focal points for mobile communication research. Regarding the challenge of power control within mobile communication networks, scholars worldwide have undertaken extensive research, applying an extent of optimization algorithms to address this issue. While algorithms like genetic, ant colony, and particle swarm optimization methods have made strides in resolving power control problems, their shortcomings, namely sluggish convergence, modest precision, and susceptibility to local optimization, adversely impact real-time performance and accuracy. In response to these challenges and aligning with the IoT’s stipulations for high reliability, low latency, and reduced energy consumption, incorporating cache resources within the IoT is paramount in efficiently managing the escalating IoT traffic [5, 6].

The paper’s section organization follows a structured progression to investigate the control method for group intelligent city mobile communication networks using the Cellular Internet of Things (CIoT). The literature review surveys relevant aspects of mobile communication networks, CIoT, and swarm intelligence algorithms are discussed in Section 2. The proposed methodology outlines the proposed control approach, integrating PSO within CIoT, explained in Section 3. The simulation and results are demonstrated in Section 4, which details the method’s effectiveness through experimental comparisons and performance analysis. The conclusion summarizes findings, contributions, and implications, emphasizing the significance of the research in shaping the future of group intelligent city networks based on cellular IoT.

2. Literature review. Many experts and scholars have exhibited a pronounced interest in swarm intelligence, delving into novel approaches to tackle conventional intricate quandaries. Their pursuit involves scrutinizing social insects’ societal conduct, precisely, the collaborative food-finding endeavours of simple insects. Rooted in swarm intelligence, these diligent minds have introduced an array of algorithms, with the ant colony algorithm and PSO emerging as the most emblematic exemplars [7].

The PSO algorithm was introduced by Kennedy and Eberhart in 2000, drawing inspiration from the seeking behaviours of birds. It has evolved into a strong tool for nonlinear continuous optimization, combinatorial optimization, mixed-integer nonlinear optimization, and various other optimization challenges due to its straightforward process, limited parameter requirements, simple algorithmic structure, and ease of implementation. Nevertheless, nonlinear PSO possesses shortcomings such as insensitivity to environmental changes and susceptibility to local minima. In recent years, scholars have devised enhanced algorithms grounded in nonlinear PSO. Key advancements encompass parameter tuning, particle diversity selection, population structure determination, and amalgamation with other intelligent techniques. Relative to counterparts like ant colonies and genetic algorithms, PSO’s advantage lies in its fewer adjustable parameters; however, their meticulous selection significantly influences accuracy and efficiency [8].

Three universally applicable principles are introduced for selecting population size, iteration count, and particle velocity to enhance nonlinear PSO’s effectiveness. Additionally, experts have incorporated PSO with other methods to overcome the local optima problem through population diversity control, balancing particle attraction and repulsion processes. Further innovations include an adaptive PSO to navigate spatial changes in dynamic systems, along with Qiu’s modulation strategy for mobile communication systems [9].

The theoretical foundation for PSO enhancements and applications remains underdeveloped. Particle swarm optimization parameters are confined mainly to experimental realms, lacking comprehensive and well-defined understanding. Therefore, exploring nonlinear particle swarm algorithms holds profound importance for comprehending their internal mechanics and expanding their scope. Cellular networks have evolved as a foundation in mobile communications, offering extensive coverage and reliable communication. Projections by Qualcomm indicate that global IoT connectivity will surpass 5 billion by 2025, around diverse applications from wearable devices to environmental monitoring. The propagation of intelligent devices connecting to cellular networks positions them as the primary infrastructure for the Internet of Things [10].
The enhancement and practical utilization of the PSO algorithm suffer from a shortage of theoretical robustness. Parameters within the PSO algorithm remain within experimental realms, lacking substantial and well-defined conceptualization. Thus, as an emerging intelligence paradigm, the nonlinear particle swarm algorithm is essential for investigating its intrinsic mechanisms and expanding its application spheres. This IoT growth extends across smart cities, transportation, environmental monitoring, and medical care, encompassing an array of facets, from intelligent wearables and water/electricity meters to smart infrastructure like utility hole covers and vehicular terminals. As such, many intelligent endpoints will interface with the network, thus establishing cellular networks as the primary backbone for the Internet of Things [11].

The authors focus on crafting and executing machine learning methodologies to enhance smart cities’ data processing efficiency, decision-making, and resource management capabilities. The research is anticipated to explore a range of machine learning algorithms, including neural networks, support vector machines, clustering, and deep learning models. These techniques can be analyzed for their potential utility across intelligent city domains such as traffic management, energy optimization, waste management, public safety, and healthcare [12].

This study conducts an exhaustive survey on the potential applications of utilizing 5G network-based IoT for demand response within smart grids. The investigation scrutinizes how this innovative strategy can augment grid efficiency and responsiveness, contributing to a more sustainable and adaptable energy ecosystem. The research gap becomes evident in the need for an all-encompassing, interdisciplinary approach that bridges the theoretical prospects of 5G network-based IoT for demand response in smart grids with tangible considerations, economic feasibility, regulatory hurdles, and human-centred aspects. Such an approach would yield a more comprehensive grasp of the authentic potential, limitations, and prerequisites essential for effectively merging these technologies, ultimately shaping the future energy management trajectory [13].

An adequate examination of the pragmatic challenges and constraints of deploying such a system within intricate and dynamic urban settings is lacking. Despite proposing an inventive IoT-based method for accident detection and reporting in smart cities, the study frequently neglects potential hindrances associated with real-world implementation. Fundamentally, although the envisioned IoT-powered accident detection and reporting system exhibits potential, additional research is imperative to bridge the disparity between theoretical concepts and pragmatic complexities. This endeavour is essential to ensure the system’s efficacy, dependability, and smooth adjustment within smart city environments [14].

The research fails to thoroughly examine the challenges and constraints of merging big data analysis and deep learning techniques for constructing digital twins in smart cities. Although the suggested approach exhibits potential for supporting smart city planning via digital twins, additional research is imperative to tackle the noted deficiencies. This encompasses comprehending hurdles in data integration, ensuring model adaptability, considering resource ramifications, fostering interdisciplinary collaboration, and addressing ethical considerations. Addressing these gaps will play a pivotal role in harnessing the full potential of big data analysis and deep learning for the inception and application of digital twins in smart urban environments [15].

3. 3. Proposed Grad-Particle Swarm Optimization algorithm. The PSO algorithm characterizes each solution within an optimization problem as a “particle.” The fitness values of these particles derive from the objective function under optimization. Furthermore, individual particles possess velocities, prompting them to trail the presently optimal particle across the solution space during the iterative search until the ultimate solution surfaces.

Figure 3.1 illustrates the optimal control flowchart for a group-intelligent mobile communication network founded upon the cellular IoT paradigm. Each particle refines its position by monitoring two “extremes” throughout each iteration. The particle’s self-derived optimal solution is termed the individual extremum, \( p_{best} \).

While the prevailing optimal solution for the entire population is known as the global extremum, \( g_{best} \). Particles must continually update both their velocity and position, a process governed by Equations 3.1 and 3.2.

\[
v_i = \omega v_{i-1} + c_1 \times r_1 \times [p_{best} - x_{i-1}] + c_2 \times r_2 \times [g_{best} - x_{i-1}] \\
x_i = x_{i-1} + v_i
\] (3.1) (3.2)

In the context of this representation, \( v_i \) and \( v_{i-1} \) stand for the current and preceding particle movement speeds, correspondingly. Likewise, \( x_i \) and \( x_{i-1} \) denote the current and former particle positions, respectively. The
symbol $\omega$ signifies inertial weights, while $p_{\text{best}}$ and $g_{\text{best}}$ indicate individual and global extrema, respectively. The parameters $c_1$ and $c_2$ encapsulate learning factors, typically adopting equal values like $c_1 = c_2 = 2$. Furthermore, $r_1, r_2$ are random numbers spanning the range from 0 to 1.

By amalgamating the operational swiftness and precision benefits inherent in traditional value optimization techniques, a novel approach seeks to enhance the convergence velocity of the PSO algorithm. To this end, the gradient method is infused into the PSO framework, culminating in a Grad-PSO algorithm fortified by a gradient search factor. This algorithm posits the existence of a global minimum for the optimization function within the domain space. It envisions a circular region "$A$" centered at the global minimum "$g$" and circumscribed by a radius "$r$", representing the optimal zone.

During particle movement, when far from the global optimal value, the original position updating strategy of the PSO algorithm is retained. In contrast, the gradient method governs position updates when proximity to the global optimum is achieved. This strategic integration alleviates the computational burden introduced by the stochastic particle position updates within the PSO algorithm. Upon entering the optimal region, the gradient method guides particles to converge towards the optimal position swiftly, amplifying the optimization pace.

While introducing the gradient method compromises some of the PSO algorithm’s randomness and adaptability, it ensures particles within the optimal region remain confined, heightening single optimization efficiency. Consequently, the overall optimization efficiency of the algorithm is markedly enhanced. The specific velocity and position updating mechanism of the Grad-PSO algorithm is articulated through Equations 3.3 to 3.4.

$$x = x + v, f(x) > f(g) + r$$  \hspace{1cm} (3.3)

$$x = T(x), f(x) \leq f(g) + r$$  \hspace{1cm} (3.4)

To verify the advantages of the proposed Grad-PSO algorithm, the following mathematical problems are analyzed. The target function is $\min f(x) = x^2 + 2x + 6$. The constraint is $-10 \leq x \leq 10$. The problem is optimizing one variable function with boundary constraints [16]. The global optimal solution is $f(x) = 5.0000$. Matlab is used for programming, and the simulation results are shown in Figure 3.2.

The simulation experiment yields evidence that the Grad-PSO algorithm exhibits enhanced regularity within the optimization function, owing to the incorporation of the gradient search factor. This characteristic
Fig. 3.2: Simulation result of optimization function of Grad-PSO algorithm

demonstrates heightened optimization efficiency and remarkable precision. In summation, it can be deduced that the Grad-PSO algorithm is a notably superior approach to function optimization. Within CDMA technology-based cellular mobile communication systems, user terminals employ a shared spectrum for uplink and downlink data transmission, inevitably leading to user interference. A prominent illustration is in broadband CDMA cellular mobile communication systems, characterized by the "near and far effect." This effect is intimately linked with channel power during user communication. Thus, effective management of the signal power of user terminals is essential to mitigate this phenomenon.

Furthermore, optimizing the transmission power of base stations plays a pivotal role. This optimization ensures that each user terminal receives an appropriate radiated power from the base station, contributing to improved overall system performance. In a mobile communication system, the capacity and efficiency of frequency spectrum utilization are directly contingent upon each user's signal power and transmission rate. A comprehensive mathematical model is devised to address power control challenges within mobile communication networks, accounting for the interplay between power control and rate control strategies.

Consider a multi-cell DS-CDMA cellular mobile communication system comprising N users, collectively sharing a spread bandwidth denoted as W. Notably, each user imposes distinct requisites concerning transmission rate, delay, and bit error rate. For analytical convenience, let’s define the maximum allowable transmission power per user as $P_{\text{max}_i}$ alongside the minimum required transmission rate denoted as $R_{\text{mini}_i}$. In addition, a designated target bit energy-to-noise ratio ($E_b/N_0$) is selected to align with specific bit error rate criteria. This enables incorporating a variable transmission rate within a predetermined range to cater to individual user-imposed delay constraints.

Integral to this model is the representation of critical factors. The parameter $h_{ii}$ captures the channel gain from user "i" to the receiver at its base station. Similarly, $h_{ij}$ signifies the channel gain originating from user "j" to the receiving base station of user "i." The signal transmission power of user "i" is denoted as $P_i$ or $\gamma_i$, aligned with the target $E_b/N_0$ requirement. Additionally, the background noise encountered at the base station receiver assumes an additive white Gaussian nature, characterized by a unilateral power spectral density of $\eta_0$.

Central to this framework is the normalized signal-to-noise ratio at the base station, conveyed as $E_b/N_0$. The illustration of this scenario is encapsulated within Equation 3.5, showcasing the reception of the user signal by the base station.

$$\frac{E_b}{N_0} = \frac{W}{R_i} \cdot \sum_{i \neq j} h_{ij} \times P_j + \eta_0 \times W$$

$$i = 1, 2, 3, ..., N$$

To moderate interference among users in different cells, optimization is pursued through the minimization of total transmitted power. Addressing scenarios where the system is congested and quality of service requirements
must be upheld, a priority control strategy is introduced as follows: With a commitment to maintaining high-priority services, the strategy endeavours to augment the transmission quality of low-priority services. This augmentation is achieved by carefully elevating transmission power. To organize user priorities, a coefficient $A_i$ is introduced [17]. The optimization problem’s objective function is formulated in Equation 3.6, while the constraints are articulated through Equations 3.7 to 3.9.

$$\min \sum A_i P_i$$  \hspace{1cm} (3.7)

$$\frac{E_b}{N_0} \geq \gamma_i$$ \hspace{1cm} (3.8)

$$0 \leq P_i \leq P_{\text{max}}$$ \hspace{1cm} (3.9)

$$R_i \geq R_{\text{mini}}$$ \hspace{1cm} (3.10)

The evaluation of the objective function’s values throughout various iterations evaluates the algorithm’s advancement and its rate of convergence. This iterative process of enhancement, guided by the objective function, amplifies the algorithm’s effectiveness in addressing complex problems.

4. Results and Discussion. To simplify the calculation, the mathematical model is simplified, starting from a relatively simple case $N=2$. Set up $N=2$, $i=1,2$, $P_1 = x_1, P_2 = x_2, R_1 = y$. According to the actual situation of the mobile communication network, set $W = 100 MHZ, \eta_0 = 2 \times 10^{-8}, h_{11} = 2, h_{12} = 3, h_{21} = 1.5, h_{22} = 2.5, \gamma_i = 0.8, P_{\text{max1}} = P_{\text{max2}} = 1W, R_{\text{mini}} = 50 Kb/s$ weight coefficient $A_1 = 30, A_2 = 100$. The grad-PSO algorithm is used to optimize the power control. Its objective function is shown in Equation 4.1, and its constraint conditions are shown in Equations 4.2-4.3.

$$f(x_1, x_2) = \min (30x_1 + 100x_2)$$ \hspace{1cm} (4.1)

$$\frac{200x_1}{y(3x_2 + 2)} \geq 0.8$$ \hspace{1cm} (4.2)

$$\frac{250x_1}{y(1.5x_2 + 2)} \geq 0.8$$ \hspace{1cm} (4.3)

where $0 \leq x_1 \leq 1; 0 \leq x_2 \leq 1; y \geq 50$.

The specific processing flow of the Grad-PSO algorithm is as follows.

Step 1: Set each parameter of the algorithm, such as the number of particles contained in the population, that is the size of the population. Coefficient of inertia weight $\omega = 0.9$ and acceleration constants $c_1 = c_2 = 2$.

Step 2: Perform arbitrary initialization on the particles of the population (the population size is $N$), and calculate and determine the fitness of all particles.

Step 3: Evaluate the fitness of each particle calculated in step 2;

Step 4: Match the fitness value of each particle with the historical best position the comparison was performed. If the current particle fitness value is better, thenis updated to the current fitness value;

Step 5: For each particle, the fitness value of fitness is combined with the historical optimal position of the population $g_{\text{best}}$. If the best fitness value in the current population is better than the historical best $g_{\text{best}}$. Then update it to $g_{\text{best}}$.

Step 6: Update the position and velocity of each particle according to the formula;

Step 7: Calculate the performance index to see whether it meets the optimization end condition. If the condition is met, the current result is the optimal solution, and the algorithm ends. Otherwise, return to Step 3 and continue the next loop.
By applying the grad-PSO algorithm to solve the objective function, the optimal solution can be obtained as $x_1 = 0.6916, x_2 = 0.4860$. The target function is zero for $f = 55.5140$. Figures 4.1 and 4.2 show the changes and comparison of the offline performance curve of the Grad-PSO algorithm when the number of iterations is five, and the initial particle number is 10 and 20.

Upon comparing Figure 4.1 and Figure 4.2, it becomes evident that the Grad-PSO algorithm exhibits disparate convergence speeds and paths while undergoing the same number of iterations but with varying initial particle quantities. However, it’s noteworthy that, ultimately, both scenarios attain an identical optimal solution.

Table 4.1, presented below, illustrates the shifts in particle optimal positions ($x_1, x_2$) and objective function value ($f$) with changes in iteration count for initial particle numbers 10 and 20, respectively. The data in Table 4.1 demonstrates that as the iteration count escalates, the Grad-PSO algorithm progressively approaches the optimal value, remaining resilient against divergence from the optimal solution due to inherent randomness. Despite their distinct initial particle counts, the convergence trajectory and pace vary under equivalent iteration counts. Nonetheless, both scenarios efficiently converge towards the optimal power control objective, swiftly realizing the optimization of the power control function.

5. Conclusion. This paper explored the power control principles that lead to a simplified model, viewed through the lens of joint power and rate control. The Grad-PSO algorithm, a typical group intelligence technique, finds wide application in engineering optimization challenges. Implementing the Grad-PSO in mobile communication networks enhances blind channel equalization and communication quality. The Grad-PSO algorithm claims discontinuity and differentiation, powerful search capabilities, and rapid convergence rates. As particle count rises, so does the likelihood of achieving optimal solutions. Simulations demonstrate that with an initial particle count of 10 and 100 iterations, $x_1$ attains 0.691, $x_2$ reaches 0.486, and the objective function
Table 4.1: Particle optimal position and objective function values with the number of iterations

<table>
<thead>
<tr>
<th>Initial number of particles</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.782</td>
<td>0.782</td>
</tr>
<tr>
<td>20</td>
<td>0.693</td>
<td>0.693</td>
</tr>
<tr>
<td>40</td>
<td>0.691</td>
<td>0.691</td>
</tr>
<tr>
<td>100</td>
<td>0.691</td>
<td>0.691</td>
</tr>
<tr>
<td>5</td>
<td>0.811</td>
<td>0.811</td>
</tr>
<tr>
<td>20</td>
<td>0.691</td>
<td>0.691</td>
</tr>
<tr>
<td>40</td>
<td>0.691</td>
<td>0.691</td>
</tr>
<tr>
<td>100</td>
<td>0.691</td>
<td>0.691</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.416</td>
<td>0.416</td>
</tr>
<tr>
<td>0.488</td>
<td>0.488</td>
<td>0.488</td>
</tr>
<tr>
<td>0.486</td>
<td>0.486</td>
<td>0.486</td>
</tr>
<tr>
<td>0.486</td>
<td>0.486</td>
<td>0.486</td>
</tr>
<tr>
<td>$f$</td>
<td>59.441</td>
<td>59.441</td>
</tr>
<tr>
<td>55.757</td>
<td>55.757</td>
<td>55.757</td>
</tr>
<tr>
<td>55.517</td>
<td>55.517</td>
<td>55.517</td>
</tr>
<tr>
<td>55.514</td>
<td>55.514</td>
<td>55.514</td>
</tr>
<tr>
<td>55.514</td>
<td>55.514</td>
<td>55.514</td>
</tr>
</tbody>
</table>

value stands at 55.514, ultimately securing an optimal solution and enabling effective mobile communication network control. Furthermore, as the PSO algorithm refines its iterative processes, the probability of rapid optimal solution attainment surges.
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METHODOLOGY FOR DEVELOPING AN IOT-BASED PARKING SPACE COUNTER SYSTEM USING XNO
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Abstract. The Blockchain-IoT integration is treated as the future technological value by many adopters despite the cost or complexity involved. But, there are technological advancements brought in by communities that make solutions affordable and simple to the fact that they can be used in applications such as parking space counters. This research portrays use of XNO which is a digital currency in an alternative way to keep track of available parking spaces via IoT nodes installed at entry and exit points of parking lots. The available parking spaces data using this approach can be displayed on LED boards at the entry point of the parking lots and on a website for remote status view. An add-on for this research is the issue of entry tickets with timestamp and unique ID by using the block data during asset transfer. This research can be further enhanced for collection of parking fees by the help of IoT nodes at the exit points of the parking lots.

Key words: IoT, Block-chain, Block-lattice, Energy-efficient, Sensors, Cryptocurrency, Parking Space Counter.
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1. Introduction. The origin of IoT dates back decades in comparison with Blockchain being coined. Long story short Tab.1.1 shows the historical technological evolution that brought in IoT and Blockchain.

Bitcoin was the first application of blockchain but unfortunately as Bitcoin matured several issues in the protocol made Bitcoin prohibitive for many applications which include: Poor scalability, High latency, Power inefficient. In 2012 an alternative consensus protocol, Proof of Stake (PoS) [12], was first introduced by Peercoin. PoS does away with the wasteful computation power competition, only requiring light-weight software running on low power hardware. Further enhancements were made when the first Directed Acyclic Graph (DAG) based cryptocurrencies [13] [14] [15] broke the blockchain mold improving system performance and security using a consensus system that provides quicker, more deterministic transactions while still maintaining a strong decentralized system. Meanwhile IoT had its own enhancements in 2014, Constrained Application Protocol (CoAP) [IETF RFC 7252] for low-power, lossy) networks over UDP was introduced [16].

In order to understand the value of the modern blockchain-based solutions one should refer to the traditional method of data collection from IoT nodes by a centralized database server as shown in Fig.1.1 which also handles multiple user requests which could lead to SPOF(Single Point of Failure).

In the world of IoT applications parking systems also have a considerable market share due to growing population, vehicles and traffic. George Mason University in Fairfax, VA, faced a parking deficit due to growth forecasts and to address this, a system was designed [17] to identify commuter populations, predict ridership, and analyze utility of shuttle routes or garages as the goal is to reduce traffic congestion and emissions, ultimately
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Nano(XNO) is a cryptocurrency launched in October 2015 by Colin LeMahieu to address the Bitcoin scalability problem.
Table 1.1: A history of events that lead to the IoT-Blockchain integration.

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1954</td>
<td>Birth of the transistor-based electronic computer [1]</td>
</tr>
<tr>
<td>1969</td>
<td>ARPANET (Advanced Research Projects Agency Network) [2] was the first wide-area public packet-switched computer network to implement the TCP/IP protocol suite developed by DARPA (Defense Advanced Research Projects Agency) for academic and research purposes. ARPANET was decommissioned in 1989 and paved the way for modern internet.</td>
</tr>
<tr>
<td>1982</td>
<td>A beverage machine [3] connected via the internet at Carnegie Mellon University’s School of Computer Science in Pittsburgh to remotely check if the machine was loaded with cold coke. The first IoT sensor data broadcast.</td>
</tr>
<tr>
<td>1982</td>
<td>Cryptographer David Chaum first proposed a blockchain-like protocol [4].</td>
</tr>
<tr>
<td>1990</td>
<td>A Sunbeam Deluxe Automatic Radiant Control Toaster was connected to the Internet [5], becoming the hit of the 1990 Interop. The first remote controlled actuator in IoT.</td>
</tr>
<tr>
<td>1991</td>
<td>Work on a cryptographically secured chain of blocks was described by Stuart Haber and W. Scott Stornetta [6].</td>
</tr>
<tr>
<td>1993</td>
<td>In 1992, Haber, Stornetta, and Dave Bayer incorporated Merkle trees into the design [7], which improved its efficiency by allowing several document certificates to be collected into one block.</td>
</tr>
<tr>
<td>1999</td>
<td>A British technology pioneer Kevin Ashton, co-founder of the Auto-ID Laboratory at MIT coined the term “The Internet of Things” [8] to describe a system where the Internet is connected to the physical world via ubiquitous sensors including RFID (Radio-Frequency Identification).</td>
</tr>
<tr>
<td>1999</td>
<td>MQTT (Message Queue Telemetry Transport) a lightweight protocol over TCP suitable for IoT. MQTT is an OASIS standard and an ISO recommendation (ISO/IEC 20922) [9].</td>
</tr>
</tbody>
</table>

Fig. 1.1: A scenario of a traditional system handling requests from both IoT nodes and end-users which could lead to issues with centralization and SPOF.

ensuring sustainable growth. Similarly an image-based system for detecting vacant spaces in parking areas, combining edge density, closed contour density, and foreground/background pixel ratio for robust detection at low computational cost was proposed [18]. Later many researches have proposed different methods [19, 20, 21, 22] in order to address this parking space problem. While IoT was bringing the physical things into the digital world, its architectural model as shown in Fig.1.1 had centralization leading to a SPOF (Single Point of Failure), Blockchain technology eliminated the
Fig. 2.1: A simplified decentralized architecture of using modern blockchains with IoT where requests from any entity are handled by various blockchain representative nodes and avoiding SPOF.

middleman for authoring or confirming a transaction. The integration of these two technologies was a need for a new breed of advancements.

2. Literature Survey. In 2015, an IoT electric business model based on the protocol of Bitcoin [23] was showcased which leverages blockchain technology and smart devices to revolutionize the energy sector. It enables seamless peer-to-peer energy trading, ensuring efficient utilization of renewable energy sources. IoT devices, like smart meters, monitor consumption, and autonomously interact with the blockchain, executing secure, transparent, and tamper-resistant transactions. Consumers can buy and sell excess electricity directly from one another, incentivizing green energy production and reducing dependency on traditional energy providers. The decentralized nature of the model as shown in Fig.2.1 eliminates intermediaries, reduces costs, and empowers individuals to participate actively in the sustainable energy economy. This innovation paves the way for a greener, more equitable energy future.

Securing smart cities using blockchain technology [24] offers a transformative approach to urban safety and efficiency. Blockchain's decentralized and immutable nature enhances data integrity, thwarting cyber threats and ensuring privacy in interconnected systems. Through tamper-resistant ledgers, critical infrastructure like transportation, energy, and healthcare can be safeguarded from unauthorized access and attacks. Smart contracts [25] can automate enforcement of regulations, streamlining governance and reducing corruption risks. Furthermore, blockchain's ability to facilitate secure peer-to-peer transactions fosters trust in smart city ecosystems, promoting seamless interactions between citizens, businesses, and government entities. Implementing blockchain-based solutions [26] [27] [28] can fortify smart cities against cyber threats [34], elevate citizen trust, and pave the way for a more sustainable and secure urban future.

Researchers started exploring the potential of blockchain for decentralized IoT [29] [30] architectures and discussed how blockchain could enhance trust, data integrity, and authentication in IoT networks. Blockchain-based solutions for IoT [31] device identity, access control, and data provenance gained attention leading to new consensus algorithms to handle the scalability challenges of combining IoT and blockchain. Integration of blockchain and IoT shifted towards energy management, supply chain, and smart city applications highlighting the potential benefits [32] of combining the blockchain’s decentralized nature with IoT’s data collection capabilities. Focus on blockchain-based solutions for securing IoT communications and enabling interoperability between devices explored the use of smart contracts to automate transactions and enforce rules [33] in IoT ecosystems. Continued research on blockchain’s role in securing IoT data, improving trust, and addressing
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privacy concerns [35] discussed the challenges [36] [37] of integrating IoT devices with blockchain networks, such as resource constraints and high transaction costs.

Many advancements in parking space systems using computer vision & LoRa [38], AVI tags & RFIDs [39], transfer learning & deep learning [40] and Blockchain-IoT integration [41] [42] have bridged the gap between the needs of various solutions as the requirements change based on a problem being addressed. Hence, there is also a need to solve simple problems in Blockchain-IoT integration using economical and simple solutions which was taken up by this research and is proved by applying the methodology to a parking space counter.

3. System Architecture. The proposed system architecture as shown in Fig.3.2 integrates IoT and blockchain technologies to create a parking space counter with online viewing capability.

IoT devices Fig.3.1 are made up of HC-SR04 ultrasound sensors that detect the approaching objects(vehicles) and MG995 10kg-cm metal gear servo motor that are used to control the motion of the entry/exit gates. A Wi-Fi communication module is attached with each IoT device that enables communication and access server APIs. The IoT devices are also equipped with P10 LED matrix display boards (interfaced via DMD connector) in order to present the current capacity of the parking lot.

Each IoT device can be equipped with a 40W solar panels and battery management systems in order to work standalone and also to reduce the energy consumption.

IoT devices installed at entry and exit of the parking lot detect available spaces by maintaining appropriate wallet balance securely stored on a blockchain network, ensuring transparency and immutability.

Users can access the available parking spaces online through a mobile app in real-time. Blockchain’s decentralized nature ensures data integrity, while IoT enhances efficiency and accuracy in monitoring parking spaces, providing a seamless and transparent parking experience. It is to be noted that this research uses a blockchain which is actually meant for the sole purpose as a cryptocurrency in the use of developing a IoT application’s solution.

4. Implementation. The IoT devices have to work inclined with the XNO blockchain to handle the parking lot spaces as shown in Fig.4.1. Initially the XNO entry wallet has to be funded with a balance that would be equal to the total number of parking spaces. For example if total parking spaces are equal to 25 the XNO entry wallet balance should be equal to 0.000025 and 25 is displayed on LED board at parking entry. In the beginning the XNO exit wallet balance is 0.

When IoT device detects car at entry gate then first the XNO entry wallet balance is checked, if balance is available then 1 unit i.e 0.000001 is transferred from XNO entry wallet to XNO exit wallet and the IoT device
Fig. 3.2: A simplified representation of the proposed system architecture depicting various elements of the IoT-Blockchain parking space counter solution.

opens the entry gate and LED display board is updated.

Similarly when IoT device detects car at exit gate then then 1 unit i.e 0.000001 is transferred from XNO exit wallet to XNO entry wallet and the IoT device opens the exit gate.

The mobile app works in parallel and always displays the conversion of latest balance of the XNO entry wallet which represents the available number of parking slots.

In order to bring out the proposed architecture into implementation the following steps are to be undergone:

1. **Creating wallet, accounts and managing associated private key:** In order to work with NANO’s cryptocurrency XNO we made use of NAULT [43] (as shown in Fig.4.2) which is a secure open source wallet for NANO based on NANOVAULT [44].

2. **Setting up wallet api in each IoT node:** NANO’s Node and Protocol Documentation [45] was used for this purpose along with the service from SomeNano [46] which is a free-to-use Public Nano Node.

3. **Preparing initial wallet balance based on the assets related to the problem domain:** NANO faucets [47] allow us to claim small amounts of XNO for free. These faucets are to experience how easy it is to send and receive XNO across the world instantly on a decentralized network. A temporary NANO wallet address was used to receive XNO from the faucets. The amount of microNano equal to the total parking spaces was transferred from this temporary wallet to the parking entry wallet address.

4. **Deciding conditions for invocation of asset transfer:** As depicted in system architecture in Fig.3.2 when the entry IoT sensor node detects a car entering the parking lot then, 1 microXNO is transferred from the entry wallet address to the exit wallet address. The vice-versa is performed when a car leaves the parking lot.

5. **Unit conversion of wallet balance to depict available parking spaces on display hoarding at entry and online via mobile app:** Account balance of the wallet assigned to the parking entry is enquired through an API call “https://node.somenano.com/proxy?action=account_balance&account=nano_xxx” which returns a JSON data as follows:

```json
{
    "balance": "250000000000000000000000",
```
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5. Results and Discussions. A software [51] was used to simulate the IoT sensor nodes binded with a parking scenario in order to perform tests and observe results. The cryptocurrency being transferred during entry and exit of cars at the parking lot simulation were observed using a block explorer [52], also wallet balance including unit conversions on app were observed. All these results are shown as three scenarios in Fig.5.1, individual block information during one transfer in Fig.5.2 and multiple cryptocurrency transactions in Fig.5.3.

There are many block-chain technologies that support smart contracts through which parking space system can be managed. But, based on the approach used in this work only fee-less block-chain technologies can be used. A minor investigation portrays the attributes of such shortlisted block-chain technologies as shown in Tab.5.1. EOS is an advancing technology that has a maximum theoretical capability of 8,000 transactions per second and a minimum of 0.0001 EOS is required for a transaction. IOTA on the other hand requires 1 token per IoT device. XNO has many forks and one popular among them is Banano (BAN) and at least 0.01 of BAN token is required for transactions.

The capacity of parking lots differ from each other. If various fee-less block-chain technologies (BCT) are compared using the proposed methodology (considering the minimum tokens required in respective BCT) as shown in Tab.5.2 then XNO proves to be a viable solution. In this scenario only 1 set of IoT devices are
Fig. 4.2: An online wallet containing two XNO accounts: address of account#0 binded to parking entry and address of account#1 binded to the parking exit (source: nault.cc)

Fig. 4.3: Development scenario of the parking space counter app using MIT App Inventor (source: appinventor.mit.edu)

considered i.e. 1 IoT device at the entry gate of the parking lot and 1 IoT device at the exit gate of the parking lot. Note that XNO and its forks supports upto 30 decimal places and hence the cost change is very negligible when one parking lot contains huge number of parking spaces also.

An organization which tends to develop parking solutions based on this methodology will have to handle multiple number of parking lots. This is where XNO proves to be a viable solution as some of the other fee-less blockchain technologies tend to increase in price drastically as seen in Tab.5.3.

It was observed through this research that a cryptocurrency which is meant for money transfer can also be used to provide solutions in IoT. This solution was only possible because the block-lattice technology developed by Nano(XNO) made asset transfer fee-less and instant. Multiple parking entry and exit points can be extended with the same program without changes because the block-lattice is protected by double-spending acting as a process synchronization feature.

6. Conclusion. This research represents a significant advancement in parking management and efficiency by leveraging the Internet of Things (IoT) technology and incorporating the block-lattice mechanism, this system provides a reliable and real-time solution for monitoring and managing parking spaces in various urban and commercial settings.

The implementation of this system offers several key benefits. First and foremost, it enhances the overall
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Fig. 5.1: Representation of parking space counter in accordance with wallet balance for various scenarios: (a) Initial Wallet balance is set equal to the total number of parking slots. 0.000025 Nano is represented on the phone display after conversion as 25microNano, (b) After some cars enter the parking lot the wallet balance decreases in proportion and updated on counter display at parking entry & app, (c) After some cars exit the parking lot the wallet balance increases in proportion. All updates are shown on display hoarding at parking entry & online using mobile app (photos above in first row).

Table 5.1: Attributes of various fee-less block-chain technologies that were considered for comparative study.

<table>
<thead>
<tr>
<th>Block-chain</th>
<th>Max. TPS</th>
<th>Min. Token required (cost in USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOS</td>
<td>8,000</td>
<td>0.0001 EOS ($0.00006354)</td>
</tr>
<tr>
<td>IOTA</td>
<td>1,000</td>
<td>1 IOTA ($0.158295)</td>
</tr>
<tr>
<td>XNO</td>
<td>1,800</td>
<td>0.000001 XNO ($0.000000682)</td>
</tr>
<tr>
<td>BAN</td>
<td>XNO fork</td>
<td>0.01 BAN ($0.00004091)</td>
</tr>
</tbody>
</table>

Table 5.2: Tokens required of the related block-chain and cost in USD for implementing the proposed methodology using various block-chain technologies for varying parking lot capacities having only 2 IoT devices; 1 at entry gate and 1 at exit gate.

<table>
<thead>
<tr>
<th>BCT</th>
<th>for 25 spaces</th>
<th>for 50 spaces</th>
<th>for 100 spaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOS</td>
<td>0.0025 ($0.00015939)</td>
<td>0.005 ($0.00031879)</td>
<td>0.01 ($0.00063758)</td>
</tr>
<tr>
<td>IOTA</td>
<td>1.000025 ($0.17)</td>
<td>1.00005 ($0.17)</td>
<td>1.0001 ($0.17)</td>
</tr>
<tr>
<td>XNO</td>
<td>0.0000001 ($0.00000007)</td>
<td>0.000001 ($0.00000007)</td>
<td>0.0000001 ($0.00000007)</td>
</tr>
<tr>
<td>BAN</td>
<td>0.01 ($0.00004)</td>
<td>0.01 ($0.00004)</td>
<td>0.01 ($0.00004)</td>
</tr>
</tbody>
</table>
Fig. 5.2: Transaction block information which can be used to issue parking tickets as it contains timestamp and unique block hash (source: nanolooker.com)

Fig. 5.3: Transaction history of entry wallet where “Send” denotes a car entering the parking lot and “Receive” denotes a car exiting the parking slot (source: nanolooker.com)

parking experience for drivers by reducing the time spent searching for available spaces. This, in turn, leads to reduced traffic congestion and improved air quality in urban areas. Additionally, the system optimizes parking space utilization, maximizing revenue generation for parking lot operators and ensuring fair distribution of spaces among users.

Moreover, the integration of blockchain-based block-lattice technology ensures a secure and tamper-resistant
Table 5.3: Capital investments for various block-chain technologies if opted by organizations using the proposed methodology with multiple number of parking lots (with 100 spaces and 1 set of IoT devices) in different geographical locations.

<table>
<thead>
<tr>
<th>BCT</th>
<th>for 10 lots</th>
<th>for 100 lots</th>
<th>for 1000 lots</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOS</td>
<td>0.1 ($0.063758)</td>
<td>1 ($0.63758)</td>
<td>10 ($6.3758)</td>
</tr>
<tr>
<td>IOTA</td>
<td>10 ($1.7)</td>
<td>100 ($17)</td>
<td>1000 ($170)</td>
</tr>
<tr>
<td>XNO</td>
<td>0.000001($0.000007)</td>
<td>0.0001($0.00007)</td>
<td>0.001($0.007)</td>
</tr>
<tr>
<td>BAN</td>
<td>0.1 ($0.0004)</td>
<td>1 ($0.004)</td>
<td>10 ($0.04)</td>
</tr>
</tbody>
</table>

data recording process in order to issue parking tickets. The decentralized nature of the block-lattice mechanism eliminates the risk of a single point of failure and enhances the system’s resilience against potential cyber threats.

In conclusion, this innovative parking space counter system represents a step forward in transforming a cryptocurrency to solve traditional parking management by using an efficient, and user-friendly process. As IoT and blockchain technologies continue to evolve, we can expect even more simpler and integrated solutions to revolutionize urban mobility and shape smart cities of the future.
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A STUDY OF BLOCKCHAIN AND MACHINE LEARNING-ENABLED IOT SECURITY IN TIME-DELAYED NEURAL NETWORK VOCAL PATERN RECOGNITION TO IMPROVE WEB-BASED VOCAL TEACHING

KAIYI LONG*

Abstract. With the development of information technology, online vocal teaching is becoming more and more popular, but the sound quality of teaching is also becoming more and more demanding. As online vocal instruction becomes more popular, the need for high-quality sound in these digital environments becomes more critical. This research tackles the problem of improving sound quality in real-time vocal teaching by integrating advanced technologies such as Blockchain and Machine Learning within the Internet of Things (IoT) security framework. We created a vocal recognition model using Time-Delay Neural Network (TDNN) and improved it with Generated Feature Vector (GFV). This integration yields a strong GTDNN vocal recognition system that is specifically designed to secure and optimize web-based vocal teaching. Our experiments show that GTDNN outperforms traditional TDNN and i-vector methods in feature vector extraction, adapting well to different speech environments. In various speech settings, GTDNN's Error Rates (EERs) are impressively low at 11.3%, 12.0%, 4.9%, 6.2%, and 6.1%, indicating superior performance over comparison models. GTDNN has an EER of 9.6% for short-duration speech and 2.3% for long-duration speech. Furthermore, the GTDNN system achieves an overall pass rate of 94% for target speech and an impressive rejection rate for non-target speech, ensuring high accuracy in a variety of speech environments.

Key words: TDNN; vocal recognition; network vocal teaching; sound quality fidelity

1. Introduction. At present, the application of network technology in teaching is one of the forms of modernization of education and teaching in China. This form is also reflected in vocal music teaching, which makes it possible to change from traditional offline teaching to online teaching, which greatly increases the flexibility of teaching and the richness of teaching forms. In the process of online vocal teaching, there are inevitably background sounds and other people's voices mixed in the teacher's teaching voice, so online sound quality fidelity technology is needed to improve the sound quality. Voice recognition can identify and distinguish teachers from other voices by extracting their vocal features, thus achieving sound quality fidelity [3, 19]. Voice is a kind of information carrier for communication between people, and voice contains a variety of information, for example, in daily life, people can be distinguished by their voice alone. This is due to the fact that the vocal pattern of each person's voice is different. Therefore, vocal recognition technology can be applied to the task of recognizing speakers. In short, it is the extraction of features in a speaker's voice that characterize the speaker's voice and the analysis and classification of these identity features to distinguish target and non-target speakers [5, 16].

At its core, blockchain is a distributed database that keeps a constantly growing list of records, known as blocks, that are linked and secured using cryptography. Each block contains a cryptographic hash of the previous block, as well as a timestamp and transaction data, resulting in an unchangeable chain of records. This ensures that once a record has been added to the chain, it cannot be changed retroactively without affecting all subsequent blocks, which requires network majority consensus. Because blockchain is decentralized, there is no need for a central authority or intermediary, making it naturally resistant to fraud and corruption. Its applications span a wide range of industries, including finance, healthcare, supply chain management, and others, where it promises increased transparency, security, and efficiency. Vocal recognition has a wide range of application scenarios as scientific research continues to deepen [6]. Especially in recent years, with the continuous development of machine learning theories, machine learning techniques have made new breakthroughs in natural language processing and data mining. In recent years, with the significant breakthrough of deep learning
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theory in speech recognition, more and more researchers have started to use it for voiceprint recognition. There are numerous approaches to use deep learning techniques for voice recognition, but most of the current systems using deep learning still embed neural network models into the identity vector (i-vector) recognition benchmark framework based on Probabilistic Linear Discriminant Analysis (PLDA) models model at [6]. However, the recognition rate of short-time speech is low, and it is easy to be disturbed by noise. Time-Delay Neural Network (TDNN) is a model using multi-layer convolutional neural network, which can carry out convolution operations on both time axis and frequency axis, and has stronger robustness. In order to improve the recognition rate and stability of the voice system, and strengthen the robustness against noise, this research will build a vocal recognition method based on TDNN to accurately identify the teacher’s voice in online lessons and improve the quality of vocal teaching. The combination of these technologies — blockchain for security, machine learning for pattern recognition, and IoT for connectivity — has the potential to significantly improve the dependability and efficiency of web-based vocal teaching platforms. This study aims to improve the overall experience and outcomes of digital vocal education by ensuring secure data exchanges and accurate vocal recognition.

2. Literature Review. In the field of acoustics teaching, researchers have produced results on the reform of teaching mode. Yang h analyzes the quality of multimedia teaching in vocal music class by using elite teaching optimization algorithm to improve the level of acoustic teaching. The main point of view is the teacher’s teaching ideas, the level of information-based teaching design, the level of new teaching model, teaching effects and other factors that affect the quality of teaching. The results show that the algorithm is effective and can be used to evaluate the quality of vocal music multimedia teaching [20]. Fu L thinks that the vocal music teaching is changing from teacher-centered to student-centered. The teaching emphasizes the development of students and the change of academic conditions, and pays more attention to the combination of theory and practice. Fu L analyzed the actual situation of vocal music teaching to find out the gap between reality and theory, and thus formulated a more scientific teaching method to improve the teaching model. The study provides a theoretical teaching plan for improving the quality of acoustic teaching and the acoustic level of students [3], [16], in this paper, a method of system resource allocation based on power iteration is proposed to optimize the resource allocation of vocal music teaching system. The method takes the throughput of the unloading process as the objective function, and achieves the optimal allocation of normal power through iterative optimization. At the same time, a heterogeneous network based on edge server is proposed to improve the low energy efficiency and resource utilization of edge server. The experimental results show that the method is effective and practical.

Academic research on TDNN has produced many results. Hu S et al. used TDNN optimized by neural structure search (NAS) based techniques for speech recognition tasks. The NAS was used to automatically learn two hyperparameters of factorized TDNN, namely left-right splicing and contextual offset, and the linear projection dimension of each hidden layer, allowing TDNN to perform in different systems through parameter sharing effective search. Experimental results show that its word error rate is large and model size is greatly reduced, and speech recognition performance is improved [9]. [1] used TDNN to predict the active power demand on a P4 bus in President Prudente. Experimental results demonstrated its validity [11]. [21] used TDNN as a facial expression classifier for an intelligent robot to establish command laws by analyzing and recognizing facial expressions to translate expressions into robot-recognizable language. Experimental results verified its effectiveness and improved the efficiency of recognition. [2] used TDNN and normalization methods for optimizing an automatic speech recognition system. The experimental results showed that the recognition error rate of the optimized system was greatly reduced and its acoustic and language model recording speed was significantly accelerated.

The paper [11] investigated the performance of deep neural networks, convolutional neural networks, temporal convolutional neural networks, and TDNN for English dialect classification. The results showed that TDNN and ECAPA-TDNN classifiers capture a wider temporal context, further improving the performance of the classification models. TDNN improved the performance of SPEC-STFT and SPEC-SFF by 2.8% and 1.4%, respectively. [15] applied focal time delay neural network (FTDNN) to ECG lead set accurate reconstruction. The experimental results showed that the FTDNN method reconstructed leads with correlation values between 0.8609 and 0.9678 and root mean square error values between 123 $\mu V$ and 245 $\mu V$ in all cases except for individual subgroups, outperforming other methods and improving the accuracy of ECG leads. [12] applied a modified TDNN to monitor the flow of granular solid material in oil pipes. The method can capture dynamic
acoustic signals. Experimental results showed that its normalized root mean square error for monitoring solid flow rate, solid concentration, pipeline pressure drop and gas velocity were 0.18, 0.17, 0.20 and 0.16, respectively. Its performance provides a simple and reliable real-time monitoring system due to the artificial neural network model. [14] used TDNN to build a three-level coding system to decode the signal when rats act. The study first recorded and processed M1 signals from three behavioral types of rats: walking, standing and head shaking, and then divided the signals according to response time points and analyzed them as independent components to extract signal features. Finally, the study finds 16 representative sample signals by dynamic dimension increase algorithm to input a three-level TDNN for training. The results showed that the recognition accuracy of TDNN for these three actions was 51.4%, 80.0% and 54.3%, respectively, which showed that the three-stage TDNN coding model could explain the M1 brain signals of free-motor animals [12].

To sum up, TDNN has rich application results in classification tasks, signal recognition and speech recognition, but few studies have applied it to voice print recognition and vocal music teaching tasks. TDNN can be used to improve the recognition accuracy rate and stability in noisy environment by its strong robustness. This research will apply TDNN in the field of vocal recognition, design a vocal recognition system based on TDNN that can be used for web-based vocal teaching, and provide a better performance method for online lesson sound quality fidelity.

3. Vocal Sound Quality Fidelity Method Based On Voiceprint Recognition With Time Delay Neural Network.

3.1. Design of voice-print recognition model based on time-delay neural network. Vocal recognition refers to the process of extracting features that can represent the identity of a speaker from one or more segments of speech and comparing them with the identity features extracted from the speech of a known speaker to achieve confirmation of the identity of the speaker. Its main processes are specifically as follows: preprocessing of speech signals, feature extraction of speech signals, training and building speaker models, and scoring the unknown speaker against the feature parameters of the known speaker [10]. Vocal recognition feature extraction is a key step in vocal recognition, and it is necessary to obtain the long time dependent nature of speech to obtain a time invariant acoustic model of this nature. TDNN can obtain the long time dependent nature of speech, and can extract the relationship between each feature value related to the time series, and take into account the characteristic factor of the change of feature value due to time change [13]. Therefore, TDNN is chosen for this study to perform vocal feature extraction. TDNN is a feedforward neural network that is computed using interconnected layers composed of many nodes, and its basic structure is shown in Figure 3.1. In the figure, $a_i, a_j$ is the input vector of $i$ dimension and $j$ dimension, $w$ is the connection weight, $s_i, s_t$ is the delay vector, and $t$ is the delay time. When $t = 2$ is used, it means that the current time and the vectors of the two preceding and following frames are combined together and fed into the network. The core idea of TDNN is weight sharing, i.e., the weights of the same parts are the same. Specifically, when $t = 2$, there will be 3 weights in the neural network, which are given to the current time frame and the two frames before and after the current time.

The activation function can make the neural network have stronger classification ability. ReLU function and Softmax function are both commonly used activation functions. Among them, the ReLU function can effectively overcome the problem of gradient disappearance and can transfer the error better than the Sigmoid function. Therefore, the ReLU function is chosen as the activation function of TDNN in this study, and its formula is shown in equation 3.1.

$$\text{Max}(0, x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
 x & \text{if } x \geq 0
\end{cases} \quad (3.1)$$

For the output classification function of TDNN, the Softmax classification function was chosen for the study, and its formula is given in equation 3.2.

$$y_i = \frac{\exp(x_i)}{\sum \exp(x_i)} \quad (3.2)$$

To design a vocal pattern extraction model based on TDNN, the model can be divided into two modules: speaker identity feature vector extraction and back-end scoring module. The former can utilize Mel-Frequency
Cepstral Coefficients (MFCCs) features of fixed speech signals as input features for TDNN. each delay layer in TDNN reads the information features in the speaker’s speech while expanding the context of the frame, which facilitates capturing the speaker’s identity information. The delay layer is followed by a pooling layer, where TDNN collapses the features along the time axis by computing the mean and standard deviation statistics of the features to obtain a feature vector containing global speaker information. In order to get the speaker embedding correct, the pooling layer is followed by a fully connected layer. The back-end scoring module can be chosen from the PLDA model. The scoring principle of the PLDA model is to assume that the training data speech consists of speaker’s speech, where each speaker has different segments of his or her own speech. Then, the b speech of the a speaker is defined as $x_{ab}$. Then, the generative model of can be defined as equation 3.3 based on the factor analysis.

$$x_{ab} = \mu + F h_a + G w_{ab} + \epsilon_{ab} \quad (3.3)$$

In equation 3.3, $\mu$ is the numerical mean, $F$ and $G$ are two spatial feature matrices, represents the feature representation of in speaker space, and is the noise covariance. In the recognition scoring stage, if the likelihood of two voices having the same $h_a$ features is greater, then the two voices belong more definitely to the same speaker. The degree of likelihood is used to calculate the score by the log-likelihood ratio, which is given in equation 3.4.

$$S = \log \left( \frac{p(a_1, a_2 | T_1)}{p(a_1 | T_2)p(a_2 | T_2)} \right) \quad (3.4)$$

In equation 3.4, $S$ is the log-likelihood ratio. $T_1$ and $T_2$ are two hypothetical events, i.e., the vector $a_1, a_2$ belongs or does not belong with a speaker. $p$ represents the probability of the event. the PLDA model is based on two basic assumptions: first, that the channel influence is independent of the speaker; and second, that the total variability factor of the speaker cannot fluctuate excessively. However, these two assumptions are not fully valid. Therefore, the study improves it by eliminating the process of solving the spatial feature matrix $G$ in equation 3.3, without reference to the differences between different speech sounds of the same speaker, to obtain a simplified PLDA model. The equation of the improved model is given in Equation 3.5.

$$x_{ab} = \mu + F h_a + \epsilon_{ab} \quad (3.5)$$

The training phase of the neural network requires the selection of a suitable loss function, and this time the softmax cross-entropy function is chosen as the loss function, the formula of which is given in equation 3.6.

$$E = \sum_{n=1}^{N} \sum_{i=1}^{n} y_i \log \left( \frac{e^{z_i}}{\sum_k e^{z_k}} \right) \quad (3.6)$$
In equation 3.6, \( n \) is the number of data samples, and each data \( x_n \) contains \( m \) frames of sound feature data. If the speaker’s label is now \( i \), then \( y_i = 1 \); otherwise, it is 0. \( z_i \) denotes the input value of the first \( i \) node, and \( z_k \) denotes the input values of other nodes. Combined with the above design, the obtained time-delay neural network-based voice recognition model flow is shown in Figure 3.2. In the training phase, the speech data of the training set is inputted into the time-delay neural network with the extracted MFCCs after speech preprocessing and Mel cepstral coefficient extraction, and the output data of the softmax layer is used for the training of the PLDA back-end. In the testing phase, it is also necessary to first perform the speech preprocessing operation on the test set data to extract the MFCCs in the voice and input the MFCCs into the time-delay neural network, unlike the test phase, the feature vectors extracted by the neural network are presented after the hidden layer of the time-delay neural network and used directly for scoring the PLDA model.

### 3.2. Model optimization and identification system construction

TDNN considers multi-frame features, which enhances the complexity of the computation. Therefore, the study introduces the Generated feature vector (GFV) to improve it. The basic principle of the Generated feature vector is to perform correlation analysis between the Identity authentication vector (i-vector) and the extracted vectors of the TDNN model using Canonical correlation analysis (CCA) to generate a new feature vector. CCA allows the two feature vectors to learn from each other. To achieve voice recognition, it is necessary to find an invisible vector space in which each speaker is a point, i.e., a set of basis vectors of this vector space can be used to represent this speaker [18]. The identity feature vector i-vector is the vector belonging to this vector space that can characterize the speaker. In the registration and testing phases, the i-vector will be excluded from the system and only the feature vector extracted by the TDNN network will be considered and linearly transformed using the transformation matrix obtained by typical association analysis methods. This paper utilizes this transformed output as a generative feature vector, which captures some properties of the identity feature vector extracted by the i-vector model during the transformation process. The steps are shown in Figure 3.3. After inputting the speech, the matrix based on the identity vector \( W_a \) and the matrix extracted by TDNN \( W_b \) are transformed by using CCA learning, and then this transformation matrix is used for generative feature vector extraction.

The matrix \( W_a \) and the matrix \( W_b \) need to satisfy the constraints of equation 3.7.

\[
\max_{W_a, W_b} \text{corr}(W_a \phi_a, W_b \phi_b) \quad (3.7)
\]

In Eq. 3.7, \( \phi_a \) is the feature vector extracted from the i-vector and \( \phi_b \) is the feature vector extracted from the TDNN of the same speech. The CCA transform can transfer the information from the i-vector model to the TDNN model and vice versa. The expression of the generative feature vector is given in equation 3.8.

\[
\phi_g = W_b \phi_b \quad (3.8)
\]

In equation 3.8, \( \phi_g \) is the generative feature vector and also the feature vector extracted by TDNN with i-vector features. i-vector and TDNN networks extract feature vectors that are both zero-centered, but the
Fig. 3.3: Schematic diagram of GFV principle

dimensionality of the two is different. Applying CCA can maximize the correlation between the two. The principle of CCA is that if there are two random vectors $X = \{x_1, x_2, \ldots \}^T$ and $Y = \{y_1, y_2, \ldots \}^T$, CCA can redefine the new variables $M$ and $N$ by a linear combination of $X$ and $Y$. $M$ and $N$ see equation 3.9.

$$
\begin{align*}
M &= a^T X \\
N &= b^T Y
\end{align*}
$$ (3.9)

In Eq. 3.9, $a^T$ and $b^T$ are the two parameters that CCA needs to find to maximize the correlation coefficient of the two vectors. The expression of the correlation coefficient $r$ is given in Eq. 3.10

$$
r = \text{corr}(a^T X, b^T Y) = \frac{E(a^T X b Y^T)}{\sqrt{E(a^T X a X^T) \sqrt{E(b^T Y b Y^T)}}}
$$ (3.10)

In equation 3.10, $E$ denotes the unit matrix. The constraints of this equation are shown in equation 3.11.

$$
\begin{align*}
a^T \sum_X a &= 1 \\
b^T \sum_Y b &= 1
\end{align*}
$$ (3.11)

In equation 3.11, $\sum_x$ and $\sum_T$ are the covariances of the matrices. $\sum_x$ The expressions are given in Eq. 3.12.

$$
\sum_X = E(X^T X)
$$ (3.12)

For $\sum_Y$ the expression of is shown in equation 3.13.

$$
\sum_Y = E(Y^T Y)
$$ (3.13)

The relevant parameters for the maximization are given in equation 3.14.

$$
r = a^T \sum_{XY} b = a^T E(XY^T) b
$$ (3.14)

In CCA, the aim is to find mutually orthogonal pairs of the maximum correlated linear combinations of variables in $X$ and $Y$. In the study, $X$ and $Y$ refer to the corresponding i-vector and TDNN network extracted
feature vectors of the same speech segment, respectively. After introducing GFV into the voicing recognition model, a voicing recognition system based on time-delay neural network is designed. The system is developed in Python language under Linux environment and uses Advanced RISC Machine (ARM) processor for data processing. The system first obtains the audio from peripherals and stores it in the memory unit, then drives the AXI-DMA unit to transmit the data to the on-chip processor after processing by the processor, then uses the ARM processor to control the CNN hardware accelerator to read the features and weights, and finally sends the structure back to the on-chip memory and then sends it back to the memory via AXI_DMA. Process the output further. The processing flow of the system for voiceprint recognition is shown in Figure 3.4.

As shown in Figure 3.4, the system only has the extraction process for i-vectors in the training phase, but not in the test set, which reduces the amount of operations in the system. In the training phase, the i-vector feature extraction module is introduced mainly to calculate the transformation matrix $W_a$, which is used for generative feature vector generation. In the training phase of the model, the speech in the training set is first preprocessed to extract the acoustic parameters MFCCs in the speech, and then the i-vector of the speech is extracted and the TDNN network is used to extract the feature vectors of the speech, and two transformation matrices $W_a$ and $W_b$ are found using CCA to make the maximum correlation between the two vectors. One of the matrices $W_b$ will be used to generate the test phase generative vectors. In the test phase, the speech is also preprocessed first to extract the acoustic parameters MFCCs in the speech, and the MFCCs extracted from the speech are input to the TDNN network as the input layer of the neural network. The TDNN network extracts the feature vectors that represent the identity of the speaker, and multiplies the feature vectors with the transformation matrix $W_b$ calculated in the training phase to calculate the generative feature vectors in the speech. Finally, the generative feature vectors are input to the back-end scoring PLDA model for scoring, and the scoring results are used to determine whether the speech belongs to the target speaker to achieve the purpose of voice recognition.

The use of TDNN for vocal feature extraction is a significant step forward in vocal recognition technology. TDNN can extract time-invariant acoustic models, which are critical for identifying and verifying speaker identities with high accuracy, by capturing the long time-dependent nature of speech.

4. Analysis of Experimental Results of GTNN-based Voice Recognition System.

4.1. Experimental environment and parameter determination. The environment for this experiment is shown below: the operating system is Linux Ubuntu18.0464, the GPU is NVIDIA TeslaP100, the CPU
is Intel(R) Xeon(R) CPU is E5-2697V424, and the running memory is 96G. The software is developed using Python. The speech recognition data are obtained from existing publicly available voice databases, including the English dataset TIMIT voice library, VoxCeleb voice library and Chinese voice library Aishell, and the noise database is selected from MUSAN. The MUSAN dataset includes 929 various noise files with a sampling frequency of 16 KHz. All audio files are in WAV format. The basic parameters of other speech libraries are shown in Table 4.1. The TIMIT speech database has a sampling frequency of 16 kHz and includes a total of 630 target speakers, each recording 10 voices. VoxCeleb is an audiovisual dataset covering video and audio data, and only the speech data are taken in the storage experiment. The Aishell speech library is a Chinese speech library covering various types of factual information.

The data of the speech library is divided into training set, registration set and test set, the training set is used to train TDNN and PLDA models, the registration set is used as the reference data set for recognizing voice patterns, and the test set is used to test the system performance. The Equal Error Rate (EER) is used as the main evaluation index of recognition effect. When the EER is larger, it means that the recognition system is less effective, and when the EER is smaller, it means that the recognition system is more effective.

Before starting the experiments, preliminary tests are needed to determine the optimal parameters of the TDNN [23, 24, 25]. The parameters to be determined include the delay time of each layer of the TDNN and the position of the extracted feature vectors. The first 6 layers of the TDNN model are the delay layer. In order to verify the effect of the different delay time of each layer on the experimental results and to find the optimal selection scheme, 6 schemes are tested in this experiment and the EER value as well as the loss value of each scheme are calculated. The experimental results of the delay configuration of the frame-level layers obtained are shown in Table 4.2. From the above table it is easy to see that the recognition effect of the delayed layer delay scheme selection of scheme 6 is optimal, so the delay parameters of each layer of the hidden layer of the delayed neural network are the same as in experiment 6.

In order to extract feature vectors with good distinguishability and represent the identity of the speaker, the effect of extracting feature vectors after fully connected layer 1 and fully connected layer 2 is tested for voice recognition, respectively. The dimensionality of the feature vector corresponds to the number of nodes in the fully connected layer. In order to extract the appropriate dimensionality of the feature vector, the effect of the number of nodes in the fully connected layer on the recognition results was tested with 256, 350 and 512 nodes, respectively. The VoxCeleb speech library was used for both testing and training, and the scoring backend was a PLDA model. The final model recognition results EER are shown in Table 4.3 below: from Table 4.3, it can

Table 4.1: Basic parameters of sound library

<table>
<thead>
<tr>
<th>Voice Library</th>
<th>Total number of speakers</th>
<th>Number of men</th>
<th>Number of women</th>
<th>Total number of voices</th>
<th>Number of voices per capita</th>
<th>Recording Environment</th>
<th>Total time/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIMIT</td>
<td>630</td>
<td>440</td>
<td>192</td>
<td>6300</td>
<td>10</td>
<td>Pure</td>
<td>3.96</td>
</tr>
<tr>
<td>Aishell</td>
<td>402</td>
<td>188</td>
<td>210</td>
<td>141600</td>
<td>355</td>
<td>Pure</td>
<td>177</td>
</tr>
<tr>
<td>VoxCeleb</td>
<td>1250</td>
<td>690</td>
<td>566</td>
<td>153520</td>
<td>120</td>
<td>Contains noise</td>
<td>353</td>
</tr>
</tbody>
</table>

Table 4.2: Experimental results of frame level layer delay configuration

<table>
<thead>
<tr>
<th>Program Number</th>
<th>Delay layer number</th>
<th>loss</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T, T+2</td>
<td>0.33</td>
<td>0.123</td>
</tr>
<tr>
<td>2</td>
<td>T, T+2</td>
<td>0.30</td>
<td>0.164</td>
</tr>
<tr>
<td>3</td>
<td>T, T+2</td>
<td>0.22</td>
<td>0.160</td>
</tr>
<tr>
<td>4</td>
<td>T, T+2</td>
<td>0.19</td>
<td>0.131</td>
</tr>
<tr>
<td>5</td>
<td>T, T+2</td>
<td>0.15</td>
<td>0.092</td>
</tr>
<tr>
<td>6</td>
<td>T, T+2</td>
<td>0.13</td>
<td>0.072</td>
</tr>
</tbody>
</table>
Table 4.3: Experimental results of feature vector extraction location

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Fully connected layer 1</th>
<th>Fully connected layer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>0.819</td>
<td>0.820</td>
</tr>
<tr>
<td>352</td>
<td>0.800</td>
<td>0.770</td>
</tr>
<tr>
<td>512</td>
<td>0.700</td>
<td>0.728</td>
</tr>
</tbody>
</table>

(a) The extraction result of i-vector  
(b) The extraction result of TDNN  
(c) GTDNN  

Fig. 4.2: Classification effect of extracted feature vectors

be seen that the best recognition results are obtained when the number of nodes is 512 and the feature vectors are extracted after the fully connected layer 1.

Therefore, the TDNN's delay parameter is chosen as option 6, and the feature vector extraction position is fully connected layer 1 when the number of nodes is set to 512.

4.2. Effect analysis of feature vector classification. To be able to visualize the performance progress of GTDNN in extracting feature vectors effect, the speaker model is visualized using t-sne (Distributed Stochastic Neighbor Embedding) high-dimensional data visualization technique to examine the speaker's identity vector feature extraction effect. Six speakers are randomly selected from the database, each with at least thirty speech items, and the feature vectors in the speech are extracted using three methods, i-vector, TDNN, and GTDNN, respectively. Then, to verify the effectiveness of the system, GTDNN is compared with TDNN, the continuous Markov model with real-time embedding from the literature (He and Dong 2020), and the hybrid acoustic model based on PDP coding from the literature [22]. In order to detect the robustness of the recognition system to noise and to compare the recognition effect of different systems, five different voice libraries were set up in this experiment, namely TIMIT voice library, TIMIT voice library with noise, Aishell voice library, Aishell voice library with noise and VoxCeleb voice library. t-sne visualization results are shown in Figure 4.2. The feature vectors extracted by GTDNN have strong differentiability, and the classification effect of its extracted feature vectors is significantly better than the classification effect of the feature vectors extracted by TDNN and i-vector based methods.

4.3. The recognition effect analysis of the system. The EER results for different environments are shown in Figure 6, where nTIMIT and nAishell denote the TIMIT speech bank with noise and the Aishell speech bank with noise. All systems perform better in the pure speech environment than in the noisy environment. In the overall performance, GTNN is the best recognition among several models, the continuous Markov model with GTNN and real-time embedding and the hybrid acoustic model based on PDP coding outperform the traditional TDNN model. Taking the VoxCeleb speech library, which is closest to the real environment, as an example, the EER of GTDNN is 6.1% in the test environment of the VoxCeleb speech library, which is 2.5% lower than the traditional TDNN model. In other speech libraries, their EERs are 11.3%, 12.0%, 4.9% and
The recognition EER results for different speech durations are shown in Figure 4.4. Overall, it seems that the EERs of all four systems are decreasing as the duration increases, and the recognition effect of each model is getting better. The TDNN model approach is worse for short-time speech of 2 s, and the recognition EER is the largest. The EER of GTDNN is the smallest among the four models for both short-time and long-time speech, with EER value being the smallest at 2.3%. The EERs of the continuous Markov model with real-time embedding and the hybrid acoustic model based on PDP coding are always in between those of TDNN and GTDNN. It can be seen that GTDNN has better recognition performance regardless of the speech environment and speech duration.

The results of the correct speech recognition pass rate of GTDNN are shown in Figure 4.6, from which it can be seen that the recognition pass rate of most people is above 90%, and the overall recognition pass rate can reach 94%, which can meet the needs of daily human-computer interaction. It can be seen that GTDNN has a high recognition rate and recognition stability.

The rejection rate of detecting non-target speech is shown in Table 4.4, and it can be seen from Table 4 that the rejection rate of GTDNN is relatively high, with an overall rejection rate of 94% and a rejection rate of 90% for most non-target speech, and the stability is also relatively strong, but there is still a risk of misidentification, and in practical applications one can choose to integrate other recognition methods to further improve the recognition accuracy. In summary, the application test using the system proposed in the study has a good recognition performance and the recognition effect is also stable, but there is still a partial false pass, and the evaluation threshold after scoring can be adjusted for different application scenarios in practical applications. In the system with the increase of the judging threshold, the false rejection rate of the system will increase to, while the smaller the judging threshold, the passing rate of correct speech will increase and the false acceptance rate of the system will decrease.

5. Conclusion. In the information age, online lessons have become a new mode of teaching in all majors, and this is also true for vocal majors. However, vocal music teaching requires a higher quality of sound for
teaching. Excluding other noise by recognizing the target person’s vocal pattern is a feasible way to improve the sound quality of vocal teaching in online lessons. In this study, TDNN is improved using generative feature vectors to obtain a vocal pattern recognition system based on GTNN. The experimental results show that the feature vector extraction of GTDNN is better than TDNN and i-vector methods. The EERs of GTDNN are 11.3%, 12.0%, 4.9%, 6.2% and 6.1% in TIMIT speech bank, TIMIT speech bank with noise, Aishell speech bank, Aishell speech bank with noise and VoxCeleb speech bank, respectively, which are all in the lower level. The EERs of GTDNN for both short-time speech and long-time speech EER is the smallest among all four models, with the largest EER value of 9.6% and the smallest of 2.3%. The recognition pass rate for most of them is above 90%, and the overall recognition pass rate can reach 94%. The rejection rate of GTDNN is relatively high, with an overall rejection rate of 94% and a rejection rate of 90% for most impersonators. It can be seen that GTDNN has more stable recognition performance in various environments and can recognize the target speaker’s voice and exclude the interference of other non-target speaker’s voice, providing good vocal sound quality for online vocal teaching. Although GTDNN can extract more recognizable speaker voice features, its limitation is that it requires relatively high data volume, long training time for the model, and high equipment requirements. In the follow-up study, further optimization is needed for the learning ability of GTDNN. Future research could concentrate on improving the TDNN algorithms’ efficiency and accuracy. Experimenting with different neural network architectures, tuning hyperparameters, or using more advanced machine learning techniques to improve the system’s ability to handle diverse vocal patterns and accents could be part of this.

**Fundings.** The research is supported by: Hunan Philosophy and Social Science Foundation Project "Research on Inheritance and innovation of Suining traditional music culture under the background of integrated development of culture and tourism", Project No.: 18WTC28.
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APPLICATION OF GENETIC ALGORITHM IN OPTIMIZATION SIMULATION OF INDUSTRIAL WASTE LAND REUSE

PENG BAI∗, YUNAN ZHAO†, AND JUNJIA CHANG‡

Abstract. In order to better understand the application of optimization simulation for industrial waste land reuse, the author proposes an application study based on nonlinear genetic algorithm in the optimization simulation of industrial waste land reuse. The author takes the landscape renovation and reuse of industrial waste sites as the research object, and through research on the current situation of landscape renovation and reuse of industrial waste sites both domestically and internationally, as well as on-site inspections, attempts to use landscape design techniques to deal with this once glorious but destructive industrial landscape that has already declined. Secondly, a genetic algorithm for enhancing the timeliness of industrial waste land reuse is proposed, which is based on random walks, combine users' long-term and short-term preferences to calculate the most suitable Top-N industrial waste land reuse optimization model for the current period. Finally, the two algorithms proposed by the author were experimentally validated on the dataset. In the CiteU Like dataset, the best performance was achieved at a=0.4, while in the JD dataset, the best performance was achieved at a=0.6. When k=6, the hit rate significantly decreases by about 50%. The URT-R genetic algorithm exhibits a high recommendation hit rate in recommendations targeting timeliness. The author analyzed the different characteristics of industrial waste reuse in scenic areas and optimized their essence and transformation methods, further improving the transformation and renewal methods of industrial waste land in the process of urban development in China. I hope to provide useful references for future research on related topics and practices.

Key words: Genetic algorithm, reuse of industrial waste land, optimization

1. Introduction. Waste industry refers to the land used for industrial production and transportation, transportation, storage, and then abandonment, such as landfills, quarries, factories, railway stations, loading stations, industrial wastes, etc. The wasteland industry has increased with the decline of the traditional industry, which is caused by the impact of the industrial disaster on the environment, as well as the development of modern technology, the transformation of industry, and the transfer of resources. Therefore, people are increasingly aware that although industrial civilization has brought certain material wealth to humanity, it has also brought a series of environmental problems: Environmental pollution, land desolation, species loss, Balance of nature imbalance, and a series of social problems: waste of land resources, serious impact on the living standards of residents around industrial wasteland, and so on. The emergence of these problems has sparked social attention to industrial waste land. How to achieve ecological restoration and seek scientific solutions in heavily polluted waste land caused by human overuse has become a practical topic in the research of industrial waste land regeneration, and has attracted attention from all sides. The reuse of industrial waste land has become a global topic of common concern.

In the 1960s, more and more landscape designers and ecologists began to pay attention to the reuse of industrial waste land, due to the reasons of the times, this focus is no longer satisfied with the simple focus on land reuse in the past, but his analysis has already shifted to conforming to historical and cultural values as well as the spiritual nature of this abandoned land. American city historian Lewis Mumford once said, "If you want to make a better living in a new city, we must first understand the historical characteristics of this city. People gradually realize that the successful reuse of industrial waste land from the historical value of buildings and derived cultural emotions is also a way to maintain people’s experience of the historical characteristics of cities. Therefore, in the process of continuous transformation and utilization of industrial waste land, there has been a bold attempt to use landscape methods and approaches to solve the problem of reuse. After the
1970s, with the decline of the traditional economy, the strengthening of environmental awareness, and the increase of environmental mobility, the number of industrial upgrades gradually increased. The number of industrial upgrades gradually increased. The continuous development of science and technology, as well as the achievements of ecology and biotechnology, have also provided technical support for the transformation of industrial wastes. In 1972, the Seattle Natural Gas Production Plant in the United States was the precondition for reusing the industrial wastes using the landscape design method. It has had a general impact on the landscape design in terms of park form, industrial landscape style, and cultural value. In the 1990s, people tried to use landscape design techniques to solve the historical puzzle of the landscape industry, which has caused the ecological environment deterioration and has fallen behind, resulting in a large number of design patterns [15, 14]. Designers have utilized a comprehensive approach of science and art to achieve the goals of environmental renewal, ecological restoration, cultural reconstruction, and economic development in industrial wasteland. As shown in Figure 1.1:

2. Literature Review. Industrial waste land, in a broad sense, was once used for industrial production, with the continuous growth of technology and urban renewal, many sites have been forced to transfer to the surrounding areas of the city, resulting in many industrial waste sites, most of these industrial legacy sites have serious industrial pollution, and the industrial traces are very obvious. It includes many types, including abandoned storage equipment, industrial equipment, and open spaces formed by long-term storage of materials containing pollutants.

Most of this part of the land no longer has useful value, and the heavily polluted part is difficult to reuse, resulting in a series of ecological and economic problems. Industrial wasteland is a part of Urban culture economy, which has the function of extending the urban context and belongs to Urban culture heritage. Although the emergence of industrial waste land appears to be an economic recession, it has generated a series of social and environmental problems. In order to find out the treatment methods of different industrial wastelands is a problem that we have been exploring. It should not only conform to the local cultural background and be able to be well integrated into the urban development to conform to the urban development, but also play a positive role in the environment. It can improve the air quality of the park, reduce noise, and
beautify the environment. Economically, reducing the waste of land resources has established a positive urban image and promoted economic development, bringing economic benefits through resource development. In society, the impact of the environment on urban development has been reduced, people’s living space has been optimized, and people’s needs for urban environmental development have been met. Leirpoll, M. E. proposed that ecological reuse is a rigorous test of ecological theories, focusing on the characteristics, destruction processes, and restoration methods of ecosystems [8]. Hu, Z. B. believes that ecological reuse refers to a series of management activities that use modern restoration methods to restore damaged ecosystems to their pre-damaged state [6].


3.1. Design principles and methods for the reuse of industrial waste land. Respecting the natural growth state and using the above ecological and ecological restoration methods to transform the abandoned land, the first thing to do is to preserve the characteristic Natural landscape of the site. Continuing to update the visual landscape in the venue for people to enjoy and rest, the combination of functionality and visual landscape has jointly created a new way of life [11, 16]. Based on the above analysis and summary, the reconstruction and restoration of industrial waste land can be adjusted from the following five principles: Ecological priority principle, respect for the site principle, adaptation to local conditions principle, people-oriented principle, and harmonious coexistence principle.

(1) Ecological priority principle

Firstly, summarize the specific reasons for the polluted environment on the site and carry out targeted adjustments and reconstruction, it is best to give the site a brand new look with minimal mobilization to ensure the balance of the natural ecosystem [12]. Secondly, on the basis of ensuring the continuity of the entire ecology, the maximum effort should be made not to cause secondary damage, the principle of fully utilizing the original terrain and landforms of the site to not damage the existing good vegetation style of the site is to use leftover materials and usable materials for design, reconstruction, and restoration to achieve sustainable development of the site. The Shanghai World Expo Houtan Wetland Park is a clear case in point. There are approximately 16 hectares of wetlands in the park, which can accommodate many wild birds as their habitats, the original old park’s wetlands are mostly isolated with hard paving around them, the rebuilt park has abandoned the hard paving and replaced it with wild plants suitable for wetland growth, which has prevented wetland flooding and greatly improved the ecological integrity of the entire park [4].

(2) Respect the principle of venue

The regeneration of abandoned land should first consider respecting the characteristics of the site, in order to maintain sustainable ecological stability, it is necessary to start from the natural laws of plant growth and protect the plant communities left over from the original site, and try not to damage its existing ecological environment. The preservation of distinctive landscapes and the integration of fresh cultural enterprises enable the long-term development of the park, and drive the economic benefits of the entire park. For example, the Qijiang Park in Zhongshan City, formerly a waste shipyard in Zhongshan City, is also polluted to a corresponding degree in different scales, adhering to the principle of restoring the ecological space of Urban green space and inheriting industrial history and culture [9]. The park retains representative landmarks from the original shipyard as symbols of the new park, including the preservation of plants and structures such as railway tracks in the original factory area.

(3) Principle of adapting to local conditions

Adapting to local conditions in a broad sense means renovating the landscape to varying degrees based on the local natural and cultural characteristics, including different areas, the diversity of surrounding users and the type of venue to be updated. This requires effective analysis based on the actual local situation during design, and different methods should be adopted to update and rebuild the landscape [3, 1].

Firstly, before updating and designing, it is necessary to conduct a firsthand investigation and analysis of the surrounding environment, the economic situation of the surrounding users, and the current situation of surrounding pollution. Based on the pollution situation in the park and the analysis of the problems and advantages in the surrounding terrain, an effective method is proposed. Secondly, after meeting the needs of different locations and regions, it is more important to consider the ecological status of the park in the next
ten to twenty years, different plots or industrial waste land have diverse characteristics, and no factory area is copying the achievements of others.

For example, if the pollution level in the factory area is relatively low and the geographical location of the park is relatively superior, the buildings that are preserved are relatively intact. Based on the actual situation, they can be transformed into projects that can drive economic development, such as art museums, historical museums, and other enterprises of different scales. Not only can it promote the development of the surrounding economy, but it also makes reasonable use of various factors available in the factory area. As an important design principle, adapting to local conditions stipulates that designers must be people-oriented and start from their own unique perspective, aiming to establish urban public green spaces that are more suitable for a region [10, 17].

3.2. Design method for industrial waste land transformation and reuse. The transformation of industrial waste land into urban public green spaces requires considering many factors that are relatively difficult to design, when designing for renovation and reuse, attention should be paid to the following aspects:

(1) The preservation and renovation of abandoned industrial buildings, shopping and industrial facilities, most of the remaining machinery or structures in the factory area that have original industrial park functions, how to effectively preserve and reuse them is a key part that we should pay attention to when designing, achieving a unified style between preservation and reconstruction [2].

One is overall preservation. The preservation of this part mostly refers to buildings with important usage functions in the park or well preserved buildings and structures in the park. After the renovation, the overall production process of the original industrial park can be further felt.

The second is selective retention. When encountering structures that can be preserved or have preservation value, appropriate and selective preservation can be carried out based on the principle of preserving the style and features of industrial sites. These parts are mostly industrial buildings with obvious characteristics or well preserved buildings [7].

The third is the preservation of components. There are a large number of structures left behind in the park that have been repaired and can be reused. This not only updates the landscape of the factory area, but also allows people to truly feel the original industrial style and the sense of the times brought by history.

(2) Treatment of surface relics after industrial production

Regardless of the type of industrial production, traces will be left on the surface to some extent, however, there are many unique industrial surface relics that can be effectively protected to form a unique landscape. For ordinary surface relics, preservation and restoration methods can be chosen to enhance their overall industrial style as a new landscape.

(3) Waste utilization and pollution treatment

The waste and unused raw materials on the site can be reused, provided that they do not cause further pollution to the park, for materials that pollute the environment, they can be recycled through technical treatment methods. Ultimately, choosing local materials according to local conditions reduces economic pressure while also increasing ecological benefits.

(4) Soil testing

Conduct professional testing on the soil of different plots in the park, and develop different remediation methods based on specific circumstances. It is recommended to transfer the most severely polluted soil. By analyzing the current situation of soil and using technical techniques to identify the main sources and pollutants of pollution, targeted remediation can be carried out. From the local to the overall, gradually forming a harmonious ecosystem, using different treatment methods to achieve good soil planting status.

3.3. Genetic algorithm recommendation method for reuse of abandoned land in industrial scenic spots. The author proposes a genetic algorithm for the reuse of abandoned land in industrial scenic areas. The algorithm mainly consists of two steps: a. Combining user stable preferences with short-term preferences generated by external stimuli to calculate the user’s preference for scenic spots; b. Design a ranking method for recommended scenic spots, recommending the top N favorite scenic spots to users. Next, we will explain step (1) of the algorithm through the definition of the UPT graph, and then introduce the sorting method.
Definition 2: (User Scenic Area Time Period Relationship Graph, UPT Graph) A UPT graph is a directed tripartite graph \( G(\mathcal{U}, \mathcal{P}, \mathcal{T}, \mathcal{E}, \omega) \), where: \( \mathcal{U} \) is the set of user \( u \); \( \mathcal{P} \) is the scenic area \( p \); Set of \( \mathcal{T} \) is the set of time periods \( t \). \( \mathcal{E} \) is the set of edges in the graph, with edges between \( u \) and \( p \), if and only if user \( u \) has visited \( p \); There is an edge between \( u \) and \( T \), if and only if user \( u \) has visited the scenic area \( p \) during time \( t \); \( \omega \) represents the weight of the edge, which is defined as follows formula (3.1):

\[
\omega(u_j, p_i) = \begin{cases} \frac{N(p_i)}{\sum_{i=1}^{N(p_i)} w_p} & u_i \in \mathcal{U} \\ \frac{N(u_i)}{\sum_{i=1}^{N(u_i)} w_t} & \end{cases}
\]  

A UPT graph is a directed graph, with weights \( \omega(u_j, p_i) \) and \( \omega(p_i, u_i) \) calculated separately based on the vertices associated with the directed edge. The weight value of edge \( < u_j, p_i > \) measures the long-term preference of user \( u_i \) for scenic spot \( p_i \), which is calculated from the proportion of \( p_i \) scenic spots in user \( u_i \)'s historical data; The weight of edge \( < u_i, p_i > \) measures the special degree of the scenic area \( p_i \) to the user \( u_i \), calculated by the reciprocal of the number of visitors to the scenic area \( p_i \). The higher the value, the more special the \( p_i \) is to the \( u_i \). Similarly, during a certain period of time, the user’s preference for the scenic area and the special degree of the scenic area to the user are expressed in \( w_p \) and \( w_t \) respectively.

Figure 3.1 shows the UPT diagram composed of users, scenic spots, and time period nodes. The similarity between scenic spots can also be calculated through this graph. If two scenic spots are associated through the user node \( U_i \), their similarity can be calculated based on the user’s long-term preferences; If two scenic spots are associated through the time period node \( T_i \), their similarity can be calculated based on users’ short-term preferences.

After the construction of the UPT graph is completed, a new recommendation method is designed based on the idea of random walk, taking into account the characteristics of nodes in the UPT graph [5]. The main idea of the R-UPT method is to start from the node \( u_i \) and follow the edges between the vertices, then randomly walk to an unknown scenic spot, which matches the user’s long-term preferences; On the contrary, if you randomly walk from node \( T_i \), you can reach a scenic spot that matches the user’s short-term preferences. The user’s preference for a certain scenic spot \( p_i \) can be calculated by taking the \( u_i \) node or \( T_i \) node as the tail of the arc and the \( p_i \) node as the end of the arc, the scenic spot \( p_i \) with the maximum sum of edge weights will be recommended to the user \( u_i \). Given that a user \( u_i \) starts from a user node or a time period node, there are many paths to reach the scenic spot node \( p_i \), the algorithm only considers the shortest path to reach the scenic spot node from the user node or time period node, which is a path with a length of 3, there are four situations where the shortest path to reach the scenic spot node on the UPT diagram is as follows:

- **User → Scenic Area → User → Scenic Area:** Starting from user node \( u_1 \), reach a certain scenic area \( p_2 \) that the user has browsed, and then reach scenic area \( p_3 \) through user \( u_2 \) who has browsed the scenic area, as shown in the path \( u_1 \rightarrow p_2 \rightarrow u_2 \rightarrow p_3 \) in the Figure;

- **User → Scenic Area One Time Period → Scenic Area:** Starting from user node \( u_1 \), reach a certain scenic area \( p_1 \) that the user has browsed, and then pass through time period node \( T_1 \) to reach scenic area node \( p_1 \), as shown in the path \( u_1 \rightarrow p_1 \) one → \( T_1 \) one → \( P_2 \) in the Figure;
c. Time period $\rightarrow$ scenic area $\rightarrow$ user $\rightarrow$ scenic area: Starting from time period node $T_1$, reach scenic area $p_1$, and reach scenic area $p_2$ through user $u_1$ who has browsed scenic area $p_2$, as shown in the path $T_1 \rightarrow p_1 \rightarrow u_1 \rightarrow p_2$ in the Figure.

The user’s preference level $r(u_i; p_i)$ for a certain scenic area can be expressed as equation (3.2):

$$r(u_i; p_i) = \sum_{w < v_i, v_j}$$  

(3.2)

Using PageRank’s improved algorithm to calculate the ranking of scenic spots, we recommend Top $n$ users’ favorite scenic spots. Formula (3.3) shows the calculation method for sorting nodes in the graph.

$$PR = \alpha \cdot M \cdot PR + (1 - \alpha) \cdot \tilde{d}$$  

(3.3)

In order to achieve the idea of recommending Top $N$ scenic spots to each user, a personalized vector is first constructed for each user, and then the scenic spot nodes in the UPT graph are sorted according to formula (3.3), the Top-$N$ node is recommended to users, the algorithm is based on Breadth-first search and implemented by queue structure, after walking to a node, the sum of path length and path weight is updated; Finally, call the sorting function to find Top-$N$ scenic spots to be recommended.

4. Experimental Analysis. The author’s experiment was conducted on two datasets, CiteULike and JD. This experiment divides the dataset into a test set and a training set, the user’s most recent purchase record is used as the test set CUL-Test, JD Test, and the remaining purchase records are used as the training set CUL-Train, JD Train. The experimental environment is Windows 7 operating system, IntelI5 3.3G CPU, and 8GB memory.

Measurement parameters:

The author uses’ Hit Ratio ‘(HT) to measure the accuracy of Top $N$ recommendations. Firstly, generate a top $N$ recommended product list for user $u$ during the time period $t$, denoted as $P(u, t)$. If a product appears in the top $N$ recommended product, it is recorded as a hit [13]. The hit rate formula (4.1) measures:

$$HT = \frac{\sum_{u}(p_u \in P(u, t))}{|U|}$$  

(4.1)

From Figure 4.1(a), it can be seen that with the $\beta$ as the value changes, the hit rate of algorithm URT-R increases first and then decreases, stay $\beta$ when the value is set to 0.6, it approaches the peak. Due to the relationship between the other three algorithms and $\beta$ it is irrelevant, therefore, the data will not fluctuate, as can be seen, without considering timeliness, the hit rate of the CF-T algorithm is between UserKNN and ItemKNN.

Figure 4.1(b) shows that on the JD dataset, the hit rate varies with $\beta$ the overall trend of changes in values is similar to Figure 4.1(a), only corresponding to the peak value $\beta$ the values are different. Due to the high density of the JD dataset, its average hit rate is higher than that of the CiteULike dataset.

In addition, the author also focuses on the coordination parameters $\alpha$ conducted experiments, stay $\beta$= Under the premise of 0.5, change $k$ and $\alpha$ observe the change in hit rate based on the value of, and the experimental results are shown in Figure 4.1(b).

This article will compare the genetic algorithm proposed by the author with two classic algorithms: the user-based filtering algorithm UserKNN and the object-based collaborative filtering algorithm ItemKNN, and the object-based collaborative filtering algorithm ItemKNN. Firstly, in $\beta$ Testing the changes of the attribute value while taking different values and processing the algorithm of the two datasets. The experimental results are shown in Figure 4.2(a)(b).

The experiment in Figure 4.2 shows the coordination parameters $\alpha$ the relationship with hit rate is best in the CiteULike dataset at $\alpha$=0.4, while in the JD dataset at $\alpha$=0.6. When $k$=6, the hit rate significantly decreases by about 50%.

5. Conclusion. In response to the strong timeliness of optimization simulation for the reuse of abandoned industrial scenic spots, the author proposes two genetic algorithms, CFT and URT-R. The CFT algorithm improves the traditional system filtering algorithm and the definition of similarity between users and industrial
scenic spots, and adds time factors to obtain the recommended Top N industrial scenic spots; The URT-R algorithm is based on random walks, combining users' long-term and short-term preferences, calculate the Top-N algorithm that is most suitable for users at the current time, and recommend it through optimization simulation of industrial waste land reuse. Finally, experimental verification was conducted on the dataset for the two algorithms proposed in this article. In terms of timeliness recommendations, the URT-R genetic algorithm showed a high recommendation hit rate, further improving the recommendation accuracy on the data.
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SPACE LAYOUT SIMULATION OF ASSEMBLED NANOARCHITECTURE BASED ON IMPROVED PARTICLE SWARM OPTIMIZATION

HUAN HUANG

Abstract. In order to solve the problem that the traditional building space configuration model cannot meet the optimization of building space characteristics, the author proposes the optimization of building space utilization based on spatialized particle swarm optimization. First, to solve the problem of optimal allocation of space units, the PSO algorithm is modified to encode the space units by means of character coding. Secondly, the maximum standardization method is used for data processing, and the factors affecting space utilization are summarized, the objective function of optimal allocation of architectural space is given from three aspects: economic benefits, social benefits and ecological benefits; Finally, by analyzing the advantages and disadvantages of master-slave parallel model and point-to-point parallel model, a chained parallel structure is proposed. The experimental results show that: The experimental data is based on the utilization of building space in these three regions in 2015, and the vector map is divided into 30 m × A grid of 30 m in size, and all statistical data and spatial data are projected on each grid cell. The difference between the fitness values of the final convergence of the three parallel models is small, and the main difference is the convergence speed. During the run time test, set the three parallel models to run under the conditions of 8, 16, 32 and 64 nodes respectively. Because of the combination of the advantages of master-slave model and point-to-point model, the running time of chained parallel model is significantly lower than that of the other two parallel models. Conclusion: Through data simulation test, it is verified that the chained parallel model has higher fitness, convergence speed and shorter running time, and its performance is better than the other two, indicating that the optimization algorithm proposed by the author has good performance.

Key words: Spatialized particle swarm, Building space utilization rate, Symbol coding, Maximum standardization method, Chain parallel model, Master-slave parallel model, Point to point parallel model

1. Introduction. Land use planning is based on the natural and historical characteristics of regional land and social and economic development, comprehensive technical and economic measures to plan and arrange the future land use of the region in advance, reasonably allocate land resources in time and space, and reasonably organize land use. In order to promote sustainable land use, the state has established a national, provincial, municipal, county and township land use planning system. The five level planning model gradually controls the land use structure from top to bottom, and organizes from macro to micro, promotes land use. The main and difficult problem in land use planning is the optimal utilization of land, including the optimization of land use and structure, as well as the optimization of land use, it is not only necessary to determine the proportion of land used by various departments, but also to implement the specific spatial location. Through the optimization of land allocation, determine the best land use ratio, quantity and location of land, that is, solve the problems of “what”, “how much”, “where” in land use planning. The optimal allocation of land use is also a multiple optimization problem. According to the difference of region, the optimization goals are win-win and conflict. In the process of optimization, it is necessary to maintain the interests of all parties, balance the land resources and needs, and maximize the social, economic, and ecological benefits of the regional land use.

The optimal allocation of land use is a hot issue in land use planning. Optimization of the multi-scale structure of land use has achieved the selection of optimization goals and the application of optimization methods, but the research on the theory and methods of optimization of land use in general is a little weak. Based on intelligent optimization algorithms, many scholars have proposed various land use optimization allocation models. However, these models have various problems, which make them stay in the stage of scientific research and fail to be applied to the practice of land use planning. These problems include: The degree of spatialization of the model is not enough, and the spatialization operation is inconvenient; The integrated domain knowledge is weak, which affects the optimization effect of the model; The operation efficiency is low, and it is difficult to apply to high-precision land use optimal allocation in large areas. Study how to make intelligent optimization
algorithm spatialized, knowledge-based and parallelized, it will greatly improve the optimization effect and efficiency of the land use optimization model, and improve the practicality of the intelligent optimization model.

2. Literature Review. Housing is the basic demand of people all over the world, with the progress of science and technology and social development, the housing construction mode is also improving in exploration, inspired by the booming development of manufacturing industry, people begin to think about whether the construction mode can also take the road of industrialization. The construction industry has always been dominated by cast-in-situ construction [11]. In recent years, Beijing, Shenyang, Shenzhen, Shanghai, Guangzhou, Hong Kong and Taiwan have responded to the requirements of the modernization of the national construction industry, take the lead in promoting the development of prefabricated buildings. Ghahramani, M. believes that off-site manufacturing and standardized production can effectively promote the development of the construction industry in terms of quality, cost, progress, safety and energy efficiency, and has designed and described this to guide the prefabrication and assembly technology [4]. After analyzing the current situation of low efficiency in the construction industry, de Oliveira proposed that prefabrication can be adopted in the construction, based on this, he analyzed different construction projects after adopting the assembly method, and the data obtained proved that the assembly method can indeed reduce a lot of waste [3]. Song, M. pointed out that building prefabrication is the future trend of the industry, and concluded that prefabricated buildings can indeed bring more obvious economic and social benefits through economic, environmental, social and other assessments of prefabricated building projects [13]. Carrión, D. pointed out the importance of the layout of temporary materials for the layout management of the construction site, and proposed to quantify the use frequency of a material in the whole project period by the material accessibility level, that is, the daily use of a material, the three key factors affecting the use frequency are: Material handling, transportation route and transportation distance.

Through the data simulation test, the author has verified that the chained parallel model has higher fitness, convergence speed and shorter running time, and its performance is better than the other two, indicating that the optimization algorithm proposed by the author has good performance.


3.1. Spatialization of particle swarm optimization algorithm. In view of the shortcomings of the existing building utilization configuration model in the degree of spatialization, the author adopts the spatialized coding method, operation unit and operation operator. The mapping from numerical space to geographical space is realized based on particle swarm optimization algorithm, and the optimal configuration model of building space utilization is constructed according to rules and multi-agent principle. Finally, the parallel improvement of the particle swarm optimization model is realized by the method of sub cluster division. Its structural framework is shown in Figure 3.1.

For the application of PSO to the optimal layout model of domestic space applications, it is necessary to verify the relation between the parameters of PSO and the parameters of the optimum layout model for the domestic space applications, furthermore, it is necessary to study the application of the PSO to the optimal configuration problem. In order to separate the responsibilities of algorithm engineers and building space planners, the corresponding relationship between the optimal configuration parameters of building space utilization and the parameters in particle swarm optimization should be as comprehensive and accurate as possible. Particle swarm optimization has four parameters: Particle, particle position, particle speed and particle fitness.

In particle swarm optimization, particles are used to represent candidate solutions of the problem to be solved. For the problem of optimal configuration of building space utilization, particles can be defined as the configuration scheme of building space utilization. The particle swarm consisting of all particles represents a collection of multiple configuration schemes, and the particle position is used to represent the value of the building space allocation unit and the use type of the building, generally, the array \((x_1, x_2, \cdots, x_n)\) is used to represent the position of particles, each element in the array represents a dimension, the variable x in the dimension corresponds to the numerical value of the building space allocation unit. Because of the specific definition of particles, their speed in each dimension is defined as the direction of building unit usage conversion corresponding to that dimension. In general, the transformation probability is used to describe the velocity.
of particles. The fitness indicates the advantages and disadvantages of the optimized configuration scheme for the utilization of the building cluster, under the limited land and use space, the objective function should be constructed from multiple perspectives, then the fitness function is determined.

For the problem of building space configuration, it is necessary to integrate the characteristics of three-dimensional space for particle swarm optimization, mainly including the spatialization of coding methods, operation units and operators. The author uses symbol-based coding method to encode PSO spatially. Residential buildings are classified into three categories: residential, commercial, industrial, and public, and the values A, B, C, and D, respectively. In PSO, the location of the particle in length is A. The particle velocity is represented by the probability vector \([PA, PB, PC, PD]\), generally, the initial probability vector elements of each particle have the same value. The value change of the particle will be affected by the best historical position of the individual and the best historical position of the population, so the probability of each dimension will change. Finally, the purpose of the building space is finally determined through roulette selection, as shown in Figure 3.2.
3.2. Spatial particle swarm optimization model for optimal allocation of space utilization.

3.2.1. Factors affecting the use of building space. The distribution of architectural space is affected by various factors, and the degree of interaction varies between different regions and varieties. By sorting out the data related to land and buildings in various regions, the weight coefficients of various indicators affecting the use of building space are summarized, and the main impact indicators are selected according to the size of the values. As each indicator has different quantity units and magnitudes, it needs to be standardized. The author adopts the maximum standardization method to normalize the data, as shown in Formula (3.1).

\[ D_{ij} = 100 \times \frac{d_{ij}}{\max(d_i)} \]  

(3.1)

In the formula, \( D_{ij} \) represents the normalized value of the jth data of the ith index affecting the utilization and allocation of building space; \( f_{ij} \) represents the true value of the jth data of the ith index affecting the utilization and allocation of building space; \( \max(d_i) \) represents the maximum value in the ith index [2, 16].

The following main indicators can be obtained after data normalization by formula (3.1): Total amount of land development, urban construction, rural land, industrial and mining land, commercial land, and green land. The above indicators will affect the utilization and configuration of building space to varying degrees, and also affect each other, the specific expression is Formula (3.2).

\[ Q_i = af(x_i) + b \]  

(3.2)

In formula (3.2), \( Q_i \) represents the land use index mentioned above; \( x_i \) refers to the factors that affect the utilization and allocation of building space, and \( a \) and \( b \) are weight coefficients and adjustment factors [5].

3.2.2. Objective function of space optimal configuration. In order to improve the utilization rate of building space, it is necessary to optimize the configuration of building space. The objective function is used to evaluate the benefits of the building space configuration scheme, and the accuracy of its expression directly affects the effectiveness of the optimized structure. The author constructs the objective function of optimal allocation of architectural space from economic, social and ecological benefits. The economic benefits are used to evaluate the economic benefits generated by the configuration scheme of the building cluster, which can be quantitatively described by monetized indicators. The author uses the ratio of GDP and building area produced by each building area to characterize the economic benefits of the buildings in this area. However, the total GDP is also related to the degree of economic investment in the region. Therefore, it is necessary to comprehensively consider economic benefits from multiple factors such as land use area, total investment and GDP. Social benefits are used to characterize the ability of buildings in this area to meet people’s daily life and work needs, and pay more attention to whether the configuration of building clusters is conducive to social equity and the improvement of people’s quality of life. The indicators involved mainly include: Land utilization rate, urbanization rate, traffic network structure index, coverage rate of social service facilities, etc. Compared with economic and social benefits, ecological efficiency pays more attention to the impact of the configuration of building clusters on the ecological environment. In order to meet the economic development mode of “resource saving and environment-friendly”, the impact of land use and building configuration on land degradation and soil pollution should be minimized. The author uses forest land coverage, wetland coverage and per capita green land coverage to evaluate the ecological benefits [6, 9].

Assume that the building space utilization rate of each area in a city is represented by \( E_1, E_2, E_3, \ldots, E_n \) according to its value. The total building space is expressed in \( L \), and the total building space allocated to each area is \( L_1, L_2, L_3, \ldots, L_n \). Therefore, the linear programming model used to plan the optimal allocation of building space utilization in the city can be expressed by equations (3.3) and (3.4).

\[ E_i = E(x_i, L_i) \]  

(3.3)

\[ L = L_1, L_2, \cdots, L_n \]  

(3.4)

In the formula, \( x_i \) represents the exogenous element of non construction land. Through the analysis of the author, it can be seen that the realization of the optimal allocation of the utilization of building space is achieved by the cooperation of multiple objectives [12, 14].
3.2.3. Parallel space utilization optimization configuration model. Most of the building space utilization and configuration algorithms are based on serial algorithms, which can not satisfy the needs of large area and high precision. Meanwhile, the serial data transfer takes a long time, which makes it hard to guarantee the timeliness. A parallel algorithm is used to improve the performance of PSO. Parallel algorithms are usually divided into master-slave and point-to-point. The author analyses their merits and demerits and makes improvements on them [20, 10]. In order to meet the requirements of large area, high precision and low time consumption, the author studied the parallelization algorithm of optimal allocation of building space utilization. All the particles are divided into different subsets by sub-clustering, and a parallel particle swarm optimization model is developed according to the corresponding communication strategy.

For the optimal configuration of building space utilization, the general idea of the particle swarm optimization algorithm is to divide the overall optimization configuration task into multiple sub tasks according to the region for simultaneous implementation, that is, the particle swarm is divided into multiple sub populations, and each sub group can perform the optimization task independently. In the process of independent optimization, each sub group will communicate in time to share the best configuration scheme location. In order to reduce the cost and time consumption, the author uses the coarse grain parallel model to build the optimal allocation model of building space utilization [18]. The master-slave parallel algorithm framework is shown in Figure 3.3. The algorithm includes master node and slave node. When there is a task, the master node will decompose and distribute the task to each slave node, and communicate with the slave node in a timely manner. The slave node is responsible for completing the assigned tasks and maintaining communication with the master node. Because the master node does not participate in the task execution, the parallel efficiency is wasted. At the same time, the slave nodes cannot communicate directly, which increases the communication workload of the master node, and the communication efficiency is low. The point-to-point parallel algorithm framework is shown in Figure 3.4. This form discards the distinction between master and slave nodes, and each node can directly communicate with each other, which improves the communication efficiency. However, when the number of nodes is large, the communication network is complex. According to the above two parallel forms, the author proposes a chain parallel structure, as shown in Figure 3.5. The chained parallel architecture has multiple master nodes to allocate tasks, while maintaining communication with slave nodes and other master nodes. Slave nodes belonging to the same master node can directly communicate with each other to improve communication efficiency [7, 17].

4. Result Analysis.

4.1. Simulation test and verification. In view of whether the building space utilization optimization algorithm based on spatialized particle swarm optimization proposed by the author can be applied to the building space configuration problem of multiple regional scales, the author uses three regions to test and verify.
The experimental data is based on the utilization of building space in these three regions in 2015, the vector map is divided into 30 m×30 m sized grids, and all statistical data and spatial data are projected on each grid cell. The author tested the convergence speed and running time of the spatialized particle swarm optimization parallel algorithm.

To verify the validity of the proposed chain parallel architecture, we compare it with the master-slave parallel structure and the point to point parallel structure [15, 19]. Figure 4.1 shows the fitness convergence curves of the three parallel models under five process parallelism. It can be seen from Figure 4.1 that the difference between the fitness values of the final convergence of the three parallel models is small, and the main difference is the convergence speed. The convergence speed of the chained parallel model proposed by the author is obviously better than that of the master-slave model and the point-to-point model.

During the run time test, set the three parallel models to run under the conditions of 8, 16, 32 and 64 nodes respectively, and the results are shown in Table 4.1 [8, 1]. Because of the combination of the advantages of master-slave model and point-to-point model, the running time of chained parallel model is significantly lower.
Table 4.1: Running time of three parallel models/s

<table>
<thead>
<tr>
<th>Model type</th>
<th>8 nodes</th>
<th>16 nodes</th>
<th>32 nodes</th>
<th>64 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chain type</td>
<td>143</td>
<td>86</td>
<td>43</td>
<td>31</td>
</tr>
<tr>
<td>Master-slave</td>
<td>184</td>
<td>112</td>
<td>76</td>
<td>47</td>
</tr>
<tr>
<td>Point to point</td>
<td>156</td>
<td>98</td>
<td>78</td>
<td>93</td>
</tr>
</tbody>
</table>

than that of the other two parallel models. Especially when the number of nodes is large, the setting of multiple master nodes can allocate tasks with greater degrees of freedom without increasing too much communication burden.

5. Conclusion. The optimum model of indoor space utilization was established by PSO. Based on the number of buildings and the total area, this paper makes a general improvement on the PSO algorithm, and defines some relative optimization strategies. The symbol coding method is used for spatial coding, the maximum standardization method is used for data processing, and the influencing factors of space utilization are summarized to obtain the objective function of the optimal configuration of building space. The advantages and disadvantages of master-slave parallel model and point-to-point parallel model are analyzed, and the optimization algorithm of chain parallel structure is proposed. The data simulation test results show that the optimization algorithm proposed by the author has good performance and can meet the conventional optimization requirements of building space utilization.
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OPTIMIZATION OF NONLINEAR CONVOLUTIONAL NEURAL NETWORKS BASED ON IMPROVED CHAMELEON GROUP ALGORITHM

QINGTAO ZHANG∗

Abstract. In order to solve the most difficult problem of the architectural model established by CNN in solving specific problems, which results in parameter overflow and inefficient training, an optimization algorithm for nonlinear convolutional neural networks based on improved chameleon swarm algorithm is proposed. This article mainly introduces the use of Chameleon Swarm Optimization (PSO) algorithm to research the parameters of CNN architecture, solve them, and achieve the optimization of the optimization model. Although the number of parameters that need to be set up in CNN is very large, this method can find better testing space for Alexnet samples with 5 different images. In order to improve the performance of the improved pruning algorithms, two candidate pruning algorithms are also proposed. The experimental results show that compared with the traditional Alexnet model, the improved pruning method improves the image recognition ability of the Caffe primary parameter set from 1.3% to 5.7%. Conclusion: This method has wide applicability and can be applied to most neural networks which do not require any special functional modules of the Alexnet network model.

Key words: Deep learning, Convolutional neural network, Chameleon group optimization algorithm, Image recognition

1. Introduction. The optimization problem, which dates back to the ancient extremum problem, is a branch of computational science and is now a widely studied topic. Optimization problem requires that the maximum or minimum value of the objective function can be obtained by reasonable search method under certain constraints. Since the target space of the optimization problem is generally huge, it is impossible to use the exhaustive method to solve it. It is necessary to design a suitable optimization method to solve it.

Traditional optimization methods include simple form method, common gradient method, Newton method, etc. Because these optimization methods generally require the objective function to be differentiable, and need to search the search space on a large scale, the algorithm is feasible in theory but not in practice. However, the actual optimization problems are often complex, with the characteristics of non-differentiable, nonlinear and multi-extremum. It is obvious that the traditional optimization method can not meet the requirements of calculation accuracy and convergence speed. Therefore, designing efficient algorithms to solve complex optimization problems has always been a research hotspot in computational science. Optimization problem has always been an important problem to be solved in the field of scientific research and engineering. It has played an important role in the development of the history of science and the progress of human civilization, which makes the study of optimization theory become a very active field. With the deepening of human’s understanding and research of the natural world, the scale of the problems involved is also growing, and the large-scale optimization problem becomes an urgent problem to be solved effectively, which raises the requirement for optimization theory. Some optimization theories and algorithms have been further developed due to the increasing performance requirements and the continuous improvement of computing performance. At the same time, these optimization technologies have been successfully applied to a number of practical engineering fields, and achieved certain development, such as industrial production control task scheduling intelligent system [13, 5].

Convolutional neural network is a deep pre-crushing neural network, whose basic characteristics are obtained by continuous clustering of extraction methods. It is composed of an access layer, a hidden layer, an entire link layer, and an output layer, which are connected by a solution layer and a sub-layer.

The convolution layer deals with the resolution function of the object image, and extracts the feature of the image. The weight is the same as the window, first in the horizontal translation, then the bottom, so the
In recent years, deep neural networks have become a phenomenon research hotspot due to their remarkable performance advantages, and have been applied to various fields and made remarkable achievements. Deep neural network has greatly exceeded the traditional algorithm architecture in terms of performance, namely, the way of manual features and classifiers, and has been favored by experts and scholars in various fields. The development of neural network began in the late 19th century, and it has been more than a century. From the original MP model to the perceptron model; However, in the trough period, because the feasibility of using multi-layer structure to extend the perceptron model cannot be verified theoretically, the neural network shows certain limitations when dealing with nonlinear problems.

In a sense, the training process of neural network is also the process of dealing with large-scale optimization problems, that is, looking for network parameters that make the model adapt to the data. The mainstream approach to deal with optimization problems on neural network is to use error back propagation (Error Back Propagation, BP). In addition, parameters are updated in the form of error gradient descent. This traditional optimization method needs to calculate the gradient of each parameter in the face of the huge number of parameters in the deep network, which increases the difficulty of solving and requires very high computing power, and the current equipment cannot meet its fast solution.

2. Literature Review. Convolutional neural network (CNNs), as one of the most important depth models, has good feature extraction and generalization ability. It has achieved great success in image processing, target tracking and detection, natural language processing, scene classification, face recognition, audio retrieval, medical diagnosis and many other fields. On the one hand, the rapid development of high-resolution neural network is due to the significant improvement in computer performance, which makes the construction and training of large-scale networks not restricted by the hardware level. On the other hand, due to the development of large-scale data processing, the general scalability of the network is enhanced.

Convolutional neural networks (CNN) is an important method in image recognition, including image resolution technique, clustering technique, and composite layers. Pop, C. B et al. puts forward a model of AlexNet, which is the first time that CNN is superior to the traditional mathematics model. Based on the LeNet-5 model, it is proposed to extend and deepen the network, and to improve the recognition capability of the model. These ideas have received the approval of the scientists and the CNNS with complex, multi - and multi - constraints [14].

 Appropriately increasing the scale of network model and training data is helpful to improve the final recognition effect of neural network, but it is bound to be accompanied by a huge amount of computation and long training time. Therefore, the acceleration of convolutional neural networks is now the focus of research. The main acceleration modes focus on the adjustment training algorithm and parallel acceleration. Parallel acceleration mainly uses hardware environment and parallel computing framework to accelerate hardware. FPGA implementation of convolutional neural network has appeared as early as the mid-1990s, which uses arithmetic methods with low accuracy to replace all multipliers. In recent years, more and more studies have been conducted on using FPGA to accelerate convolutional neural network. In addition, Bell LABS implemented ANNA’s chip in the early 1990s, which was also the first time to accelerate convolutional neural networks through hardware. In recent years, the Institute of Computing Science of the Chinese Academy of Sciences has proposed deep learning processors DianNao Computer and DaDianNao large computer. Aiming at the underlying hardware of the computer, the operations of each layer of deep learning are integrated into a hardware unit, which can well improve the efficiency of convolutional neural networks [9].

The CNN model proposed in this paper through parameter optimization of the improved chameleon group algorithm has better recognition accuracy than the standard CNN model and can be verified. The method proposed in this paper is suitable for most existing CNN architectures [12].


3.1.1. The main idea of the algorithm Chameleon. Chameleon is a hierarchical clustering algorithm that uses qualitative models. In the Chameleon clustering method, two clusters are merged if the intersections and computations between them correspond to the intersections and computations of items in the cluster. The
The Chameleon algorithm takes into account cluster connectivity and computation, especially the intrinsic properties of clusters, to identify similar subclusters [10, 18].

3.1.2. Chameleon algorithm. The Chameleon algorithm defines its properties as a k-nearest neighbor graph. Each K-point in the nearest neighbor graph represents a data object, and if data A is one of the k-closest objects of data B, then objects A and B are edges. The nearest image K-concept is dynamically obtained. Community: The electrical community of an object is determined by the density of its siblings. The idea of K-community is expressed dynamically: the local electricity of an object is determined by the density of the place where the object is. In densely populated areas, the definition of community is narrow. In the distribution of objects section, the definition of groups is broader and the area density is denoted as edge weight. Therefore, the edges of a dense object have more weight than the edges of a diffuse object.

3.1.3. The determination of similarity between clusters in the Chameleon algorithm. The Chameleon determines the similarity between clusters by the relative interconnection RI $C_i, C_j$ and the relative approximation RC $C_i, C_j$ of two clusters. Chameleon.

1) Relative interconnection RI $C_i, C_j$ is defined as the absolute interconnection between $C_i$ and $C_j$ and the normalization of the internal interconnection of two clusters, i.e., the following formula (3.1):

$$RI(C_i, C_j) = \frac{|EC_{C_i, C_j}|}{\frac{1}{2} |EC_i| + |EC_j|} \quad (3.1)$$

$EC_{C_i, C_j}$ is the truncated edge of the cluster containing $C_i$ and $C_j$ classified into $C_i$ and $C_j$; $EC_{C_i}$ (or $EC_{C_j}$) is the size of the minimum truncated bisector (that is, the weighted sum of the edges that need to be cut off to divide the graph into two roughly equal parts).

2) Relative approximation RC $C_i, C_j$ is defined as the normalization of the absolute approximation between $C_i$ and $C_j$ about the internal approximation of the two clusters, namely, the following equation (3.2):

$$RC(C_i, C_j) = \frac{S_{EC(C_i, C_j)}}{|C_i| + |C_j|} S_{EC} + \frac{|C_j|}{|C_i| + |C_j|} S_{EC_{C_j}} \quad (3.2)$$

$S_{EC(C_i, C_j)}$ is the average weight of the edges connecting vertices $C_i$ and $C_j$, $S_{EC}$, $S_{EC_{C_j}}$ are the average weights of the edges of the minimum truncated bisector of $C_i$ and $C_j$, respectively.

3.2. Parameter to be optimized. Related issues that need to be optimized when solving neural network problems are the size of the convolutional kernel and the size and type of weighting layers for each feature parameter. Convolutional windows network. Parameters are looked up using high-valued floating-point values, then balanced, keeping the desired number of objects and taking into account the parameters to fall back to the range if they are lost outside of the dynamic configuration. This is because if the step size is optimized by the improved chameleon swarm algorithm, the size of the image to be processed will be very small, and the method of extracting local features from the solution will not work well. In this study, no steps have been taken during the resolution to allow a larger area to search for other constraints, and a buffer pool [6, 1].

The introduction of nonlinear function theory is mainly to improve the teaching ability of the network and to make deep neural multi-points.

If it is necessary to improve the parameters related to the nonlinear network, for example, the number of network layers, the GA can get a better effect, the effect of the modified PLOS is that the specified length is fixed, so it is not suitable for the dynamic swarm model [17].

3.3. Optimized process design. The flow chart of CNN optimization by using the improved chameleon swarm algorithm proposed in this paper is shown in Figure 3.1, where Y indicates that conditions are met, while N indicates that conditions are not met.

In this study, the learning algorithm of the algorithm neural network is calculated as a particle swarm algorithm to construct the chameleon swarm algorithm. Therefore, the number of process particle is the
number of network courses. First, start the task and speed of this product, then calculate the fitness function according to the error of actual result and requirement, and use the world look good and speed of each bit to get the weight of the network. Those. New weights are then substituted and iterated so that the algorithm stops until the fitness changes to some threshold [4, 15].

3.4. Optimization and improvement. Ideally, the performance of each sub-scale should be assessed in the same way as the last stage of training, the same duration, the same number of training sessions and so on. But this is not true, because if the number of particles is M and the number of epochs optimized by the chameleon swarm is N, then the optimum time of this parameter is MN. But there are too many optimization parameters in ANN, which results in a long training time and a high cost. In addition, many regular training in the database can lead to excessive interference, resulting in a number of performance issues in practical applications. It should be noted that during the optimization process, there is no need to know a small proportion of the values of each parameter for optimal performance. Only the value of the parameter is superior to other parameters, which means that its function is the best solution for particle operation. Therefore, this article proposes two development methods to improve efficiency. When CNN control realizes capability, it reduces the time parameter optimization and shortens the training time.

Dependency classification model: Parameter resolution is dependent on data size and quality. That is to say, when interpreting the data, we can estimate the number of iterations required to build an optimum neural network. As mentioned above, this article first introduces CNN network frequency, then selects the object as focus, and finally calculates Spearman correlation coefficient of particles according to the calculation results. The formula is as follows: (3.3) (3.4):

\[ \rho = 1 - \frac{6 \sum_{i=1}^{n} (d_i)^2}{n_0} \quad (3.3) \]

\[ d_i = \sigma (p_i) - \sigma (q_i), n_0 = n^3 - n \quad (3.4) \]

Based on the correlation coefficient, the predetermined epoch number threshold value \( E \) can be obtained, which can be used as the training turn value of CNN optimization by using the improved chameleon swarm algorithm [20, 8].

Process-based transformation: Although the results obtained from the correlation level based method are reliable, this process requires extensive training of CNN, which takes a lot of manpower resources. Therefore, this article presents another change based approach. Because of the randomness of backpropagation during initial training phase, the performance accuracy of the network structure is unstable. However, as training increases, the number of training cycles on data gradually increases, and the recognition accuracy often results...
in more stable performance, appearing in network structure. Therefore, the stability of the network structure can be expressed as follows, shown in formula (3.5):

\[
CV = \frac{\mu}{\sigma}
\]  

(3.5)

Here is the formula (3.6) (3.7):

\[
\mu = \frac{\sum_{i=1}^{N} accuracy^k[i]}{N}
\]

(3.6)

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N} (accuracy^k[k] - \mu)^2}{N}}
\]

(3.7)

accuracy^k[k] is the classification accuracy of the i th particle in the k stage. Allowing comparison of different performance of the network structure in different cycles. Therefore, when the electric field is unstable, the best accuracy for the particle size can be obtained by comparison. This method will not require an optimal algorithm for the final classification, thus reducing the computation cost [3].

4. Interpretation of Result.

4.1. Experimental design. The data used in this article includes CIFAR10, CIFAR100, and ImageNet data, which can be divided into 10 classes, 20 classes, and 50 classes, respectively. Table 4.1 shows how many images are used for training and testing across all documents. In this paper, we apply Alexnet Network Model and Improved Chameleon Swarm Algorithm to optimize the data classification efficiency. In this paper, we use the simplified model of Alexnet to improve the precision of classification.

Parameters that need to be optimized in the training stage are shown in Table 4.2, and there are about \(3.6 \times 10^{20}\) possibilities for parameter setting. Therefore, even for the standard Alexnet model configuration, a simple and direct search is not possible. In this experiment, the hyperparameter of the improved chameleon swarm algorithm is set as \(c_1 = c_2 = 1.494, \omega = 0.792\).
4.2. Analysis of experimental results. In this paper, the CNN model shown in Figure 4.1 (a) (b) (c) (d) is related to the chameleon group algorithm and the chameleon group algorithm is developed and optimized based on transformation. As can be seen from the figure, the relationship level will be above 0.8 and the change will gradually stabilize. However, evolutionary based technique does not require more quantitative analysis of data for comparison and better for optimization of neural network. As shown in Figure 4.1, in the next test, the number of training sequences for the CIFAR10 data and CIFAR100 data will be set to 5 and 10, respectively. The number of training sequences for the CIFAR10 data and CIFAR100 data will be set to 5 and 10, respectively. By limiting the number of training rounds, the load ratio of the improved chameleon swarm algorithm can be reduced as compared to the original improved chameleon swarm algorithm [2].

On the basis of improved chameleon clustering algorithm, this article studies the relationship between classification accuracy and iteration number of CNN model by parameter optimization. The number of optimization methods in this model is 21. Considering the training cost, the first number of bits per unit is 15, and the number of iterations is 0-60. Best and Average corresponds to the best and average of 15 sections. This figure confirms that the performance of the Alexnet network model improves as the iteration time increases. However, it should be noted that the development of the chameleon swarm algorithm for random initialization only approximates the network model to the optimal model and cannot guarantee that the best view of the world has been found [16, 7].

In Table 4.3, the image classification performance of Alexnet model optimization using improved chameleon swarm algorithm was compared with that of Alexnet model. In different data tested, the classification accuracy of network model was improved using improved chameleon swarm algorithm was superior to different level, but it was only 2% to 4% higher than the BP method usually used in the past. At the same time, it also shows that, because the improved chameleon swarm algorithm is essentially an optimization process based on random
Table 4.3: Improved Chameleon Swarm Algorithm - Alexnet performance compared to Standard Alexnet

<table>
<thead>
<tr>
<th>Data set</th>
<th>Alexnet</th>
<th>Improved chameleon group algorithm-Alexnet</th>
<th>Performance difference</th>
<th>optimal cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR10</td>
<td>77.76%</td>
<td>80.25%</td>
<td>2.48%</td>
<td>2%</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>52.43%</td>
<td>55.67%</td>
<td>3.24%</td>
<td>3%</td>
</tr>
<tr>
<td>Subset10</td>
<td>72.57%</td>
<td>74.83%</td>
<td>2.26%</td>
<td>3%</td>
</tr>
<tr>
<td>Subset20</td>
<td>59.69%</td>
<td>65.46%</td>
<td>5.78%</td>
<td>4%</td>
</tr>
<tr>
<td>Subset50</td>
<td>57.56%</td>
<td>58.85%</td>
<td>1.29%</td>
<td>4%</td>
</tr>
</tbody>
</table>

allocation, no data set is necessarily the best, but the training results that are relatively close to the essential effect of the model can be found in a large number of training. Moreover, the performance of the model can be improved continuously by using the modified PGA [11, 19]. The convergence of the Chameleon algorithm is demonstrated. It is proved that the Chameleon Algorithm can converge to the global optimum with the increase of time.

5. Conclusion. This paper proposes a particle-particle optimization algorithm to optimize neural network constraints to solve neural network problems. Local minimum value due to multiple parameters. In this paper, the parameter setting and function selection of convolutional neural networks are explored and experimented, and the influence of these parameters on model training is revealed. The experimental results show that by pre-setting the relevant hyperparameters and matching with RMSProp or Adam, the accuracy of convergence can be reached faster, thus improving the training efficiency of convolutional neural networks. In the course of design, this article discusses how to reduce the number of computations by optimizing the data and controlling the number of training courses, in order to make the experience more satisfactory. This article tries to prove that by improving the chameleon swarm algorithm, the image recognition accuracy of the improved Alexnet model is 1.3 to 5.7 times higher than that of the traditional online training model. Meanwhile, the model proposed in this article is independent of the specific structure of Alexnet network model, so this model is universal and can be applied to most neural networks.
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CHANNEL ESTIMATION OF URBAN 5G COMMUNICATION SYSTEM BASED ON IMPROVED PARTICLE SWARM OPTIMIZATION ALGORITHM

XIGANG XIA∗, BO YANG†, AND ZHIYU LIU‡

Abstract. In order to solve the problem that the channel estimation accuracy of the traditional urban communication system is not high, the author proposes the channel estimation of the urban 5G communication system based on the improved particle optimization algorithm. This method converts the channel estimate into a regression fit and adjusts the fit. Focusing on regression fitting problems, big data models are used to display offline data, study channel nonlinearities, and obtain initial channel prediction models. To solve the adaptive problem, the author collects real-time teaching data in a real online learning mode and integrates blended learning to update the model, to avoid the problem of overspending on offline training. Offline tests show that the performance of the channel estimation model is the best for different channels. As the signal-to-noise ratio increases, the MSE value is stable at around 1200. Conclusion: The channel estimation method can produce different characteristics of channel estimation in different situations and improve the signal recovery function of the communication system.

Key words: Channel estimation, Improved particle swarm optimization algorithm, Integrated learning

1. Introduction. With the popularization of smart terminals and the emergence of many new mobile applications, there will be high requirements for wireless transmission speed, minimum delay, and network access support for multiple terminals. It can be assumed that a 4G system will be available in the near future. Due to the difficulty of meeting the demand for mobile communication services, countries around the world have started researching 5th generation (5G) mobile communication. Those. By 2022, the capacity of commercial 5G systems should be 1,000 times greater than the current 4G systems.

In the context of the continuous expansion of the scale of mobile communication services, 5G has become a new generation of mobile communication technology. 5G networks will cost less, consume less energy, have larger communication capacity, and be more secure and reliable. Compared with 3G and 4G, 5G’s transmission rate can reach the millisecond level, and the device connection density is 10 to 100 times higher than that of 4G. In addition, 5G network can overcome the space-time limitation of information communication, greatly shorten the distance between people and things, and realize high-speed interconnection between people and things, for example, iot applications such as smart grids, smart healthcare, and driverless cars are expected to become a reality. Compared to 5G, 3G and 4G are more focused on mobile broadband applications, while 5G networks are more focused on the speed of wireless connections. The advantages of 5G are not only reflected in individual users, but also in public safety, for example, remote monitoring of emergency call drones and tracking of emergency personnel rely on the high speed, high density connection and high reliability of 5G networks. The continuous increase in demand for new 5G technologies and the emergence of new communication scenarios have promoted the emergence of technologies with development potential in 5G communication systems.

In particular, the proposal of massive MIMO technology has become a hot topic in the industry. Massive MIMO technology is suitable for multi-user scenarios on the side of 5G base stations. If the number of antennas at the base station side goes to infinity, the user channel vectors gradually tend to be orthogonal. Theoretically, this eliminates user interference in the same cell. The increase in the number of antennas also brings a series of problems and challenges, such as pilot pollution. At present, the theories related to massive MIMO technology have been relatively mature, but more comprehensive and in-depth research is needed to give full play to the role of the technology, and channel estimation and equalization technology is one of the key research directions.
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Multiple-input-multiple-output (MIMO) technology can simultaneously reuse multiple data streams on the spectrum by installing multiple antennas at the transmit and receive sites to improve system spectrum utilization. By installing more antennas at the base station, more data streams can be used simultaneously back on the spectrum device, which means that more terminal users can work at the same time. In order to support multiple UTs simultaneously with massive MIMO systems, MIMO systems with multiple antennas installed at the base station are being advocated in academic and commercial circles. And they do a lot of research on MIMO systems.

At present, channel estimation methods for massive MIMO mainly include blind channel estimation, semi-blind channel estimation, channel estimation, and compressed sensor-based estimation. Among them, the test based on channel estimation is less computationally intensive and easy to implement, such as LS channel estimation and MMSE channel estimation. However, this kind of channel estimation algorithm needs to be supplemented with pilot signal, which is easy to produce pilot pollution, which is the development bottleneck of massive MIMO system. Compared with the traditional LS and MMS channel estimation algorithms, the LMMSE algorithm based on singular value decomposition, the estimation performance is better and the pilot overhead and feedback overhead are less [6].

By installing dozens or hundreds of antennas at the BS end, large-scale MIMO can simultaneously support a large number of antenna users, among which the number of antennas is greater than the number of antennas of the base station receiver M. users K. Compared with traditional MIMO systems, MIMO systems can improve system connectivity, spectrum efficiency, and energy efficiency. Therefore, massive MIMO technology is proposed as a candidate for 5G in the future.

2. Literature Review. Signal estimation is usually realized by pilot, semi-blind and blind estimation. The blind channel estimation needs to acquire a large amount of signal information, which has high computational complexity and poor real-time performance, and cannot meet the requirements of 5G users with low latency. In semi-blind estimation, the initial values of channel parameters are obtained by a small number of pilots, and the likelihood estimation of complete channel parameters is carried out by signal feedback combined with the posterior information. The method of channel estimation based on pilot frequency is to insert training sequence or pilot symbol which is not carrying useful information and is known to both sender and receiver in the process of signal transmission, and the receiver realizes channel estimation according to pilot frequency signal. Compared with semi-blind estimation and blind estimation, pilot-based signal estimation has the advantages of low complexity and simple method, so it is widely used.

Since the effectiveness of test-based channel evaluation depends on the design and calculation algorithm, many researchers have done a lot of research on the above two factors. Fernandes, P. B. For uncorrelated Ruili fading channel, the optimal signal must be orthogonal and the test length must be equal to the antenna, which is difficult to use in 5G array multiple-input-multiple-output (MIMO) systems [5]. Zheng, R. Z. Channel feedback is used to complete the signal adjustment, which should reduce the interference between the interference signal and the interference signal generated by the receiver, thereby improving the accuracy of channel estimation [20]. Yukun uses the physical connection and proximity of the channel and uses the correlation method to reduce the mean square error of the channel estimation and optimize the test sequence [15]. Deng, X. Adopted the method of channel second-order statistics to allocate pilot frequency, so as to ensure that users using the same pilot frequency correspond to mutually orthogonal channel matrix, thus avoiding the problem of channel pollution [4]. Wang and S. proposed the channel state information feedback scheme of deep neural network based on the channel time correlation, which effectively reduced the channel state information feedback overhead and improved the channel state information feedback accuracy [14]. Sun and W. Z. used sparse channel estimation based on compressed sensing to obtain better channel estimation results, which could better resist pilot interference [11]. Chinnadurai, G. proposed a channel estimation method based on sparse conversion method, which could realize multi-channel parameter estimation under the condition of limited pilot overhead [3].

PSO algorithms were originally developed to simulate bird image quality and unknown motion. From the analysis of animal behavior, the correlation between the information of the group gives the results of the change, which is the basis for the development of the algorithm. The first threshold of PSO was calculated by adding the speed to the neighbors, taking into account the multi-detection and distance speed. Then inertia weights \( w \) are introduced to better control effort and search, so the model can be built.
The above pilot design and estimation algorithms are all designed based on small-scale MIMO-OFDM or SISO-OFDM channel system, the dynamic changes of the environment, system overhead and computational complexity in massive multiple antenna systems are not considered, so it cannot be directly extended to massive MIMO systems. Aiming at this problem, the author proposes a channel estimation method for 5G communication system based on improved particle swarm optimization algorithm, in order to reduce the system overhead and computational complexity of channel estimation, the channel estimation model is defined as regression fitting [16]. In order to deal with the dynamic changes of the environment and the inconsistency between the actual scene and the training data, the model is iteratively optimized by the method of online training of small sample data and integrated learning, so as to achieve high applicability of the model. The construction of a wireless communication network consists of three parts: ground stations, transmission stations, and transmission stations that can transmit communications and data around the world. Answered. In wireless communication design, channel parity is important to ensure good wireless communication and communication transmission stations that can transmit communications and data around the world. Answered. In wireless communication, strong interference, it is difficult to know the channel register quality. In strong interference and strong interference environment, communication is nonlinear, especially in hybrid MIMO mobile wireless communication, strong interference, it is difficult to know the channel register and channel balance of the communication system.


3.1. A standard particle swarm optimization algorithm. Suppose $I$ have $m$ particles in a $d$-dimensional space, and each particle has a position vector and a velocity vector. Each location vector represents a solution. Its position and velocity at the $k$th iteration are $X_i[k] = (x_{i1}, x_{i2}, \ldots, x_{id})$ and $V_i[k] = (v_{i1}, v_{i2}, \ldots, v_{id})$, respectively. The individual and global optimal values recorded by the whole particle swarm during the flight are $p_{\text{best}}$ and $g_{\text{best}}$, respectively. Under the leadership of $p_{\text{best}}$ and $g_{\text{best}}$, the particle swarm optimizes the whole space. The basic formula of its evolution is (3.1) and (3.2):

$$V_i[k + 2] = w V_i[k] + c_1 r_1 (p_{\text{best}} - X_i[k]) + c_2 r_2 (g_{\text{best}} - X_i[k])$$

(3.1)

$$X_i[k + 2] = X_i[k] + V_i[k + 2]$$

(3.2)

where $c_1$ and $c_2$ are the individual and correlation coefficients, respectively, in general; $r_1$ and $r_2$ are two numbers equal to 0 and 1. $w$ is the inertial weight used to measure the search and inspection ability of a small object. According to research, the inertia of a weight is often taken as a downward slope. Formula (3.3)

$$w = w_{\text{max}} - \left( w_{\text{max}} - w_{\text{min}} \right) \frac{F Es}{T}$$

(3.3)

where $w_{\text{max}}$ and $w_{\text{min}}$ are the initial inertia weight values respectively; $F Es$ is the iteration number of the function; $T$ is the maximum number of iterations with linearly decreasing inertia weight; $w$ remains the same after the number of iterations exceeds $T$. Usually $w_{\text{max}} = 0.9, w_{\text{min}} = 0.4$.

3.2. Improved particle swarm optimization algorithm. In the particle swarm optimization algorithm, the individual and the correlation coefficients $c_1$ and $c_2$ determine the global and local surveys of the population, respectively, and the following formula (3.4) can be obtained from the deformation of the equation (3.1) according to the data:

$$V[k + 1] = w V[k] + c \left( r_1 \left( p_{\text{best}} - X[k] \right) + r_2 \left( g_{\text{best}} - X[k] \right) \right)$$

$$= w V[k] + c \left( r_1 + r_2 \right) \left\{ \frac{r_1}{r_1 + r_2} p_{\text{best}} + \frac{r_2}{r_1 + r_2} g_{\text{best}} - X[k] \right\}$$

(3.4)

$$= w V[k] + ch \left\{ h_1 p_{\text{best}} + (1 - h_1) g_{\text{best}} - X[k] \right\}$$

where $h = r_1 + r_2; h_1 = r_1 / (r_1 + r_2)$, and the value range of $h$ and $h_1$ are $[0, 2]$ and $[0, 1]$ respectively.

If $L[k] = h_1 p_{\text{best}}[k] + (1 - h_1) g_{\text{best}}[k]$ is set, equation (3.5) is:

$$V[k + 1] = w V[k] + ch (L[k] - X[k])$$

(3.5)
In the formula, $L[k]$ is the search function of the particle swarm optimization algorithm, and according to the PID control theory, the particle swarm optimization algorithm can be considered as a closed-loop feedback control strategy in the search. $L[k]$ can be regarded as the given value in PID control, while $X[k]$ can be regarded as the feedback value of the system. Each particle can be regarded as the controlled object, namely, the deviation $e(k) = L[k] - X[k]$ of the negative feedback control system, the algorithm obtains the velocity vector of the particle according to the deviation signal, the whole particle swarm flies to the optimal value under the leadership of a given position $L[k]$ ($L[k]$ itself contains both individual and global optimal factors).

As shown in Figure 3.1:

Substituting equation (3.5) into equation (3.6), we can get:

$$X[k+2] = X[k] + wV[k] + ch(L[k] - X[k])$$  \hspace{1cm} (3.6)

Take the expectation of both sides at the same time to obtain Equation (3.7)-(3.9):

$$EX[k+1] = EX[k] + wEV[k] + c(L' - EX[k])$$  \hspace{1cm} (3.7)

Where, $L' = (p_{\text{best}} + g_{\text{best}})/2$, (because $Eh = 1$, $Eh_1 = \frac{1}{2}$), the following can be deduced:

$$EX[k+1] - EX[1] = w(EX[k] - EX[0]) + c \sum_{j=0}^{k} (L' - EX[j])$$  \hspace{1cm} (3.8)

By transforming equation (3.8) according to the definition of deviation $e(k)$, we can obtain:

$$EX[k+1] = EX[k] + (1 - w)Ev[k] + c \sum_{j=0}^{k} Ev[j] + X[1] - wX[0] - (1 - w)L'$$  \hspace{1cm} (3.9)

That is:

$$EV[k+1] = (1 - w)Ev[k] + c \sum_{j=0}^{k} Ev[j] + X[1] - wX[0] - (1 - w)L'$$  \hspace{1cm} (3.10)

Equation (3.10) shows that it is similar to the discrete PI governing equation, where $K_P = 1 - w$, $K_1 = c$. Therefore, PSO can be regarded as a PI controller, $V[k]$ as the output of the controller, and the dynamic characteristics of PSO can be described as Formula (3.11)-(3.13):

$$X[k+1] - X[k] = \Delta X[k] = V[k+1]$$  \hspace{1cm} (3.11)

The expression of its discrete domain is as follows:

$$\frac{dX(t)}{dt} = V(t)$$  \hspace{1cm} (3.12)

Its open-loop transfer function is:

$$G(s) = \frac{X(s)}{V(s)} = \frac{1}{s}$$  \hspace{1cm} (3.13)
where \( L \) value at a larger speed, the search range of the algorithm becomes smaller, but a small attenuation ratio will means large particle search range and strong exploration ability.

**Fig. 3.2:** Control block diagram of standard particle swarm optimization algorithm

A control block diagram of the standard particle swarm optimization algorithm is shown in Figure 3.2. The open-loop transfer function of PI controller is shown in equation (3.14):

\[
G_{PI}(s) = K_P + K_I/s
\]

(3.14)

The closed-loop transfer function is expressed in equation (3.15):

\[
\varphi_{PI}(s) = \frac{G_{PI}(s)G(s)}{1 + G_{PI}(s)G(s)} = \frac{K_ps + K_I}{s^2 + K_ps + K_I}
\]

(3.15)

Then, the following factors mainly affect the performance of the particle swarm optimization algorithm.

1. Overshoot, which will affect the search ability of particle swarm optimization algorithm. Large overshoot means large particle search range and strong exploration ability.

2. Attenuation ratio, a large attenuation ratio represents that the particle will be closer to the optimal value at a larger speed, the search range of the algorithm becomes smaller, but a small attenuation ratio will lead to the particle may be difficult to converge [19, 2, 17].

Usually, taking large scale coefficient and integral coefficient will make the algorithm have large overshoot and small decay ratio. Because the differential coefficient has the function of feedforward control, the overshoot and decay ratio can be reduced, and the differential effect should be reduced or removed in the later stage of the control for the stability of the system [8]. In this way, the convergence speed of the algorithm can be accelerated. The particles fly to the optimal position at a relatively fast speed in the beginning stage, and maintain a good global search ability in the later stage.

### 3.2.1. Improving policies

According to the above analysis, the particle swarm optimization algorithm is a basic PI controller, on the basis of which the difference between the parameters of the control parameters is shown in the first stage of the algorithm, the ratio of the coefficients and the balance. To improve the speed of rotation of the particle swarm optimization algorithm, small proportions and combinations are brought to the next stage, and the differences of the differences are reduced and the decision differences are shown according to their control. scientific world [13, 10]. The standard equation of its discrete domain is equation (3.16):

\[
D[k] = K_D(e[k] - e[k-1])
\]

(3.16)

The incremental differential action equation is equation (3.17):

\[
\Delta D[k] = D[k] - D[k-3] = K_D(e[k] - e[k-1]) - K_D(e[k-2] - e[k-1])
\]

(3.17)

The expression of standard particle swarm optimization algorithm with incremental differential function is equation (3.18):

\[
V_i[k+1] = wV_i[k] + c_1r_1(p_{ibest} - X_i[k]) + c_2r_2(g_{best} - X_i[k]) + \Delta D_i
\]

(3.18)

Therefore, the iterative process of improving the particle swarm optimization algorithm is Equation (3.19):

\[
V_i[k+1] = wV_i[k] + c_1r_1(p_{ibest} - X_i[k]) + c_2r_2(g_{best} - X_i[k]) + K_D\{(L[k] - L[k-1])
\]

(3.19)

\[-(L[k-2] - L[k-3]) - (V[k] - V[k-1])\}

where \( L[k] = (p_{ittest} + g_{test})/2.\)
3.2.2. Convergence analysis of improved particle swarm optimization algorithm. Based on equations (3.2), (3.17) and (3.20), we can obtain:

\[
(c_1 r_1 p_{\text{best}} + c_2 r_2 g_{\text{best}}) = (c_1 r_1 + c_2 r_2 - 1 - w + K_D) X_i[k + 2] + X_i[k + 3] + (w - 2K_D) X_i[k + 1] + K_D X_i[k]
\]  

(3.20)

Assuming that the individual and global optimal values of particles remain unchanged, equation (3.21)-(3.23) can be obtained by taking both sides of the equation as expected:

\[
(c_1 p_{\text{best}} + c_2 g_{\text{best}}) / 2 = \left(\frac{c_1 + c_2}{2} - 1 - w + K_D\right) E X_i[k + 2] + E X_i[k + 3] + (w - 2K_D) E X_i[k + 1] + K_D E X_i[k]
\]  

(3.21)

After \( z \) transformation:

\[
(z^3 + T_1 z^2 + T_2 z + T_3) E X(z) = S
\]  

(3.22)

where \( T_1 = (c_1 + c_2) / 2 - 1 - w + K_D; T_2 = w - 2K_D; T_3 = K_D; S = \frac{c_1 p_{\text{best}} + c_2 g_{\text{best}}}{2} + z^2 [X(1) + T_1 X(0)] + z [X(2) + T_2 X(1) + T_3 X(0)]. \)

\( z = (u + 1) / (u - 1) \) is exchanged by linear difference variation, so:

\[
Au^3 + Bu^2 + Cu + D = S
\]  

(3.23)

Type, \( A = 1 + T_1 + T_2 + T_3; B = 3 + T_1 - T_2 - 3T_3; C = 3 - T_1 - T_2 + 3T_3; D = 1 - T_1 + T_2 - T_3. \)

The characteristic equation of equation (3.24) is:

\[
Au^3 + Bu^2 + Cu + D = 0
\]  

(3.24)

As for stability conditions, a system is stable only if the following conditions are satisfied.

\[
\begin{align*}
A > 0 \\
B > 0 \\
\frac{BC - AD}{B} > 0 \\
D > 0
\end{align*}
\]

(3.25)

Under the condition that equation (3.25) is satisfied, the algorithm converges to \((c_1 p_{\text{best}} + c_2 g_{\text{best}}) / (c_1 + c_2)\), namely equation (3.26):

\[
EX(\infty) = \lim_{z \to 1}(z - 1)EX(z) = \frac{c_1 p_{\text{best}} + c_2 g_{\text{best}}}{c_1 + c_2}
\]  

(3.26)

From the above analysis, it is known that the improved particle swarm optimization algorithm converges under the premise of satisfying equation (3.26).

3.3. Adaptive optimization model for channel estimation. Particle adaptive control and convolution measure extraction of communication signals based on signal and channel analysis, channel equalization is improved. The initial channel estimation model is constructed by training the channel state matrix from a large number of offline data, which is difficult to be used directly in the dynamic channel time-domain environment [9]. In addition, there is a certain relationship between the channel estimation model and the service volume of users, at different time scales (busy and idle), the external interference of channel estimation is also different, therefore, the initial channel estimation model based on offline big data cannot be used for channel estimation in different regions and different time periods, otherwise, its prediction accuracy and performance will be greatly compromised. To solve this problem, the authors optimized the first channel prediction by online training. Since the transmission and reception data are constantly updated, a new channel prediction model is created by training new data, and the weight of the original channel prediction model is changed by comparing the performance of the original channel prediction models. An updated weighted average method is used to adjust the weight of each forecast channel model, and an online performance evaluation model is developed to learn the learning curve of the forecast channel [1]. Those. Figure 3.3 shows the channel prediction optimization model based on online learning.
3.4. Simulation experiment. In order to verify the author’s model, two classical channel estimation methods, LS channel estimation and BLMMSE channel estimation, are compared with the author’s model, the channel estimation accuracy of the two scenarios with different SNR and different pilot lengths will be compared. LS channel estimation realizes channel estimation by least square method. BLMMSE channel estimation is to decompose the signal into linear variables, and then realize the channel estimation by least square method. It can be seen that BLMMSE channel estimation can better deal with the problem of nonlinear mapping and has high estimation accuracy.

The relevant channel parameters used in simulation are shown in Table 3.1.

### Table 3.1: Related channel parameters in simulation experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subcarriers $L$</td>
<td>6</td>
</tr>
<tr>
<td>The antenna number $M$</td>
<td>100</td>
</tr>
<tr>
<td>Number of users per cell $k$</td>
<td>$15 \sim 20$</td>
</tr>
<tr>
<td>Channel propagation path $P$</td>
<td>100</td>
</tr>
<tr>
<td>Carrier frequency $f$/GHz</td>
<td>2.5</td>
</tr>
<tr>
<td>The wavelength $\lambda$/m</td>
<td>0.12</td>
</tr>
<tr>
<td>The antenna spacing $d$/m</td>
<td>0.06</td>
</tr>
<tr>
<td>The antenna impedance $\Omega$</td>
<td>50</td>
</tr>
<tr>
<td>Transmission of elevation</td>
<td>[-90,90]</td>
</tr>
<tr>
<td>Distance between the user and the base station $l_1$/m</td>
<td>100</td>
</tr>
<tr>
<td>Protection distance between user and base station $l_2$/m</td>
<td>10</td>
</tr>
<tr>
<td>Path loss correlation coefficient</td>
<td>3.8</td>
</tr>
<tr>
<td>Number of pilot</td>
<td>$10 \sim 100$</td>
</tr>
<tr>
<td>Transmission power of the user terminal $P$/dBm</td>
<td>-10</td>
</tr>
</tbody>
</table>

4. Results and Discussion. Comparison of estimation accuracy of three estimation methods under different SNR, Figure 4.1 shows that the main coordinate axis corresponds to the errors of LS channel estimation and BLMMSE channel estimation. The subcoordinate axis corresponds to the channel estimation error. The performance of the channel estimation model is optimal under different channel ratios, with the increase of SNR, the MSE value is stable at about 1200. LS channel estimation and BLMMSE channel estimation methods are not only sensitive to SNR changes, but also have low estimation accuracy at low SNR. This is because in the state of low SNR, the label values corresponding to different channels have little difference, it is difficult to establish an accurate mapping relationship between LS channel estimation and BLMMSE channel estimation when the label difference is small. The authors’ model uses online data to continuously optimize the model, an accurate mapping relationship is constructed by iterative method to realize adaptive learning of channel estimation parameters in the scenario of SNR fluctuation [7].

Comparison of the estimation accuracy of the three estimation methods under different pilot lengths, Figure 4.2 shows that the main coordinate axis corresponds to the error of LS channel estimation and BLMMSE channel estimation. The sub-coordinate axis corresponds to the author’s channel estimation error. The performance
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Fig. 4.1: Comparison of estimation accuracy of the three estimation methods under different SNR

Fig. 4.2: Comparison of estimation accuracy of the three estimation methods under different pilot lengths

of the author’s channel estimation model is optimal under different pilot lengths, the LS channel estimation and BLMMSE channel estimation methods are not only relatively sensitive to the change of pilot length, but also when the pilot length is large, due to the high number of antennas (the number of antennas is 100), its channel estimation accuracy is low. The author divides every five sampling gaps into a data block, when the first data block under each sampling gap is designed as pilot, the other four channel data are estimated by the first data block, in the case of more antennas and low pilot length, the smaller pilot length has little difference, in the case of small tag difference, it is difficult to establish accurate mapping relationship between LS channel estimation and BLMMSE channel estimation [12, 18]. The author’s model uses online data to continuously optimize the model and builds an accurate mapping relationship through iteration, which can better cope with the changes of pilot length.

5. Conclusion. In the 5G communication model, channel balance is the key to ensure wireless communication quality and smooth communication. In the environment of strong interference and interference, the communication system has unique characteristics, especially the hybrid MI-MO mobile wireless communication system is prone to strong interference, and thus it is difficult to register the communication channel and achieve channel balance. In this paper, a flame-based fitness monitoring is proposed to test the robustness and performance of the algorithm in terms of signal-to-noise ratio and length difference.

The author introduces channel estimation for 5G communication based on network optimization and divides the channel estimation problem into two problems: regression optimization and online adaptive ensemble optimization. The improved particle swarm optimization algorithm is used to train a lot of data offline, and the first model of the wireless channel is obtained by learning the characteristics of each state of the wireless channel. Based on this, the model was updated with online data, and the modification of the forecast channel was done
by the joint method. Finally, the authors create experiments to verify the effectiveness and performance of the algorithm with different SNRs and different lengths. The results show that the method proposed in this paper is the most effective in balancing 5G communication. The error is small, the balance of error is small, and the accuracy of communication has been improved. In conclusion, the channel evaluation method proposed by the authors is feasible and effective.
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Abstract. In order to effectively improve the excessive load of microgrid during peak hours of urban electricity consumption, a multi-source and multi-level coordination method of energy Internet under V2G based on particle swarm optimization algorithm was proposed. First, a mathematical model for V2G energy integration in microgrids was developed and a scheduling concept based on a particle-by-particle optimization algorithm was used. Second, an improved PSO algorithm is proposed and experimentally validated, and the experimental results are compared with previous particle swarm optimization algorithms. Experiments have shown that as the number of iterations increases, the value of the objective function decreases and the optimal solution can be obtained until the maximum number of iterations is reached. The iteration speed and power processing cost of the improved PSO algorithm are better than before. The original load curve is the load trough period from 23:00 to 6:00, and two load peaks occur from 12:00 to 14:00 and 19:00 to 22:00. The V2G technology basically realizes the coordinated control of microgrid electric energy and achieves the effect of peaking and valley filling. The improved algorithm has obvious improvement compared with the original power grid state. Conclusion: The application of EV V2G technology can smooth the daily load curve of power grid and coordinate the electric energy of micro-grid to achieve “peak cutting and valley filling”, and the effect of this algorithm is more outstanding than the previous algorithm. Finally, the future development direction and suggestions of V2G technology are put forward. The power grid with V2G discharge depth limit has the ability to basically reduce and eliminate the daily peak load, so the technology has broad research space and development prospects.
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1. Introduction. At present, due to the rapid development of the global economy and the increasingly prominent population problem, energy shortage has become an urgent problem to be solved. With the increasingly serious ecological environment problems, saving energy, reducing pollution emission and developing low carbon economy have become an important task of the development of human society. With the diversified application of energy more digital and intelligent, people connect billions of facilities, transmission and consumption of energy production, systems and information through advanced sensors, control and software applications, forming the energy Internet. China is the second largest oil consumer in the world. At a time when there is a shortage of fuel and increasing environmental pollution, the country supports construction to save money and protect the environment. According to the statistics of the Environmental protection department, the carbon dioxide content of automobile exhaust emissions is second only to the carbon emissions of traditional energy processing and energy reuse, accounting for about a quarter of the global total carbon emissions [12]. In the automobile industry, the exhaust emission of traditional fuel vehicles is one of the most important pollution sources. According to the auto sales department, China’s auto production and sales have been growing at an annual rate of 1 million since 2000, and the number of cars in China is expected to reach at least 550 million by the middle of the 21st century, which will be at least 38% higher than the number of cars in the United States during the same period. The rapid development of automobile industry not only brings convenience and business opportunities to people, but also aggravates energy shortage and environmental deterioration. In the past, the state has promoted energy conservation, emission reduction, low-carbon economy development, and low-carbon life, and many researchers have dedicated to the development of low-carbon transportation [8]. Those. China’s fifth-year plan emphasized the “development of green and low-carbon construction concepts” and included new energy vehicles in the “seven emerging economic strategies”. China’s new energy industry has
gradually entered the stage of economic development. With the continuous development of battery technology, compared with fuel vehicles with high pollution and high energy consumption, electric vehicles have attracted more and more attention due to their advantages of energy saving, environmental protection and low noise. Their large-scale application is regarded as an effective way to alleviate energy shortage and air pollution and promote the development of low-carbon economy. Electric vehicles will also be an inevitable trend for the development of the automobile industry in the future [19, 7]. Due to the different priorities considered, the objective functions and constraints of energy Internet scheduling optimization will take various forms, but they can be attributed to non-linear multi-objective planning problems, which can be solved by optimization algorithm, such as genetic algorithm, immune algorithm, particle swarm algorithm, etc.

In recent years, countries around the world have carried out electric vehicle development plans. For example, the United States plans to produce more than 1 million electric vehicles in 2015, Germany plans to increase its domestic electric vehicle ownership to 1 million in 2020, and Denmark plans to gradually replace traditional fuel vehicles with electric vehicles [15, 11]. With the rapid development of new energy generation technologies such as renewable energy, energy efficient and clean fossil fuels, micro-distributed power generation is a gradual way to meet the growing demand for electricity, reduce greenhouse gas emissions and improve energy efficiency, considered efficiency. Domestic research institutions also began to conduct relevant investigation on electric vehicles. As early as 1995, the Ministry of Science and Technology of China carried out the electric vehicle project of major science and technology industry. Hybrid and pure electric vehicles were already available in China in early 2001. From 2001 to 2005, the national 863 Program set up various special research and development funds for electric vehicles reached 3 billion yuan. The electric vehicle application project launched in Beijing Olympic Games has played a good role in driving and demonstrating the promotion of electric vehicles. In 2009, China launched a demonstration project of “1,000 vehicles in ten cities”, involving 13 cities. First, new energy vehicles, mainly plug-in hybrid vehicles, were promoted and used in public transport. In 2010, 25 cities participated in the demonstration project of “Thousand Cars in Ten cities”, and private electric vehicles were promoted in 6 cities [13]. Compared with traditional algorithms, the Particle Swarm Optimization (PSO) algorithm has advantages such as simplicity, ease of use, fast rotation, and global optimization.

2. Literature Review. With the advancement of science and technology, the share of electric vehicles will increase. In the future, many electric vehicles will be connected to the electric power through the distribution of medium and small. These electric vehicles account for most of the total load on the grid, which will have a significant impact on the quality of energy and the safety and stability of the financial grid. Evidence shows that most electric vehicles do not work for most of the day, and using the idle time of the electric batteries will help to make the most of the project. With the rapid development of electric vehicle technology, the number of electric vehicles continues to increase. If many electric vehicles with poor charging ability enter the grid, it will seriously affect the safe and stable operation of the electric grid [3]. This problem worries domestic and foreign scientists. Many countries have studied the management and control of large-scale electric vehicles entering the grid. According to statistics, most electric cars are closed for 90 percent of the day, and the energy storage of electric cars has been decided. The emergence of V2G technology brings solutions to the above problems. The main purpose of V2G is to enable two-way communication between data and power between electric vehicles and the grid. Electric vehicles can leave the grid at higher speeds during peak load times and charge less during low times, so they can even out the system, cutting peaks and filling valleys. Those electric vehicle users can find a difference in energy costs, and the grid can save operating costs by reducing resources. Continued research on V2G. Also, smartly connect the electric car to the grid to get the dispatch instructions. Since then, electric vehicles have become part of grid-friendly transportation. The results of the study of electric vehicles participating in the electric frequency network were established abroad. The participation of electric vehicles in the frequency adjustment of the electric power grid is often related to feasibility, economic and management strategies. Although the concepts are different, their main purpose is to provide theoretical support for electric vehicles for high-frequency services [6, 5]. The Particle Swarm Optimization Algorithm is an adaptive technology based on swarm intelligence inspired by artificial life research. The basic understanding of the history of particle flocking comes from studies of the predatory behavior of bird flocks. Researchers have found that birds often suddenly change direction, explosions, their behavior should not be expected, but in all situations, the maximum distance between people. By studying the behavior of similar groups, he discovered
that shared information about relationships exists in biological groups, which is advantageous for changing group clusters, which is the basis for building particle swarm algorithms. In this paper, a mathematical model of V2G cooperation in advanced coordination is developed. Based on the planning strategy, a particle-by-particle optimization algorithm is proposed. The experimental results of the two algorithms were compared with MATLAB/Simulink simulation software, and the ability to control the electric vehicle charging and microgrid power output control was analyzed. Experiments show that the value of the objective function decreases with the number of iterations, and the optimal solution is reached when the number of iterations reaches a maximum. The improved PSO algorithm is faster and more efficient. This shows that the particle swarm optimization algorithm is more efficient [2].


3.1. Overview of V2G technology. The main purpose of V2G is to realize the two-way interaction of information and energy between electric vehicles and the power grid. Electric vehicles can discharge to the grid at a higher price when the peak load of the grid is high, and charge at a lower price when the grid trough, so as to smooth the system load and peak filling. Electric vehicle users can also earn the price difference, and the power grid also saves operating costs by reducing the reserve capacity. V2G technology fully embodies the friendly interaction between electric vehicles and smart grid, which is a two-way interaction technology of energy and information. There are many types of electric vehicles and they are very different in nature. Gasoline-electric hybrid electric vehicles have no devices to interact with the grid, so connecting to the grid will have no effect. Only pure electric vehicles and plug-in hybrid electric vehicles interact with the power grid, so V2G technology can be considered. The electric vehicles studied in this essay refer to these two types [1]. Since electric vehicles are idle in most of the day, if the V2G function of electric vehicles is utilized to make the energy flow bidirectional between the vehicle and the microgrid, the electric energy can be stored in the battery to meet its own demand when the load is used, and the grid can be used as a distributed energy storage device during peak load hours. V2G technology can not only reduce the network loss in the transmission process of long-distance high-volume electric energy, but also greatly reduce the thermal power capital needed to be put into the power grid at peak times. Taking advantage of all the changes in the smart grid and electric vehicle battery charging and charging, V2G technology can make the most adjustments to the power grid, smooth the daily load curve of the power grid, and reduce high voltage [4].

3.2. 2V2G system components and information flow. The V2G system model can be divided into four layers: network layer, parking management layer, smart charging and charging device layer, and vehicle layer. Among them, the bidirectional intelligent charging and discharging device not only interacts with the power grid, but also interacts with the vehicle. The operation of the whole system requires all devices to maintain communication. Figure 3.1 is the schematic diagram of information transmission [20].

3.2.1. Battery management system. Battery management system (BMS) is the main part of electric vehicle, including battery terminal module, central control module and display module. According to the different functions of each component, the BMS can store the power supply and current, the temperature, the state of health (SOC), the consumption state health (SOH), state of energy (SOE) and other pre-calculations and battery information. Fault self-check is carried out by diagnostic algorithm to prevent excessive charging and discharging from damaging vehicle battery, and timely alarm is given when necessary to ensure safe operation. BMS comprehensively monitors battery performance from all aspects, transmits data to charging and discharging devices (EV-PCS) with CAN bus, and then reports it to the background management system to make response strategies, and transmits charging and discharging instructions back to the charging and discharging devices, thus realizing the bidirectional flow of information [10, 16].

3.2.2. Intelligent user terminal. UT in Figure 3.1 is the user terminal, and users can intuitively understand the status information of electric vehicles on the dashboard. The component structure of the device is shown in Figure 3.2. The basic electrical equipment components include display, loudspeaker, card reader, etc. Most of the embedded ARM processors are used in the market, which mainly have wireless data communication module, GPS module and CAN bus interface. When the whole terminal system is installed on the EV, in addition to the bidirectional transmission of comprehensive battery information with the BMS mentioned
in Section 3.2.1, the user’s instructions can also be transmitted to the corresponding control devices, respectively realizing information interaction. Intelligent user terminal has GPS data reception function to locate the geographical location of the user; It has the wireless communication function and regularly transmits UT statistical information to the background management center. At present, it mainly uses GPRS/3G, a general wireless packet technology, and selects an appropriate network as the channel for remote communication with the outside world [17].

3.2.3. Two-way intelligent charging and discharging device. Intelligent charging and charging system EV-PCS consists of low power controller LPCS and local controller CPCS. At the core of V2G technology, EV-PCS communicate with all major devices. It is bidirectional connected to smart meter SM with RS485 to
record electricity information and set parameters. The bidirectional intelligent charging and discharging device receives the charging and discharging instructions from the control center wirelessly. In the charging mode, the execution object is only the vehicle, which is a one-way operation. In the case of V2G mode (peak load of the grid), the SOC set by the user needs to be obtained from UT, which is functionally combined with EMS into a system responsible for determining the charge and discharge strategy, operates bidirectional with BMS, and comes with protection functions such as undervoltage, overvoltage and overcurrent [14].

3.3. **V2G peak regulation mode.** IV2G participation in power grid peak regulation has faster response speed and higher comprehensive benefit than the traditional mode. At present, the application strategy of V2G technology is mainly studied by using simulation software to predict the power grid load curve, with the purpose of smoothing the curve after electric vehicles enter the network.

**3.3.1. Objective function.** According to the optimization objective of “peak trimming and valley filling”, the control unit of the dispatching center was adjusted to 1h (24 units in total), and the minimum mean square error of the daily load curve was established as the objective function, i.e., Equation (3.1) below:

\[
\min F = \sum_{j=1}^{24} \left( P_{Lj} - \frac{\sum_{j=1}^{24} P_{Lj}}{24} - \frac{\sum_{i=1}^{n} P_{ij}}{24} \right)^2
\]  

(3.1)

where \( P_{Lj} \) is the power load of the grid at time period \( j \); \( \sum_{j=1}^{24} P_{Lj} \) represents the average daily load power of the grid; \( n \) is the number of electric vehicles connected to the power grid; \( P_{ij} \) is the total load power of \( i \) electric vehicles participating in the grid peak regulation during period \( j \), and the discharge value is positive while the charging value is negative.

**3.3.2. Constraints.**

1) **Power constraint**

The charge and discharge power constraint of electric vehicles is expressed in expression (3.2). Generally, the transmission power of the charging line is not allowed to exceed 15 kW. Therefore, the value of \( P_{\text{max}} \) in the equation is 15, and the current constraint is mainly considered under this condition. In Formula (3.3) and (3.4), \( I_{\text{ic}} \) is the charging current; \( I_{\text{id}} \) is discharge current; \( I_{iN} \), depending on the battery type of different types of electric vehicles, the rating is determined.

\[-P_{\text{max}} \leq P_{ij} \leq P_{\text{max}} \]  

(3.2)

\[0 \leq I_{\text{ic}} \leq 1/3I_{iN} \]  

(3.3)

\[0 \leq I_{\text{id}} \leq 2I_{iN} \]  

(3.4)

Based on the above formula, the power constraints of electric vehicle \( i \) at moment \( j \) are Equations (3.5), (3.6) and (3.7), where \( V_{ij} \) is the rated voltage of vehicle charging (single-phase 220 V, three-phase 380 V).

\[P_{ij_{\text{min}}} \leq P_{ij} \leq P_{ij_{\text{max}}} \]  

(3.5)

\[P_{ij_{\text{max}}} = \min \left( 15, V_{ij} \cdot 2I_{iN} \right) \]  

(3.6)

\[P_{ij_{\text{min}}} = \max \left( -15, -V_{ij} \cdot \frac{I_{iN}}{3} \right) \]  

(3.7)

2) **Battery capacity constraints**

The user can set the constraint range according to the driving demand, and the following equation (3.8) can be satisfied when the electric vehicle leaves the grid:

\[S_{Oc_{\text{set}}} \leq S_{Oc} \leq S_{Oc_{\text{c}}} \]  

(3.8)

Where, the charged state of the battery is represented by \( S_{Oc} \), which is defined as the ratio of the remaining capacity of the battery to the capacity \( Q_{iN} \) when it is fully charged. \( S_{Oc_{\text{set}}} \) is the state of charge constrained by the user on the battery; \( S_{Oc_{\text{c}}} \) is the full load state.
Considering the service life of the battery, $S_{soc}$ is required to be no less than 0.2 and no more than 1. $S_{socij}$ is the state of charge of vehicle $i$ during the period $j$, and $\Delta Q_{ij}$ is the change of battery capacity during charging and discharging. $Q_{ij\text{max}}$ represents the upper limit of capacity, and $Q_{ij\text{min}}$ represents the lower limit of capacity. Equation (3.9), (3.10), (3.11):

$$Q_{ij\text{min}} \leq \Delta Q_{ij} \leq Q_{ij\text{max}}$$ (3.9)
$$Q_{ij\text{max}} = (S_{socij} - S_{socmin}) Q_{iN}$$ (3.10)
$$Q_{ij\text{min}} = (S_{socij} - S_{socmax}) Q_{iN}$$ (3.11)

3.4. Improved particle swarm optimization algorithm. ParticleSwarmOptimization (PSO) or swarm foraging algorithm was first proposed by J. Kennedy and RK Eberhart. It is a modified version of a good genetic algorithm. The world’s best results have been achieved by implementing a random process, which has the advantages of fast rotation, high accuracy and ease of use. The different models developed in this letter are electric cars, and there are many uncertainties. The solution of the objective function is the minimum cost, and the particle-by-particle optimization algorithm can be used. As shown in Figure 3.3, the improvement in EV scheduling based on the particle swarm optimization algorithm is derived from the following two factors [9].

3.4.1. Inertia weight of particles. In the general search of the PSO algorithm, a larger inertia weight is suitable for the global search in the first stage of the iteration, while a small body inertia is useful for the local search in the later stage. To achieve a balance between the two, a line of weight reduction (LDIW) is
Table 4.1: Daily load of power network

<table>
<thead>
<tr>
<th>Time period</th>
<th>Power /kW</th>
<th>Time period</th>
<th>Power /kW</th>
<th>Time period</th>
<th>Power /kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66</td>
<td>9</td>
<td>78</td>
<td>17</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
<td>10</td>
<td>90</td>
<td>18</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>11</td>
<td>88</td>
<td>19</td>
<td>103</td>
</tr>
<tr>
<td>4</td>
<td>67</td>
<td>12</td>
<td>102</td>
<td>20</td>
<td>97</td>
</tr>
<tr>
<td>5</td>
<td>68</td>
<td>13</td>
<td>102</td>
<td>21</td>
<td>103</td>
</tr>
<tr>
<td>6</td>
<td>67</td>
<td>14</td>
<td>97</td>
<td>22</td>
<td>93</td>
</tr>
<tr>
<td>7</td>
<td>74</td>
<td>15</td>
<td>85</td>
<td>23</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>79</td>
<td>16</td>
<td>80</td>
<td>24</td>
<td>68</td>
</tr>
</tbody>
</table>

proposed as shown in the following equation (3.12).

\[
\omega = \omega_{\text{max}} - (\omega_{\text{max}} - \omega_{\text{min}}) \frac{K}{K_{\text{max}}} \tag{3.12}
\]

where \( K \) is the number of iterations; \( K_{\text{max}} \) is the set maximum number of iterations; \( \omega_{\text{max}} \) is the maximum inertia weight; \( \omega_{\text{min}} \) is the minimum inertia weight. With the increase of the number of iterations \( K \), the inertia weight \( \omega \) gradually decreases.

The program added in Equation (3.12) can adaptively update the inertia coefficient. Select \( \omega_{\text{max}} = 2, \omega_{\text{min}} = 0.1, K_{\text{max}} = 300 \).

3.4.2. Particle renewal rate. The situation of vehicles exchanging loads with the grid in 24 periods of a day is studied. Therefore, the dimension is 24, the number of initial population \( m = 100 \), and the position of particle \( i \) is expressed as \( X_i = (X_{i1}, X_{i2}, \ldots, X_{i24}) \), \( i = (1, 2, \ldots, 100) \). During operation, its “flight” speed is also \( n \)-dimensional vector \( V_i = (V_{i1}, V_{i2}, \ldots, V_{i24}) \), \( i = (1, 2, \ldots, 100) \), and other speed parameters are set as \( V_{\text{min}} = -0.5, V_{\text{max}} = 0.5 \) according to experience.

Particle swarm optimization algorithm updates particle velocity according to equation (3.13), where \( x_i(k) \) is the position information of particle \( i \), \( p_i(k) \) represents individual extreme position of particle \( i \), and \( g_i(k) \) represents global extreme position.

\[
v_i(k+1) = \omega v_i(k) + c_1 r_1 (p_i(k) - x_i(k)) + c_2 r_2 (g_i(k) - x_i(k)) \tag{3.13}
\]

In the speed update of the improved PSO, the speed of the last two times is weighted as the new speed. The main program is as follows:

\[
\begin{align*}
[gbf_i] &= \text{min}(pbf) \\
ghx_pso &= pbx(i,:) \\
Gbf_pso &= [Gbf_pso;gbf] \\
Ghx &= [Ghx;ghx_pso] \\
v3(i,:) &= (1 - alf) * \left( w * v2(i,:) + c1 * \text{rand} * (pbx(i,:) - P(i,:)) + c2 * \text{rand} * (ghx_pso - P(i,:)) \right) + alf * v1(i,:)
\end{align*}
\]

4. Result Analysis. The daily load curve of a building is used for simulation verification. The data are shown in Table 4.1, and \( P_{\text{av}} = 83 \text{kW} \) is obtained. For convenience of calculation, it is assumed that 2000 electric vehicles of the same model are connected to the power grid, and the driving power consumption is all 8kW. The rated capacity of the battery is 40kW · h, and the maximum allowable charging and discharging power is 15kW. The initial charging state of the electric vehicle entering the station is 0.8, and the minimum charging state of the outbound station required by the user is 0.9.
Table 4.2: Load exchange between electric vehicles and the grid

<table>
<thead>
<tr>
<th>Time period</th>
<th>PSO</th>
<th>Improved PSO</th>
<th>Time period</th>
<th>PSO</th>
<th>Improved PSO</th>
<th>Time period</th>
<th>PSO</th>
<th>Improved PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.9506</td>
<td>3.9967</td>
<td>9</td>
<td>7.4067</td>
<td>9.1229</td>
<td>17</td>
<td>8.9158</td>
<td>3.0122</td>
</tr>
<tr>
<td>2</td>
<td>6.7125</td>
<td>7.7567</td>
<td>10</td>
<td>-3.5161</td>
<td>-0.6706</td>
<td>18</td>
<td>-5.7265</td>
<td>-6.8803</td>
</tr>
<tr>
<td>3</td>
<td>7.6103</td>
<td>8.2171</td>
<td>11</td>
<td>-1.1951</td>
<td>-1.2442</td>
<td>19</td>
<td>-12.5054</td>
<td>-14.0272</td>
</tr>
<tr>
<td>4</td>
<td>9.6099</td>
<td>7.8026</td>
<td>12</td>
<td>-8.8.94</td>
<td>-11.5440</td>
<td>20</td>
<td>-6.0450</td>
<td>-0.3861</td>
</tr>
<tr>
<td>6</td>
<td>7.7998</td>
<td>8.3182</td>
<td>14</td>
<td>-9.1048</td>
<td>-3.6391</td>
<td>22</td>
<td>-2.4955</td>
<td>-1.4643</td>
</tr>
<tr>
<td>7</td>
<td>8.1648</td>
<td>7.6256</td>
<td>15</td>
<td>10.6419</td>
<td>9.3059</td>
<td>23</td>
<td>4.8398</td>
<td>18.4147</td>
</tr>
</tbody>
</table>

Fig. 4.1: Variation curve of objective function value with the number of iterations

Fig. 4.2: V2G adjustment volume

According to the information in Table 4.1, based on the above mathematical model and the constraints, MATLAB simulation program is used to verify the accuracy of the results of the simple particle swarm optimization algorithm, and create the particle swarm optimization algorithm that is mentioned in this article. The generated data is shown in Table 4.2 and the curves are shown in Figures 4.1 and 4.2.

Figure 4.1 shows that as the number of iterations increases, the value of the objective function decreases until the number of iterations reaches a maximum, and an agreement can be reached received. The iteration speed and fitness rate of the improved PSO algorithm are better than before. The values of the V2G rules in Figure 4.2 are put into the network, and the maximum rules of the two algorithms are compared as shown in Figure 4.3.

As can be seen from Figure 4.3, the load trough period of the original load curve is from 23:00 to 6:00, while two load peaks occur from 12:00 to 14:00 and 19:00 to 22:00. The simulation results show that V2G technology basically realizes the coordinated control of microgrid electric energy, and achieves the effect of peaking and valley filling. The improved algorithm is significantly improved compared with the original grid state, indicating that the algorithm is superior to the basic particle swarm optimization algorithm. The daily load curve can be replaced by a constant load curve, which is of great benefit to power distributors and reduces the price of electricity at the same time. It brings convenience to users [18].
5. Conclusion. In this essay, we fully demonstrates that the use of V2G can reduce the power grid load peak demand for generator sets, using the improved particle swarm optimization algorithm can achieve this point of view. The integration of electric vehicles into the power grid through V2G technology is not only beneficial to the distribution network in terms of power grid support, stability and load regulation, but also beneficial to the popularization of energy storage. However, improper V2G function management poses risks to the vehicle’s built-in energy storage and requires setting discharge speed and depth to extend battery life. The improved PSO algorithm has better iteration speed and fitness function values. The original load curve is the load valley period from 23:00 to 6:00, 12:00~14:00 and 19:00~22:00. V2G technology basically realizes the coordinated control of microgrid power, and realizes the effect of peak value and filling valley. The improved algorithm has a significant improvement over the original grid state. A power grid with V2G discharge depth limit has the ability to reduce and eliminate the peak daily load essentially, so this technology has great research space and development prospect in the future. The existing research results show that V2G technology still has great potential for development, and the future research can focus on the specific implementation method of V2G technology, and the new business model suitable for V2G. V2G pilot projects can first be established in small-scale microgrids to expand their scale and extend them to the whole large power grid.
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NUMERICAL SIMULATION AND OPTIMAL CONTROL OF COMPOSITE NONLINEAR MECHANICAL PARTS CASTING PROCESS

HUAN LI∗ AND PENG WANG†

Abstract. In order to understand the numerical simulation and optimal control of the casting process of Machine element, the author proposed a study based on the numerical simulation and optimal control of the casting process of composite Machine element. Firstly, the author analyzed the structural characteristics of composite Machine element, introduced them in detail, and studied their casting technology in combination with the actual situation. Secondly, the casting process of composite Machine element was simulated by using numerical simulation method, and the temperature field and flow field in the casting filling and solidification process were analyzed. Finally, selecting square cylinders with different wall thicknesses as typical components, the scheme design of traditional single casting process and multi material composite casting process based on dieless casting composite forming technology were carried out. Finite element numerical simulation and experimental research were conducted on the two processes, respectively. The results indicate that: The casting obtained by the multi material composite casting process almost solidifies simultaneously around 200 seconds later, and the graphite morphology around the casting is Type A, with a length of about 100 um, with small differences and uniform distribution; The minimum difference in tensile strength around the casting is about 3.8%, and the maximum increase in tensile strength value is 21%. This research achievement can provide technical reference for high-performance and high-quality casting of complex iron castings. In order to improve the casting quality, the author optimized the casting process of composite Machine element by numerical simulation.

Key words: Composite materials, casting process, numerical simulation

1. Introduction. In the mechanical manufacturing industry, the application of composite material parts is becoming increasingly widespread [3, 10]. Due to the special properties of composite materials (such as dimensional stability, corrosion resistance, etc.) and their important role in mechanical manufacturing, composite parts are gradually replacing metal materials as an important component in the field of mechanical manufacturing. Composite material parts have many advantages compared to metal parts, such as light weight, high specific strength and modulus, good wear resistance, and strong designability. In addition, due to the differences in thermal physical and mechanical properties between composite materials and metal materials, the latent heat of phase change during the casting process is large, the heat transfer rate is slow, and the solidification time is long, these have had a significant impact on the casting process. Therefore, the casting process design of composite Machine element should fully consider the characteristics of large latent heat of phase change and slow heat transfer rate. Numerical Simulation and Optimization Control of Composite Machine element Casting Process During the casting process of composite Machine element, due to the different thermophysical and mechanical properties of composite and metal materials, the process of heat conduction and heat conduction during the solidification process is more complex. The use of numerical simulation technology can effectively predict and optimize casting processes, thereby shortening design cycles and reducing production costs. The mold filling and solidification process in the casting process has a great impact on the quality of the casting. For composite Machine element, the main component of the composite material is resin, and its latent heat of phase change is very large. If the composite parts are not pre treated (such as heat treatment, adding alloy elements, etc.) before pouring, it will lead to internal defects in the casting. In addition, due to the significantly lower thermal conductivity and thermal conductivity of composite material parts compared to metal parts, local overheating of the solidification site is prone to occur during the casting process. This Casting defect can be effectively prevented and controlled by reducing the filling time, shortening the solidification time and using materials with low thermal conductivity. The optimization design of casting process is to determine the optimal process plan based on the requirements of casting material performance, casting size,
Fig. 1.1: Numerical simulation and optimization of composite machine element casting process

and casting structure; And the optimization design of casting process is an essential and important link in the casting production process, which is an important means to reduce production costs, improve product quality, improve labor productivity, and enhance the competitiveness of enterprises (Figure 1.1).

2. Literature Review. Machine element play a very important role in the production of modern enterprises, and composite Machine element are a typical composite structure, which have the advantages of light weight, high strength, corrosion resistance and good processing performance, and play a very important role in modern machining. Composite materials have the characteristic of anisotropy, and suitable casting processes need to be used during the processing to ensure product quality. At present, composite Machine element are mainly produced with resin matrix composites and Metal matrix composite. Resin based composite materials have the advantages of light weight, high strength, corrosion resistance, and good processing performance, making them a very ideal material. However, due to their anisotropic characteristics, traditional casting processes are difficult to ensure product quality in actual production processes. At present, the casting process numerical simulation of composite Machine element mainly uses computer numerical simulation technology to analyze the casting solidification process, and then optimize the casting process plan. By utilizing computer numerical simulation technology, it is of great significance to effectively predict and optimize casting process plans, thereby effectively improving product quality. Composite materials have the advantages of light weight, high strength, corrosion resistance, and good processing performance, which play a very important role in modern mechanical processing. However, composite materials have the characteristics of anisotropy, so suitable casting processes need to be adopted in production to ensure product quality. Composite Machine element are composed of metal materials and non-metallic materials, their interior is composed of multiple layers, and they also have certain anisotropy in structure, at the same time, because there are many pores in the interior, they are prone to appear shrinkage, porosity and porosity defects when casting them. This is mainly due to the strong orientation
of fibers in composites. When Machine element are in a certain temperature environment, fibers will undergo anisotropic deformation along the fiber direction. This is mainly because there are a large number of pores in the composite material, and during the casting process, due to the presence of many internal pores, it is easy to have defects such as uneven solidification shrinkage and difficulty in demolding the core during pouring. Composite Machine element also have anisotropy and isotropy, which have a great impact on the casting process. Therefore, in actual production, it is necessary to control and optimize it by adopting reasonable process measures. The application of numerical simulation technology in the casting process of composite Machine element plays a very important role in improving product quality and reducing production costs. Due to the complex structure, small thickness and high density of composite Machine element, therefore, multiple factors need to be considered during the design process, which increases the difficulty of the design. During the casting process, due to the high temperature of the molten metal and the anisotropic nature of the material, defects such as shrinkage cavities and porosity are prone to occur. And numerical simulation technology can predict the defects that occur during the casting process before casting, analyze the defects to determine the defect location and cause of the casting, and then take corresponding measures for optimization treatment. Numerical simulation of composite Machine element can effectively reduce the occurrence of casting defects and improve product quality.

Li, J. et al. evaluated the molten pool size under different process parameters by numerical simulation and SEM analysis, and the results showed a good agreement between the two. In addition, the effect of HA on the mechanical properties of s1s was also studied [8]. Mulkapuri, S. et al., through different controlled experiments, can infer that bismuth-aquatic complexes are functional sites in response to OER. The overpotential of pH 13.0, pH 7.0 and pH 4.0 solutions was 375.0 mV (relative to reversible hydrogen electrode (RHE)), 585.21 mV (relative to reversible hydrogen electrode) and 830.10 mV (relative to reversible hydrogen electrode), respectively. The catalytic conversion frequencies of bismuth-aquatic complexes were 1.24, 5.90 and 0.93-s-1, respectively [9].


3.1. Mold design method of typical multi material composite machine element. Square cylinders with different wall thicknesses (8 mm, 10 mm, 15 mm and 18 mm) were selected as typical parts, which have uneven wall thicknesses and geometric thermal joints. Considering that the cast iron parts should approximately satisfy the principle of simultaneous solidification and the mechanical properties are expected to be uniform, the square barrel is split into six sand units. The sand setting of each sand unit was calculated, and four sand units with different wall thickness edges were obtained, and different types of sand were applied, and resin silica sand was used for the sand core unit and the base sand unit. As shown in equation (3.1)

\[ t_f = \frac{\pi \rho_s L^2 V^2}{4 \lambda_m c_m \rho_m A^2 (T_m - T_0)^2} = (0.94 \sim 0.97) \]  

In the formula: \( T_m \) is the melting point of the metal casting, \( T_0 \) is room temperature, °C; \( \rho_s \) is the density of the metal casting, kg/m³; \( L \) is the latent heat of solidification, W/m³; \( B_m \) is the heat storage coefficient of the mold.

3.2. Finite element numerical simulation of typical casting process.

3.2.1. Establishment of finite element model for typical components and pre processing loading. Using the casting/mold integration modeling method, first build the Geometric modeling of the cubic cylinder and its mold [6, 16]. And then divide the surface grid and volume grid of the mold and casting assembly through the MeshCAST function module in ProCAST software. This grid division mainly adopts tetrahedral grids, and local grid refinement has been applied to important parts.

The pre processing module Precast of ProCAST software sets the thermal properties parameters, gravity parameters, boundary conditions, interface heat transfer coefficients, and casting materials for the finite element models of each specimen, as shown in Table 3.1.

3.3. Numerical simulation of temperature field during solidification process of typical components. In this study, the temperature field of the traditional Machine element casting process and the composite Machine element casting process of the square cylinder were numerically simulated, respectively, to
Table 3.1: Pre processing conditions settings

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Design parameter settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casting material</td>
<td>Casting: Gray iron 260</td>
</tr>
<tr>
<td>Interface heat transfer</td>
<td>Reference self test results</td>
</tr>
<tr>
<td>boundary condition</td>
<td>Pouring temperature: 1460 °C</td>
</tr>
<tr>
<td>Gravity parameters</td>
<td>Direction: Gravity direction (vertically downwards)</td>
</tr>
</tbody>
</table>

obtain the solidification time (that is, all the liquidus time) [15, 12]. According to the numerical simulation results, there is a significant difference in the solidification time of the four sides of the square cylinder in traditional casting processes. The solidification time of the thinner edges reaching the liquidus is about 300 seconds, while the solidification time of the thicker edges is about 650 seconds, with a difference of about 50% [5, 14, 11]. The composite casting process uses chromite ore sand with stronger heat storage capacity for the thicker side, and uses the quartz sand with stronger heat storage capacity for the thickest side, so the solidification time of all sides of the casting is about 300 s, almost achieving simultaneous solidification [18, 4].

3.4. Numerical simulation of metallographic structure and mechanical properties of typical parts. This study conducted numerical simulations on the metallographic structure and mechanical properties of cast iron castings obtained from traditional and composite material casting processes of typical castings [20]. The thinnest edge of graphite volume fraction is about 0.01, the thickest edge is about 0.0137, and the tensile strength value is about 420 MPa for the thinnest edge and 360 MPa for the thickest edge. The graphite volume fraction around the square cylinder obtained by the composite material casting process is about 0.133, about 420 MPa. From the numerical simulation results, it can be seen that there is a significant difference in graphite volume fraction and tensile strength values around typical castings in traditional casting processes, and the tensile strength value is almost the same, indicating that the overall mechanical properties of the typical component are uniform and good.

4. Experimental Analysis.

4.1. Typical casting process test steps and conditions. The ratio of various types of sand is: alkaline phenolic resin accounts for 3% of the weight of the original sand, and curing agent accounts for 30% of the weight of the resin. Cut and process each sand mold unit on a digital dieless casting precision forming machine, and assemble each sand mold unit into a mold to be poured [1]. When the temperature of the molten iron reaches 1460 °C, pouring is carried out to obtain a square cylinder casting.

4.2. Temperature field test for solidification of square cylinders. The real-time temperature value during the solidification process of the square cylinder measured by a high-temperature thermocouple embedded in the mold is shown in Figure 4.1(a) (b).

According to the results, the temperature field test results of the solidification process of square simple parts are consistent with the finite element numerical simulation results: In traditional casting techniques, the solidification time of square cylindrical parts varies greatly from the beginning of solidification to the liquidus. The solidification temperature gradient of the thinner edge is larger, while the solidification temperature gradient of the thicker edge is smaller. At 100 seconds, the solidification temperature difference at different wall thicknesses is 80 °C. In the composite casting process, there is a slight difference in temperature gradient at the beginning of solidification on the four sides of the square cylinder. At 100 seconds, the solidification temperature difference at different wall thicknesses is 45 °C, and after 210 seconds, the temperature gradient is almost the same, achieving simultaneous solidification.

4.3. Metallographic structure testing of square cylinder parts. Cut and grind typical pieces obtained from traditional casting processes and composite material casting processes, and observe the graphite distribution morphology and length under a high-power optical microscope.

During the solidification process of castings, the cooling rate depends on the thickness of the casting wall, and there is a significant difference in the cooling rate between the thick walled and thin-walled parts of the
Numerical Simulation and Optimal Control of Composite Nonlinear Mechanical Parts Casting Process

4.4. Mechanical property testing of square cylinders. The tensile strength of typical specimens cut from traditional casting and composite material casting processes is tested on a universal material testing machine, as shown in Table 4.1 and Figure 4.2.

According to the test results, the tensile strength values of the four sides of the square cylinder obtained by the traditional casting method are different, the maximum value is 311.33 MPa, and the minimum value is 240 MPa. A difference of about 20. Approximately less, the maximum value is 330.33 MPa, and the minimum is 285 MPa, with a difference of about 4. This indicates that the overall mechanical properties of the typical component are approximately uniform and consistent, and the maximum increase in tensile strength value of the casting is 21%. The reason for this is that the graphite size around the square cylinder obtained from the composite material casting process is small, similar in length, and evenly distributed, resulting in an increase in the tensile strength of the thick wall and a small difference in the overall strength of the casting. In addition, there are some differences between the tensile strength test results of typical components and the strength values of finite element numerical simulation results, but it has no substantial impact on the test results [17, 19, 2, 13, 7]. This is because the performance parameters of the HT250 material used for pouring after inoculation treatment casting. The graphite morphology of parts with significant differences in wall thickness of the same casting may also vary. For example, traditional casting processes have significant differences in graphite morphology and length around castings with different wall thicknesses. The graphite morphology includes A type and A+E type, with a length of 100-300 um. The composite material casting process uses different types of molding sand with different heat storage capabilities for different wall thicknesses, resulting in a graphite shape around the casting that is similar to Type A, with a length of about 100 um, with small differences and uniform distribution.

Table 4.1: Tensile strength of square cylinders

<table>
<thead>
<tr>
<th>Wall thickness /mm</th>
<th>Tensile strength of typical components in traditional casting processes /MPa</th>
<th>Tensile strength of typical components in load material casting process /MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>303</td>
<td>310</td>
</tr>
<tr>
<td>12</td>
<td>285</td>
<td>294</td>
</tr>
<tr>
<td>16</td>
<td>242</td>
<td>260</td>
</tr>
<tr>
<td>20</td>
<td>240</td>
<td>245</td>
</tr>
</tbody>
</table>

Fig. 4.1: Measured temperature during the solidification process of a square cylinder
differ from the performance parameter values of HT250 in the ProCAST software material library.

5. Conclusion. (1) In traditional casting processes, the solidification time of all four sides of a square cylinder reaching the liquidus varies greatly. The thinner edge solidifies first, while the thicker edge solidifies last. At 100 seconds, the temperature difference between different wall thickness edges is about 96 °C. In the composite material casting process, there is a slight difference in temperature at the beginning of solidification on the four edges of the square cylinder. At 100 seconds, the temperature difference between different wall thickness edges is about 35 °C, and after 200 seconds, almost simultaneous solidification is achieved.

(2) The graphite morphology and length around square tube castings with different wall thicknesses obtained by traditional casting techniques vary greatly. The graphite morphology includes A type and A+E type, with a length of 100-300 um. The graphite morphology around the castings obtained by the composite casting process is all A-type, with a length of about 100 um, with small differences and uniform distribution.

(3) The tensile strength values of the four sides of the square cylinder cast by traditional Machine element differ greatly by about 24%. The difference in tensile strength values around the square cylinder obtained from the composite material casting process is small, with a difference of about 3.8%. The overall mechanical properties of this typical component are approximately uniform, and the maximum increase in tensile strength value of the casting is 21%.
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CONSERVATION DESIGN OF INDUSTRIAL HERITAGE BASED ON NONLINEAR GA OPTIMIZATION ALGORITHM AND THREE-DIMENSIONAL RECONSTRUCTION

YUNAN ZHAO∗ AND PENG BAI†

Abstract. In order to understand the industrial heritage protection design of Iterative reconstruction, the author proposes a research on industrial heritage protection design based on GA optimization algorithm and Iterative reconstruction. Firstly, the author establishes the 3D model of industrial heritage through Iterative reconstruction, and optimizes the model parameters through GA algorithm to achieve the purpose of protecting and utilizing industrial heritage. Secondly, the author proposes a method of Iterative reconstruction of industrial heritage based on GA algorithm, uses this method to conduct Iterative reconstruction of industrial heritage, and imports the reconstructed model into the 3D model management system for management. This method solves the problem of high reconstruction cost caused by low model quality in traditional Iterative reconstruction, and makes industrial heritage protection design more practical. Finally, an experimental analysis was conducted using a factory building in a certain city as an example. The results showed that the model optimized using the GA algorithm had significantly better performance than traditional reconstruction methods, and could more accurately reflect the spatial form and structural characteristics of industrial heritage, providing new ideas and methods for the subsequent protection and utilization of industrial heritage. The GA algorithm optimized 3D model established by the author can effectively evaluate industrial heritage in historical urban areas, not only revealing the value of industrial heritage better, but also providing a certain reference for similar work in the future.

Key words: GA optimization algorithm, 3D reconstruction, industrial heritage protection design

1. Introduction. With the acceleration of economic development and urbanization, the rapid development of cities, and the shortage of urban land, the number of industrial heritage in cities has been increasing year by year, and its quantity is also constantly increasing. At present, China has carried out preliminary protection and utilization of industrial heritage. However, there are certain misunderstandings in the protection and utilization of industrial heritage, mainly manifested in: firstly, emphasizing the value of industrial heritage itself unilaterally while neglecting its social, economic, and cultural value; Secondly, simply redeveloping and utilizing industrial heritage, neglecting the relationship between its historical value and artistic value; Thirdly, it is believed that protection is the demolition and reconstruction of historical buildings, without realizing that protecting industrial heritage requires a comprehensive consideration from a macro perspective.

When protecting and utilizing industrial heritage, attention should be paid to a comprehensive evaluation of its historical, artistic, and socio-economic value. However, due to the long history of industrial heritage, the rich historical information and cultural value it contains often cannot be expressed in language or evaluated through traditional methods. Therefore, the author mainly studies how to use GA algorithm for three-dimensional modeling of industrial heritage in historical urban areas. GA algorithm is a global optimization algorithm based on Evolutionary computation, it solves optimization problems under multi-objective and multi constraint conditions by simulating biological genetic processes. In the GA algorithm, the most important aspects are the design of population size and selection operators. The larger the group size, the more optimal solutions will be obtained; The selection operator determines the direction and scope of group search. Therefore, selecting the appropriate population size and selecting the appropriate selection operator are the two most important issues in optimization algorithms. At present, GA algorithm is commonly used to solve nonlinear problems in optimization problems. The GA algorithm is divided into two stages: encoding stage and fitness function calculation stage. The fitness function calculation stage is divided into two types: Global optimization and local optimization. In addition, the GA algorithm can also be used to solve nonlinear problems (such as regression and clustering analysis) [1, 17] (Figure 1.1).
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Fig. 1.1: Iterative reconstruction of industrial heritage protection design

2. Literature Review. Industrial heritage is a special product generated in the process of economic globalization and urbanization, which has a significant impact on urban development. In recent years, with the continuous renewal and renovation of cities, many industrial heritage sites have been abandoned. At the same time, people are paying increasing attention to the protection and reuse of industrial heritage, and research on its protection and reuse is also increasing. However, there are still some problems in the current industrial heritage protection design, such as the low quality of the model in the Iterative reconstruction process, the lack of a unified management system, and so on. These issues have had a negative impact on the protection and reuse of industrial heritage. In order to solve these problems, the author proposes a method of Iterative reconstruction of industrial heritage based on GA algorithm. First, we use computer graphics to model industrial heritage; Secondly, import the model into the 3D model management system for management; Finally, the GA algorithm is used to optimize the model parameters to achieve better modeling results. Industrial heritage is a product of industrial civilization, carrying the memory of a city and witnessing its history. However, due to the fact that most of the industrial heritage is old factory buildings, which themselves have high value, but due to their own characteristics, they are not suitable for development as tourist attractions. In recent years, many scholars in China have also conducted relevant research on industrial heritage. Lyu, S. Yangshan "ceramic industrial site as an example, on the basis of field research and photography of the site, we used Photoshop and 3dsMax software to conduct 3D modeling of the site, and completed the Iterative reconstruction of the site [8]. Li, C., and others used laser scanners to measure and model the No.1 and No.2 blast furnaces of China First Steel Company, and visualized the models using VS2010 programming language [5]. Teng, X. and others proposed an industrial heritage protection plan by analyzing the historical value of China’s First Steel Company’s No. 2 blast furnace [12]. In the traditional Iterative reconstruction method, taking 3DMAX as an example, its parameter setting mainly includes point cloud data acquisition, point cloud data processing, curve generation, surface generation, etc. However, this method takes a long time and is inefficient. For this reason, the GA based optimization algorithm is applied to Iterative Reconstruction of Industrial Heritage. After modeling, we need to manage and query the model, which is convenient for the user to manage and utilize the model. To
achieve the Iterative Reconstruction of Industrial Heritage, the first step is to construct a model. The usual way is to construct the model based on the structure features. When building a model, the resulting 3D model will be affected differently by different parameters. Therefore, it is necessary to optimize the model parameters for Iterative reconstruction of industrial heritage [13].


3.1. A nonlinear optimization design method based on GA. CA is aimed at unconstrained problems, and for dynamic optimization design problems that are generally constrained optimization, conversion is required. Therefore, the dynamic optimization design problem is modified as follows:

Construct a penalty function as shown in equation (3.1):

$$F(b^j) = \Psi_0 + S \sum_{i=1}^{m} \max \{0, g_i \} \ (j = 1, 2, \cdots, N)$$  \hspace{1cm} (3.1)

$g_i$ is the $i$-th constraint function, as shown in equation (3.2):

$$g_i(t, b, z) \leq 0 (0 \leq t \leq T, i = 1, 2, \cdots, m)$$  \hspace{1cm} (3.2)

$S$ is a large positive number.

Constructing Individual Moderate Function Equation (3.3):

$$G(b^j) = \frac{1}{|F(b^j) - c|}$$  \hspace{1cm} (3.3)

where $c$ is a positive number that is small enough.

The characteristic of dynamic optimization design is that the objective function and constraint conditions are functions of system parameters and system dynamics equation solutions. During the optimization process, numerical solutions of the system dynamics equation must be performed for each optimization. However, in practical applications, the general GA algorithm exposes the shortcomings of slow progress and multiple calculations of the evaluation function. The main reason for this is that there is too much randomness in the seed selection process, which covers the entire solution space. However, the overall quality is very poor, and many are even infeasible. It takes several generations of genetic iteration to improve the overall quality. Therefore, improvements must be made in order to be used for dynamic optimization design. In practical dynamic optimization design problems, they are often based on their original solutions, based on this characteristic, when forming the original group, the original plan is imposed as a part of the original group, and after a few iterations, the overall quality is rapidly improved [20, 10]. In addition, the composite method can also be used to optimize seed selection, which is described as follows:

Evaluate a group of schemes including $k$ individuals, select the worst-case individuals, and modify them as follows: Take each individual in the group scheme except for the worst-case individual as a vertex of the polygon, and the centroid position of the polygon is expressed in equation (3.4)

$$x^r = x^c + \alpha(x^c - x^b)$$  \hspace{1cm} (3.4)

By taking the above measures, the optimization process was accelerated and the optimization time was shortened, the modified algorithm is as follows:

(1) At the beginning (k=0), evenly divide the solution space of each design variable, randomly select a set of original solutions from these numerous small domains, and impose the original solution as a part of the original population based on the actual optimization problem,

(2) Solve the dynamic equation and obtain the penalty function $F(B_j)$ and fitness function $G(b_j)$.

(3) Selection: Based on the probability of inclusion in the original solution.

(4) Randomly select two independent individuals (including $b_m$ and $b_I$) from the excellent varieties obtained in the previous step to hybridize and generate new individuals.

(5) Perform genetic mutations on individuals with $P_j \leq P_m$ ($P_m$ is the probability of variation) and individuals with similar quality in the original solution to generate new individuals.
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Table 3.1: Comparison table

<table>
<thead>
<tr>
<th></th>
<th>$K_1$/KN·m$^{-1}$</th>
<th>$K_2$/KN·m$^{-1}$</th>
<th>$K_3$/KN·m$^{-1}$</th>
<th>$K_4$/KN·m$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA algorithm</td>
<td>8.75</td>
<td>35.13</td>
<td>42.18</td>
<td>1.95</td>
</tr>
<tr>
<td>Traditional algo.</td>
<td>8.72</td>
<td>36.00</td>
<td>43.001.95</td>
<td>2.36</td>
</tr>
</tbody>
</table>

(6) Form a new generation population of the same size as the original by combining the best and new individuals, and repeat steps (2) to (5) until the average moderate stabilizes.

In order to verify the effectiveness of the above methods, four optimization design problems for the five degree of freedom vehicle suspension system are selected as examples in this paper, as shown in Table 3.1.

The numerical example shows that the GA based dynamic optimization design method proposed by the author is feasible, and careful analysis shows that it has the following characteristics compared to other dynamic optimization design methods:

1. Sensitivity analysis can be omitted during the optimization process;
2. Minimal requirements for the objective function and constraints, and no feasibility requirements for the initial solution;
3. The optimization search covers the entire solution space and performs heuristic searches based on genetic mechanisms, resulting in a high probability of obtaining the global optimal solution;
4. It is equally effective for both nonlinear and linear problems.

4. Experimental Application of Iterative Reconstruction Industrial Heritage Protection and Renewal Design in a Factory.

The author conducted a case study on the analysis of a factory area and the reconstruction of building environmental information models, vector data reconstruction and building performance analysis (building elevation, building shadow, solar radiation) were conducted on the factory, and the industrial heritage of the factory was updated and designed, including proposing update goals, protecting update positioning, and updating design strategies [19, 6].

4.1. Objectives and principles of protection and renewal.

4.1.1. Protection and update objectives. (1) Inject new vitality and strengthen the protection of the old factory. In the development of the city, the old industry is slowly disconnected from the development of the city, and the society and individuals have a weak awareness of the protection of industrial heritage. Industrial heritage is an important part of the social Collective memory, an inseparable culture of a city, and has a special status. The 156 projects in Xiangfang District are more important industrial plans after the founding of New China, which have important historical research value and technical value. These factories’ construction techniques represent the advanced construction techniques and structure standards. In the meantime, these enterprises have taken in a lot of city residents, and have close relationship with city life and work. In recent years, because of the relocation of some factories, they have been abandoned, and many factories are facing the danger of being demolished. This paper discusses how to inject new elements into the old factory, change its functions and revitalize it, and make use of “active protection” instead of “static protection”, so as to make full use of industry heritage and enhance the protection of industrial heritage.

(2) Improve the level of information protection of industrial heritage. This paper explores the use of building information iterative reconstruction technology for digital information collection of industrial heritage. With the advantages of digital information technology that is easy to preserve, process, observe, and analyze, 3D measurement and data processing of industrial heritage and the preservation of 3D data of building information in the original factory area are carried out. At present, the protection of industrial heritage faces great difficulties in the evaluation and data acquisition of architectural heritage. Traditional data acquisition and recognition models have significant limitations. The acquisition of traditional manual two-dimensional data makes it difficult for the data to intuitively display the information of the factory area, at the same time, there are certain errors that consume a lot of manpower and resources. Utilizing digital information technology in architecture to conduct data collection and auxiliary design planning for the factory will improve work efficiency and provide a demonstration role for data collection and planning of other industrial heritage sites [9, 14].
4.1.2. Protection and renewal principles. (1) The principle of historical inheritance is that the first thing to be done in the protection of industrial heritage is to protect historical heritage information. As a carrier of historical information, the protection and updating of industrial heritage should first respect the information of the original buildings, maintain representative elements, buildings, and spatial layout, reflecting the unique industrial culture of the city, when injecting new elements into the existing factory area, attention should be paid to the protection of existing information. For industrial buildings, attention should be paid to the protection of information related to the style and characteristics of the factory area, for example, attention should be paid to the protection of the facade decoration of the main buildings, the overall structure of the plant, the production facilities of representative production processes, and the overall spatial structure of the plant area. These elements constitute the urban Collective memory of industrial buildings, which play a vital role in the protection of industrial heritage, continue the history and culture of the plant, and rely on the existing buildings to establish a complete system for the protection of industrial heritage [15].

(2) The design of the urban sharing principle should combine the characteristics of Xiangfang District, aiming at connecting the original factory with the city, taking the factory as the test point, gradually combining with other old industrial sites in Xiangfang District, and ultimately serving the residents of the entire urban area, at the same time, it forms a brand effect, promotes tourism, drives the development of the entire region, generates positive feedback, and the positive effect is feedback on the protection of industrial heritage. Form a “people-oriented” space to enhance the urban service level of the entire region.

4.1.3. Evaluation of the building value of the factory. The process of industrial heritage protection and subsequent development and utilization can be summarized into three processes: investigation, evaluation, and decision-making. Among them, the evaluation of the value of industrial heritage is an important link. The evaluation of industrial heritage value is the evaluation of its value, as well as the evaluation of its preservation status and future development potential. The evaluation of its value through quantitative and qualitative methods can effectively propose decision-making effects for subsequent protection and updates.

(1) The evaluation factors and levels of industrial heritage are due to the weak awareness of protecting industrial heritage among most people, and the lack of strong policy and regulatory support for industrial heritage. Some valuable industrial heritage has been demolished, causing irreparable losses. Based on the Wuxi Recommendation and the Beijing Initiative, the country passed the Interim Measures for the Management of National Industrial Heritage in 2018, emphasizing the importance of industrial heritage protection and hoping to incorporate industrial protection into the government’s urban planning and provide special funding support. And strengthen the publicity and reporting of national industrial heritage, and use Internet Big data, cloud computing and other means to create industrial art works; It is advocated to create Industrial tourism routes with popular science education, leisure and entertainment functions by focusing on “activation and protection” of industrial heritage and taking industrial heritage as the theme.

According to relevant domestic regulations, value evaluation can be divided into five categories, including historical value, technological value, social value, artistic value, and reuse value, these five categories are divided into 20 sub categories, and each sub category is divided into three grades, namely 0, 1 and 2 points. A score of 0 indicates that the item does not have the value, 1 indicates that it has general value, and 2 indicates that it has outstanding value [16, 18]. Divide the results into three levels: 1) Objects with special value can be protected with emphasis, maintaining their original characteristics without changing their characteristics and forms. The new use must be in line with the spirit of the original venue, and can be used as exhibition halls, exhibition halls, and other property buildings, and should not be developed as commercial properties. 2) By making appropriate changes to objects with general value, while protecting the appearance, structure, and landscape characteristics of the site, the function can adapt to the later functional needs. It can be transformed into a building type mainly focused on office, commercial, and tourism. 3) Buildings that do not require protection can be demolished or renovated according to the needs of later renovation. The evaluation criteria are shown in Table 4.1.

(2) Evaluation of the Building Value of the Factory - After investigation, we have classified the buildings within the factory area into production buildings, research office buildings, and ancillary buildings, an analysis and comparison were conducted on the historical value, social value, technological value, artistic value, and reusable value of buildings, and suitable buildings for preservation and buildings for reuse after renovation
were classified, providing a basis for the planning, updating, and design of the later factory area. The site is roughly rectangular in shape. Within the site, the buildings are arranged in a regular manner, with production buildings occupying the main area of the factory. The main entrance is located on the side of Heping Road, and buildings 1 (the main building of the factory) and 2 (the cafeteria) are adjacent to the main entrance. There are some open spaces in the site planted with trees, including a small number of temporary factories [3].

4.2. Update and optimization of the industrial and overall layout of the factory park.

4.2.1. Subdivision of park industries. The construction of creative parks is not a traditional commercial real estate development project, but rather an industrial value operation based on industrial value space. The location and development positioning of creative parks are key factors for their successful operation, when positioning the industrial functions of the park, it is necessary to fully consider the local resource advantages and industrial foundation, avoid blindly following the trend and choosing industries without characteristics. When designing protective updates for industrial heritage, it is necessary to consider the resources, market, location, transportation, talent, and other aspects of the region. The era of large-scale industrial development has passed, and more detailed industrial segmentation has become the main development mode of contemporary times.

(1) The city has a long history of entertainment consumption. In the late 19th and early 20th centuries, with the construction of the Middle East railway, industry, commerce, and population gathered here. A city mainly focused on commercial port trade gradually formed, and the development of the city made commerce in the city prosperous. It is a popular tourist city and an international ice and snow city in the Northeast region, known as the “Little Paris of the East”.

(2) Exhibition function
Utilizing existing factories and open spaces can form exhibition spaces, which can provide space for enterprises or individuals to hold exhibitions and promote the cultural attributes of the park. The factory buildings in the park have the characteristics of large space and stable structure, similar to all building renovations. In the process of reusing the factory buildings, it is necessary to grasp their main characteristics and original elements that can represent their own value, during the renovation process, it is necessary to fully utilize the original structure and facade image of industrial buildings, preserve the original facade features, repair or replace some dilapidated components, and strive to reflect the value of their industrial heritage in the renovation results, so as to preserve the beauty of the original industrial buildings [7].

(3) Research Office
As the driving force of regional innovation, scientific research office can provide long-term driving force for the park and even Xiangfang District. At present, Xiangfang District, as a development area based on the old industrial zone, has gradually lagged behind other regions in terms of industrial production mode. The lack of investment in innovative research and development has slowed the economic development of the region. The introduction of scientific research and office work can promote the economic transformation of Xiangfang District, and is conducive to the diversified development of the park.

As shown in Table 4.2, for the renovation of the factory, a music area, exhibition area, creative office area, entertainment experience area, and commercial catering area will be set up. The functions of each partition are shown in the table below.

4.3. Digital 3D management of the park. The intelligent and information-based construction of creative parks combines the construction of the park with building 3D information models and 5G networks,
comprehensively improving the level of informatization, intelligence, and integration of the park, and enhancing its visibility; In terms of personnel access management, vehicle management, and material distribution, the combination of virtual reality platforms and networks enables real-time monitoring and management, achieving a safe and convenient office environment, and achieving a scientific management platform that is intelligent, personalized, and efficient.

The construction of smart parks is based on building environmental information models, utilizing internet connectivity to transform the operation and management of the park from a decentralized model to an intensive development model. Based on a large cloud computing platform, data is shared, and the operation of the park is connected with the government and enterprises, achieving a multi-party collaborative construction pattern. See Figure 4.1.

By combining photogrammetric models with GIS, a three-dimensional circular system is established that integrates data collection, management, maintenance, update, and application, achieving the transformation of park management from two-dimensional to three-dimensional management, reducing the difficulty of various management departments, through the continuous updating of architectural design models, the completed photogrammetric model will be combined with the BIM indoor model to realize the normal application of architectural design and park management and improve the overall informatization level.

### 4.4. Updating strategy for plant space protection.

The renewal of the plant space focuses on the value of protecting industrial heritage. In view of the existing problems in the plant, based on the Iterative reconstruction model of the plant, the space composition, building conditions and environmental performance of the plant are analyzed, and the functions of the park and the leading industries are positioned, the spatial composition of the park has been determined, and the physical space and cultural environment of the park have been planned and designed. The specific strategy is shown in Figure 4.2. The renovation of the park includes material space renovation and cultural space renovation, and the material space includes buildings and their external environment, during the update process, following the basic principles of historical building renovation, protecting the original buildings from damage, maintaining the original architectural style, and preserving and inheriting the original historical and social values [11, 2, 4].

### Table 4.2: Planning of park functions and content

<table>
<thead>
<tr>
<th>Serial Number</th>
<th>Major function</th>
<th>Content planning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Musics</td>
<td>Music theater, music themed skits</td>
</tr>
<tr>
<td>2</td>
<td>Exhibition area</td>
<td>Cultural display, historical and cultural architecture display</td>
</tr>
<tr>
<td>3</td>
<td>Creative Office</td>
<td>Home of Creativity, Striving for the World, Cultural Education</td>
</tr>
<tr>
<td>4</td>
<td>entertainment experience</td>
<td>Catering, Fashion Release, Entertainment City</td>
</tr>
</tbody>
</table>

Fig. 4.1: General layout after renovationes
5. Conclusion. With the rapid development of modern society, the protection and utilization of industrial heritage has become a hot issue. The protection and utilization method of industrial heritage based on GA algorithm and Iterative reconstruction proposed by the author aims to protect industrial heritage by means of modern science and technology, by establishing 3D models, optimizing model parameters, and other technical means, the goal of 3D modeling, post model management, and extracting the value of industrial heritage is achieved. Finally, by positioning the protection and renovation of a certain factory area, the goals and principles of protection and renovation are determined, according to the Iterative reconstruction model and field survey, the buildings of the plant are classified and counted, the creative attributes of the park are determined, the spatial structure of the park is adjusted, and the plant is protected and renovated based on the Iterative reconstruction results. In the renovation, music is the theme, integrating new functions with industrial architecture to achieve new forms of expression of old industrial heritage, revitalizing industrial heritage and transforming it into a new driving force for urban development. The GA algorithm was used to optimize the 3D model, thereby improving the accuracy of the data and making it more in line with the actual situation.
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LIGHTWEIGHT SALIENCY TARGET INTELLIGENT DETECTION BASED ON MULTI-SCALE FEATURE ADAPTIVE FUSION

MUQING ZHU*

Abstract. In order to solve the problems of small targets, variable shooting angles, and heights in drone images, the author proposes an adaptive drone target intelligent detection algorithm based on multi-scale feature fusion. The results show that after adding a deconvolution cascade structure to the network, mAP increased by about 2.5 percentage points and AP50 increased by about 3 percentage points. Compared with Method 3, Method 4 uses GA-RPN instead of RPN, and when the IOU is 75, the AP increases by 3.5 percentage points, reflecting that the target prediction candidate boxes generated using semantic features adaptively match better than the manually designed target candidate boxes. This indicates that the proposed target detection framework has better classification ability and higher frame regression accuracy. Multi scale adaptive candidate regions are used to generate fused features of different scales generated by the network, weighted fused multi-scale features are used for target prediction, and semantic features are used to guide the network to adaptively generate target candidate frames, greatly enhancing the feature expression ability of various targets and improving the detection accuracy of aerial targets.

Key words: Target detection, Deep network, Feature fusion, Multi-scale feature adaptation, Lightweight residual network model

1. Introduction. Over the past two decades, the computer vision field has shifted its emphasis from traditional approaches to an increasing focus on vision-based learning. The evolution of research in this field has seen a notable transition from conventional methods to the prominent use of deep learning techniques. The application of deep learning has gained significant importance in addressing various challenges within the realm of computer vision [12]. Productivity research is an important aspect of computer vision. It is the basis of high resolution and high level of clarity (such as separate images), image processing, scene understanding, object detection, image description, etc. The core task of target detection is to label the target concerned by the task and the target location information in the image to be detected. Since the 21st century, the performance of computing devices has been greatly improved, and the field of target detection relying on high-performance computing devices has also ushered in considerable development [8]. At the same time, the demand for intelligent industrial production continues to expand, and the market demand for target detection technology is also growing, research in the field of target detection has already begun. Currently, in-depth research-based target detection technology has been applied to autonomous driving systems; face recognition; medical images; security; fault diagnosis; military and other field [3]. The object detection method identifies the most attractive targets from the input image and is the initial step of a multi-vision computer [4]. When considering the evolution of saliency target detection, it can be categorized into two distinct approaches: traditional methods that rely on manually crafted features and heuristic priors, and task-oriented saliency target detection methods built upon deep learning. Traditional saliency target detection primarily depends on specific features like color, texture, and image gradients to compute target significance. While these methods are capable of identifying important elements in an image, they are constrained by the need for extensive prior data on significance, which can limit their effectiveness in complex environments. Traditional detection methods have low detection efficiency and long detection time. The saliency target detection algorithm based on deep learning benefits from the rapid development of Full Convolution Network (FCN), and its performance is far better than the traditional methods. FCN has powerful feature extraction ability, which can obtain edge details, texture clues, context features and high-level semantic information with multi-layer and multi-scale. However, as the number of network layers is stacked, pooling operation brings high-level abstract semantic expression, and at the same time, it also leads to image size reduction, thus losing a lot of detail information. In recent years,
a large number of end-to-end saliency detection frameworks have a large number of parameter redundancy in
the encoding and decoding stages, resulting in a decline in the test speed, which cannot meet the real-time
requirements. Convolution neural network can extract different levels of features, among which the advanced
features have semantic features and can locate significant objects; The lower level features have rich details
and can be used to sharpen the edges of prominent objects. A direct idea is to simply splice different levels of
features. However, it is difficult to achieve the desired effect and capture clearer details in this way. In order to
solve the above problems, in order to improve the recognition accuracy of small and medium-sized targets in
low performance UAV aerial imagery, this paper presents a modified UAV The goal is to find problems based
on multiple combinations. As shown in Figure 1.1, the network framework for multi-scale feature extraction

2. Adaptive UAV Target Detection Algorithm Based on Multi-scale Feature Fusion. To en-

hance the precision of detecting small objects in less efficient aerial images captured by UAVs, we’ve introduced
an adaptive algorithm for UAV object detection. This algorithm is grounded in the fusion of multiple features,
ensuring improved accuracy in recognizing these small targets [5]. The first part is the Light Source Deep
network (LResnet) for content extraction. Combining the advantages of residual learning, the ordinary solving
tasks are divided into the deep network processing and the fast solution process, which improves the efficiency
of the network. The second part is a multi-scale adaptive candidate area generation network, select the last
layer C2, C3, C4, C5 of the same size output feature map generated by each layer from the four layers of LRes-
net, and leverage 1×1 The length of each solution is fixed at 256 by the solution. The cascade deconvolution
model is employed to enhance the resolution of deep-layer feature maps. This, in turn, enables the utilization
of the broader contextual information from upper-layer feature maps. Weighted fusion is applied to these maps,
taking into account their channel sizes. This process results in the extraction of four distinct feature points,
denoted as P2, P3, P4, P5, which exhibit robust orientation cues for target detection [6]. On each layer of
features generated by deconvolution cascade network, GA-RPN (Guided Anchoring Region ProposalNetwork)
is used to adaptively generate candidate boxes and corresponding category probability values for prediction
targets according to semantic features, and the final prediction results are obtained through non maximum
suppression [2].

2.1. Lightweight residual network model. Deeper degree and smaller receiver area of solving neural
network can improve the accuracy of distribution network. The traditional solution function is to add channel
parameters and convolution kernel of the input process after the solution, and the output is used as the content
of the next layer. However, with the increase of the network depth, the traditional algorithms and numerical
algorithms increase with the depth of the network layer, which leads to the increase of the model size, which
is difficult to implement for UAV platforms with limited resources. In order to solve this problem, the depth
separation algorithm was used to optimize the model solution, that is, the model solution was decomposed into the depth and the algorithm. In the depth resolution, each channel of the input image is provided with a resolution kernel, and each resolution kernel is only responsible for the resolution of the channel image. Then use $1 \times 1$, compress and combine the output results of each channel obtained through depth convolution [10].

After the ordinary convolution is decomposed into depth convolution and point convolution, although the calculation of network model parameters is effectively reduced, the number of network layers is greatly deepened, and the gradient is easy to disappear during network training, leading to greater difficulty in model training, that is, “network regression” phenomenon. The use of residual structure can greatly reduce the burden of deep network training, connecting the shallow network with the deep network through SkipConnection is equivalent to fusing the underlying feature information into the high-level, which can ensure that the input feature information is not lost, and enhance the expression ability of features to the target, and the gradient can be well transferred to the shallow layer. In conclusion, a lightweight depth residual network model (LResnet) is constructed to extract the convolution features of aerial images. In the network structure parameters of the model, OutputSize represents the output feature size, Kernel represents the convolution kernel size, and OutputChannels represents the dimension of the output feature [7].

The residual network (ResNet) is a new deep learning network, which can reach 152 layers of convolution at the deepest. To address the issue of overfitting in deep neural networks, the author introduced a “residual” structure designed to mitigate the problem of vanishing gradients. This structure is illustrated in Figure 2.1.

The activation function is to solve the problem that the linear model in the neural network is not strong enough to add nonlinear factors. Through this function, the features are retained, the redundancy in some data is removed, and finally mapped out. The activation functions of neural network include linear function, threshold function, sigmoid function, bipolar S-shape function, hyperbolic tangent function, and now commonly used ReLU (corrected linear units) function. Apply certain mathematical and physical principles to achieve the desired effect. The network activation function used in this paper is the nonlinear PReLU function (equation (2.1)). Parameters of the negative part in PReLU $\alpha$ It is learnable rather than fixed. It is only necessary to give him an initial value during training, and then it can be continuously revised according to the depth of training. Compared with ReLU, PReLU introduces additional parameters, so there is no need to worry about over-fitting, and the convergence speed is faster.

$$f(x) = \begin{cases} x & x > 0 \\ \alpha(xe^x - 1) & x \leq 0 \end{cases}$$  \hspace{1cm} (2.1)
Table 2.1: Parameters of each deconvolution layer

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>Kernel</th>
<th>Stride</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>h1</td>
<td>Deconvolution</td>
<td>3×3</td>
<td>1</td>
<td>14×14×256</td>
</tr>
<tr>
<td>h2</td>
<td>Deconvolution</td>
<td>3×3</td>
<td>1</td>
<td>28×28×256</td>
</tr>
<tr>
<td>h3</td>
<td>Deconvolution</td>
<td>3×3</td>
<td>1</td>
<td>56×56×256</td>
</tr>
</tbody>
</table>

2.2. Multi scale adaptive candidate area generation network. The aerial image of UAV is very large, which leads to the small proportion of targets in aerial image and the insufficient analysis content. When using depth convolution neural network to extract the image’s objective features, the resolution neural network has high acceptance space and strong data representation ability, but geometric data representation ability of weak features, which is not good for small target detection; The fundamental network has a compact size, excelling at capturing geometric information while falling short in representing semantic information effectively.

In addition, the traditional target detection network uses manually designed fixed size candidate boxes, different size candidate boxes need to be designed for different detection problems, and the size of the target varies greatly, the fixed design will hinder the improvement of detection accuracy. In order to solve the above problems, a multi-scale adaptive candidate region generation network is constructed based on the LResnet framework. High level semantic features are weighted into the low level feature map through deconvolution cascade structure. It enhances the expression ability of features on the target, and uses multi-level and different scale feature maps for target prediction, on each layer of features generated by the deconvolution cascade network, the position and shape of candidate frames are predicted according to image features, and sparse and arbitrarily shaped candidate frames are generated. Parameters of each layer of deconvolution cascade structure are shown in Table 2.1.

2.3. Multi-task loss function. Because the candidate region is generated adaptively, the anchor location loss function $L_{loc}$ and anchor shape loss function are added on the basis of the traditional classification loss and regression loss. The total target loss function can be expressed as formula (2.2)

$$L = L_{cls} + L_{reg} + \beta_1L_{loc} + \beta_2L_{shape}$$

(2.2)

where $\beta_1$ and $\beta_2$ are the weighting coefficients of the multi-task loss function, with values of 1 and 0.1 respectively.

3. Results and Analysis. The experimental platform adopts i7-7700 processor, NVIDIA GTX1080Ti graphics card, 16G memory, and Ubuntu 16.04 operating system [9]. The experimental data used by the author is from the target detection data set of VisDrone UAV, including urban, rural, park, road and other natural scenes, it is obtained by the UAV platform in different positions and at different heights. There are 10 predefined categories marked in the data set, namely pedestrians, people, cars, trucks, buses, motorcycles, bicycles, tricycles with sheds and tricycles (where “pedestrians” refer to people with standing or walking postures, and “people” refer to people with other postures). Because the flight altitude and camera direction of the UAV are constantly changing, most of the target scales and shooting angles in this data set change greatly, and small targets account for a large proportion, in some data, targets are densely distributed.

3.1. Qualitative result analysis of target detection. In order to verify the effectiveness of the proposed solution in scheduling operations, the actual application scene image that is difficult to detect the UAV aerial target was extracted for testing, and the observed results of the algorithm are analyzed and shown. The algorithm in this paper can detect most targets. The results show that the algorithm uses multi-level competition between candidates in the electric field to make multi-level integration of low-level and high-level features, and use the elements semantic language to guide the network to create competitive plans, which improves the detection accuracy of small-scale aerial targets. When faced with a large number of objects and occlusion, the algorithm can also have good detection results, which shows that the algorithm in this paper uses various features to predict objects, and greatly improves the ability of feature extraction. In addition, the algorithm is very little affected by light changes, and it can still have good detection performance in the dark.
Table 3.1: Comparison of feature extraction networks

<table>
<thead>
<tr>
<th>Model</th>
<th>Size /MB</th>
<th>Ratio /%</th>
<th>Accuracy /%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resnet</td>
<td>97.7</td>
<td>-</td>
<td>81.3</td>
</tr>
<tr>
<td>L Resnet</td>
<td>10.2</td>
<td>10.4</td>
<td>80.6</td>
</tr>
</tbody>
</table>

Table 3.2: Effectiveness comparison test of algorithm modules

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP</th>
<th>AP$^{50}$</th>
<th>AP$^{75}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1Faster-RCN( Resnet50+ RPN)</td>
<td>18.63</td>
<td>35.87</td>
<td>17.86</td>
</tr>
<tr>
<td>2L Resnet+RPN</td>
<td>18.52</td>
<td>35.75</td>
<td>17.44</td>
</tr>
<tr>
<td>3LResnet+DC+ RPN</td>
<td>21.03</td>
<td>38.46</td>
<td>18.03</td>
</tr>
<tr>
<td>4LResnet+DC+ GA-RPN (ours)</td>
<td>22.12</td>
<td>38.76</td>
<td>21.53</td>
</tr>
</tbody>
</table>

environment illuminated by night lights, this also proves that the proposed algorithm can cope with a variety of environmental changes, meet the needs of actual tasks, and has a good generalization ability.

### 3.2. Algorithm feasibility verification analysis

To evaluate the feature extraction network’s performance, an experiment was conducted to compare LResNet with ResNet. The experimental data validated the feature extraction network’s efficacy when employed by the proposed algorithm. To quickly assess the algorithm’s performance, a training set comprising 13,700 images from the VOC2012 dataset was selected, along with a test set of 3,425 images, all under the same conditions. The results, presented in Table 3.1, highlight that LResNet’s network model is remarkably compact, with a size of only 10.2 MB, which is roughly one-tenth the size of ResNet-50’s network model. However, under the same conditions, the classification accuracy of LResnet and ResNet on VOC2012 is only 0.7% different, in addition, the video memory occupation rate required by the LResNet model in the running phase is also greatly reduced, only 546 MB of video memory is needed, which is about 20% of the ResNet-50 network video memory occupation rate. This shows that LResNet greatly reduces the amount of network parameters while losing very little detection accuracy, it also greatly reduces the memory usage during algorithm running.

In order to verify the effectiveness of deconvolution cascade model (hereinafter referred to as DC module) and GA-RPN in UAV aerial target detection algorithms in this algorithm, a multi-scale comparison scheme was designed based on VisDrone target detection data, as shown in Table 3.2 and Figure 3.1. The test experiment was conducted in the VisDrone test dev dataset (1610 UAV aerial images, including various situations in the VisDrone dataset), set Faster Rcnn (Resnet50+RPN) as the baseline comparison network, and conduct quantitative analysis using the evaluation indicators of mean precision (mAP) and average precision (AP, including APs with IOUs of 0.50 and 0.75, recorded as AP$^{50}$ and AP$^{75}$) [1].

By comparing Method 1 and Method 2 in Table 3.2, it can be seen that after the algorithm replaces the Resnet50 with a large number of parameters with a lightweight residual network, compared with Faster RCNN, the mAP decreases by only 0.11 percentage points, it shows that the network model optimized by depth separable convolution has little impact on the detection effect, but it greatly reduces the number of network parameters [13]. By comparing Method 2 and Method 3, it can be seen that after deconvolution cascade model is added into the network, the mAP increases by about 2.5 percent content, and the AP$^{50}$ reaches about 3 percent content. This shows that the algorithm in this paper combines the weights in the low-level map into the high-level sequence map by using the cascade decision model, and the multi-level combination algorithm gets a more robust scheme. It uses multi-level information to predict the target. It is more suitable for multi-target weather forecast that changes with UAV flight altitude. Compared with method 3, method 4 replaces RPN with GA-RPN, when IOU is 75, the AP increases by 3.5 percentage points, which reflects that the candidate frame for target prediction generated adaptively using semantic features is more matched than the target candidate frame designed artificially, it also indicates that the target detection frame proposed by the author has better classification ability and higher frame regression accuracy.
The detection results of the algorithm for each category in the VisDrone test dataset are shown in Table 3.3, the comparison index is the AP of various targets. As can be seen from the Table, because Faster RCNN algorithm uses single depth feature and manually designed candidate box to predict targets, it can not adapt well to the actual situation of variable target scales and many small targets in UAV aerial photography data set, so it has poor detection effect for most types of targets. Compared with Faster RCNN, the APs of other categories except “people” and “buses” proposed by the author have improved by 1~7 percentage points. Among them, the average detection accuracy of “pedestrian”, “bicycle” and “motorcycle”, which occupy a small proportion in the image, has been significantly improved, indicating that the proposed algorithm uses multi-scale adaptive candidate regions to generate fusion features of different scales generated by the network, at the same time, multiple scale features after weighted fusion are used for target prediction, and semantic features are used to guide the network to adaptively generate target candidate boxes, which greatly enhances the feature expression ability of various targets and improves the detection accuracy of aerial targets [14].

3.3. Comparison experiment of mainstream UAV target detection algorithms. During the comparative experiment phase, we assess models derived from various popular target detection networks after subjecting them to the same training data, mainly comparing the ability of different target detection algorithms to detect and recognize ground targets when the UAV is flying at low altitude, and verifying the detection performance of this algorithm. The comparison algorithm includes RetinaNet, FPN, YOLOv3 and CornerNet. In the experiment, the evaluation indexes of mAP, AP^{50}, AP^{75} and frame rate (FPS) were used to quantitatively analyze the detection accuracy and detection speed.

The results displayed in Figure 3.2 and Figure 3.3 demonstrate a significant enhancement in the accuracy of target detection indicators compared to mainstream target detection algorithms when applied to UAV aerial photography data. The mean Average Precision (mAP) has notably reached 22.12%, surpassing YOLOv3 by 1.82%. The AP^{50} serves as an effective metric to evaluate the algorithm’s classification performance, while AP^{75} reflects the ability of the detection framework to precisely determine bounding box positions. Comparative experiments reveal that the algorithm proposed in this paper achieves a detection accuracy of 21.53% at an
Intersection over Union (IOU) of 0.75, representing a substantial 5.73% improvement over YOLOv3. This underscores the superior classification capability and enhanced accuracy in bounding box regression of the target detection framework introduced in this paper. The notable improvement in detection accuracy can be attributed to the multi-scale adaptive candidate region generation network, which assigns weight to high-level semantic features within the low-level feature map through the deconvolution cascade structure. This approach leverages multi-level, multi-scale feature maps for target prediction, significantly enhancing the detection of diverse target types influenced by changes in UAV perspective and flight altitude. Moreover, for each feature layer produced by the deconvolution cascade network, candidate frame positions and shapes are predicted based on image features. This results in the generation of sparse and arbitrarily shaped candidate frames, which aren’t constrained by fixed sizes, and therefore, they align more closely with actual target frames. This directly contributes to improved accuracy in frame regression. The detection speed of the algorithm in this paper has been significantly improved compared with the two-stage target detection algorithms FPN, RetinaNet, etc. Although it has not reached the speed level of YOLOv3, it still has the detection speed of 24 frame · s⁻¹. The main reason is that LResnet has greatly reduced the number of network parameters and improved the operation efficiency of the algorithm.
4. Conclusion. Due to the swift advancements in science and technology, unmanned aerial vehicles (UAVs) have found extensive utility across both military and civilian sectors. UAV aerial targeting systems have become important topics in artificial intelligence and computer vision. Focusing on the problems of small measurement, high contrast and high resolution of targets in UAV aerial images, a modified UAV target detection problem is many combinations. Based on the quality of the depth separation algorithm and the residual learning, a light extraction network is created. A large number of candidate adaptive region generating network are designed, and the maps with different spatial coefficients are weighted and fused according to the channel dimensions, which improve the expression ability of the target characteristics. The key points are used to guide the network to adapt to the target parameters which match the real target better of multi-target map. The experiments showed that the algorithm successfully improves the detection accuracy of the UAV target air and has good power.
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OPTIMIZATION OF RADIO ENERGY TRANSMISSION SYSTEM EFFICIENCY BASED ON GENETIC ALGORITHM

RUIJUAN DU

Abstract. In order to better understand the efficiency optimization problem of radio energy transmission systems, the author proposes a genetic algorithm based research on efficiency optimization of radio energy transmission systems. The author first addresses the issue of improving the efficiency of magnetic coupled radio energy transmission. On the basis of ensuring a certain transmission distance and voltage gain, the system is mathematically modeled using coupling circuit theory, and mathematical expressions such as transmission efficiency, transmission distance, and voltage gain are obtained as the objective functions of the algorithm. Secondly, the impact of metal obstacles on the transmission system was analyzed. Design a radio energy transmission compensation circuit, and through simulation, obtain three transmission system parameter schemes that meet the objective function and constraint conditions. Finally, the multi-objective genetic algorithm is used to optimize the system parameter design and obtain the optimal combination of transmission system parameters, with coupling coefficient $k=0.1818$ and mutual inductance coefficient $M=23.165 \times 10^{-5}$H. Using multi-objective genetic algorithm, the algorithm has a fast convergence function in terms of the number of iterations, a non dominated function solution, and Pareto graphs have verified that the numerical value (3) in the text is the optimal combination design for the transmission system.

Key words: Genetic algorithm, radio energy transmission, electromagnetic coupling

1. Introduction. The wireless energy transmission network is a planar self-organizing network architecture, where the nodes within the network are wireless power supply devices. For example, sensors in wireless sensor networks and robots in robot football matches can be regarded as nodes of a wireless energy transmission network. Each node has three functions, namely energy transmission, energy reception, and energy relay. For limited nodes distributed within a certain spatial range, electrical energy is emitted from the transmitting node and transmitted one-on-one through several relay nodes to reach the receiving node. A power transmission link is formed between the transmitting node and the receiving node, several transmission links form the network topology of a wireless energy transmission network. Link transmission efficiency: Electric energy passes from the transmitting node to the receiving node through the relay node, and the ratio of the electric energy picked up by the receiving node coil to the electric energy emitted by the transmitting node coil is the transmission efficiency of the link. The efficiency between nodes is related to the mutual inductance between coils. The larger the mutual inductance, the stronger the coupling between coils, and the higher the transmission efficiency. However, the mutual inductance between coils is related to distance, and the larger the distance, the smaller the mutual inductance. Scholars have derived a formula for calculating the mutual inductance between any coil. The author calculates the mutual inductance between nodes based on this formula, and then calculates the efficiency between nodes. The transmission efficiency of adjacent two nodes is multiplied sequentially to obtain the transmission efficiency of the link. Link lifetime: The link of WPTNs dynamically changes based on the electrical energy requirements of nodes in the current network. The period from the formation of the transmission link to the end of energy transmission is called the link lifetime. Self repair ability: The ability of a link to self repair and restore the transmission of electrical energy when a malfunction occurs during transmission and the link cannot function properly. Non crossability: In WPTNs, nodes transmit electricity in a one-to-one transmission mode, and a node can only work in one state. There can be multiple transmission links at the same time, but the transmission links do not cross each other. Threshold electrical energy: Nodes can only participate in the power transmission of WPTNs when their stored energy is above the threshold electrical energy.

When WPTNs establish a link, the receiving node sends an energy request signal outward, and adjacent...
nodes receive the energy request signal. Based on its own working state and energy storage situation, the receiving node responds by receiving signals from neighboring nodes and selecting one of the many feasible nodes to provide energy. The node consists of three parts: energy circuit, control module, and communication module. The energy circuit has three functions: receiving electrical energy, transmitting electrical energy, and transmitting electrical energy. This means that the node has three working states, and can switch between these three states. However, the node only has one function when working, namely receiving electrical energy, transmitting electrical energy, or transmitting electrical energy. As shown in Figure 1.1, this is a radio energy transmission link composed of three nodes. The control module of the receiving node gives corresponding instructions to the communication module, which sends electricity demand information to surrounding nodes. The communication modules of the relay node and the transmitting node upload the information to their respective control modules. After confirming the connection between the receiving node and the relay node, they respectively control their energy circuits to work in the receiving and transmitting electricity states. The power transmission link between the three nodes is thus established [17, 2].

2. Literature review. In recent years, wireless power transfer (WPT) technology has undergone rapid development. In terms of rescue and medical applications, wireless energy transmission technology is a key technology for robots to achieve continuous, lightweight, and wireless cable limited work in special environments (such as underwater, metal pipelines, human bodies, etc.). There are four main principles of wireless transmission, such as electromagnetic radiation, ultrasonic, magnetic field coupling, and electric field coupling. The magnetic coupling resonance method ensures transmission distance, transmission power, and transmission efficiency in special environments, with relatively small radiation to the surrounding area.

The application of wireless energy transmission technology in specific occasions such as electric vehicle charging, power supply for built-in devices in the human body, and power supply for high-voltage devices is more convenient, safe, and reliable compared to traditional contact based energy transmission technology. Because there is no direct cable connection between its power supply and electrical equipment, there will be no skin breakage or wear. With the continuous development and application of wireless energy transmission technology, this technology is receiving increasing attention from domestic and foreign researchers. Among them, magnetic coupling resonant radio energy transmission technology is a new type of radio energy transmission technology that has been widely applied in recent years, it breaks the contradiction between the transmission efficiency and distance of traditional wireless energy transmission technology. The parameter optimization of the magnetic coupling system is crucial for improving the transmission efficiency of the system. Electromagnetic coupling
resonant radio energy transmission utilizes non radiative electromagnetic fields in the near field area to complete electrical energy transmission. On the one hand, compared to electromagnetic induction energy transmission, it has greatly improved the transmission distance, bringing greater freedom for electrical equipment to obtain electrical energy; On the other hand, compared to electromagnetic radiation energy transfer, the energy in the near field area has the characteristic of non radiation, so this technology has good safety, and the design difficulty of the electric energy transmitter and receiver is also reduced. In recent years, WPT has become a research hotspot in domestic and foreign research institutions. Some studies have shown that when the transmission distance is reduced to a certain level, the system is in an overcoupled state. In this state, the system exhibits two 'resonant frequencies', and the power received by the load near these two frequency points is high. This phenomenon indicates that the frequency of the resonant system undergoes splitting in an overcoupled state. Due to the phenomenon of frequency splitting, if the system cannot automatically adjust and track the system's operating frequency, the operating frequency and resonant frequency will definitely be inconsistent, and the system will operate in a non resonant state. The power received by the load shedding will inevitably be very low, which will affect the normal operation of the load when it is lower than the rated power. Therefore, monitoring and controlling the operating frequency of the system is an effective means to improve the load receiving power and efficiency.

Tabataba, P. K. M. et al. proposed through circuit theory modeling analysis that the resonance frequency will shift due to factors such as circuit and environment in radio energy transmission. When in an overcoupled state during transmission, frequency splitting occurs, which affects the consistency of the highest efficiency point and power point, and elucidates the characteristics of radio energy transmission systems [13]. LingzhaoWANG et al. constructed a steady-state circuit model of a wireless transmission system considering the influence of higher-order harmonics, and obtained mathematical formulas for system circuit parameters and state variables through mathematical modeling. By using genetic algorithms, the problem of identifying system circuit parameters is transformed into an optimization problem [15]. Devi, R. R., and others proposed using an improved genetic algorithm to optimize the resonant frequency, coupling coefficient, coil turns, coil radius, capacitance, mutual inductance, and other factors of the transmission system, achieving an energy efficiency of 87 for the capsule robot wireless energy transmission system prototype 6 mV, with a transmission efficiency of 8.02% [5].

The author uses the theory of coupled circuits to analyze the circuit model of wireless energy transmission systems and derives a mathematical formula for the voltage gain coefficient of the coupled circuit. By combining the formula of transmission distance and mutual inductance, a transmission and reception circuit is designed through MATLAB simulation. Under the requirements of transmission efficiency, voltage gain, and coupling coefficient, various parameters of the transmission system circuit are obtained. The multi-objective genetic algorithm was used to optimize the parameters of the radio energy transmission system, verifying the effectiveness of the simulation system parameter design [9, 4].


3.1. Adaptive frequency tracking WPT system. High frequency power supply is a key issue in magnetic coupling resonant transmission systems, including high-frequency inverter, dual transistor Class E high-frequency resonant, and microsignal power amplification. Although high-frequency inverter has high power and high frequency, its work efficiency is low and its frequency adjustability is poor. The micro signal power amplification system has received more attention and research due to its high work efficiency, easy frequency adjustment, and mature implementation methods. The adaptive frequency tracking WPT system is shown in Figure 3.1.

Using direct digital synthesis (DDS) to generate the source frequency, compared to high-frequency inverter power supplies, it has higher efficiency, higher frequency, and better adjustability [1]. This system uses DSP to control DDS to generate 3.6-5.6 MHz signals as the system’s RF signal source. The DDS frequency can reach 20 MHz, and the swing rate of general power operational amplifiers is not enough, resulting in distortion of the output waveform. Therefore, a two-stage current mode amplifier circuit composed of XST13050 is adopted, with a bandwidth of 425MHz, a maximum output current of 0.2 A, and a swing rate of 6.6 kV/us, meeting the design requirements of this system. After wireless transmission, the energy is converted into DC by the AC/DC module, and then transmitted to the load. The load end uses a power detection module to detect the power (Zigbee is selected as the wireless signal transmission device), and then the power and power variables
Fig. 3.1: Adaptive frequency tracking WPT system.

Fig. 3.2: Zigbee hardware circuit.

are transmitted to the Zigbee receiving end through the Zigbee transmitting end, and then to the DSP (the Zigbee receiving end is controlled by the DSP), the DSP immediately triggers an improved genetic algorithm for iterative calculation (calculating the system operation once and generating the corresponding power value), and takes the frequency generated under convergence conditions after 27 iterations as the ideal source frequency for this distance [3].

The wireless communication device in this system adopts Zigbee, with a working frequency of 2550 MHz, a baud rate of 9500, a working channel of Channel20, and a transmission distance of 4 meters. The Zigbee communication module consists of two boards, the transmitter and receiver. The transmitting end and power detection module are both controlled by the load end MCU, and the receiving end is controlled by DSP. The specific hardware circuit is shown in Figure 3.2.

3.2. Modeling and analysis of transmission system. The common resonant radio energy transmission system mainly consists of the following three parts: Power module, resonator module, and load module. The power module is used to generate high-frequency current, thereby driving the transmission coil in the resonator module. The resonator module consists of a transmitting coil, a compensating capacitor at the transmitting end, a receiving coil, and a compensating capacitor at the receiving end. The load module end is composed of high-frequency rectifier and voltage regulator, and the load forms a fork. The high-frequency power supply provides high-frequency current to the transmitting coil through a high-frequency inverter circuit. Due to the
Table 3.1: Setting parameters for each parameter in the simulation coupling circuit diagram.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (1)</th>
<th>Value (2)</th>
<th>Value (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power and load resistance</td>
<td>11</td>
<td>29.8</td>
<td>7.3</td>
</tr>
<tr>
<td>$R_{source} : R_{load} / \Omega$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Primary inductance $L_1 / H$</td>
<td>0.93×10^{-5}</td>
<td>310×10^{-5}</td>
<td>255.08×10^{-5}</td>
</tr>
<tr>
<td>Secondary inductance $L_2 / H$</td>
<td>0.93×10^{-5}</td>
<td>43.18×10^{-5}</td>
<td>52.637×10^{-5}</td>
</tr>
<tr>
<td>Primary and secondary capacitance $C_1, C_2 / F$</td>
<td>245×10^{-8}</td>
<td>245×10^{-8}</td>
<td>245×10^{-8}</td>
</tr>
<tr>
<td>Primary and secondary resistance $R_1, R_2 / \Omega$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Coupling coefficients $K_1, K_2$</td>
<td>0.4</td>
<td>0.2007</td>
<td>0.1818</td>
</tr>
<tr>
<td>Mutual inductance coefficient $M / H$</td>
<td>22.834×10^{-5}</td>
<td>22.834×10^{-5}</td>
<td>23.165×10^{-5}</td>
</tr>
<tr>
<td>Frequency $f_0 / Hz$</td>
<td>2×10^{12}</td>
<td>52×10^{4}</td>
<td>46×10^{4}</td>
</tr>
</tbody>
</table>

resonance frequency being equal to that of the receiving coil, the circuit in the transmitting coil generates resonance, and its current generates an electromagnetic field of the same frequency that is coupled to the receiving coil by the near field. It is then supplied to the load through a rectification circuit to achieve wireless energy transmission [10, 18].

According to the equivalent circuit and KVL law, the circuit equation is listed as follows (3.1):

$$\begin{bmatrix} R_0 + j\omega L_0 & j\omega M_{10} \\ j\omega M_{10} R_1 + j\omega L_1 + \frac{1}{j\omega C_1} \end{bmatrix}$$

(3.1)

According to equation (3.1), the output voltage gain of the two transmission coil system becomes equation (3.2):

$$s_{22} = \frac{\omega k_{12} \sqrt{L_1, L_2, R_0}}{Z_1^2 (Z_2 + R_L) + \omega^2 k_{12}^2 L_1 L_2}$$

(3.2)

In the equation, $Z$ represents the equivalent impedance of the entire circuit. When the system is in a resonant state, equation (3.3) can be expressed as:

$$s_{22} = \frac{\omega k_{12} \sqrt{L_1, L_2, R_0}}{R_1 (R_2 + R_L) + \omega^2 k_{12}^2 L_1 L_2}$$

(3.3)

3.3. MATLAB simulation data processing. Simulate using MATLAB software Simulink. Under the premise of ensuring transmission efficiency and voltage gain in the simulation diagram, the parameter settings are shown in Table 3.1.

Provide three wireless transmission system design parameters based on simulation experimental values (1)~(3). The system voltage gain must not be less than 85%. The system coupling coefficient K is 0.3, and the design parameters should be as close as possible to ensure that the transmission system has a relatively long transmission distance. At the same time, resistors 289, 7.3, and 12 $\Omega$ are used as load resistors for three schemes, and the three design objectives are transformed into multi-objective optimization problem models. Based on the multi-objective genetic algorithm proposed above, the three optimization problem models are solved to design a transmission system scheme that meets the objective function. Firstly, set the variation range of each circuit parameter in the system, assuming that the relative variation range of load resistance is [-1.6%, 1.4%]. The relative variation range of other circuit parameters is [-3%, 3%]. Set the population to 110 and the number of iterations to 220 [7, 16]. The multi-objective genetic optimization algorithm can be used to search for the optimal objective function and corresponding optimal circuit parameter scheme that meets the design objectives. The specific objective function is as follows (3.4)-(3.8).

1) Objective function 1:

$$s_{22} = \frac{\omega k_{12} \sqrt{L_1, L_2, R_0}}{R_1 (R_2 + R_L) + \omega^2 k_{12}^2 L_1 L_2}$$

(3.4)

$$0.8 < S'_{22} = \frac{put}{pn} < 1$$
4. Experiments.

4.1. Validation of data validity based on genetic algorithms. Using genetic algorithms to simulate the process of biological evolution through computer simulation for search and evolution, and ultimately seeking the optimal solution. The parameter design and implementation process of the magnetic coupling WPT system based on genetic algorithm proposed by the author is shown in Figure 4.1 [12, 11].

4.2. Algorithm process.

1) Set model parameters, set the number of objective functions and variables; Set the upper and lower limits of model parameters based on constraint conditions.

2) Set the algorithm parameters, including the number of chromosomes included in the solution set (population) to 320, the maximum number of iterations to 210, the mutation rate to 0.2%, and the crossover rate to 0.9%.

3) According to the encoding method, initialize the chromosomes and generate the initial chromosomes completely randomly. The initial group data should generally not be too large or too small, and 25-210 is generally selected, which is conducive to the stable convergence speed of the search [20].

4) Fast non dominated sorting, using non dominated sorting algorithms to layer populations of size n. The set of non dominated individuals is the first level non dominated layer of the population. Then, ignoring these marked non dominated individuals and following the aforementioned hierarchical steps, the first level non dominated layer is obtained. And so on, until the entire population is stratified. The fast non dominated sorting of genetic algorithms reduces computational complexity.

5) The tournament method selects individuals, and the tournament selection strategy selects a certain number of individuals from the population each time, and then selects the best one to enter the offspring.

2) Objective function 2:

\[ M = \frac{\pi \mu n r^4}{2 D^3} \]  \hspace{1cm} (3.5)

3) Coupling coefficient:

\[ k = \frac{M}{\sqrt{L_2 L_1}} < 0.4 \]  \hspace{1cm} (3.6)

4) Load resistance:

\[ R_L (1 - 0.016) \leq R_L (1 + 0.016) \]  \hspace{1cm} (3.7)

5) Resistance of primary and secondary circuits:

\[ R_2 (1 - 0.4) \leq R_1 = R_2 = 0.1 \Omega \leq R_2 (1 + 0.4) \]  \hspace{1cm} (3.8)
population. The competition selection method in genetic algorithm is a return sampling. Repeat this operation until the new population size reaches the original population size. A few yuan tournament is a process of extracting several individuals from the population at once, and then selecting the optimal individual from these individuals and placing them in a set reserved for the next generation of population. Repeat this operation several times as many individuals need to be saved.

6) By using single point mutation and encoding with numerical values and text, methods such as swapping genes at any position with their preceding or following genes or other genes at any position can be used [6, 14].

\[ r_1 = \text{any} \rightarrow [0.2, 0.6, 1.4, 0, 0.5] \rightarrow [0.2, 0.3, 1.4, 0.5] \]  

(4.1)

7) Crossing, using two point crossing, first determines the crossing position of two parental chromosomes. The operation of forming a child chromosome from a part of the paternal chromosome and a part of the other paternal chromosome obtains two offspring chromosomes, also known as single point crossing.

Selected two paternal chromosome formulas (4.2):

\[ [0.2, 0.6, 1.4, 0, 0.5], [0.4, 0.23, 0.43, 0.9, 0.8] \]  

(10)

\[ r_1 = 2, r_2 = 5 \]  

(4.2)

So the cross process is equation (4.3):

\[ [0.2, 0.6, 1.4, 0, 0.5], [0.4, 0.23, Q43, Q9, Q9] \]  

(4.3)

Cross Posterior (4.4):

\[ [0.2, 0.23, 0.43, 0.9, 0.5], [0.4, 0.6, 1.4, 0.8] \]  

(4.4)

8) Find non repetitive non dominant solutions and combine the population of the previous generation with the population of the current generation after mutation crossover into one population. Adopting an elite selection strategy, it merges the parent population with the offspring population, allowing the next generation’s population to be selected from twice the space, thereby preserving all the best individuals and ensuring that certain excellent population individuals are not discarded during the evolution process.

4.3. Numerical simulation analysis. The numerical simulation analysis is shown in Figures 4.2-4.4.

From the analysis of Figures 4.2-4.4, it can be seen that using the values in Table 3.1 (3) for system parameter design meets the optimal requirements for both the voltage gain coefficient and transmission distance objective.
function of the transmission system. As shown in Figures 4.2 and 4.3, genetic algorithm is used to obtain the iterative curve of the objective function with good convergence, fast convergence speed, and strong search ability. This indicates that the algorithm is effective. The two objective functions in Figure 4.4 are completely in the same direction and have only one non dominant solution [8, 19].

5. Conclusion. The author derived a mathematical formula for the voltage gain of a radio energy transmission system through the theoretical knowledge of coupled circuits, and analyzed the impact of eddy current effect generated when metal obstacles exist on the transmission efficiency of the transmission system. That is, the eddy current effect generated by good conductor obstacles reacts with the impedance of the transmitting and receiving coils, increasing the impedance and thereby affecting the voltage gain coefficient of the transmission system. Then, a circuit model of the wireless energy transmission system was built through MATLAB simulation, and three sets of system parameter values were obtained. When the objective function condition is met: The voltage gain coefficient is not less than 0.9, the transmission distance is ensured as far as possible, and the coupling coefficient is not higher than 0.4. There are also transmission system constraints. Using multi-objective genetic algorithm, the algorithm’s iteration function converges quickly, there is a non dominated function solution, and Pareto graph validates that the value (3) in Table 3.1 is the optimal combination.
design for the transmission system.
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INTELLIGENT DETECTION AND ANALYSIS OF SOFTWARE VULNERABILITIES BASED ON ENCRYPTION ALGORITHMS AND FEATURE EXTRACTION

HENG LI*, XINQIANG LI†, AND HONGCHANG WEI‡

Abstract. Implement status detection of ship software, identify the source of faults in problematic software, and release new software versions. Based on the above requirements, the author regards the detection and control of ship software status as the core research content. Based on the actual operating environment of ship software, the functional requirements of software status detection were studied and analyzed, and a set of ship software status detection was designed and implemented, a software inspection and maintenance platform that integrates ship software operation and maintenance, as well as ship software version release and update. The author conducted practical verification of the SM3 and SM2 hybrid encryption algorithm and selected software on the ship for detection. After analyzing the experimental results, it has been proven that using a hybrid algorithm for encryption and decryption, the server can accurately obtain software information on the ship’s platform, detect the software status on the ship, and locate specific problem files. For software that does not meet the standard status, the server can accurately transmit software information to the “component integration framework” and put the component in a “prohibited” scheduling state. After the server repairs the problematic software, the detection results of the software change and display as legal, while the software is in the “allowed” scheduling state in the “component integration framework”.

Key words: Encryption algorithm, feature extraction, software vulnerabilities, intelligent detection

1. Introduction. With the development of integrated electronic warfare equipment, the proportion of software in equipment is becoming larger and more complex. Large software is usually jointly developed by multiple development units responsible for research and development. This cross unit joint research and development strategy improves the efficiency of large-scale software development. On the other hand, the state of system software becomes difficult to control, and the various software cannot cooperate effectively. Maintenance work after failures is also difficult to carry out. After the delivery of equipment software, unauthorized changes to the software are also difficult to control, and local software changes may lead to unstable operation of the entire system software, affecting the normal use of military equipment [9]. Therefore, there is an urgent need to carry out research on software status detection and maintenance related technologies, achieve monitoring and management of ship software status changes through technical means, solve the problem of uncontrolled ship software status changes, and ensure software quality. A software inspection and maintenance system based on component scheduling, firstly, it can solve the problem of uncontrolled status of ship software, allowing users to clearly observe the status of all controlled ship software on each ship station and discover a list of unauthorized software status changes; Secondly, for problematic software, this system can quickly locate the source of the fault, promptly identify and handle the problem, avoiding maintenance personnel from aimlessly debugging and consuming a large amount of time and cost, enabling the problematic software to quickly resume normal operation, at the same time, it also saves a lot of manpower and resources; Finally, this system provides the only legal software release and update interface, and all ship software is deployed to various ship stations through this system, ensuring the unity of the overall software status of the fleet, standardizing the software release and update methods, simplifying the operation process, and enabling developers to focus more on improving the quality and functionality of ship software. In summary, a software detection and maintenance system based on component scheduling provides an effective solution for the detection and comprehensive management of ship software, which is very necessary. In response to this research issue, Yu, L. and others have applied neural net-
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work technology to binary similarity detection, which has become a promising research topic, and vulnerability
detection is an important application field of binary similarity detection. Embedding binary code into matrices
using neural networks also requires addressing feature representation issues in vulnerability detection. However,
current research mostly extracts the syntax or structural features of binary codes, and uses basic blocks as the
minimum analysis unit, which is relatively rough. In addition, the structural characteristics of binary functions
are usually represented by dependency graphs. During the embedding process, only the neighbor information
of the node is obtained, ignoring the global information of the graph. In order to address these two issues,
the author proposes a dual channel feature extraction method to obtain finer grained semantic features and
globally represent structural features rather than locally [18]. Duan, L. et al. in intelligent systems, attackers
can use botnets to launch different network attack activities against the Internet of Things. Traditional
botnet detection methods usually use machine learning algorithms, but due to the imbalance of traffic data
in the network, it is difficult to detect and control botnets. The author proposes a novel and efficient botnet
detection method based on the cooperation between an autoencoder neural network and a decision tree on a
given network. Firstly, the deep flow detection method and statistical analysis are used as feature selection
techniques to select relevant features for characterizing the communication related behavior between network
nodes. Then, the self encoder neural network is used for feature selection to improve the efficiency of model
construction. Finally, the Tomak recursive boundary synthesis minority oversampling technique is used to
generate additional minority samples to achieve class balance, and an improved gradient enhanced decision tree
algorithm is used to train and establish an anomaly traffic detection model to improve class balance [2].

Based on current research, the main functional objectives of this system are to detect the status of ship
software, repair faults, and release and update software versions. Maintain and record software states that do
not comply with agreed rules, and prohibit the invocation of that component in the “Component Integration
Framework”. Backup and save ship software with stable operation and good performance; Release a new
version of the software and deploy it to ship stations, or update the old version of the software. Through
a software detection and maintenance system platform based on component scheduling, users can accurately
grasp the real-time status of ship software, identify problem software, locate problem sources, and strengthen
the monitoring ability of ship software; Improve the efficiency of software version release and update, and save
resource costs for software status changes; Accurately grasp the software version distribution of the entire
fleet and individual ships, issue reasonable combat instructions based on the software status on different ships,
and improve coordination and interaction between ships. This system provides comprehensive support for the
stable operation of ship software, provides solutions for the management and control of ship software status,
and provides technical support for the combat command system. It is of great significance for the control of
fleet software and battlefield combat command.


2.1. SM2 elliptic curve algorithm. The SM2 algorithm was released by the National Password Ad-
ministration on December 17, 2010, the asymmetric cryptographic algorithm based on ECC (Elliptic Curve
Cryptography) has the characteristics of requiring less private key bit length for operations, lower system pa-
parameter requirements, less storage space, lower broadband requirements for data transmission, and lower overall
power consumption of the algorithm. Therefore, it can be widely applied to devices with relatively small system
scales and severely limited resources [11]. The SM2 algorithm mainly includes three parts of applications: Di-
gital signature algorithm, key exchange protocol, and public key encryption algorithm. With the development
and progress of international cryptographic technology, the current 1024 bit RSA algorithm has faced serious
security issues, and the elliptic curve cryptography algorithm has its algorithm performance advantages. It has
been used as a standard for public key cryptography algorithms in many countries and regions. In order to
ensure the security of domestic passwords and improve the security factor, the National Cryptography Adminis-
tration began researching elliptic curve algorithms with independent intellectual property rights in 2001. After
extensive research on public key cryptography algorithms with high recognition in the international cryptology
community, learning from advanced cryptographic experience abroad, and absorbing the theoretical foundation
of existing elliptic curve algorithms, the SM2 algorithm was successfully completed in 2004, And on December
17, 2010, the SM2 algorithm standard was announced [15]. In March 2011, Bank of China released the relevant
specifications for its financial IC card, stating that it uses the SM2 elliptic curve algorithm to enhance the
Table 2.1: Comparison of breakthrough time between RSA algorithm and SM2 algorithm.

<table>
<thead>
<tr>
<th>RSA Key Strength</th>
<th>SM2 Key Strength</th>
<th>Breakthrough time (year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>106</td>
<td>104, has been breached</td>
</tr>
<tr>
<td>768</td>
<td>132</td>
<td>108, has been breached</td>
</tr>
<tr>
<td>1024</td>
<td>160</td>
<td>1011</td>
</tr>
<tr>
<td>2048</td>
<td>210</td>
<td>1020</td>
</tr>
</tbody>
</table>

Table 2.2: Performance comparison of RSA and ECC algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Signature efficiency (times/second)</th>
<th>Verification efficiency (times/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024 bit RSA</td>
<td>2793</td>
<td>51225</td>
</tr>
<tr>
<td>2014 bit RSA</td>
<td>456</td>
<td>15123</td>
</tr>
<tr>
<td>256 bit SM2</td>
<td>4096</td>
<td>872</td>
</tr>
</tbody>
</table>

security of IC card applications. At the same time, non-financial applications using PBOC3.0 as a reference standard also use the SM2 algorithm. Comparing and analyzing the two algorithms, SM2 and RSA, it was found that SM2 has higher security than RSA. Under the same key strength, the SM2 algorithm is more difficult to crack and takes longer to break; In terms of computational efficiency, the signature efficiency of SM2 is much higher than that of RSA, while the efficiency of verifying signatures is slower than RSA. The specific comparison between the two algorithms is shown in Tables 2.1 and 2.2:

2.2. SM3 password hash algorithm. The hash function, also known as the hash function, its functional feature is that it can output fixed length summary information after a series of changes and processing of an unlimited length message, and the resulting summary result is called a hash value [10, 5]. The hash function has unidirectionality, meaning that its encryption process is easily implemented in a computer, while the decryption process is not feasible in a computer. Therefore, the hash function is considered an irreversible encryption algorithm, and the generated ciphertext is treated as the “fingerprint” of the message or data block, serving as the unique identifier of the message to verify the content of the information. The one-way variation and fixed length output characteristics of hash functions make them widely used in fields such as data integrity verification, digital signatures, message authentication codes, and data cryptographic protocols.

The structure of the compression function of the SM3 algorithm is similar to that of the SHA-256 algorithm, but the SM3 algorithm incorporates many new design techniques, including adding 16 steps of all XOR operation, message doubleword intervention, and adding fast avalanche effect P-permutation, which can effectively avoid high probability local collisions and resist various cryptographic analyses [12]. Moreover, the SM3 algorithm reasonably utilizes word addition operations to form a carry plus 4-stage pipeline. Without significantly increasing hardware overhead, it adopts P-permutation to accelerate the avalanche effect of the algorithm and improve computational efficiency. The SM3 password hash algorithm adopts basic operations suitable for 32b microprocessors and 8b smart cards, which has high efficiency and wide applicability for cross platform implementation. The comparison between the SM3 algorithm and the SHA series algorithm is shown in the Table 2.3:

The software on ships is organized and operated by a series of files and components. The detection of the status of ship software is actually the detection of the content of the files and components that make up the software [8, 7]. Therefore, in order to implement this system module, the author proposes to algorithmically process all file contents of the target software, convert the file contents into file feature values through a series of operations, and package other attributes of the file together into network packets. The server compares the file attributes and file feature values of the ship software with the software standard library, and realizes the software status detection module by analyzing the matching results.
Table 2.3: Comparison of SM3 and SHA series algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Length of the output hash value (bits)</th>
<th>Data block length (bits)</th>
<th>Maximum length of input message (bits)</th>
<th>Length of a word (bits)</th>
<th>Number of cycles</th>
<th>Operators used</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA-0</td>
<td>160</td>
<td>512</td>
<td>264-1</td>
<td>32</td>
<td>80</td>
<td>+, and, or, xor, rotl</td>
</tr>
<tr>
<td>SHA-1</td>
<td>160</td>
<td>512</td>
<td>264-1</td>
<td>32</td>
<td>80</td>
<td>+, and, or, xor, rotl</td>
</tr>
<tr>
<td>SHA-256</td>
<td>256</td>
<td>512</td>
<td>264-1</td>
<td>32</td>
<td>64</td>
<td>+, and, or, shr, xor, rotl</td>
</tr>
<tr>
<td>SHA-512</td>
<td>512</td>
<td>1024</td>
<td>2128-1</td>
<td>64</td>
<td>80</td>
<td>+, and, or, shr, xor, rotl</td>
</tr>
<tr>
<td>SM3</td>
<td>256</td>
<td>512</td>
<td>264-1</td>
<td>32</td>
<td>64</td>
<td>+, and, or, shr, xor, rotl</td>
</tr>
</tbody>
</table>

2.3. Hybrid encryption algorithm technology combining SM3 and SM2. The author utilizes the advantages of the SM3 algorithm, such as fast computation speed, higher security, lower broadband requirements, and easy key management, in order to combine the two algorithms to obtain a more efficient, accurate, and secure encryption technology [4]. The basic principle of algorithm design is that when the server detects the software status of the ship location, the ship location first uses the SM3 password hash algorithm to process the file content, calculate the file feature values, integrate them with other attributes of the file into a message packet, and then use the SM2 algorithm to encrypt the message packet, the ciphertext containing file information is transmitted from the ship location to the server through a TCP connection. After receiving the ciphertext data sent by the ship location, the server decrypts it using the SM2 decryption algorithm, then compare the obtained file feature values with the feature values in the standard library to determine whether the file’s status is legal. This encryption and decryption method not only ensures the security of message data but also improves the speed of message transmission, thereby ensuring the speed, accuracy, and effectiveness of ship software status detection.

(1) Hybrid algorithm encryption process
The encryption process of the hybrid algorithm is to use SM3 to calculate the file feature values based on the file content; The ship station packages the file feature values and other attributes into a message [19]. Encrypt the message using the SM2 public key sent by the server at the ship station; The ship station transmits the encrypted message to the server through a TCP connection. The entire encryption process is shown in Figure 2.1.

(2) Hybrid algorithm decryption process
The decryption process of the hybrid algorithm is as follows: The server decrypts the packet using the SM2 private key to obtain the file attribute information of the ship’s location software; Based on the file name, file
path, software name, and software version in the file attributes, locate the standard file record corresponding to the file; Compare the feature values of the ship’s location file with those in the standard library, determine the status of the file, and display the detection results [16]. The entire decryption process is shown in Figure 2.2.


3.1. Communication design. When designing network data communication between the ship’s position (client) and the software detection and maintenance system (server), Socket UDP network communication is chosen as the interaction method for the server to issue ship software instructions and report the network status of the ship’s position based on the on-site network environment of the system, at the same time, a strategy of triggering high-frequency interaction with a timer is adopted to ensure the speed, real-time performance, and stability of the data; Using SocketTCP as the communication method for software status detection and software entity transmission between servers and ship stations, while adopting flow control and message confirmation strategies to ensure the integrity of data transmission.

3.2. Architecture design. The logical architecture of a software inspection and maintenance system based on component scheduling is mainly divided into two levels: Business layer and service layer. The business layer mainly includes visual interfaces for various functions and the basic logic for business implementation, and is the presentation layer for interaction with users. The service layer mainly includes the network data transmission between the server and the ship station, as well as the underlying support of the server’s internal database.

3.3. Deployment design. The system adopts a CIS structure, with servers deployed in the ship software status command room, and clients distributed on all ship stations that require detection and maintenance [17]. The server has a visual interface and complete functions such as ship and ship software status detection, fault software repair, software version release and update; The client does not have a visual interface and is a console program that starts automatically in the background. It can receive command messages sent by the server and has the function of remote data transmission with the server.

3.4. Subsystem design. The software inspection and maintenance system based on component scheduling mainly includes four subsystems: Ship software status detection, software standard library operation and maintenance, software entity control, and software supervision and recording [20]. The main functional objective of the ship software status detection subsystem is to extract the ship software status within the local area network based on the user input of the ship location and relevant information of the ship software. After
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comparison with the software standard library, the software status detection results are displayed, mainly including three functional modules: Ship location information control, ship software status detection, and fault analysis of the problematic software. The functional objective of the software standard library operation and maintenance subsystem is mainly to provide a reference template for matching the status of ship software, which is the basis for ship software status detection and fault analysis. It mainly has the function of publishing new software status standards and maintaining software standard status; The main functional objective of the software entity control subsystem is to manage the physical files of the software, mainly including backing up stable and high-performance ship software, repairing ship software with running faults and illegal status, and upgrading and updating outdated ship software. In addition, the system has also designed a subsystem structure for software supervision and recording, with the main functional goal of recording detailed information on the detection results, fault causes, version changes, and other operations of ship software, facilitating users to access and analyze the historical operations of ship software.

4. Results and Analysis.

4.1. Ship position software detection.

(1) Ship position information control

The main function of ship location information control is to manage and control ship location information. The data items stored in the system for ship location include the name of the ship location, the network P of the ship location, and the list of software controlled by the ship location. The software list information includes the name of the software, the version of the software, and the storage path of the software in the ship location system [1]. The ship position information control module should not only provide a visual interface for ship position information, but also provide functions for adding and modifying ship position information. At the same time, for ship fleets using the same software system, a unified software status control list template should be provided to quickly declare new ship position information through the template.

(2) Ship software status detection

The server issues detection instructions to the ship location software. The ship location first traverses the file directory of the detected software to obtain the file organization structure of the software. The SM3 algorithm is used to sequentially process the file content, calculate the file feature values, and integrate them with other attributes of the file into a message package. Then, the SM2 algorithm is used to encrypt the message package, transfer the ciphertext containing file information from the ship’s location to the server through a TCP connection. After receiving the ciphertext data sent by the ship’s location, the server decrypts it using the SM2 decryption algorithm, and then compares the obtained file feature values with the feature values in the standard library to finally determine the status of the file and display it.

(3) Problem software fault analysis

Problem software fault analysis mainly focuses on illegal states and ship software that have malfunctioned during operation. Based on the detection of ship software status, fault analysis identifies specific problem sources, identifies files related to the fault and the time of the fault occurrence, enabling users to repair the problem software in a targeted manner, effectively analyzing the cause of the fault, and optimizing the performance of ship software.

4.2. Software standard library operation and maintenance.

The software standard library operation and maintenance subsystem can release new software status standards, abstract software entities into software feature values, store various data of standard software status in servers, and provide reference basis for software status detection of ship stations [3, 13]. This module can adjust the details of the released software standard status, present the entire software standard status to users in a good interface interaction, facilitate users to find the source of problems with faulty software, and analyze the functional differences between different software versions.

4.3. Software entity control.

The software entity control subsystem mainly provides functional interfaces for software entity operations, including ship software backup, ship software fault repair, and ship software version upgrade [14]. In order to improve the unity and correlation between software entities and software states, the operation of software entities is closely tied to ship software state detection and software standard library operation and maintenance, this means that each control of software entities corresponds to a
Table 4.1: Detection results of ship software based on hybrid algorithm.

<table>
<thead>
<tr>
<th>File name</th>
<th>File type</th>
<th>File size</th>
<th>Version</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1029LBandGlobePara_sys.xml</td>
<td>xml</td>
<td>2KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029LHFGlobePara_sys.xml</td>
<td>xml</td>
<td>3KB</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>1029LHFGlobePara_work.xml</td>
<td>xml</td>
<td>3KB</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Config.xml</td>
<td>xml</td>
<td>2KB</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Config.xml</td>
<td>xml</td>
<td>2KB</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>DDSRecvLog.txt</td>
<td>txt</td>
<td>1KB</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>config.ini</td>
<td>ini</td>
<td>1KB</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>1.500000MHz-CW-2016 08-10.wav</td>
<td>Wav</td>
<td>1KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1.txt</td>
<td>txt</td>
<td>26KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFAutoSearchPara.xml</td>
<td>xml</td>
<td>41KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFAutoSearchPara_LF.xml</td>
<td>xml</td>
<td>41KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDFTestPara.xml</td>
<td>xml</td>
<td>5KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_1.xml</td>
<td>xml</td>
<td>11KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_2.xml</td>
<td>xml</td>
<td>11KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_3.xml</td>
<td>xml</td>
<td>11KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_4.xml</td>
<td>xml</td>
<td>11KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_5.xml</td>
<td>xml</td>
<td>11KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_6.xml</td>
<td>xml</td>
<td>11KB</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1029HFDemoduCtrlPara_7.xml</td>
<td>xml</td>
<td>41KB</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

synchronous change in the status of ship software, effectively avoiding the phenomenon of ship software being tampered with and users’ uncontrolled management of ship software entities. Moreover, this system provides a unified interface for software entity operations, eliminating the need for users to perform software entity operations on ship platforms. This simplifies the workflow for repairing and upgrading ship software faults, effectively improves the efficiency of software entity control, greatly reduces software maintenance costs, and has constructive significance for the standardization and standardization of software entity operations.

4.4. Software control records. The software control record subsystem provides a visual interface for viewing all software control records of users, mainly recording controlled ship information, such as ship location network IP, ship software name and version, operation time, specific operation behavior, and related file statistics, it mainly records the software detection status of ship positions and changes in software versions. The system will record detailed information on the status of illegal software discovered during the detection process and display it to users in a visual list. Users can query specific problem sources by viewing illegal file records, strengthen the management of ship software, and ensure the stability and uniformity of software operation.

4.5. Test results. The author conducted practical verification of the SM3 and SM2 hybrid encryption algorithm and selected software on the ship for detection [6]. After analyzing the experimental results, it has been proven that using a hybrid algorithm for encryption and decryption, the server can accurately obtain software information on the ship’s platform, detect the software status on the ship, and locate specific problem files. For software that does not meet the standard status, the server can accurately transmit software information to the “component integration framework” and put the component in a “prohibited” scheduling state. After the server repairs the problematic software, the detection results of the software change and display as legal, while the software is in the “allowed” scheduling state in the “component integration framework”. The detection results of ship software status are shown in Table 4.1:

5. Conclusion. In the software detection and maintenance system designed by the author, ship software status detection is the basic function of the system for subsequent management and maintenance of ship software. In order to ensure the accuracy and uniqueness of the target software detection results, this system traverses the file directory of the target software and uses the SM3 password hash algorithm to calculate the file feature
values. If there are any changes to the file content, the calculated feature values will definitely not be the same, so by matching the feature values in the software standard library, it is possible to determine whether the content of the file has been tampered with, thereby obtaining the detection results of the ship software.

And in response to the disadvantage of low security of a single encryption algorithm, this system adopts a mixed encryption scheme of SM3 and SM2 to encrypt the transmission of network messages, ensuring sufficient security of the software detection process and accurate detection results. We have designed a software inspection and maintenance system based on component scheduling, mainly including communication design, deployment design, architecture design, etc, chosen the Qt compiler as the research and development environment for the system, and SQLite as the storage medium for storing software feature values on the server. We have designed a network message structure for data exchange, and implemented a software detection and maintenance system that includes the above solutions. This not only effectively improves the detection efficiency of ship software status, but also ensures the safety of the detection process and the accuracy of the detection results, moreover, it can significantly shorten the repair time of faulty software, save the cost of ship software maintenance, strengthen centralized management of software release and updates, and improve the control ability of ship software.
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APPLICATION OF CONTROL ALGORITHM IN THE DESIGN OF AUTOMATIC CRIMPING DEVICE FOR CONNECTING PIPE AND GROUND WIRE

CONGBING SHENG,∗ PENG XING†, XIUZHONG CAI‡, AND ZHENG SHAO§

Abstract. Due to the low effectiveness and poor quality of manual crimping of grounding wires, the author proposes the design of an automatic crimping device for connecting tube grounding wires based on intelligent fully automatic technology. The device consists of a microcontroller, an upper computer control interface, an electric push rod, an infrared sensor, a pressure transmitter, and other devices. The staff used the upper computer monitoring interface to set the relevant parameters for grounding wire crimping, and used X-ray digital imaging technology to measure the crimping size of the grounding wire. The size met the set parameter conditions. Through the PID control algorithm in the microcontroller, the stepper motor was controlled to push the clamp to move, completing the automatic crimping of the grounding wire. The X-ray detection method was introduced to detect the quality of the grounding wire after the crimping was completed. The experimental results show that the average deviation between the measured crimping size of the grounding wire and the actual measurement size by the automatic crimping device is only 0.06 mm, indicating that its measurement results are accurate; The success rate of crimping exceeds 95%. The above experimental results verify that the designed crimping device has high stability and reliability, and good quality detection effect.

Key words: Intelligent fully automatic, Crimping of conductor and ground wire, Device design, Single chip microcomputer, PID control algorithm, Radiographic testing methods

1. Introduction. During the construction of transmission and transformation lines, the construction of grounding wires is a crucial step, and this technology will play a decisive role in the construction quality of the transmission and transformation lines. During the construction of power transmission and transformation lines, it is necessary to inspect and involve the actual situation to ensure the implementation of the grounding wire project and ensure that the project has a certain degree of standardization. At the same time, through focused research and discussion on the construction technology of grounding wires, the specific application of common grounding wire construction technologies is discussed, providing effective references for promoting innovation and reform of transmission and transformation line construction technology, creating a solid foundation for the development of construction technology, and providing conditions for technological innovation [16]. The use of construction technology for grounding wires can effectively improve the operational efficiency of power lines, ensure the safety of construction during the construction of transmission and transformation lines, and reduce construction risks. For the construction technology of the grounding wire, in order to innovate and improve the technology, it is necessary to improve the technical construction based on the natural and geographical environment of the site during construction, pay attention to the quality of the hydraulic connection of the grounding wire, and create an excellent condition for the stable operation of the transmission and transformation lines [20]. At the same time, construction personnel of power transmission and transformation lines should try to avoid the phenomenon of steel anchors or steel pipe damage, which usually occurs during the crimping process. After hydraulic completion, it is necessary to ensure that the connected pipes are within the same size range, which will increase the construction difficulty of the transmission and transformation lines. However, this can ensure the construction quality of the transmission and transformation lines. The two main connection methods of mechanical clamping and hydraulic connection have played a great role in the construction process, ensuring the smooth progress of construction, not only improving efficiency, but also ensuring the quality of construction [1].
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Firstly, the key points of stability. During the construction process of grounding wires, special attention should be paid to the stability of the construction technology. This is because the construction of grounding wires itself belongs to a high standard construction technology, and any link in the construction process is related to the whole. Moreover, construction faults may occur during the actual construction process, and it needs to be judged based on the type of construction technology. Therefore, special attention must be paid to stability during the construction process of the grounding wire project. For example, cracks and deformations are very common in the construction process of hydraulic pliers. This requires construction personnel to adhere to a professional and rigorous work attitude, ensure that all theoretical construction meets the standards and specifications, and strictly review all construction links to ensure the quality of the transmission and transformation lines, in order to ensure the construction quality [8].

Secondly, normative points. In the application process of grounding wire construction technology, it is necessary to be able to fit in with the actual needs of transmission and transformation line engineering. This is because the standardization of grounding wire construction is not fixed, but dynamically changes according to the construction needs of transmission and transformation lines. Therefore, in the construction process of grounding wire engineering, high requirements are put forward for the technical key point of standardization. Generally speaking, regardless of the form of grounding wire construction specifications, the good operation of construction equipment should be ensured, that is, after inspecting and debugging the construction equipment, construction work should be carried out according to the characteristics of the transmission and transformation line construction. After completing the construction work, it is necessary to carefully review the construction results. Once any construction problems are found, timely repairs must be ordered [22].

Thirdly, key points for damage management. During the construction process of power transmission and transformation lines, the grounding wire engineering is easily affected by various factors, resulting in different forms of damage problems. Therefore, during the construction process of the grounding wire project, if any damage problems are found, they must be dealt with according to relevant standards. For example, material deformation, as a common damage problem, if it cannot be dealt with in a timely manner, it may lead to permanent deformation of the material over time, which is extremely detrimental to the smooth progress of transmission and transformation line construction work. Deformation and damage to the steel core aluminum stranded wire are particularly common in the construction of grounding wire engineering. If the damage scale of the steel core aluminum stranded wire has exceeded one fourth of its own, it must be reconnected. If it does not exceed this scale, pressure equipment can be used to correct it.

As a crucial step in the construction process of transmission and transformation lines, the construction of grounding wires has a decisive impact on the quality of construction to some extent. Therefore, in the construction process of transmission and transformation lines, it is necessary to carry out the grounding wire project according to the actual situation, so that the project results are more standardized. In view of this, the following author will focus on exploring the key points of construction technology for grounding wires, and propose the specific applications of common grounding wire construction technologies in the construction of transmission and transformation lines, in order to lay a good foundation for better promoting the development of transmission and transformation line construction.

2. References. For ground wire engineering, hydraulic crimping technology is the most common construction technology. Its main principle is to use hydraulic pumps, pressure piers, oil pipes and other equipment to crimp different types of ground wire materials, thus forming a complete transmission line construction project. The biggest advantage of hydraulic crimping technology is its high stability and relatively low probability of safety accidents. But the disadvantage lies in the strong professionalism of this technology, which requires high-level construction personnel to carry out construction operations smoothly. At the same time, the applicability of this technology is relatively narrow, but because it can be applied to modern grounding wire engineering materials, hydraulic crimping technology has a relatively wide range of applications to some extent. At present, in the construction process of hydraulic pressing technology, the construction focus can be mainly divided into four parts: inspection, cutting, cleaning, and positioning. Among them, inspection refers to the quality inspection of wire clamps and hydraulic equipment before the formal implementation of construction technology, in order to ensure the smooth progress of subsequent construction technology; Cutting refers to the wire cutting work carried out on the premise that the hardware foundation is correct. It should be noted that
before carrying out cutting work, priority should be given to confirming the phase and wire type of the wire to ensure that the wire is in a straight state [13]. At the same time, it is strictly prohibited to use oversized pliers and scissors during the cutting process. This is because cutting work often involves cutting to the standard three-quarters position, and the remaining parts need to be manually cut, which requires that the cutting tool should not be too large, otherwise it is easy to have a one-time cutting problem; Cleaning work, as the name suggests, is the cleaning of materials to avoid contamination affecting material quality. It should be noted that gasoline rather than water is required during the cleaning process of the wire material. After cleaning, the material needs to be dried; Positioning mainly involves marking the dimensions on the pressure pipe to form a preliminary positioning for the smooth progress of subsequent crimping work.

The current development of technology has expanded the application scope of intelligent fully automated technology. By utilizing this technology, comprehensive automation of mechanical devices, product processing, and other aspects can be achieved, which not only saves labor, but also improves work efficiency and product quality. Therefore, all industries have entered the era of intelligent fully automated production. Among various control electronic products, single-chip microcontrollers, also known as single chip microcontrollers, are the most powerful. They are composed of multiple logic functional chips integrated together to form a complete system, which can obtain signals from control devices and achieve control of different facilities and equipment through this signal. Microcontrollers have the characteristics of small size, low price, and strong application performance. X-ray digital imaging technology is a new type of non-destructive testing technology that does not cause part loss when detecting parts and has high detection accuracy.

Shindin, E described an effective implementation of a recent simplex type algorithm for precise solutions of discrete continuous linear programming, and compared it with linear programming approximations obtained through time domain discretization for these problems. This implementation overcomes many numerical traps that are often overlooked in theoretical analysis, allowing for better accuracy or acceleration up to several orders of magnitude compared to previous simplex algorithm implementations and state-of-the-art LP solvers that use discretization. Numerical research includes medium-sized, large-scale, and large-scale examples of scheduling problems and fluid processing network control problems. We discussed online and offline optimization settings for various applications and outlined future research directions [11]. Laurini, M consider the finite element approximation of the Bellman equation for optimal control of switched systems. It has been proven that this problem belongs to a special category that we have studied in our previous work, and for this purpose, we have developed an effective solution algorithm. As an application, we propose the problem of generating autonomous vehicle parking strategies in two typical urban parking scenarios. The vehicle is described by four different switching systems, each of which is associated with a penalty term. Through this approach, we obtained a parking path with a small amount of directional changes and a simple structure [5]. The layout design of nuclear power plant pipelines is to find the optimal routing that meets the goals and constraints in the three-dimensional wiring space. However, due to the dense equipment, complex structure, diverse types of pipeline systems, complex layout constraints, and numerous pipelines in nuclear power plants, pipeline layout is a difficult and time-consuming task even for experienced designers. In order to solve the automatic routing problem of pipelines in the three-dimensional wiring space of nuclear power plants, Zhang, J proposed a large space pipeline automatic routing method that combines Dijkstra algorithm with improved algorithm a. Firstly, this method uses the traditional Dijkstra algorithm to identify key vertices in each room of a nuclear power plant, construct a topology routing diagram, and determine the initial channel area of the pipeline. Secondly, divide the space of the layout area into three-dimensional grids, and then identify and preprocess the items in the layout area [19].

Based on the above research background, this article aims to address the quality and efficiency issues in the crimping process of grounding wires. By combining intelligent fully automatic technology and X-ray digital imaging technology, an automatic crimping device for connecting tube grounding wires is designed based on intelligent fully automatic technology, providing a certain basis for improving the level of grounding wire crimping technology.

3. Design of automatic crimping device for connecting tube and ground wire based on intelligent fully automatic technology. This article uses a microcontroller as a controller to design an intelligent fully automatic technology for the automatic crimping device of the connecting tube conductor wire. The
automatic crimping device can bear a maximum crimping force of 100MPa, and the measurement accuracy of the conductor wire diameter and movement distance can be accurate to 0.8mm, fully meeting the construction requirements. The automatic crimping device for connecting pipes and ground wires with intelligent fully automatic technology has the advantages of lightweight, simple operation, and ultra-high cost-effectiveness. Figure 3.1 shows the structure of the automatic crimping device for connecting pipes and ground wires using intelligent fully automatic technology [21].

The automatic crimping device for the connecting tube and ground wire of this intelligent fully automatic technology adopts the PCF80C51 series microcontroller from Philips in the Netherlands. This microcontroller has strong data analysis and processing capabilities, can add a large number of breakpoints, and can view memory and registers online, making it easy to operate. The operation process of the microcontroller is as follows: the staff uses the upper computer monitoring interface to set parameters such as the expected diameter and number of movements of the grounding wire after crimping, and transfers the set parameters to the microcontroller controlled by the lower computer controller. The microcontroller controls the stepper motor to push the clamp installed on the pulley to move. When the speed of the stepper motor and the movement of the pulley reach the set parameters, the automatic crimping process of the grounding wire begins. At this time, the changes in the automatic crimping value of the grounding wire are displayed to the staff through the upper computer monitoring interface.

3.1. Measurement of conductor crimping size based on X-ray digital imaging. During the automatic crimping process of the grounding wire, there may be some errors in the actual size of the grounding wire crimping due to operational factors by the operator. To avoid the occurrence of crimping errors in the grounding wire, it is necessary to study the correlation between the crimping size of the steel core and the tension of the grounding wire, and accurately measure the actual crimping size of the steel core. After years of development, X-ray digital imaging technology has transformed from simple film radiographic inspection to advanced digital technology, and the detection accuracy is becoming increasingly high. This article uses X-ray digital imaging technology to measure the size of ground wire crimping. This technology consists of digital imaging, image processing, auxiliary facilities, etc. The actual size of the steel core pressed into the steel anchor is obtained by transforming the position and size measurement software of the ground wire, and accurate positioning of the automatic crimping size of the ground wire can be achieved without damaging the ground wire [2]. The specific measurement principle of the crimping size of the grounding wire is shown in Figure 3.2.

3.2. Automatic crimping control of conductor and ground wire.

3.2.1. Crimping pressure control principle. The pressure of the medium voltage clamp during the automatic crimping process of the grounding wire will directly affect the final effect of the automatic crimping of the grounding wire. Therefore, a pressure detection system is used to accurately measure the pressure of
the medium voltage clamp during the crimping process of the grounding wire. The automatic crimping device for the connecting pipe and ground wire of intelligent fully automatic technology outputs liquid oil through the infusion pump driving the crimping pliers. The liquid pressure is detected by a pressure transmitter. To prevent sediment deposition, the pressure tap is set on the side of the process pipeline [7], and the pressure transmitter is set on the edge of the pressure tap.

Set the Wheatstone bridge on the diffusion silicon chip inside the pressure transmitter. When the measured liquid is pressurized, the bridge wall resistance value produces a piezoresistive effect, generating a differential voltage signal [17]. Use an internal dedicated amplifier to convert the signal corresponding to the range into an analog voltage signal, and use the I/O pins of the microcontroller to input the analog voltage signal into the microcontroller. After data processing, output the monitoring results. The automatic crimping device for connecting pipes and ground wires using intelligent fully automatic technology consists of a hydraulic pump, crimping pliers, electric push rods, etc. The hydraulic pump switch is used to control the electric push rod, and the hydraulic pump is connected to the crimping pliers. When the grounding wire reaches the set position, the microcontroller controls the electric push rod to start the hydraulic pump. When the pressure reaches the set value, it starts to press and hold for a certain period of time. Then, the grounding wire is moved to another designated position for a second press, and the above process is repeated to complete the automatic crimping of the grounding wire. The principle of crimping pressure control is shown in Figure 3.3.

3.2.2. Control algorithm design. Introducing PID control algorithm in the stepper motor control stage of the microcontroller program can accurately control the movement of the crimped grounding wire. The PID control algorithm can analyze the deviation of the measured value of the ground wire movement and output a certain value to achieve ground wire crimping control [14]. Assuming that the deviation between the actual output value and the theoretical output value is represented by \( u(t) \), the calculation formula for this deviation is as follows:

\[
 u(t) = r(t) - b(t) 
\]  

(3.1)

Among them, \( r(t) \) and \( b(t) \) respectively represent the set value of the stepper motor speed and the actual measured value of the stepper motor speed.
Fig. 3.3: Schematic diagram of the crimp pressure control

Calculate the proportion, integral gain, and differential gain generated by the set value and output value using a linear combination method to achieve microcontroller control. The control calculation formula is as follows:

\[ u(t) = K_p \left[ u(t) + \frac{1}{Y_I} \int_0^t u(t)dt + \frac{T_D}{Y_D} \frac{du(t)}{dt} \right] \] (3.2)

The transfer function form of formula (3.2) after sorting is as follows:

\[ G(s) = \frac{U(s)}{E(s)} = K_p \left( 1 + \frac{1}{Y_I s} + Y_D s \right) \] (3.3)

where \( K_p \) represents the proportion; \( Y_I \) represents the integral gain; \( Y_D \) represents differential gain.

To achieve microcontroller control, formula (3.2) needs to be converted into a differential equation, and its calculation formula is as follows:

\[ \int_0^t u(t)dt \approx \sum_{i=0}^{k} Y u(i) \] (3.4)

\[ \frac{du(t)}{dt} \approx \frac{u(k) - u(k - 1)}{Y} \] (3.5)

The PID control calculation formula can be obtained through formulas (3.2), (3.4), and (3.5), as follows:

\[ u(k) = K_p \left[ u(k) + \frac{Y}{Y_I} \sum_{i=0}^{k} e(i) + Y_D \frac{u(k) - u(k - 1)}{Y} \right] \] (3.6)

### 3.3. Quality inspection of grounding wire crimping

During the automatic crimping of the grounding wire, there may be wire drops, resulting in quality issues in the crimping of the grounding wire. This article uses a radiographic testing method to detect wire drops during the automatic crimping process of the grounding wire. The radiographic testing method can clearly identify the crimping status of the grounding wire through image processing, and will not cause loss of the grounding wire during the testing process, saving costs [6].

When a ray passes through a conductive wire, the intensity of the ray is closely related to the density and thickness of the conductive wire. The formula for calculating the attenuation law of radiation is as follows:

\[ P = P_0 e^{-\mu x} \] (3.7)

Among them, \( P \), \( P_0 \), \( x \), and \( \mu \) respectively represent the intensity of the ray after passing through the ground wire, the initial intensity of the incoming ray, the thickness of the ground wire, and the attenuation coefficient of the object.
Table 4.1: Specific parameters of the X-ray machine

<table>
<thead>
<tr>
<th>Form Category</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>5* X-ray generator</td>
<td>Radiation source voltage: 60~160 kV</td>
</tr>
<tr>
<td></td>
<td>Ray source current: 0.2~3 mA</td>
</tr>
<tr>
<td></td>
<td>Focus size: 0.4 mm</td>
</tr>
<tr>
<td>2* Maximum penetration force</td>
<td>AL: 100 mm</td>
</tr>
<tr>
<td></td>
<td>PE: 20 mm</td>
</tr>
<tr>
<td>4* Imaging detector</td>
<td>Radiation source power: 300 W</td>
</tr>
<tr>
<td></td>
<td>Imaging size: 150 mm × 120 mm</td>
</tr>
<tr>
<td></td>
<td>Pixel size: 85 µm</td>
</tr>
<tr>
<td></td>
<td>Resolving power: 58 Lp/cm</td>
</tr>
</tbody>
</table>

The initial intensity of the incoming ray can be calculated using formula (3.7). When the ray passes through a gap of size, the intensity calculation formula is as follows:

\[ P = P_0 e^{-\mu(x-\delta)} \]  

(3.8)

where \( \delta \) represents the size of the gap between the conductor and ground wire. Based on the basic law of ray attenuation and the properties of exponential functions, the formula for the intensity of rays projected through various homogeneous materials can be obtained, as follows:

\[ P = P_0 e^{-(\mu_1 x_1+\mu_2 x_2+\mu_3 x_3+...+\mu_N x_N)} \]  

(3.9)

Among them, \( x_N \) and \( \mu_N \) respectively represent the penetration thickness and attenuation coefficient of different objects [4].

During the detection process of the grounding wire, when the steel strand does not fully enter the steel pipe, the ray penetration thickness is the thickness of the aluminum pipe plus the thickness of the steel pipe, which is \( x_{\text{Aluminum tube}} + x_{\text{Steel pipe}} \). When the steel strand fully enters the steel pipe, the ray penetration thickness is the thickness of the aluminum pipe plus the thickness of the steel pipe plus the thickness of the steel strand, which is \( x_{\text{Aluminum tube}} + x_{\text{Steel pipe}} + x_{\text{Steel strand}} \). By comparing the ray penetration thickness when the steel strand does not fully enter the steel pipe and when it fully enters the steel pipe, and substituting the comparison results into formula (3.9), there is:

\[ \frac{P_1}{P_2} = e^{-(\mu_{\text{Aluminum tube}} x_{\text{Aluminum tube}} + \mu_{\text{Steel pipe}} x_{\text{Steel pipe}} + \mu_{\text{Steel strand}} x_{\text{Steel strand}})} \]  

(3.10)

Among them, \( P_1 \) and \( P_2 \) respectively represent the thickness of ray penetration when the steel strand does not fully enter the steel pipe and when it fully enters the steel pipe.

By comparing the radiation intensity at different times, the quality inspection of grounding wire crimping is achieved [12].

4. Experimental analysis. The model of the connecting tube grounding wire in this experiment is BLV450/750V, and the cross-section of the grounding wire is 5-35 mm². 1000 grounding wires are divided into 10 groups for every 100 wires. The steel core is automatically crimped at both ends of the grounding wire with a steel anchor size of 0-60 mm, and the other end of the grounding wire with a steel anchor size of 70-100 mm is automatically crimped. The manufacturer of the X-ray machine used in the experiment is Ruiao Testing Equipment (Dongguan) Co., Ltd., with the model RAYON-RE2100. The specific parameters are shown in Table 4.1 [10].

The accuracy of the crimping size of the grounding wire affects the crimping results. 10 sets of crimping sizes of the grounding wire were measured using the device described in this article, the traditional method 1
Table 4.2: Measurement results of ground ground (mm)

<table>
<thead>
<tr>
<th>Group</th>
<th>Traditional method 1 device</th>
<th>Traditional method 2 device</th>
<th>The device</th>
<th>Actual measurement value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.06</td>
<td>1.03</td>
<td>1.18</td>
<td>1.18</td>
</tr>
<tr>
<td>2</td>
<td>2.22</td>
<td>2.14</td>
<td>2.34</td>
<td>2.34</td>
</tr>
<tr>
<td>3</td>
<td>1.99</td>
<td>1.83</td>
<td>2.13</td>
<td>2.14</td>
</tr>
<tr>
<td>4</td>
<td>0.86</td>
<td>0.91</td>
<td>1.01</td>
<td>1.08</td>
</tr>
<tr>
<td>5</td>
<td>0.85</td>
<td>0.57</td>
<td>0.92</td>
<td>0.99</td>
</tr>
<tr>
<td>6</td>
<td>1.33</td>
<td>1.34</td>
<td>1.33</td>
<td>1.49</td>
</tr>
<tr>
<td>7</td>
<td>1.97</td>
<td>2.17</td>
<td>2.11</td>
<td>2.27</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
<td>1.06</td>
<td>1.36</td>
<td>1.37</td>
</tr>
<tr>
<td>9</td>
<td>0.57</td>
<td>0.86</td>
<td>0.79</td>
<td>0.87</td>
</tr>
<tr>
<td>10</td>
<td>1.24</td>
<td>1.55</td>
<td>1.66</td>
<td>1.71</td>
</tr>
<tr>
<td>Average Discrepancy</td>
<td>0.24</td>
<td>0.20</td>
<td>0.06</td>
<td>/</td>
</tr>
</tbody>
</table>

Analyzing Figure 4.1, it can be seen that among the 5 sets of grounding wire crimping results, the success rate of traditional method 1 device grounding wire crimping is between 75% to 90%, and the success rate of traditional method 2 device grounding wire crimping is between 80% to 95%. The success rate of crimping the grounding wire of the device in this article is above 95%, and close to 100%. Compared with the traditional device, and the traditional method 2 device. The results are shown in Table 4.2, where traditional method 1 represents an electric drive hydraulic large-section grounding wire crimping device, and traditional method 2 represents a cable joint crimping device based on electromagnetic pulse forming technology.

According to Table 4.2, there is a certain deviation between the crimping dimensions of the grounding wires measured by the three devices and the actual measurement dimensions. Among them, the average deviation values of the 10 sets of measurement results for the traditional method 1 device and the traditional method 2 device are 0.24mm and 0.20mm, respectively. The difference between the crimping size of the grounding wire measured by the device and the actual measurement size is not significant, with an average measurement deviation of only 0.06mm, indicating that the device has high accuracy in the crimping measurement of the grounding wire [3]. Select 5 sets of grounding wires and use three crimping devices to crimp them, and verify the crimping results of the grounding wires. The results are shown in Figure 4.1.
method 1 device and the traditional method 2 device, the device in this article has higher results in crimping the grounding wire [18, 9, 15].

During the automatic crimping process of the grounding wire, the crimping device must have high reliability and stability. Five sets of grounding wires are selected, and the crimping force is set to 11N. The information on the tension of the grounding wire during the crimping process is integrated, and the reliability and stability of the three crimping devices are analyzed. The results are shown in Figure 4.2.

Analyzing Figure 4.2, it can be seen that the tensile strength of the ground wire crimped by the traditional method 1 device and the traditional method 2 device differ significantly from the set tensile strength value. Among them, the maximum difference between the tensile strength of the ground wire crimped by the traditional method 1 device and the set tensile strength is 2N. Although there is some fluctuation in the tensile resistance value of the crimped grounding wire in the device, it is closest to the set tensile resistance value. Therefore, it can be concluded that the device has high reliability and stability.

Using sensitivity as a measure of the actual application performance of crimping devices, calculate the sensitivity of three crimping devices during the automatic crimping process of grounding wires, as shown in Figure 4.3.

Analyzing Figure 4.3, it can be seen that when the cross-sectional area of the grounding wire is different, the sensitivity of the device in this paper remains above 0.9, and the highest sensitivity reaches 0.98. The sensitivity of the traditional method 1 device and the traditional method 2 device varies from high to low, with the highest sensitivities of 0.92 and 0.88, respectively, which are significantly different from the sensitivity of the device in this paper. Therefore, it can be concluded that the sensitivity of the device in this paper is high and its practical performance is strong.

The inspection of the crimping quality of the grounding wire is an important step to ensure the quality of the grounding wire after crimping. The accuracy of the quality inspection of the grounding wire for three crimping devices is tested, and the results are shown in Figure 4.4.

Analyzing Figure 4.4, it can be seen that as the number of grounding wires increases, the detection accuracy curves of the traditional method 1 device and the traditional method 2 device show a downward trend. However, the detection accuracy curve of the device in this article is relatively smooth and the accuracy rate remains around 95%, indicating a high quality detection accuracy rate for grounding wires.

5. Conclusion. This article uses microcontroller and X-ray digital imaging technology to design an automatic crimping device for connecting tube conductors based on intelligent fully automatic technology. The microcontroller has powerful functions in data transmission, setting, clearing, testing, etc. It can not only handle any bit of special function registers but also perform logical operations on the bit. The device uses a
microcontroller as a controller to achieve automatic crimping of the grounding wire. After experimental verification, it has been found that the difference between the measured crimping size of the grounding wire and the actual measurement size is small, with an average deviation of only 0.06mm; The success rate of crimping is above 95%, and the crimping results of conductor and ground wire are relatively high; The difference between the tensile strength and the set tensile strength of the crimped conductor wire is small, which has high reliability and stability; The highest sensitivity of the crimping device reaches 0.98, indicating a high sensitivity; The accuracy curve of ground wire quality detection is relatively smooth and the accuracy rate is maintained at around 95%.
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LINEAR ANTI-INTERFERENCE ALGORITHM FOR DIGITAL SIGNAL TRANSMISSION IN FIBER OPTIC COMMUNICATION NETWORKS BASED ON LINK ANALYSIS

JING WU∗, CHENG JIN† and ZIWU WANG‡

Abstract. In order to achieve accurate transmission of protection signals in fiber optic communication networks, it is necessary to perform channel balancing configuration of fiber optic communication networks and adaptive forwarding control processing of relay protection signals, the author proposes an accurate transmission method for relay protection signals in fiber optic communication networks based on time-varying multipath fading suppression and adaptive beamforming. The system analyzes the sources of wireless long-distance pain signal interference signals, introduces anti-interference technologies such as two-dimensional joint processing (STAP), provides anti-interference algorithms and related gain analysis, and conducts signal processing gain simulation using MATLAB. Based on the analysis of comprehensive simulation results, at a given symbol length, the signal bandwidth increases, and the processing gain infinitely approaches the given theoretical limit value, rather than increasing nonlinearly. The reason is that the channel is affected by noise, and the channel estimation value and signal conjugate multiplication produce a noise quadratic term. At this point, the estimated value of the coherent region channel is reduced by the influence of noise, and the signal-to-noise ratio loss caused by the noise quadratic term is reduced, so the processing gain increases. During the process of infinite increase in signal bandwidth, the input signal-to-noise power ratio of the receiver tends to decrease towards an infinite value, limited by the size of the coherent region. The channel estimation value increases under the influence of noise, and the noise quadratic term is the main factor affecting the output noise power. When the symbol length is greater than the coherent time, the smaller the maximum Doppler frequency shift and the larger the coherent detection area, the greater the processing gain.

Key words: Wireless communication, Digital signal processing, Anti interference algorithm, Gain analysis, MATLAB simulation

1. Introduction. With the rapid development of wireless communication technology and fiber optic network communication technology, the use of fiber optic network communication to achieve large-scale data and signal transmission greatly facilitates people’s production and work, and meets the needs of people for large bit sequence signal transmission and remote communication [6, 9, 3]. Fiber optic communication networks have the advantages of large transmission bandwidth and good real-time communication output. However, during the transmission of relay protection signals in fiber optic networks, multipath attenuation is prone to occur due to the influence of signal attenuation and transmission distance, moreover, the electromagnetic waves of relay protection signals are easily affected by environmental electric and magnetic fields, resulting in great ambiguity in the output of communication signals. Therefore, it is necessary to optimize the transmission design of relay protection signals in optical fiber communication networks, combining signal balance control and multipath attenuation suppression methods to improve the accurate transmission ability of relay protection signals in optical fiber communication networks, in traditional methods, there are mainly signal transmission control methods for relay protection signals in fiber optic communication networks, such as Baun interval equalization control, fractional interval equalization transmission control, beamforming method, and matched filter detection method. Frequency domain equalization method is used for inter symbol multipath suppression, and a fiber optic network communication channel equalization model is constructed to improve the accurate transmission ability of relay protection signals. Based on the above principles, Cao, Y. et al. proposed an energy internet data security transmission algorithm based on wireless opportunity network confidence to resist the impact of malicious behavior. The advantages of this algorithm in parameters such as success rate and data transmission delay were verified through simulation of real scenes [2]. Zhou, G. et al. proposed optical communication based on nonlinear Fourier transform (NFT) and digital coherent transceivers as a new theoretical framework for
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nonlinear fiber channel communication. For discrete eigenvalue transmission (or soliton transmission), people seek to encode as much information as possible in each degree of freedom and shorten the distance between adjacent pulses to improve the overall bit rate. However, this attempt can lead to nonlinear inter symbol interference (ISI) across multiple symbols and significantly reduce transmission performance [17].

On the basis of current research, the author proposes an accurate transmission method for relay protection signals in fiber optic communication networks based on time-varying multipath fading suppression and adaptive beamforming. The system analyzes the sources of wireless long-distance pain signal interference signals, introduces anti-interference technologies such as two-dimensional joint processing (STAP), provides anti-interference algorithms and related gain analysis, and conducts signal processing gain simulation using MATLAB [12]. Based on the analysis of comprehensive simulation results, at a given symbol length, the signal bandwidth increases, and the processing gain infinitely approaches the given theoretical limit value, rather than increasing nonlinearly. The reason is that the channel is affected by noise, and the channel estimation value and signal conjugate multiplication produce a noise quadratic term. At this point, the estimated value of the coherent region channel is reduced by the influence of noise, and the signal-to-noise ratio loss caused by the noise quadratic term is reduced, so the processing gain increases. During the process of infinite increase in signal bandwidth, the input signal-to-noise power ratio of the receiver tends to decrease towards an infinite value, limited by the size of the coherent region. The channel estimation value increases under the influence of noise, and the noise quadratic term is the main factor affecting the output noise power.


2.1. Communication Channel Model and Relay Protection Signal Analysis.

(1) Construction of communication channel model. In order to achieve accurate transmission of relay protection signals in fiber optic network communication under strong interference, a fiber optic network communication channel model is first constructed. Fading channels are used for signal transmission link allocation and autocorrelation matched filtering design of the fiber optic network communication channel. It is assumed that the fiber optic network communication channel is a wide and stable channel with limited time domain bandwidth. The amplitude of the relay protection real signal $x(t)$ received at the receiving end of the multipath fading channel between the received pulses is proportional to $\alpha_k/N_k$ ($\alpha_k$ is the amplitude attenuation of the $k$-th fading channel, $N_k$ is the noise power spectral density), and the variance of channel transmission (variance) is defined as:

$$\sigma^2 = E[x^2(t)]$$  \hspace{1cm} (2.1)

Among the $n_{rl}$ feedforward filters, the inter code interference intensity of the fiber optic network communication channel is $s_i(t), i = 1, 2$. Due to the varying path lengths of fiber optic network communication channels, the gain of the diversity equalizer branch satisfies the maximum likelihood sequence estimation (MLSE), and a feedback equalization model for fiber optic network communication channels is constructed, based on the maximum likelihood sequence estimation results, multipath propagation attenuation suppression of the communication channel is performed, and the calculation amount of each received symbol is proportional to $M^N$. The symbol transfer rate and measurement error of the fiber optic network communication channel are:

$$S_x = E[x^3(t)] + \sqrt{b}u[s(t - \tau_0)]$$

$$K_x = E[x^4(t)] - 3E^2[x^2(t)]b$$  \hspace{1cm} (2.2)

Among them, $E[x^3(t)]$ is the attenuation feature of the relay protection signal symbols in each reception, $b$ is the tap delay line, and the tap interval sampling method is used for sampling the transmission bit sequence. From this, the relay protection signal model outputted by the fiber optic network communication channel is obtained, and the instantaneous frequency estimation is performed based on the time-frequency distribution of the relay protection signal, thereby accurately simulating the pulse response of fiber optic network communication and wireless sensor network communication [7, 20]. The pulse response of the relay protection signal $S(t)$ received by the fiber optic network communication system is:

$$S(t) = a_0 \sum_{i=1}^{N} a_i \delta(t - \tau_i) e^{j\omega_i t}$$  \hspace{1cm} (2.3)
In the formula, $N$ represents the number of communication channel paths in the fiber optic network, $\tau_i$ and $a_i$ respectively represent the time delay and frequency attenuation of the $i$-th fiber optic network communication channel, and $\omega_c$ represents the output modulation carrier frequency of the relay protection signal in the fiber optic network communication, based on the time-varying multipath fading loss of the channel, the optimal baud interval sampling of the relay protection signal is carried out, and channel blind equalization technology is used to estimate the delay and amplitude of the communication channel. Establish a tap delay model for channel multipath component suppression, and set each node $b_i$ for fiber optic network communication, the pulse frame number of the channel’s impact response is $N_f$, frames, and the output time delay in the phase offset direction is $T_f$. The pulse broadening of the relay protection signal in the fiber optic communication network is:

$$T_s = N_f T_f$$ (2.4)

In the transmission of relay protection signals in optical fiber communication networks, the multipath arrival time delay is $T_d$, and the relevant beam modulation method is used, divide the relay protection signal in the fiber optic communication channel of the fiber optic network into $N_c$ chips, with a tap time interval of $R_b < 1/\Delta$, and obtain the time extension of the relay protection signal output that meets the following requirements:

$$T_c = \text{ent} \left( T_f / N_c \right)$$ (2.5)

It can be seen that there is a spectral zero in the frequency response of the channel at the communication output end. Through channel equalization allocation, a phase shift is generated in the received signal, improving the accurate transmission performance of relay protection signals in fiber optic network communication, and thus improving communication quality [14, 5].

(2) Time-varying multipath attenuation suppression. Based on the above construction of the fiber optic network communication channel model, the optimal baud interval sampling of the relay protection signal is carried out based on the time-varying multipath fading loss of the channel. The EEE802.15.SG3a communication protocol is used to construct the shortest routing algorithm for the relay protection signal transmission channel of fiber optic communication. The node distribution model of the fiber optic communication data link layer is constructed, and the output sampled relay protection signal model is obtained as follows:

$$s(t) = \sum_{i} b_j \sum_{j=0}^{N_f-1} p(t - iT_s - jT_f - c_jT_c)$$ (2.6)

Assuming that the impulse response of the relay protection signal in the fiber optic network communication channel is $h(n)$, the nonlinear equilibrium parameter of the relay protection signal transmission channel is $n(n)$, and the time-varying multipath fading loss in the frequency domain is $y(n)$, the symbol of each feedforward branch is $\tilde{x}(n)$. Under a limited symbol rate, the optimal baud interval sampling of the relay protection signal is performed based on the time-varying multipath fading loss of the channel. The spectrum characteristics of the relay protection signal in the output fiber optic network are:

$$\text{Compition}(n_j) = [ (E_{\text{elec}} + E_{\text{DF}}) \delta + E_{\text{elec}} + \varepsilon f_s d_f^2 ] I$$ (2.7)

Adjust the tap coefficient of the fiber optic network communication system, use blind equalization method for multipath suppression, and improve the output fidelity of the signal [4, 11].

2.2. Analysis of Interference Signals and Anti interference Techniques. Interference signals often come from potential interference and adversarial interference sources such as natural and human interference sources. The sources of natural environmental interference are the astronomical noise generated by charges in the atmosphere, the cosmic noise in outer space of the Earth, and the background noise of the natural environment [13]. Human interference sources mainly come from various electromagnetic interferences that humans believe to be generated, including signal noise interference generated by active radiation devices such as broadcasting, television, radar signals, and mobile communication; At the same time, there are various
high-voltage transmission lines and engineering equipment that emit electromagnetic interference. Interference with signal reception is extremely common. In response to communication conditions in harsh environments, spread spectrum technology serves as an effective anti-interference technology in wireless signal transmission communication. Spread spectrum can reduce interception probability and increase communication distance. The pseudo random sequence signal used for spread spectrum has white noise statistical characteristics, and the spread spectrum signal can effectively combat multipath fading characteristics. With the development of technology, two-dimensional spread spectrum technology has been adopted, that is, synchronous spread spectrum in the time and frequency domains, fully utilizing the signal’s correlation gain in the time and frequency domains to improve its anti-interference ability. Due to the surge in wireless communication traffic and the increasing complexity of long-distance communication transmission environments, as well as the need for high frequency spectrum utilization in multi-system communication requirements. We have started to adopt multi antenna multi interface technology (MIMO), which has array gain and coding characteristics, which can effectively suppress transmission channel interference, significantly increase data transmission rate, and expand communication capacity [16, 8].

In recent years, technicians from various countries have adopted technologies such as Orthogonal Frequency Division Multiplexing (OFDM), Orthogonal Frequency Division Multiplexing Multiple Access (OFDMA), and Single Carrier Frequency Division Multiplexing (SC-FDMA). It effectively solves the problem of spectrum resources. With the improvement of broadband wireless data services such as wireless local area networks and wide area networks, the Wireless Ethernet Compatibility Alliance (WECA) has proposed WiFi technology, Bluetooth technology, and Zigbee technology applied to multi-sensor networks such as the Internet of Things, creating a more complex wireless communication environment today.

2.3. Space Time Adaptive Anti-interference Technology.

(1) Two dimensional joint processing (STAP) anti-interference technology. At present, space-time adaptive anti-interference technology is the best technology to effectively ensure anti-interference reception of satellite signals in complex electromagnetic environments. This technology has extremely high dynamic characteristics and can quickly change the spatial response based on changes in the electromagnetic environment, ensuring stable reception of satellite navigation signals [17]. The main principle is to use the antenna array and time-domain delay to utilize the spatial and energy characteristics of the interference signal, and achieve spatial interference to zero, thereby achieving interference signal cancellation and suppression. Space time adaptive anti-interference technology has the characteristics of small size, modular design, and strong expansion compatibility. Space time adaptive anti-interference mainly includes time domain adaptive anti-interference and spatial domain adaptive anti-interference. Time domain adaptation is based on FIR filters, which achieve frequency domain filtering through time domain delay to filter out non operating frequency signals, and achieve maximum suppression of interference signals through spatial and temporal synchronization cooperation. The spatial adaptive anti-interference mainly relies on the spatial characteristics of the interference signal to achieve zero adjustment function for the interference direction in the spatial directional map. Through the combination of time-domain filtering, frequency-domain filtering, and spatial filtering, a spatiotemporal two-dimensional joint processing (STAP) anti-interference technology is formed. STAP technology extends one-dimensional time-domain, frequency-domain, and spatial filtering to the two-dimensional domains of time and space, forming a spatiotemporal two-dimensional processing structure. The combination of digital signal processing and array technology completes the adaptive processing function of the system. The spatiotemporal two-dimensional joint adaptive processing structure is derived using statistical likelihood ratio detection theory under the model of overlaying deterministic signals in the background of Gaussian noise, it uses a multi tap FIR filter in each element structure to achieve anti-interference processing. In the channels of each array element, various levels of delay constitute FIR filters to filter out interference in the time domain; Different time delay nodes of array elements form adaptive filtering in the spatial domain, which distinguishes spatial interference sources and forms spatial nulls in the spatial domain to suppress interference. Space time processing can also achieve the function of eliminating interference in the two-dimensional space time domain. Figure 2.1 shows a spatiotemporal frequency domain adaptive anti-interference loop.

(2) STAP anti-interference algorithm. The spatiotemporal two-dimensional joint processing technology lies in how to implement the spatial weight vector solving method. The time and space weight vectors are con-
stratified by various criteria such as the minimum mean square error criterion, the maximum signal-to-noise ratio criterion, the linearly constrained minimum variance criterion, and the maximum likelihood criterion. In practical engineering applications, appropriate constraint criteria are selected based on different environments [15, 19]. The Linear Constrained Minimum Variance (LCMV) criterion is widely used. It utilizes the characteristics of navigation signal power being much lower than noise and interference power to weaken interference energy and avoid the impact of navigation signals. When it is difficult to separate signals from interference signals, the optimal processor of LCMV ensures that the signal is lossless by constraining both the spatial and temporal domains under the condition of spatiotemporal joint processing, adjusting the weights to minimize the variance of the output signal (power). The mathematical algorithm formula for the LCMV criterion is:

$$\min_W \{W^H R_X Y\} s \cdot t W^H C_X = g$$  \hspace{1cm} (2.8)$$

In the above equation, $R_X$ represents the covariance matrix of the received signal, $R_X = E(XX^H)$. $C_X$ represents the constraint matrix; $G$ represents the constraint response vector. The spatial weight vector is solved using the Lagrangian equation:

$$W_{opt} = R_X^{-1} C_X (C_H^H R_X^{-1} C_X)^{-1} g^H$$  \hspace{1cm} (2.9)$$

The linear constraint minimum variance criterion is limited by $C_X$, and its application conditions depend on the changes in the constraint matrix [1].

Gain analysis. The time-frequency two-dimensional spread spectrum in multipath fading and fully scattering channels is a BPSK modulated signal, for the joint coherent and incoherent detection algorithm, the spread spectrum signal processing gain adopts the ratio of the output signal-to-noise ratio of the signal receiver to the input signal-to-noise ratio.

$$G = \frac{P_{so}/P_{no}}{P_{si}/P_{ni}}$$  \hspace{1cm} (2.10)$$

In the above equation, $P_{so}$ represents the output signal power and $P_{no}$ represents the output noise power. Considering the influence of channel fading factor, which is a complex Gaussian random variable, the output signal-to-noise ratio of the signal after joint coherent and incoherent detection is:

$$\frac{P_{so}}{P_{no}} = \frac{1}{4} \frac{B^2 T^2 (1 + N_B N_T) (P_{si}/P_{ni})^2}{B P_{si}/P_{ni} + 1}$$  \hspace{1cm} (2.11)$$

Based on the above formula calculation and analysis, the more coherent regions participate in non coherent detection, the higher the output signal-to-noise ratio. Considering the time-frequency twodimensional spread spectrum signals in multipath fading channels, for joint coherent and incoherent detection algorithms, the independence of coherent regions and the corresponding increase in reception diversity are beneficial for increasing
the signal-to-noise ratio of the output signal in the detection algorithm. Simplifying the above equation, the spread spectrum signal processing gain is:

$$G = \frac{1}{4} \frac{B^2 T^2 (1 + N_B N_T) P_{si}/P_{ni}}{BTP_{si}/P_{ni} + 1}$$  \hspace{1cm} (2.12)

The above analysis shows that when the input signal-to-noise ratio is large enough, the processing gain is directly proportional to the size and number of coherent regions. When the input signal-to-noise ratio is small enough, the output signal-to-noise decreases rapidly, and the processing gain is directly proportional to the size and number of coherent regions, as well as the input signal-to-noise ratio.

3. Results and Analysis. Using MATLAB simulation software, simulate the gain of time-frequency two-dimensional spread spectrum signal processing. The simulation results are shown in Figures 3.1, 3.2, 3.3, and 3.4. During the simulation process, the channel response in the coherent region is not completely correlated, with a time domain correlation coefficient not greater than 0.5 and a frequency correlation coefficient not greater than 0.9. The simulated output signal-to-noise and processing gain values are lower than the theoretical values [10].

Based on the analysis of comprehensive simulation results, at a given symbol length, the signal bandwidth increases, and the processing gain infinitely approaches the given theoretical limit value, rather than increasing nonlinearly. The reason is that the channel is affected by noise, and the channel estimation value and signal conjugate multiplication produce a noise quadratic term. At this point, the estimated value of the coherent region channel is reduced by the influence of noise, and the signal-to-noise ratio loss caused by the noise quadratic term is reduced, so the processing gain increases. When $\frac{E_b}{N_0}$ is constant, the signal bandwidth increases infinitely, and the input signal-to-noise power ratio of the receiver decreases towards an infinite value. Limited by the size of the coherent region, the channel estimation value increases under the influence of noise, and the noise quadratic term is the main factor affecting the output noise power. When the symbol length is greater than the coherent time, the smaller the maximum Doppler frequency shift and the larger the coherent detection area, the greater the processing gain.

4. Conclusion. Optimize the transmission design of relay protection signals in fiber optic communication networks, combining signal balance control and multipath attenuation suppression methods, to improve the accurate transmission ability of relay protection signals in fiber optic communication networks, the author proposes an accurate transmission method for relay protection signals in fiber optic communication networks based on time-varying multipath fading suppression and adaptive beamforming. The wireless communication system has limited transmission power, long-distance signal propagation, harsh and complex channel environments,
extremely low signal-to-noise ratio, increasingly complex wireless communication network structure, and severe interference from physical and system environments on the receiving end signal. The author proposed a two-dimensional joint processing (STAP) anti-interference technology to analyze and simulate the gain of the joint coherent and incoherent detection algorithm for time-frequency two-dimensional spread spectrum modulated signals in multipath fading and fully scattered channels using MATLAB. The results showed that the simulated output signal-to-noise and processing gain values were lower than the theoretical values.
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NETWORK TRAFFIC MONITORING AND REAL-TIME RISK WARNING BASED ON STATIC BASELINE ALGORITHM

ZHAOLI WU∗ AND JUNWEI LIU†

Abstract. With the rapid growth of network traffic, in order to monitor network traffic, the author proposes a baseline based traffic inspection method. The main objective is to develop a global system for identifying malicious traffic, rather than a precise method for detecting the types of worms produced by malicious traffic. Although traffic is caused by the causes, network administrators can use this international search technique to detect malicious traffic data. The system based approach mainly includes designing time based on the traditional traffic model, detecting various equipments and network traffic process, and configuring the traffic flow according to each time frame. This method uses Cisco’s NetFlow Collector, a NetFlow Collector (NFC), to collect raw NetFlow data transmitted by the device through UDP every 5 minutes. The Then, three-dimensional data such as communication port, communication time, and traffic flow (bytes or packets) is used to filter, remove the different values, calculate the base values, and compare the real-time results with the base values to check the traffic defects in the current network. If there are differences between the monitoring data and the system configuration at the same time, the system will issue an abnormal warning, and as time accumulates, the alarm level will gradually escalate.

Key words: Static baseline algorithm, Network traffic monitoring, Real time performance, Risk warning

1. Introduction. With the rapid development of broadband internet in China, the network scale of major operators in the country is constantly expanding, the network structure is becoming increasingly complex, network services are becoming increasingly rich, network traffic is growing rapidly, and the network environment is becoming increasingly complex [16]. Operators need to use reliable and effective network traffic monitoring systems to conduct timely and accurate traffic and flow analysis of their networks and various services carried by them, in order to tap into the potential of network resources, control network interconnection costs, and provide a basic basis for network planning, optimization and adjustment, and business development. Mainly manifested in the following aspects: By analyzing the network outlet flow and direction, it is possible to gain a detailed understanding of the access of internal users to other external networks, thereby effectively selecting the interconnection method and location with other networks, and saving interconnection link costs. Master the user’s access to other operators: By monitoring the traffic of Wulian with other networks, analyze the business characteristics and main traffic directions of internal users accessing other external networks, accurately grasp the interests of internal users on the external network, and find the most applied hot information content. Based on the analysis results, the corresponding network content is constructed, and the hot information content that users are interested in is placed in the internal network to reduce the pressure on the interconnection link. Evaluate the cost and value of branch networks: By monitoring the incoming and outgoing traffic of each branch network, analyze the size, direction, and content composition of the traffic, we can understand the bandwidth usage of each branch network, reflect the network cost it occupies, and also understand its business development and make a value evaluation [10, 9]. IP based billing applications and Service Level Agreement (SLA) verification services: By monitoring and analyzing the traffic on major customer access circuits, parameters such as business type, service level, communication time and duration, and communication data volume can be calculated, providing data basis for IP based billing applications and SLA verification services. By monitoring specific traffic in the network for a long time, it helps network administrators understand
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the network’s traffic model. The benchmark data formed can be used by network administrators to correctly analyze the network usage status, and timely issue abnormal alarms. Preventive measures can be implemented before fault events occur or expand, thereby improving the overall quality and efficiency of the network [3]. The implementation of communication network vulnerability analysis focuses on the prevention of denial of service (DDoS) attacks and the spread of major diseases. Real-time analysis of network traffic quality helps to identify network traffic quality in time and identify the specific characteristics of network traffic quality. By comparing with the traditional principle of network communication, administrators can quickly determine whether the abnormal communication is the protection of network security, determine the type of security precautions, measure the potential danger and the potential to affect various kinds of attacks, develop and implement anti-accident measures in an emergency system. and implement anti-accident measures. By analyzing the traffic flow, the data base can be provided for network performance evaluation such as multi-outlet load balance, critical link bandwidth location, route selection, QoS location, etc. the network performance evaluation method can be used to evaluate the network performance of the network system. With the development of computer and communication technology, the scale and complexity of electric power enterprises are increasing, and more and more industrial applications are also becoming more and more complex. As a result, the possibility of various types of traffic jams is also increasing, and various traffic jams are also following. The generation of traffic jam not only affects the performance of network and reduces efficiency, but also can increase information confidentiality of enterprises, affect their development [17]. Therefore, differential detection has become an important challenge that power companies are facing. The main flow recording technologies mainly include monitoring protocol technology based on mirror (valve online) flow, distributed monitoring technology (based on hardware analysis technology), NetFlow based on monitoring technology, and SNMP based on monitoring technology. Compared to NetFlow monitoring technology, other technologies also have their own disadvantages. Automobile telescope can only be used for single link and is not suitable for wide area network inspection. The hardware probe technology is limited by upper limit of intersection speed. SNMP technology mainly collects some status information of equipment and related information. Because of the monotonicity of the data and some errors, data analysis is only possible on the data of network layer 2 and 3 and the status of the future equipment. NetFlow monitoring technology is involved in a unified process that does not rely on certain links. At the same time, it has high efficiency in collecting data, a wide range of network applications, lower costs compared to others, and high cost-effectiveness. In response to this research issue, Gong, Q. et al. a passive, nonautonomous intrusion detection system for 100G research networks is proposed. Lightning safety technology uses multi-core and GPU to achieve high quality packet and pipeline detection. It extracts the physical and physical conditions of the real time data in the network and gives them to the network anomaly detection system [4]. Bollmann, C. A. et al. this paper describes a new application of robust estimation in fault diagnosis of computer network traffic volume. The proposed algorithm is based on the position and distribution of the model, and is derived from the unknown zero order numbers. This test is not parametric and suitable for large-scale data analysis of external traffic network. Using two different global denial of service attacks including the actual ability of backbone network traffic to verify the effectiveness of these measures. Because of the heavy tails in the network traffic system (a special kind of real network traffic system), the simulation results are better than the traditional test means such as interpolation and interpolation. Monte Carlo analysis was used to evaluate the efficacy and apparent improvement rate from 7% to 11% in false negative. The test request is also shown to be associated with an average (a similar test case) [2].

On the basis of current research, the monitoring method proposed by the author, although lacking in accuracy and unable to fully monitor abnormal traffic, has been greatly simplified due to its highly singular mechanism. It is very useful for a complex and large network of a large enterprise, with improved efficiency and better real-time performance.


2.1. Static baseline algorithm.

(1) Definition and Principle. The ‘static baseline algorithm’ refers to setting the same upper limit (upper baseline) or lower limit (lower baseline) that does not change over time within a 24-hour cycle range for a certain indicator, and dividing the normal range and abnormal area of the indicator value [20]. The algorithm principle is as show in Figure 2.1.
For certain indicators, there may only be upper tolerance line or lower tolerance line, such as CPU load; Other indicators may require simultaneous attention, with both the upper and lower tolerance lines reflecting abnormal situations. The upper and lower tolerance line settings for distinguishing between normal and abnormal severity levels come from network operation and maintenance experience, management requirements, or device capacity limitations, and the accuracy of the settings determines whether the algorithm can work. Excessive tightness (such as a small upper limit value or a large lower limit value) may lead to false positives [6, 15]; Excessive looseness (such as high upper limit values and low lower limit values) may lead to false positives, increase the workload of monitoring personnel, affect the enthusiasm of maintenance personnel, and ultimately reduce the effectiveness of this technology. At the same time, as the number of indicators, network elements, and business systems included in the active monitoring scope increases, the number of upper and lower tolerance lines that need to be set will also increase sharply, indicating a practical need to improve work efficiency. Therefore, on the premise of pursuing accuracy, finding the automatic threshold setting mode becomes an important factor for the successful application of this algorithm, which needs to be constantly adjusted and optimized in the operation and maintenance.

(2) Method for determining the baseline. Traditionally, maintenance personnel determine thresholds for various indicators based on experience and set them manually in network management systems and other means, abbreviated as the “manual setting” method [19]. This method can adapt to work needs when there are few indicators and small fluctuations. However, with the inclusion of active monitoring indicators and a large number of equipment, this method is difficult to adapt to operational needs and has low work efficiency; For indicators with large fluctuations, it is easy to have arbitrary settings and strong subjectivity, which is not conducive to system maintenance. Of course, manual setting can absorb the experience of operation and maintenance personnel, and has a certain degree of flexibility. The indicators related to management requirements and equipment capabilities applicable to static baseline algorithms can be manually set to monitor whether they are below the assessment value or exceed the corresponding proportion of processing capacity; Other indicators applicable to this algorithm, due to their certain fluctuation range and compliance with certain statistical laws, can be automatically learned by the system to generate corresponding thresholds based on the principle of dynamic baseline algorithm, and automatically set. This method is referred to as the “automatic setting method”. Therefore, both methods are applicable to different types of indicators, with the latter having a wider scope of application.

Manual setting method: Maintenance personnel refer to the historical performance, management requirements, or equipment capabilities of a certain indicator, and combine their own work experience to set the baseline: manually write it into the system configuration file or fill it in the configuration window to set the baseline [5].

Automatic setting method: In summary, the “automatic setting method” adopts a principle similar to the dynamic baseline algorithm, based on historical statistical data, regardless of time period differences, calculates a threshold that does not change with 24 hours of time, and automatically sets it as the baseline of normal data. The algorithm description is as follows: historical data values; A total of N pieces of data within all
Table 2.1: NetFlow field description

<table>
<thead>
<tr>
<th>byte</th>
<th>content</th>
<th>describe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0~3</td>
<td>srcaddr</td>
<td>IP address of the source</td>
</tr>
<tr>
<td>4~7</td>
<td>dstaddr</td>
<td>IP address of the destination</td>
</tr>
<tr>
<td>8~11</td>
<td>ne: xthop</td>
<td>IP address of the next network segment router</td>
</tr>
<tr>
<td>12~15</td>
<td>input and output</td>
<td>SNMP index for input and output interfaces</td>
</tr>
<tr>
<td>16~19</td>
<td>dPkts</td>
<td>Packets in this information flow</td>
</tr>
<tr>
<td>20~23</td>
<td>dOctets</td>
<td>The total number of Layer3 bytes in a packet of information flow</td>
</tr>
<tr>
<td>24~27</td>
<td>First</td>
<td>SysUptime at the beginning of information flow</td>
</tr>
<tr>
<td>28~31</td>
<td>Last</td>
<td>SysUp time when the last packet of the information flow is received</td>
</tr>
<tr>
<td>32~35</td>
<td>srcport and dstport</td>
<td>TCP/UDP source and destination port numbers</td>
</tr>
<tr>
<td>36~39</td>
<td>pad1, prot and tos</td>
<td>Unused (i.e. content 0) bytes, IP protocol (e.g. 6=TCP, 17=UDP), and IP service type</td>
</tr>
<tr>
<td>40~43</td>
<td>Flags, pad2, pad3</td>
<td>The cumulative OR of TCP flags, pad2 and pad3 are unused (i.e. bytes with content 0)</td>
</tr>
<tr>
<td>44~48</td>
<td>reserved</td>
<td>Unused (i.e. bytes with content 0)</td>
</tr>
</tbody>
</table>

collection granularity for M consecutive days: If the collection granularity is 15 minutes, then the number of data $N=MX24X (60/15)$; If the collection granularity is 30 minutes, then the number of data $N=MX24X (60/30)$. $N$ data are denoted as $x_1 ... x_N$. Exclude abnormal data; Based on the maintenance records during this statistical period, eliminate data during holidays, malfunctions, and errors. It is also possible to arrange a set of data in a fixed proportion. When the system is implemented, the probability of normal data can be manually adjusted and then calculated. Determine the range of baseline values; Priority should be given to the probability distribution algorithm in the dynamic baseline algorithm section, followed by the sorting method.

2.2. NetFlow introduction. Cisco’s NetFlow is a switching technology introduced under the IOS system [14]. It utilizes seven attributes with segment identification, including source IP address, target IP address, TOs byte, and layer 3 protocol type. At the same time, while being supported by Cisco routers, it quickly and accurately distinguishes different types of Flow, and then tracks, measures, and analyzes them to obtain information such as time, type, and size. NetFlow services can provide some other efficient and high-quality services, such as data statistics under the optimal exchange path cooperating with routers, efficient data statistics under the maximum limit of information interaction between routers and switches, and multi type data statistics such as users, protocols, ports, and service types. In addition, NetFlow can also be deployed anywhere in the network as a pathable device, and to some extent, security services can be implemented through packet filtering.

NetFlow has a relatively small impact on routers due to its use of special switching technology [18]. The query process only targets the first group. After the Flow is identified and distinguished, the subsequent groups default to being a part of it. This is oriented towards connection based processing, avoiding the operation of access lists, and thus achieving data collection under small impact. By further analyzing the field descriptions of NetFlow, its superiority can be better reflected. As shown in Table 2.1, it can be found that the flow record contains information with data flow identification such as the source/destination IP address, transport layer source, destination port number, etc., which includes tcpflags for data security related data. Address related data such as source address, destination address, source autonomy number, and destination autonomy number, etc. NetFlow provides many details about the data, it can analyze various information of data in detail.

In summary, NetFlow technology, due to its unique formal architecture, does not repeatedly search for each data packet, but analyzes the data flow, improving the previous inefficient traffic monitoring and high impact on devices, making it more suitable for large networks.

2.3. Baseline analysis. Basis analysis is a multi- period averaging algorithm which deals with the sequence of time, calculates the average value of the variables in each phase, and links their results to make a practical basis. It represents the normal value of the system, and when used for vehicle maintenance, it intro-
Table 2.2: Description of abnormal types of network abuse

<table>
<thead>
<tr>
<th>Abnormal</th>
<th>Definition</th>
<th>Illustrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALPHA</td>
<td>Unusual high byte rate transmission from point to point</td>
<td>Bandwidth measurement experiment</td>
</tr>
<tr>
<td>DOS,DDOS</td>
<td>(Distributed) Denial of Service Attack</td>
<td>A large number of data packets are sent to a specific port of a separate destination IP (such as port 0)</td>
</tr>
<tr>
<td>Flashing crowding</td>
<td>Unusual high volume of requests for resources or services</td>
<td>Large number of web requests for a single IP (port 80)</td>
</tr>
<tr>
<td>scanning</td>
<td>Scan a host for vulnerable ports (port scanning) or scan the network for an attack target (network scanning)</td>
<td>Network Scan for Port 139 (NetBIOS)</td>
</tr>
<tr>
<td>worm</td>
<td>Autobroadcast code can be spread across the network through security vulnerabilities</td>
<td>Attack via Port1433 (MSSQL Snake worm)</td>
</tr>
<tr>
<td>Point to multipoint</td>
<td>Content distribution from one server to many users</td>
<td>A single server broadcasts to a large number of destination address sets on port 119</td>
</tr>
<tr>
<td>Transmission loss</td>
<td>Traffic reduction event caused by traffic exchange between OD flow pairs</td>
<td>Shutdown of nodes on the scheduled network backbone and measurement failure of nodes</td>
</tr>
<tr>
<td>Entrance transfer</td>
<td>Consumers transfer traffic from one entrance to another</td>
<td>Online consumers transfer their business traffic from one network to another</td>
</tr>
</tbody>
</table>

duces a traditional vehicle maintenance system [8]. The author adopts a baseline analysis method to monitor: certain specific ports (blacklisted) of well-known ports (port numbers below 1024), namely some published ports related to abnormal traffic, such as some worm viruses (135 ports used by shockwave viruses); All other non-well-known ports (port numbers above 1024), excluding ports for certain specific applications (such as some internal communication software of enterprises) (whitelist method). By conducting baseline analysis on the historical and current records of ports that meet the above conditions, perform the following steps:

Read NetFlow data and process log data; Computing principles from historical data sources; Determine the importance of state value; Identify the host epidemic. The specific process form is described below.

(1) Select a baseline to analyze NetFlow records and perform statistics. From the data flow collected by NetFlow, locate the destination destination port (dst port) and identify it to determine whether it is the destination destination destination for the specified data [11]. If it is a known port, first check whether the target port is a blacklist port. If so, calculate the traffic data of the port and collect them into historical data for future calculation; If it is an unknown port, first check whether the destination port belongs to the whitelist port. If it is not, then count the traffic records of all relevant ports as a whole (with port number -1 indicating these overall ports). Network avoidance can include three main types: victim avoidance, lightweight avoidance, and performance avoidance. Most types of abuse in enterprises are abnormal, as shown in Table 2.2.

Table 2.2 shows the relationship between different traffic and the number of packets or bytes. Taking a worm as an example, there will be more data packets or bytes in terms of network traffic. However, the number of bytes transmitted by the worm is much smaller than that of traditional data, indicating that during transmission of the worm, the number of data packets in the network will increase, while byte statistics will not change much [12]. Therefore, at this point, counting the number of packets according to the response rate is more effective, which can detect the presence of abnormal worms and other network traffic. On the contrary, for flash memory congestion, such as some downloading attributes, the number of packets or bytes will increase, but the impact of downloading traffic costs on network performance is more significant. The effect of network performance is more significant. Therefore, in this case, the value of the byte count can have a better effect on whether the network is uniquely or unequally distributed.

(2) Calculate baseline values from historical table data. If the members of a company or an organization have a similar behavior, their network traffic still has a close relationship, that is, due to the work and rest of the members of the organization, the network traffic has a consistent pattern and the peak release status. According
to this characteristic, we divide the algorithm into two types: working day and non-working day. Week: Within 5 minutes, take the sample points of the corresponding port for the current minute of the previous 20 working days, calculate their average and standard deviations, and use the Grabbs method to eliminate negative results. Non-working days: In units of 5 minutes, take a port sampling point corresponding to the current minute of the first 8 non-working days, remove the maximum and minimum 5% data, and then take the average to obtain the current hourly baseline. Taking workdays as an example, the specific steps are described as follows:

Sort the flow values of the device in the first 20 working days for each port that meets the criteria, and obtain the following sequence:

\[ \{X_1, X_2, \ldots, X_{20}, i_j \subset \{1, 2, \ldots, 20\} X_1 \leq X_2, \ldots \leq X_{20}\} \quad (2.1) \]

Remove the maximum and minimum values by 5%, leaving the following sequence:

\[ \{X_1, X_2, \ldots, X_{19}, i_j \subset \{1, 2, \ldots, 20\} X_1 \leq X_2, \ldots \leq X_{19}\} \quad (2.2) \]

Find the average value, which is the baseline value corresponding to a port that meets the conditions during that period.

(3) Determine dynamic critical state values. Set \( T_h \) as the baseline threshold for a time period subdivision, and \( b_1 \) as the baseline value. The larger the value of \( b_1 \), the greater \( T_h \) should be, that is, \( b_1 \) is proportional to \( T_h \). There are:

\[ T_h = K \times b_1 \quad (2.3) \]

Assuming \( K \) is a constant greater than 1, make the necessary modifications to \( K \) value based on historical data. Simple analysis shows that the higher the \( K \) value, the easier it is to determine the transmission behavior, but it can also lead to an increase in detection rate, making some less parasitic bacteria can be detected [13]; On the contrary, the smaller the \( K \) value, the more convenient the transmission behavior, which can also increase the false value. Some normal information flows will also be misjudged as abnormal traffic. The system established by the author initially sets the \( K \) value to 2, meaning that abnormal alarms are only detected when the current value is twice the baseline value.

(4) Identify the source of abnormal traffic. When the traffic is monitored more than the critical value described in step 3 in a certain period of time, this cycle is called an abnormal cycle. Track the data during this period for further analysis and identification of host generated traffic defects based on NetFlow data. The key step is to identify raw data on NetFlow, sort the count byte or count packet at that time, port, or port from the top, and identify the master IP address and port for further processing.

2.4. Real time performance monitoring related technologies.

(1) Basic Principles. Real time performance monitoring technology includes the following categories: Focusing on performance indicator monitoring, comparing with indicator thresholds, historical statistical baselines, etc., to discover the degradation of business and network performance; Associate alarms with engineering cutter and configuration information, eliminate abnormal alarms, reduce invalid alarm rates, and improve work efficiency; Assisted by business dial testing and signaling detection to locate or discover faults: Real time performance monitoring technology focuses on discovering network anomalies and alarm generation mechanisms, but does not elaborate on the processing measures to be taken after the alarm is generated.

(2) Indicator selection. Real time performance monitoring captures the overall operational status of the business, promptly detects business or network anomalies, and monitors network operational status from the perspective of user business. Correspondingly, the selection of real-time performance monitoring performance indicators should reflect the operational status of the business or network. A feasible method for selecting performance indicators is to analyze business processes, decompose and refine them layer by layer from the perspective of business processes, and extract performance indicators in business process analysis. The selection of real-time performance monitoring indicators should follow the following principles and basic methods: Following the logical path of “Purpose>Method>Indicator Set”, starting from analyzing the correspondence between business processes and network element devices, select complete indicators that match the positioning. Starting from customer perception, propose performance indicators that reflect the “end-to-end” business quality;
Propose supplementary performance alert indicators to address the limitations of network element capabilities and insufficient network management functions; Starting from the purpose of reducing the occurrence rate of faults, select performance indicators that can timely reveal the hidden dangers of faults, such as statistical channel utilization indicators within the base station range, in order to explain channel issues, if the scope is expanded to BSC, it is possible that a channel issue cannot affect the entire indicator, leading to valuable information being hidden; Meeting the principle of minimizing the set of indicators, that is, when multiple indicators can reflect the same fault or business degradation, only the indicators that can directly reflect the problem are selected, and other indicators are only queried and called during in-depth analysis, based on the high incidence of faults and complaints about network elements, select the key points. According to the fact that 75% of the complaints on the GSM network side belong to the wireless part, the traffic network will focus on the wireless part; The sources of various indicators need to be clearly defined (such as existing network management, Yu Ling method, automatic reporting of network elements, business call testing, etc.), collection granularity, latency requirements, feasibility, and the impact of monitoring work on network elements needs to be evaluated.

(3) Relevant regulations on indicator data. Indicator data source: From an analysis perspective, most performance indicators have been collected and stored in the network management system, and meet the time and spatial granularity requirements for indicator collection. These indicators can be directly extracted based on the existing network management system. For indicators that have been collected and stored in the network management system, but do not meet the time or spatial granularity requirements for indicator collection, or that cannot be provided by the existing network management system yet, this can mainly be achieved by modifying the network management system, if the network element's capabilities permit, increase the collection time density and refine the spatial granularity of the collection. In the case where the network management system renovation cannot meet the real-time performance monitoring requirements, it can be considered to achieve this by directly connecting to the network element, using instruction interaction, collecting device operation logs, and logging in to the device to obtain statistical reports. Data collection principle: For situations where instructions are required to retrieve network element data, the impact of the instructions on the network element itself should be considered. It is recommended to set the switch (protection threshold) for obtaining data in the real-time performance monitoring function module or network management system. When the system load is too high, the real-time performance monitoring module will automatically shut down the collection of this indicator. After the system load is normal, collection can be resumed to avoid further aggravation of the system load.

The principle for setting the granularity of collection time: Time granularity is the minimum period for extracting indicator data. The set value should be suitable for the monitoring needs. If it is too small, it will cause excessive system load pressure but not generate actual value; Excessive size may lead to loss of monitoring significance [1]. At present, the business quality data provision capabilities of mainstream devices include different granularity such as 1 minute, 5 minutes, 15 minutes, and 1 hour. The granularity for selecting business quality indicators for real-time performance monitoring is generally 15 minutes. In special cases, finer or more relevant granularity can be considered. The system connection rate indicator of MSC is a comprehensive indicator that can comprehensively reflect network issues, covering the overall performance of wireless and switching systems. The user perception is obvious, and considering the impact of collection on the system, it is recommended to use a time granularity of 15 minutes. The location update success rate of HLR reflects the successful login of users to the network, which can reflect the use of illegal cards, SIM card errors, office data errors, etc. Considering the impact of its collection on business systems, it is recommended to use a time granularity of 1 hour. The principle for determining the collection delay requirement: The delay of business quality alarms is directly related to the size of real-time performance monitoring capabilities. However, business quality alerts require a complete process of data generation, extraction, analysis, and presentation. From the perspective of balancing real-time requirements and feasibility, the delay cannot exceed one data cycle. For data with a granularity of 15 minutes, the delay should not exceed 15 minutes. The system presentation must be completed before 10:30 from 10:00 to 10:15.

3. Result analysis. This experiment mainly collects Net Flow data from the backbone router of a certain power enterprise information network, and uses running Oracle stored procedures to calculate baseline values
for result analysis. Taking the data results from working days as an explanatory analysis, the situation is similar for non working days. Figure 3.1 shows the unnamed port traffic values for a period of real traffic and calculated baseline values from 10:00 to 11:35 on a certain working day, which is a normal situation and there is no alarm situation.

Figure 3.2 shows the unnamed port traffic values for a period of real traffic and calculated baseline values from 14:00 to 15:35 on a certain working day. The actual value exceeds the baseline value by more than twice, which is an abnormal situation and requires an alarm. The IP and port that generated large traffic need to be analyzed through the original NetFlow record, and the reason should be analyzed.

Figure 3.3 shows the actual traffic and calculated baseline values for TCP port 135 on a certain working day from 16:00 to 17:35. This port is used for shock waves, with a byte count of 48 [7]. From the graph, we can see that at 16:45, the traffic value of Port 135 suddenly increased, and then returned to normal. It may be that a certain machine was infected with the shockwave virus. When the machine tried to infect other machines, it was blocked by a firewall, causing the traffic value to return to normal.

4. Conclusion. A baseline algorithm based on the method for detecting traffic anomalies in enterprises is proposed, and a baseline algorithm with multiple time-frequency segments and multiple communication ports is proposed. The baseline algorithm is proposed. Based on this dynamic principle, the analysis is made on the traffic data of operation and failure date in order to achieve the purpose of detecting the traffic malfunction. Based on the experimental results, the advantages of this method are as follows: Adopting baseline analysis method has the advantage of singularity. The baseline based abnormal traffic monitoring method proposed by the author has a high degree of singularity, which is analyzed in multiple time periods of working and non working days. Only the baseline is used as the sole criterion for analysis in monitoring, avoiding the tedious and complex monitoring methods of other methods. Different detection methods will not be used according to the reasons for abnormal traffic generation, this overall mechanism presents a high degree of singularity in the analysis method. The monitoring method proposed by the author, although lacking in accuracy and unable to fully monitor abnormal traffic, has been greatly simplified due to its highly singular mechanism. It is very useful for a complex and large network of a large enterprise, with improved efficiency and better real-time performance. However, the first base algorithm proposed by the author is simple, and the importance of multibases has a significant impact on the accuracy of the algorithm. In the future, it is necessary to improve the basis generating algorithm while control complexity to realize traffic congestion.
Fig. 3.2: Unknown port traffic value 2

Fig. 3.3: Flow Value of Famous Port (135 Port)
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APPLICATION OF IMPROVED PSO AND BP HYBRID OPTIMIZATION ALGORITHM IN ELECTRICAL AUTOMATION INTELLIGENT CONTROL SYSTEM

LIJING LI∗, XIAOJIAN WANG†, AND MEI YANG‡

Abstract. A fuzzy RBF-PID control strategy based on particle swarm optimization (PSO) algorithm is proposed to solve the problem of large inertia lag in temperature control system of industrial production refuse furnace. In this control system, an improved particle swarm optimization algorithm combined with inertia weight and genetic transformation was used to optimize the initial values of membership functions of fuzzy RBF (radial basis function). Then, BP (error backpropagation) algorithm is used for fine tuning, and fuzzy reasoning and RBF learning ability are combined to adjust the PID control parameters online to achieve the optimal PID control effect. The simulation results show that the algorithm has fast tracking, small overshoot, and is not easily trapped in local minima. At the same time, its robustness and anti-interference performance are better than traditional PID control.

Key words: Improving PSO, BP hybrid optimization algorithm, Electrical automation, Intelligent control system

1. Introduction. PSO algorithm is the most popular optimization algorithm in recent years. Combining PSO algorithm with BP neural network algorithm can solve the shortage of BP neural network itself. Using particle swarm optimization algorithm instead of gradient descent in BP network can optimize the link weight of each layer of BP network, thus improve its generalization ability and learning ability, and greatly improve its convergence speed [12]. In the process of optimizing BP neural network using particle swarm optimization algorithm, the iterative method of particle swarm optimization is usually used to replace the gradient improvement in BP neural network algorithm, and PSO algorithm is used to optimize the training weight of BP neural network. The key to using PSO algorithm to solve the problems in BP neural networks is to achieve the following two points: the particle dimension value in particle swarm optimization algorithm corresponds to the number of weighted combinations in BP neural network. Using the size of each particle in PSO according to the weight of each component in BP neural network. The key to the PSO algorithm in pronunciation, based on multi- pronunciation vector and the number of weights as equal to the size of pronunciation. Replaces the motor of the particle swarm algorithm with the mean square error function in BP neural network, and uses the energy potential to research the ability of the particle swarm algorithm to reduce the mean square error of BP network. Resistance furnace is an electrical heating equipment commonly used in fields such as machinery, chemical engineering, and manufacturing. At present, the furnace temperature control system generally adopts conventional PID control, which cannot achieve good control results for objects that are difficult to establish accurate models. Therefore, it is urgent to find a fast and accurate temperature control system. With the development of science and technology, PID control and some intelligent control have been combined and applied in industrial production. For this research question, Song, W. et al. The macro and micro models were established to predict the maintenance activities of the combat troops, and the parameters were analyzed. A prediction model for equipment maintenance activities that meet the requirement of real-time mobile echelon storage was established. In the condition of meeting annual motor stock balance, an improved particle swarm optimization hybrid optimization algorithm is developed to solve the model based on the time driving consumption from the equipment allocated to the annual training program. The particle swarm optimization hybrid optimization algorithm is proposed. An example study was made on a few cars in some room [14]. In order to solve the above problems, a fuzzy RBF-PID control method based on improved PSO algorithm is adopted. This method first solves the problem of local extremum and early convergence in particle swarm optimization algorithms. By
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adding the modified algorithm, an improved PSO algorithm was established, and the primary importance of fuzzy RBF neural network was optimized using this strategy. Then, BP (Error Backpropagation) algorithm is used to adjust the key, center, and width of RBF neural network. Finally, combined with the power expression ability of fuzzy logic and self-learning ability of RBF neural network, PID is not adjusted online. Matlab test results show that this method has good control, adaptability, and robustness [5, 11].


2.1. Resistance furnace temperature control system. The resistance furnace is a complex controlled object with large hysteresis and inertia. Due to the inconvenient modification of control parameters in traditional PID controllers and the difficulty in ensuring their control quality in terms of control accuracy, stability time, and overshoot, the author proposes to apply fuzzy RBF tuning PID control technology to the furnace temperature control system for resistance furnace temperature. The structure of its temperature control system is shown in Figure 2.1, where PSO is improved to optimize the weights of the fuzzy RBF neural network. The system’s given value \( r_{in} \) and the controlled object’s output \( y_{out} \) are combined with the fuzzy RBF neural network and the three parameters \((K_p, K_i, K_d)\) of the PID controller to form a functional relationship, the controller to output \( u \), and then combined with the controlled object output \( y_{out} \) to form a complete closed-loop control structure [8, 4].

2.2. Improving PSO and BP hybrid optimization algorithm.

(1) Hybrid optimization algorithm. In the PID control of fuzzy RBF neural network, the selection of parameters \( w_{ij}, c_{ij}, b_{ij} \) has a significant impact on the approximation ability of the network function, the author selects a hybrid optimization algorithm that combines improved PSO and BP with inertia weight factor and genetic mutation operator to adjust its parameters. Firstly, PSO with inertia weight has been applied to international research. If an earlier result occurs, a change is made to take the command to jump out of the best locale and search for objects in other locales until a global solution is found. Then, an adaptive algorithm is designed using BP (Error Backpropagation) algorithm to get the optimal control parameters [7, 9].

(2) Improved particle swarm optimization algorithm. In order to expand particle space exploration and improve global and local searching ability, inertia weight \( w \) is introduced into the PSO model, and its velocity and position iteration method are as follows:

\[ v_{id}(t + 1) = w v_{id}(t) + c_1 r_1 (p_{id}(t) - x_{id}(t)) + c_2 r_2 (p_{gd}(t) - x_{id}(t)) \]  
\[ x_{id}(t + 1) = x_{id}(t) + v_{id}(t + 1) \]
The calculation formula is as follows:

\[
w(t) = \begin{cases} 
1 \times \frac{t}{\alpha} + 0.4, 0 \leq \frac{t}{\alpha} \leq 0.5 \\
-1 \times \frac{t}{\alpha} + 1.4, 0.5 \leq \frac{t}{\alpha} \leq 1 
\end{cases}
\]  

(2.3)

In the formula, \(c_1\) and \(c_2\) are learning factors, and \(c_1 = c_2 = 2\); \(t\) is the number of iterations; \(1 \leq i \leq m, 1 \leq d < N\); \(r_1\) and \(r_2\) take the random number between \((0,1)\); \(G\) is the total number of iterations \([10]\).

In general, particles update their state at the next moment based on their current position and speed. However, if the target of the particle search has already fallen into the local extreme, the particles are limited to the local space and cannot be fully optimized in the entire search space. In order to enable the particles to jump out of the local optimum and discover the global optimal position, a mutation operator is introduced to mutate the particles that have fallen into the local extreme with probability \(p\). The formula is as follows:

\[
p = \begin{cases} 
k, \sigma^2 < \sigma_d, J(P_{gbest}) > J_d \\
0 \end{cases}
\]  

(2.4)

In the equation, \(k\) is \([0,1,0.3]\) Any value between; \(\sigma^2\) is the variance of population fitness; The value of \(\sigma^2\) is generally much smaller than the maximum value of \(\sigma^2\); \(J_d\) is set to the theoretical optimal value \([17]\). The author employs a random perturbation approach to perform mutation operations on the global extreme value \(p_{gbest}\), where \(p_{gbest,k}\) is the \(k\)-th dimensional value of \(p_{gbest}\). Following a normal \((0,1)\) distribution, that is:

\[
p_{gbest,k} = p_{gbest,k}(1 + 0.5\eta)
\]  

(2.5)

The improved methods of PSO algorithm are as follows: ① initial total size \(m\) of particle swarm, the velocity \(c_1\) and \(c_2\), the number of iterations \(G\), and velocity and position \([18]\). ② Select the appropriate fitness \(J\) and use ITAE (the wrong rate of time error) criterion as the fitness function for improving PSO algorithm. The calculation formula is as follows:

\[
J = \int_{0}^{+\infty} t|e(t)|dt
\]  

(2.6)

(3). Find the fitness values of each particle, sort them according to the minimum value, and obtain the particles corresponding to the minimum value as the initial position of the global extremum. At the same time, the initial position corresponding to the particle fitness value is the initial position of the local extremum \([20, 3]\). ④ Calculate the inertia weight factor \(w\) according to equation (2.3), then calculate the mutation probability \(p\) according to equation (2.4), and randomly select the random number \(n\) between \((0,1)\). If \(n < p\), then perform the mutation operation according to equation (2.5). ⑤ Based on models (2.1) and (2.2), the velocity and position of particles in the flame are updated. ⑥ Calculate new exercise results, and then update the effectiveness of individuals and groups. When the number of iterations reaches the preset number, stop the iteration, otherwise it will turn to (2).

3. Result Analysis. The author designed the controller using a resistance furnace as the controlled object, and the transfer function of the controlled object is:

\[
G(s) = \frac{K}{Ts + 1}e^{-Ts} = \frac{1}{60s + 1}e^{-80s}
\]  

(3.1)

This system uses the unit step signal as the input signal, utilizes practical experience and three other control parameters, and then combines the author’s control system. After multiple simulation experiments, as shown in Table 3.1, the final system parameters are set as follows: Sampling time of 20 seconds, learning \(\eta = 0.15\), inertia coefficient \(a=0.02\), the initial value ranges of the center vector \(c_{ij}\) and the base width vector \(b_{ij}\) of the Gaussian function are \([-6,6],[0.1,3]\), respectively, the initial value range of network weight \(w_{ij}\) is \([-1,1]\], the total number of population particles is 60, the total number of iterations is 300, and the dimension of particles is \(N = 168\), which means there are a total of 168 parameters that need to be optimized \([16]\).

Figures 3.1 and 3.2 show the simulation comparison and fitness function \(J\) optimization process without input disturbance, while Figures 3.3 and 3.4 show the simulation comparison and fitness function \(J\) optimization process with 10% disturbance added to the system at 600 seconds, from the figure, it can be seen that compared
with traditional PID controllers, RBF-PID controllers have a reduced overshoot and are prone to oscillations, making it difficult for the system to achieve rapid stability. However, adopting fuzzy RBF-PID control strategy can significantly improve system performance, but the adjustment time is long [13, 2, 6, 19, 15, 1]. In comparison, the fuzzy RBF-PID control method using improved particle swarm optimization algorithm has short response time, good anti-interference performance, and demonstrated good control accuracy.

4. Conclusion. The author proposes a fuzzy RBF-PID control strategy based on improved particle swarm optimization algorithm for resistance furnace temperature control in industrial production, which addresses the issues of large inertia and large lag of temperature control objects. This algorithm not only combines the characteristics of traditional PID controllers, but also has reasoning and self-learning abilities, overcoming the problems of traditional PID controllers being unable to adjust parameters online and having poor adaptability. At the same time, the algorithm introduces inertia weight and personnel variables to improve the searching ability of particle swarm, avoids the early capture of local extremum by particles, and uses ITAE objective function as the driving mechanism of the improved PSO algorithm. Through Matlab simulation analysis, the performance of the fuzzy RBF-PID control algorithm based on improved PSO algorithm is superior to other
PID control algorithms, with shorter response time and better convergence.
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DESIGN OF COMPUTER INFORMATION MANAGEMENT SYSTEM BASED ON MACHINE LEARNING ALGORITHMS

YAN LI∗

Abstract. In order to improve the efficiency of office automation, regulate work frequency, and improve office efficiency, this paper presents a computer information management system design based on machine learning technology. Firstly, the basic design principles of computer information management systems are analyzed, and secondly, risk prediction is studied. The risk of computer information management systems is caused by the cross influence of different risk factor indicators, and has linear and nonlinear characteristics. Using a single prediction model cannot obtain accurate prediction results. Therefore, the risk prediction method for computer information management based on machine learning technology is established by using Analytic Hierarchy Method in machine learning algorithms, and the historical data is collected according to the index system. The weight of the initial prediction is determined by the combination of subjective and objective weight. In machine learning algorithms, risk prediction and benefit prediction are used as input and output methods for cloud machine learning. Through training and training, a risk prediction model is established to obtain higher prediction efficiency. The simulation results show that the prediction accuracy of this method is 95.5%, which can estimate the hazard existing in computer information management and improve the method.

Key words: Machine learning algorithms, Computers, Information management system, Analytic hierarchy process

1. Introduction. Against the background of the rapid development in science and technology, computer information technology has introduced a rapid transformation. The reform of information management and information retrieval technologies has been greatly strengthened. In the process of office automation, the application of information technology management system has greatly improved the efficiency of office automation systems and effectively controlled the frequency of repetitive work. In cloud machine learning, this can greatly improve office efficiency. Computer software systems value universality and flexibility. How can we significantly improve the level of information technology and ensure the market competitiveness of our enterprise? We should analyze the development strategy of management information systems in detail. The security of computer information management systems and their business information is crucial. When there are risks to information security, some important information may be leaked. Therefore, risk prediction of computer information management systems has become a focus of current research in the field of information security. Machine learning combines knowledge of neurophysiology, computer science, and applied psychology, and there are discrepancies in analyzing large-scale data. It can be used for risk prediction in computer information management. Neffati, S. et al. The development of computer-aided design (CAD) and computer-aided manufacturing (CAM) systems in the past decade has made significant progress in biomedical and material applications. In particular, CAM and CAD systems have been applied in biomedical fields such as medical engineering, robotic surgery, medicine, and dentistry. Therefore, the accuracy and precision of CAD and CAM systems are very important for precision machining. A new brain classification CAD system is proposed based on the analysis of magnetic resonance imaging (MRI). First, the proposed reduced kernel partial least squares algorithm (DR-KPLS) is used as the feature extraction method. Then, support vector machine (SVM) is used for classification and k-fold cross validation method is used for validation. In addition, taboo search meta heuristic method is also used to determine the optimal kernel function. The algorithm named DR-KPLSV [13]. Sun, Z, Others I believe there are still some deficiencies in the management of horse racing. The main problem is the lack of information management in the horse competition industry. Introducing information technology to the management of horse competition enterprise can achieve the management of enterprise information, make horse competition more professional and practical [17]. In order to improve the accuracy of prediction in computer information management, the author
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proposes a risk prediction method based on machine learning. This method combines the Analytical Process (AHP) of machine learning and neural network to ascertain the risk of computer information management, to ensure the stability and reliability of its operation.


2.1. Objectives of professional teaching reform. Since the second half of the 20th century, information industry has become the most promising new industry in the world. At present, the average growth rate of international informationization is between 15%-20%, far exceeding the growth rate of international trade [20]. In the past decade, China’s information industry has developed rapidly at an average annual growth rate of 30% and has become the biggest pillar of the national economy. In the meantime, the teaching of computer major information management system must be reformed to adapt to the development of information industry, which will be of great significance. Reforming the traditional concept of vocational education, clarifying the objectives of vocational education, and positioning the training objectives of vocational education as “cultivating technical applied talents, with sufficient theoretical knowledge, focusing on skill cultivation, and quality education as the core”, emphasizing characteristic education, innovative education, and lifelong education. It is necessary for students to have strong practical skills in professional and technical aspects, love their job, be diligent, and work at the forefront with peace of mind. Reforming a single talent training model, adopting a combination of academic education and certification education. The plan is to add courses related to qualification certification in the curriculum system, help students pass relevant qualification certification exams, implement a “dual certification system”, and embark on a path of combining academic education and certification education. Reforming the curriculum system and updating teaching content. The new teaching plan has made two major adjustments to the curriculum system. Firstly, theoretical courses have been appropriately compressed and more practical training courses have been arranged to meet the requirements; The second is to add practical, innovative, and characteristic courses that can meet the needs of the insurance industry and employers. The outdated teaching methods and means of reform will extensively adopt modern teaching methods in professional teaching to improve classroom information capacity; By relying on laboratories and training bases, students can deepen their understanding and mastery of knowledge through experiments, and improve their skills through practical training [18, 19]. At the same time, reform the examination system, increase skill assessment, and use skill level as the main assessment indicator and evaluation criteria for students. Optimize the structure of the teaching staff, establish a “double qualified” teaching staff, reform the situation where the theoretical knowledge of the teaching staff is relatively strong and the practical knowledge is relatively weak, strengthen the training and introduction of the teaching staff, and establish a high-quality and high-level double qualified teaching staff that adapts to the characteristics of higher vocational education and has the characteristics of the times, levels, and combination of full-time and part-time, and implement goal management, project management mechanism, and incentive mechanism for teachers. Strengthen the integration of theory with practice, adopt the path of industry, academia, and research integration, reform the traditional habits of closed teaching and weak connection between theory and practice, vigorously strengthen the connection between schools and enterprises, combine learning with employment and entrepreneurship, and combine teaching, research, and industry, so that students can participate in the entire process of the real software industry to exercise during their school years.

2.2. Analysis of basic design principles of computer information management system.

1) Programming languages applied in the programming process. The programming language commonly used by designers in computer programming is C++. However, in the actual work process of designers with high professional and technical levels, they actually do not use the C++ language. This is because the difficulty of C++ programming language is very high, so it is quite difficult for technical personnel to fully master this programming language. Moreover, it is actually quite difficult for C++ programming language to be flexibly applied, in addition, the update speed of this programming language is very slow, making it difficult to meet the actual design requirements of computer information management systems. In the actual operation of computer information management systems, it is necessary to ensure the system’s running speed through the level of computer language programming. If an application wants to find highly targeted information from a database, it needs to use a data engine.
(2) Module Design Principles. When designing a computer information system, the most important issue involved is module design work. In the process of module design, it actually involves connecting the functional modules and hardware of the computer information management system together. Therefore, during the actual operation of the computer information management system, it can make certain guarantees for its own performance [10, 3]. Analyze this issue from a design perspective. During the process of module design work, it is generally done vertically to ensure that the system has all the functions. However, from a holistic perspective, the design of computer information management system modules is actually a horizontal design process. During the design process, the interconnectivity of each subsystem in the system should be considered, and a lot of data needs to be used, after completing the analysis and processing of data information, a detailed analysis of the actual requirements of the system can be conducted to ensure the design level. In fact, a computer information management system can be regarded as an advanced servo system, only in this way can various subsystems within the computer operate independently of each other [5]. In the process of dividing each system module, it is necessary to use a highly specialized division method. In general, all functions in a computer information system will be constructed with corresponding systems, therefore, it is possible to ensure the functionality of each system, greatly improving the operational security and stability of computer information management systems. Against the backdrop of the increasing development speed of computer information management system related technologies, the problems existing in traditional computer information management systems are gradually emerging in front of people, in order to effectively solve the problems existing in computer information management systems, the design principles of computer information management systems should be given sufficient attention, so that the probability of problem occurrence can be effectively controlled from an essential perspective.

2.3. Risk prediction of computer information management systems using machine learning algorithms.

(1) Construction of Risk Prediction Index System for Computer Information Management System. Analytic Hierarchy Process (AHP) is an information technology learning algorithm which combines the theories well and efficiently. It can monitor the initial data and make research decisions based on the analysis results. The process is very simple. Predicting the risks of the computer information management system is mainly to ensure the security of the information resources in the system. The security of information assets can be described through density preservation, integrity, reliability, authenticity, and availability [11]. Computer information management systems have openness and dynamic variability, and their risks mainly come from illegal external access to information computer information management systems, as well as illegal tampering, possession, destruction, and monitoring of information assets and application systems within the system. According to the relevant regulations on computer information management systems and information asset security protection, the risk factors of computer information management system can be divided into information assets risk, risk factor, risk factor, safety factor, and risk factor backlog. The risk factors are analyzed. Based on the five kinds of risks of computer information management, a pre-evaluation risk model for computer information management system was established using the Assessment Procedure System (AHP) (as shown in Table 2.1), which includes a total of 25 risk indicators.

(2) Construction of risk prediction model. Neural networks are nonlinear distributed consecutive data processing algorithms with characteristics such as self-learning preservation, transfer storage, and integration. Among them, feedforward neural networks have simple and high performance results. Among them, feedforward neural networks have good robustness and robustness. Compared with other feedforward neural networks, a hidden layer feedforward neural networks with advanced learning technology can achieve learning of neural networks under half parameter treatment, thus improving learning efficiency. \(x_p\) and \(y_p\) represents the risk indicators first and foremost risk estimates key components of the computer information management system, respectively. The data structure is described as follows:

\[
J_s = \{(x_p, y_p)\}_{p-1}^s
\]  

(2.1)

In the formula, \(s\) represents the number of samples.
Table 2.1: Risk prediction index system of computer information management system

<table>
<thead>
<tr>
<th>Target layer</th>
<th>code</th>
<th>Factor layer</th>
<th>code</th>
<th>Indicator layer</th>
<th>code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk prediction of computer information management system</td>
<td>A</td>
<td>Risk factors of information assets</td>
<td>B1</td>
<td>Confidentiality</td>
<td>B11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Integrity</td>
<td>B12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reliability</td>
<td>B13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Authenticity</td>
<td>B14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Availability</td>
<td>B15</td>
</tr>
<tr>
<td>Threatening risk factors</td>
<td>B2</td>
<td>Information is stolen, tampered with, or deleted</td>
<td>B21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Network resources are destroyed</td>
<td>B22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Service suspension</td>
<td>B23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Illegal access</td>
<td>B24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bypass control</td>
<td>B25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Authorization violation</td>
<td>B26</td>
</tr>
<tr>
<td>Vulnerability risk factors</td>
<td>B3</td>
<td>Manage Security</td>
<td>B31</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Hardware security</td>
<td>B32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>software security</td>
<td>B33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Personnel safety</td>
<td>B34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>environmental safety</td>
<td>B35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Communication security</td>
<td>B36</td>
</tr>
<tr>
<td>Risk factors of safety measures</td>
<td>B4</td>
<td>Encryption measures</td>
<td>B41</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Anti hacker measures</td>
<td>B42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Antivirus measures</td>
<td>B43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Data backup and recovery measures</td>
<td>B44</td>
</tr>
<tr>
<td>Recovery risk factors</td>
<td>B5</td>
<td>environmental deterioration</td>
<td>B51</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Service deterioration</td>
<td>B52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Information recovery costs</td>
<td>B53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Service recovery costs</td>
<td>B54</td>
</tr>
</tbody>
</table>

Equation (2.1) describes the regression constraint form of extreme learning machines:

$$\min \left( \frac{1}{2} \eta^T L \eta_L + \frac{\gamma}{2} \phi^T \phi \right)$$

(2.2)

s.t.

$$y_p = \sum_{i=1}^{L} \eta_i f(\delta_i x_p + z_i) - \phi_p$$

(2.3)

In the formula, $L$ and $z$ are the number of hidden layer nodes and regression error, respectively; $f()$ and $\phi$ are the mapping function and output layer node regression errors, respectively; $\delta_i$ is the weight vector of $x_p$, $\eta_i$ is the weight vector representing $y_p$, and $Y$ is the expected output [14, 9].

$$L(v, \phi, \eta_L) = \frac{1}{2} \eta^T L \eta_L + \frac{\gamma}{2} \phi^T \phi - v(G_L \eta_L - Y - \phi)$$

(2.4)

Build a risk prediction model for computer information management systems:

$$y = \sum_{i=1}^{L} \eta_i f(\delta_i x + z_i)$$

(2.5)
The risk prediction method of the operation of computer information management system based on machine learning algorithms is illustrated in Figure 2.1. The final estimated risk value obtained by the method in Figure 2.1 can describe the risk of computer data management.

3. Simulation Experiments. The experiment aims to verify the effectiveness of the author’s research on risk prediction of computer information management systems. VC++600 was used to implement this study, and computer information management systems in product development departments of 20 small and medium-sized enterprises in a certain province were selected as the research objects for example verification [15].

3.1. Risk prediction process. In the process of predicting the risk of research items, select all research items and use the risk prediction method developed by the author, as shown in Table 2.1. After collecting the relevant data, calculated weights, and results are shown in Table 3.1.

The factors and initial risk prediction results of the selected research subjects are shown in Table 3.2. According to Tables 2.1 and 3.2, a sample set was constructed, and after training and learning, the final risk prediction result for the selected research object was 0.5878. Table 3.3 shows the comparison between the risk prediction results of all research subjects and the actual risk values studied by the authors. From Tables 3.1-3.3, it can be seen that the author’s research can effectively predict the risk of the research object [1].

3.2. Performance verification. By combining the author’s research in Table 3.3 with the actual risk factors, the prediction results of the author’s research results are verified. The results are shown in Figure 3.1. From Figure 3.1, it can be seen that the author studies the prediction results with high accuracy, and the prediction values are consistent with the actual risk values.

The author’s high research on predicting the risk value of research products is due to the combination of the two prediction models. It not only has the function of linear theoretical prediction models (identifying hierarchical processes), but also has the function of nonlinear theoretical prediction model (neural network cloud systems), which uses nonlinear prediction capability to fit the relationship between the evaluation indexes and the prediction results. To improve prediction accuracy [6]. By using computational information management system risk prediction, the weak links of the computer information management system can be identified based on the prediction results. Targeted solutions can be developed for different weak links to reduce system risks and ensure information security. Combine the linear method of Analytic Hierarchy Process with the nonlinear method of neural network extremum training machine, analyze the research object, fit for the relationship...
Table 3.1: Weight calculation results

<table>
<thead>
<tr>
<th>Factor layer</th>
<th>comprehensive weight</th>
<th>Indicator layer</th>
<th>comprehensive weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>5*B1</td>
<td>5*0.2469</td>
<td>B11</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B12</td>
<td>0.0707</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B13</td>
<td>0.0418</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B14</td>
<td>0.0582</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B15</td>
<td>0.0226</td>
</tr>
<tr>
<td>6*B2</td>
<td>6*0.2150</td>
<td>B21</td>
<td>0.0585</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B22</td>
<td>0.0227</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B23</td>
<td>0.0176</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B24</td>
<td>0.0528</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B25</td>
<td>0.0289</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B26</td>
<td>0.0350</td>
</tr>
<tr>
<td>6*B3</td>
<td>6*0.2363</td>
<td>B31</td>
<td>0.0618</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B32</td>
<td>0.0421</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B33</td>
<td>0.0464</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B34</td>
<td>0.0433</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B35</td>
<td>0.0255</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B36</td>
<td>0.0177</td>
</tr>
<tr>
<td>4*B4</td>
<td>4*0.1737</td>
<td>B41</td>
<td>0.0283</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B42</td>
<td>0.0348</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B43</td>
<td>0.0585</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B44</td>
<td>0.0524</td>
</tr>
<tr>
<td>4*B5</td>
<td>4*0.1286</td>
<td>B51</td>
<td>0.0252</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B52</td>
<td>0.0209</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B53</td>
<td>0.0395</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B54</td>
<td>0.0433</td>
</tr>
</tbody>
</table>

Table 3.2: Initial risk prediction results for each factor

<table>
<thead>
<tr>
<th>Factor layer</th>
<th>Initial risk prediction value</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.1433</td>
</tr>
<tr>
<td>B2</td>
<td>0.1359</td>
</tr>
<tr>
<td>B3</td>
<td>0.1074</td>
</tr>
<tr>
<td>B4</td>
<td>0.0942</td>
</tr>
<tr>
<td>B5</td>
<td>0.1154</td>
</tr>
<tr>
<td>Research object</td>
<td>0.5958</td>
</tr>
</tbody>
</table>

between the evaluation index and the prediction result, and make prediction risk more accurate. The changes in the two estimated estimates are shown in Table 3.4. In Table 3.4, the risk prediction results of the study subjects before and after using this method showed a significant downward trend, with a decrease in risk prediction results between 24% and 39% for each study subject. Compared with the data in the relevant statistical data of the comparative method, the risk reduction effect was more significant, indicating that the risk prediction effect of the author’s study is good and can be widely promoted and used.

4. Conclusion. The author proposes the basic idea of educational reform, which is to design a reasonable theoretical and practical teaching system based on job knowledge requirements and centered on knowledge, ability, and quality structure. Then, a risk prediction method for computer data management based on machine learning algorithms is proposed, which combines Analytic Hierarchy Process (AHP) in machine learning algorithms with neural networks for prediction. The research results show that the author’s research results
Table 3.3: Comparison of risk prediction results and actual risk values of the author's study

<table>
<thead>
<tr>
<th>Research object</th>
<th>Author's research on risk prediction</th>
<th>Actual risk value</th>
<th>Research object</th>
<th>Author's research on risk prediction</th>
<th>Actual risk value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3642</td>
<td>0.3827</td>
<td>11</td>
<td>0.3956</td>
<td>0.4569</td>
</tr>
<tr>
<td>2</td>
<td>0.4228</td>
<td>0.4802</td>
<td>12</td>
<td>0.2941</td>
<td>0.2762</td>
</tr>
<tr>
<td>3</td>
<td>0.2896</td>
<td>0.2685</td>
<td>13</td>
<td>0.5878</td>
<td>0.6032</td>
</tr>
<tr>
<td>4</td>
<td>0.3545</td>
<td>0.3757</td>
<td>14</td>
<td>0.4145</td>
<td>0.3856</td>
</tr>
<tr>
<td>5</td>
<td>0.3127</td>
<td>0.3127</td>
<td>15</td>
<td>0.3061</td>
<td>0.4094</td>
</tr>
<tr>
<td>6</td>
<td>0.4701</td>
<td>0.4523</td>
<td>16</td>
<td>0.5830</td>
<td>0.5813</td>
</tr>
<tr>
<td>7</td>
<td>0.5114</td>
<td>0.4997</td>
<td>17</td>
<td>0.4171</td>
<td>0.4027</td>
</tr>
<tr>
<td>8</td>
<td>0.5927</td>
<td>0.6024</td>
<td>18</td>
<td>0.3603</td>
<td>0.3603</td>
</tr>
<tr>
<td>9</td>
<td>0.3716</td>
<td>0.3860</td>
<td>19</td>
<td>0.2994</td>
<td>0.2995</td>
</tr>
<tr>
<td>10</td>
<td>0.4009</td>
<td>0.6594</td>
<td>20</td>
<td>0.4162</td>
<td>0.5369</td>
</tr>
</tbody>
</table>

Fig. 3.1: Verification of risk prediction effect

Table 3.4: Changes in risk prediction values

<table>
<thead>
<tr>
<th>number</th>
<th>Previous Result</th>
<th>Subsequent results</th>
<th>number</th>
<th>Previous Result</th>
<th>Subsequent results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3642</td>
<td>0.2241</td>
<td>11</td>
<td>0.3956</td>
<td>0.2500</td>
</tr>
<tr>
<td>2</td>
<td>0.4228</td>
<td>0.3146</td>
<td>12</td>
<td>0.2941</td>
<td>0.1949</td>
</tr>
<tr>
<td>3</td>
<td>0.2896</td>
<td>0.1929</td>
<td>13</td>
<td>0.5878</td>
<td>0.3956</td>
</tr>
<tr>
<td>4</td>
<td>0.3545</td>
<td>0.2243</td>
<td>14</td>
<td>0.4145</td>
<td>0.3002</td>
</tr>
<tr>
<td>5</td>
<td>0.3127</td>
<td>0.2362</td>
<td>15</td>
<td>0.3061</td>
<td>0.2107</td>
</tr>
<tr>
<td>6</td>
<td>0.4701</td>
<td>0.3248</td>
<td>16</td>
<td>0.5830</td>
<td>0.3863</td>
</tr>
<tr>
<td>7</td>
<td>0.5114</td>
<td>0.3776</td>
<td>17</td>
<td>0.4171</td>
<td>0.2912</td>
</tr>
<tr>
<td>8</td>
<td>0.5927</td>
<td>0.4209</td>
<td>18</td>
<td>0.3603</td>
<td>0.2233</td>
</tr>
<tr>
<td>9</td>
<td>0.3716</td>
<td>0.2503</td>
<td>19</td>
<td>0.2994</td>
<td>0.2205</td>
</tr>
<tr>
<td>10</td>
<td>0.4009</td>
<td>0.2895</td>
<td>20</td>
<td>0.4162</td>
<td>0.2936</td>
</tr>
</tbody>
</table>
have better prediction accuracy than the comparison method. Due to the problems in computer management systems, as well as risk issues such as personnel management and financial management, the author only focuses on risk prediction in computer information management systems. Subsequent research will mainly focus on the scalability of the author’s research and expand its application fields.
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AUTOMATIC CONTROL OF LOW VOLTAGE LOAD IN POWER SYSTEMS BASED ON DEEP LEARNING

YAOHUI SUN∗, HONGYU ZHANG†, HAOLIN LI‡, SHU WANG§, AND CHUNHAI LI¶

Abstract. Due to the interference of false data, there is a large error in the mining results of low voltage loads in the power system. In response to this problem, the author proposes a design of an intelligent mining system for low voltage loads in the power system based on deep learning. Using ARM+DSP dual CPU structure, initializing the adapter agent, and using dual arm spiral antennas, designing a low-voltage load monitor to detect partial discharge signals in the 500-1500 MHz frequency band and suppress noise interference; By transmitting monitoring information to the intelligent switch through CAN bus or 485 bus, remote monitoring can be achieved; Based on the contact points and current characteristics of the circuit breaker, a current transformer has been designed to reduce the range of induced voltage variation; Construct a continuous set of functions MMD in the space, adjust the original network structure, establish a deep learning mining model, initial network parameters, eliminate false data in the network, optimize the network using target domain data, and combine mining engines to achieve intelligent data mining. According to the experimental results, the maximum difference between the load of phase A of the data processing system based on numerical simulation and the actual data is 1000 kVA at a time of 6 seconds; When the load of phase B is 4 seconds, the maximum difference between it and the actual data is 2000 kVA; When the load of phase C is 8 seconds, the maximum difference between it and the actual data is 2000 kVA. It has been proven that the mining error of the system is 0, and it has a precise mining effect.

Key words: Deep learning, Power system, Low voltage load, Intelligent mining

1. Introduction. The construction of the power system is an important guarantee for the well-being of the people, social stability, and national prosperity, and is an important lifeline industry. Promote green development, promote harmonious coexistence between humans and nature, accelerate the green transformation of development methods, coordinate the high-quality development of the economy and the improvement of ecological environment level, reduce energy consumption and carbon dioxide emissions per unit of GDP by 13.5% and 18% respectively [19]. This is a new requirement proposed by Premier Li Keqiang on behalf of the State Council to the energy and power industry at the Fourth Session of the 13th National People’s Congress. The production and consumption of electricity are completed simultaneously, and large-scale and long-term energy storage technology is not yet mature. In power load forecasting, there is a common phenomenon of imbalance and disharmony between multiple prediction results. Without accurate and reliable load forecasting, it will result in large-scale energy waste, environmental pollution, and economic losses. In a broad sense, power load forecasting refers to the prediction of electricity consumption based on multiple influencing factors in the next hour to several years. Short term load forecasting is of great significance in ensuring the planning, reliability, and economic operation of power systems. The author mainly discusses the application of deep learning in short-term power load forecasting [16].

One of the traditional load forecasting methods is time series based forecasting methods, such as regression analysis, exponential smoothing, multiple linear regression, Autoregressive Integrated Moving Average Model (ARMA), and its improved algorithm ARIMAX. The basic idea is to predict future load values from the past and present load values of random time series. Its advantage lies in considering the temporal relationship of the data, while its disadvantage lies in the fact that the required time series is stationary and has limited predictive ability for nonlinear relational data, and has strict requirements for the stationarity of temporal data [12]. Due to the advancement of computer technology, the field of machine learning is undergoing another wave. Machine
learning algorithms are widely used in various fields such as image recognition, object detection, natural language processing, and have also achieved good results in power load forecasting. Various advanced machine learning technologies such as reinforcement learning and transfer learning have been used in load forecasting. The limitation of machine learning lies in the insufficient learning ability of high-dimensional data. Deep learning can simplify the original data of scum, extract effective information, and form features. Artificial Neural Network (ANN) is one of the fundamental algorithms of machine learning, which is a standard neural network composed of input layer, output layer, and hidden layer. Another machine learning algorithm for load forecasting is Support Vector Machine (SVM), which has good performance in small-scale data processing but poor performance in handling massive data. Deep Learning (DL) is a branch of machine learning, whose architecture is based on neural networks and more complex models. It has more hidden layers and loop structures, which endows it with stronger learning ability, adaptive ability, fault tolerance, autonomous reasoning ability, and generalization ability.

2. References. The Unified Power Flow Controller (UPFC) has gradually been put into current engineering applications due to its ability to quickly and independently control the active and reactive power of transmission lines, and adjust the distribution of system power flow. However, while UPFC brings many technological advantages, it also significantly increases the complexity of the power grid structure and operation mode, posing great challenges to the safe and stable operation of the power system. Therefore, studying the safety correction control of power systems containing UPFC is of great significance for ensuring the safe operation of the power grid.

At present, the conventional calculation methods for power system security correction are mainly divided into two categories, namely sensitivity based methods and optimization planning based methods. The sensitivity method generally ignores the influence of reactive power, so there is a lack of consideration for the reactive power control capability of UPFC in systems containing UPFC. In contrast, optimization planning methods can be better applied to scenarios with UPFC [4]. In summary, when considering the minimum number of adjustment components and the minimum adjustment amount as the optimization objectives for system safety correction, current research usually adopts the establishment of mixed integer nonlinear programming (MINLP) models, but these models are computationally complex and often accompanied by solveless situations. Therefore, how to improve traditional physical model based security correction methods and maximize the computational efficiency and convergence of security correction is the main problem currently facing research in this field [3].

In recent years, artificial intelligence has developed rapidly, and machine learning methods represented by deep learning have been widely favored in the field of power systems due to their ability to process large-scale data and high computational accuracy.

Song, Z. Z. J proposed a new adaptive learning deep belief network (ALDBN) with a series of growth and pruning algorithms to dynamically adjust its structure when extracting features using ALDBN. Specifically, a neuron growth algorithm considering individual and macro influences was designed to detect unstable hidden neurons, and a new hidden neuron was added around each unstable neuron to compensate for the shortcomings of local structure in feature extraction [14]. Huang, Q applies pumped storage hydropower (PSH), which can quickly track load changes, operate flexibly and reliably, balance system power, and minimize bus voltage deviation. In addition, in order to obtain the optimal control strategy for PSH, a deep reinforcement learning algorithm, namely a deep deterministic strategy gradient, is used to train the agent to solve the continuous transformation problem of the pumped storage hydroelectric wind solar (PSHWS) system [7]. Wen, T considered a multi-agent system based load frequency control method for multi-area power systems under false data injection attacks. This study can provide a better solution for load frequency control in multi region power systems under false data injection attacks. Firstly, an event triggering mechanism was introduced to determine which data should be transmitted in the controller to save limited network bandwidth. In addition, a network attack model was established using Bernoulli random variables. Then, the conditions for the system to maintain asymptotic stability under attack are given. Finally, the effectiveness of the theory proposed in this paper was verified through simulation [18].

In response to the problems existing in the traditional system mentioned above, the author proposes a design method for an intelligent mining system for low-voltage loads in power systems based on deep learning. This method can analyze the complex features hidden in low-voltage loads of high-voltage switchgear in detail,
and accurately mine low-voltage loads in power systems under complex monitoring task conditions.


3.1. System hardware structure design. The power system adopts advanced ARM+DSP dual CPUs, which receive three-phase current data collected by the power system monitor and send it to the station control service center through the IEC61850 protocol, achieving the remote monitoring function of the power system. The hardware structure of the system is shown in Figure 2.1.

(1) Adapter. The adapter is used to process the initialization information of the agent and achieve communication between the agent and the remote data collection system. This system includes the health status, location, and current system resources of each agent [11]. Each agent has an alias in the adapter, so the agent only needs to know its alias when communicating to determine where to run. Another function of this adapter is to decompose mining requests sent by UIA, and then send them separately to the corresponding DMA. After the mining process is completed, the results are directly merged and sent to UIA.

(2) Low voltage load monitor. The low-voltage load monitor is mainly used to monitor the insulation characteristics of the box, as shown in Figure 3.1.

From Figure 3.1, it can be seen that the online monitor is composed of a detection circuit, an IED, and an integrated information platform. It transmits partial discharge signals through high-frequency double shielded antennas, obtains as much discharge information as possible through the detection circuit, and can better suppress noise interference. Adopting a dual arm spiral high-frequency double shielded antenna, it can detect partial discharge signals in the 500-1500 MHz frequency band. Realize high-frequency dual shielding results through the IED display screen, and transmit the results to the integrated information platform through optical fiber to complete data monitoring.

(3) Server. The controller is designed using a dual CPU structure of ARM9 chip S3C2440A and TMS320F28335, with CAN network interface, RS-485 network interface, and RFID module set on the periphery. The IRIG-B code matching is used to provide accurate and unified time reference [2]. The high-voltage power system fully considers the impact of electromagnetic interference on equipment, and divides and isolates the power supply during the design of the power supply section. The server structure is shown in Figure 3.2.

As shown in Figure 3.2, the monitoring information is transmitted by the server to the intelligent switch through CAN bus or 485 bus. The intelligent identification unit identifies the information of the exchange device through RFID module and communicates with the service center according to the IEC61850 protocol to achieve remote monitoring function.
(4) *Power supply voltage.* Using a switching power supply module, the input AC 220 V is converted to DC 5 V, which is then converted to 3.3 V by the linear regulator chip MIC29502BU. Finally, by adjusting the chip LM1117, the 3.3 V voltage is converted to 1.5 V as the power supply. Due to the limitations of high-voltage conditions in the power system, the power supply of the monitoring device must be configured internally, using fixed energy sources such as batteries, which cannot guarantee the long-term operation of the system [5]. Therefore, a special current transformer has been designed, using permalloy as the iron core to ensure that the iron core generates high magnetic current when the excitation magnetic core is saturated at low current, thereby reducing the range of induced voltage variation, when the temperature of the busbar rises, based on the contact points and current characteristics of the circuit breaker, the principle of electromagnetic
induction monitoring is used to directly obtain the low-voltage power supply of the equipment from the circuit breaker contact plate or busbar.

(5) Mining Engine. Unlike general database queries, mining engines use data mining techniques to process databases, generating specific query sets from a specific set of objects, and automatically accessing the database based on the query sets, thereby mining hidden rules in the database. The mining engine focuses on the low-voltage load library and load information library of high-voltage switchgear, achieving data mining of low-voltage loads of high-voltage switchgear. Figure 3.3 shows the system structure of the mining engine.

The mining engine takes object, domain knowledge, and pattern information as inputs, and the system generates some random query data. These query data are used as input to the database model, and the system predicts and evaluates the returned results [6].

3.2. System software design. Due to the differences in current distribution across different voltage and active power datasets, which affect the accuracy of mining results, it can be replaced with the weights of the fully connected layer, and the layer connection weights can also be adjusted to retain or abandon the weight feature selection of some source networks, learn new network weights to achieve the goal of retaining both source domain information and absorbing target domain information, and improve the learning ability of the network [8]. The parameters of the non adjustable layer are directly transferred and fixed from the source domain network, while the fully connected layer is retrained using target domain data, replaced and added, eliminating fixed parameters in the network to reduce learning rate, and optimizing the network using target domain data. Based on the hardware structure design of the power system, the intelligent mining process based on the above analysis is shown in Figure 3.4.

In Figure 3.4, first preprocess the source and target domain data; Then, the original deep neural network model or the trained network structure and parameters are trained using source domain data to establish a source domain classification and prediction model [15]; Finally, by analyzing the maximum mean difference between the source domain and target domain data through MMD, the distribution distance is determined, and pre training and preprocessing are carried out to complete the construction of the data mining model. Assuming that $F$ is a continuous set of functions in the sample space, MMD can be expressed as:

$$\text{MMD}[F, p, q] = \sup_{f \in F} (E_p[f(x)] - E_q[f(y)])$$

(3.1)

Assuming $x$ and $y$ are datasets from distributions $p$ and $q$, and the size distributions of the dataset are $m$ and $n$, the MMD empirical values are estimated as follows:

$$\text{MMD}[F, x, y] = \sup_{f \in F} \left( \frac{1}{m} \sum_{i=1}^{m} f(x_i) - \frac{1}{n} \sum_{i=1}^{n} f(y_i) \right)$$

(3.2)
From equation (3.2), it can be seen that MMD depends on a given set of functions for a specific dataset. Under the same distribution of \( p \) and \( q \), based on the properties of MMD, MMD is \( O \), then it is required that \( F \) be sufficiently widespread. In order to improve the convergence speed of MMD empirical estimation, it is necessary to adjust the original network structure based on MMD to obtain a new target domain network structure, while selectively mining the parameters trained from the original network structure.

4. Experimental Results and Analysis. In order to verify the rationality of the design of an intelligent mining system for low voltage loads in power systems based on deep learning, experimental verification analysis was conducted.

4.1. Experimental environment settings. Applying the system to an airport substation in a certain city, taking the temperature of the three-phase temperature rise monitoring point in the power system as an example, the overall topology of the monitoring center is shown in Figure 4.1 for operation data monitoring from September 20, 2019 to September 24, 2019 [20].
4.2. Experimental data analysis. Under the normal operation of various sensors in the power system, real-time three-phase load monitoring data can be effectively obtained, as shown in Figure 4.2.

4.3. Experimental results and analysis. Compare and analyze the mining results of three-phase low-voltage loads in power systems using machine learning based data processing systems, numerical simulation based data processing systems, and deep learning based data mining systems, as shown in Figure 4.3a-c [13].

From Figure 4.3, it can be seen that the maximum difference between the load of phase A using machine learning based data processing system and the actual data is 5000 kVA at a time of 6 seconds; When the load of phase B is 10 seconds, the maximum difference between it and the actual data is 3000 kVA; The maximum difference between the load of phase C and the actual data is 3000 kVA at a time of 10 seconds [10, 1, 17, 9].

The load of phase A of the data processing system based on numerical simulation, at a time of 6 seconds, differs from the actual data by a maximum of 1000 kVA; When the load of phase B is 4 seconds, the maximum difference between it and the actual data is 2000 kVA; When the load of phase C is 8 seconds, the maximum difference between it and the actual data is 2000 kVA.

5. Conclusion. Verified the feasibility of applying deep learning to power system security correction. By using DNN to train and learn massive historical data, a node adjustment state recognition model with high accuracy was obtained. Greatly reducing the optimization space for node adjustment calculation, it is expected to provide good safety protection in the event of limit exceeding faults in large systems. The author has designed an intelligent mining system for low voltage loads in power systems based on deep learning. The intelligent power system not only has the functions of traditional power systems, but also has intelligent monitoring and fault diagnosis functions. It can complete corresponding operations when analyzing and processing the status of the power system locally, accurately mining low voltage loads, and laying the foundation for achieving intelligent control of power systems, however, its anti-interference function still needs to be strengthened, so future research should focus on this and strive to provide reference for relevant research in this field.
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Fig. 4.3: Comparison of data mining results for different systems


TARGET IMAGE PROCESSING BASED ON SUPER-RESOLUTION RECONSTRUCTION AND DEEP MACHINE LEARNING ALGORITHM

YANG LIN∗, PING ZHANG†, HE ZHANG‡, AND GUOPING SONG§

Abstract. In dictionary-based single-frame image reconstruction algorithms, dictionaries rely on the design of artificial shallow features and are limited in their ability to represent image features. Therefore, this paper proposes a high-accuracy reconstruction method based on deep learning feature dictionary. This algorithm first uses a deep network to learn high-resolution and low-resolution training example images with deep features; Then co-train the feature dictionary under the super dense framework of the sparse dictionary; Finally, a single low-resolution image can be input and a super-resolution reconstruction can be performed using a dictionary. From the theoretical analysis, the introduction of deep network to extract the deep-level features of the image and its use in dictionary training is more beneficial to complement the high-frequency information in the low-resolution image. Experiments show that the proposed method achieves the best results in terms of both the peak signal-to-noise ratio and the gradient energy function of the reconstructed images. This shows that compared with traditional interpolation methods and some deep learning methods, the proposed method can recover image details to a high degree while preserving the original image damage information. This proves that the subjective visual and objective evaluation indicators of the algorithm presented in this article are higher than those of the comparative algorithm.

Key words: Deep learning, Dictionary learning, Super resolution, Deep level feature extraction, Single frame image

1. Introduction. In the era of the Internet, information transmission is essential. The transmission methods include sound, video, images, text, etc. The importance of images in information transmission is self-evident. When computers process information, the source of images is generally composed of photographic equipment based on spatial sampling and quantized values [8]. The amount and credibility of information displayed in an image are closely related to its resolution. Image size refers to the number of pixels in an image, while resolution refers to the pixel density per unit. At the same time, the semantic information expression is more complete. The above information is a key element in a series of operations such as image analysis, processing, and classification. In the field of computer vision, image analysis and processing occupy an important position. Image classification, facial recognition, autonomous driving, etc all belong to the category of image processing, with the difference being that single frame and multi frame images have different processing speed requirements. But when doing image processing, a clear image is very important, and the image super-resolution here can be used as image preprocessing and other work to reconstruct clarity.

Image super-resolution reconstruction is the process of processing low resolution images through certain algorithms to obtain high-resolution or ideal resolution images. High resolution images, due to their higher pixel density, can display more detailed information and present finer image quality. Using more powerful photography equipment can help obtain higher resolution images, but as a result, costs cannot be effectively controlled. So the super-resolution algorithm plays a huge role in saving costs and obtaining high-resolution images [10].

At the same time, using high-resolution images for network transmission can cause problems such as slow transmission speed, network congestion, and even transmission failure. In this way, both the smoothness of task completion and user satisfaction cannot be solved. So we can use smaller low resolution images during transmission and restore them using super-resolution algorithms on the client side, which can greatly alleviate network pressure and compression costs. In addition, many industries use super-resolution algorithms for end-to-end image processing, and industries that require image information such as satellite and drone photography,
driving information collection, and medical examinations have high popularity of super-resolution algorithms [19]. For example, it is necessary to magnify confidential photos taken by spy satellites, distinguish distant object categories from front and rear car cameras, capture clear license plate numbers from intersection cameras, and capture details of distant scenery by photographers, all of which require image super-resolution technology. In addition, it can also help us deal with a series of problems such as noise interference and motion blur when using images collected through low-end equipment. From this, it can be seen that image super-resolution reconstruction has a wide range of applications and high value. While it brings help to various industries, it also has improvement and research value [1].

2. Reference. Super-resolution imaging technology, which aims to create a high-resolution image from a single low-resolution image or multiple low-resolution images, has become a useful tool for improving the accuracy of nuclear resonance imaging. Traditional image solvers often use translation methods such as bilinear translation, bicubic translation, and nearest neighbor translation. However, because the adjacent pixel values in the image are not constant, the image returned by the definition process is blurred [12]. Ultra-high-resolution multi-images can extract information from low-resolution multi-images to create high-resolution images, but the reconstruction process requires complex registration work, high time and space, and is not easy, which is not seen in practical applications.

Deep learning is one of the many learning machines that have made significant progress in ultra-high-resolution image processing, playing an important role in tasks such as object tracking, satellite imagery, and medical imaging. Deep learning involves training multiple image models, building a learning neural network, extracting correlations between high-resolution images and low-resolution images, and using this correlation graph to obtain the frequency information needed for updated images [14].

The main purpose of super-resolution images is to recover high-quality or high-resolution images from bad samples of low-quality or low-resolution images. In this research project, Muhammad, W proposed a new concept to reduce the number of redundant networks and improve operational speed, inspired by ResNet and Xception networks [13]. Fukami K et al. proposed a new method for data generation inspired by super-resolution and intermediate techniques using machine learning techniques to control recovery through spatio-temporal data flow. For the current machine learning based on updated data, we use neural network-based descending cross-connections/multiple models to integrate water mixture properties into their network structure [2]. The design of remote sensing surveys requires the use of special satellite images. However, these images may not be available at any time. Therefore, the modification method requires remote viewing of the image at that time. In this paper, Isa, SM proposed a machine learning model to transform Landsat-8 images into Sentinel-2 images. The inspiration for this model comes from the development of super-problem models based on deep learning. Studies have shown that the proposed model can predict Sentinel-2 images that are quantitatively and qualitatively similar to the original images [6].

In addition, multiple research groups have used different deep learning neural networks to perform three-dimensional virtual reconstruction of fluorescence microscope images to accurately locate the axial position of single molecules, or to better explore various life processes of cells through color separation processing of polychromatic images.


3.1. Related theories.

3.1.1. Principle and limitations of ScSR algorithm. At present, the Sparsecoding superresolution (ScSR) algorithm is the most classic among dictionary building and learning based superresolution algorithms. This algorithm uses a natural image library as the training dataset to train dictionary pairs \( D_h \) (High Resolution Dictionary) and \( D_l \) (Low Resolution Dictionary) that match high-resolution (HR) and low-resolution (LR) images; Then, for each input low resolution block \( y \), find its sparse representation coefficient \( \tilde{a} \) in \( D_l \), and the corresponding high resolution feature blocks based on \( D_h \), will be combined through these coefficients [9]; Finally, output high-resolution feature block \( x \). The reconstruction principle of this algorithm can be expressed as

\[
\tilde{a} = \min_a \| \tilde{D}a - \tilde{y} \|_2^2 + \lambda \| a \|_1
\] (3.1)
In the formula:
\[
\tilde{D} = \begin{bmatrix} FD_1 \\ \beta P D_h \end{bmatrix}, \tilde{y} = \begin{bmatrix} Fy \\ \beta \omega \end{bmatrix},
\]

\(D\) represents an overcomplete dictionary, \(F\) represents a feature extraction operator. Using coefficient \(\hat{a}\) and dictionary \(D_h\), the HR image block is obtained, which can be represented as
\[
x = D_h \hat{a}
\] (3.2)

By combining the HR image blocks of various buildings, the HR image can be calculated. However, the accuracy of the predicted HR image is related to the accuracy of the dictionary atoms involved in the super-resolution, and the key is whether the features of the extracted image describe the image pattern. In the ScSR algorithm, high-sensitivity features sensitive to the human eye are selected for image feature extraction and representation, and high-sensitivity features are extracted in the first step and the second step. The gradient operator is

\[
\begin{align*}
&f_1 = [-1, 0, 1] \\
&f_2 = f'_1 \\
&f_3 = [-1, 0, -2, 0, 1] \\
&f_4 = f'_3
\end{align*}
\] (3.3)

In the formula, \(f_1\) and \(f_3\) extract the horizontal gradient features \(f_2\) and \(f_4\) of the image, and extract the vertical gradient features of the image. The four gradient features are ordered as a vector based on the block features of the LR image. During the reconstruction of the over-resolved problem, the ScSR algorithm selects large gradient feature values as candidate dictionary atoms [4].

However, for some texture images with complex data sets, the change in texture gradient value is smaller than the edge pattern gradient value. If the atoms of the candidate dictionary are selected according to the above properties, the resulting dictionary will be focused on the edge structure and thus the structure of the building image. New and rare super-resolution images [5]. In addition, when there is a difference in image type between the super-resolution reconstruction image and the training set image, the candidate dictionary atoms are selected according to structure or the edge gradient value during super-resolution reconstruction is inappropriate phase, thus affecting the image quality of the super-resolution reconstruction. Therefore, the ScSR supersolving algorithm, which constructs a dictionary according to pseudo-rules, is based on a shallow dictionary, and the dictionary has some global constraints. Deep training of image models is a good way to improve the quality of reconstructed images to create a deep dictionary and improve image feature representation.

### 3.1.2. Deep learning feature dictionary

Features are an important factor in machine learning algorithms and have a decisive impact on the final model. If the training sample images have good feature expression ability, usually the computational model can obtain satisfactory results. In recent years, with the increasing complexity of target images, people have begun to pay attention to how to construct more efficient feature dictionaries to achieve more accurate descriptions of image edge information, rich textures, and geometric structures [7]. Deep networks can mine deep knowledge of data, extract deeper features of training sample images using deep networks, break through the limitations of artificial rule features, and improve the expression ability and adaptability of dictionaries.

Therefore, this paper combines the advantages of PCANet deep network and ScSR distributed dictionary algorithms to propose a high-resolution image restoration algorithm based on PCANet dictionaries. The image blocking algorithm is shown in Figure 3.1. In the training phase, it is estimated that the features of low-resolution and high-resolution images have similar expressions in their book translation. Then, a PCANet deep network is used to obtain the deep level features of the training sample images, and a pair of overcomplete feature word dictionaries \(D_h\) and \(D_l\) are obtained through dictionary joint training. Among them, \(D_h\) represents a high-resolution image feature dictionary, and \(D_l\) represents a low-resolution image feature dictionary [20].

In the super-resolution reconstruction stage, the PCANet method is also used to extract deep level features from low resolution images, solve for the sparse representation of each low resolution feature block in the
dictionary $D_l$ of the image to be super-resolved, and directly apply the sparse representation coefficient of the low resolution image feature block on $D_l$ to $D_h$, thereby obtaining the corresponding high-resolution image feature blocks, and ultimately achieving super-resolution reconstruction of the low resolution image. This algorithm uses PCANet deep network mining to train sample image features, which can obtain richer feature information than non deep networks. The deep level feature dictionary constructed on this basis also improves the expression ability of the feature dictionary, achieving effective improvement in the quality of reconstructed images [17].

3.2. Algorithm in this article.

3.2.1. Image preprocessing. Firstly, blur down sample $K$ high-resolution images in the training data, and then enlarge them to the same size as the high-resolution image corresponding to the high-resolution image, forming a training sample pair: $T = \{X_h, X_1\}$, where $X_h = \{x_{h1}^i\}_{i=1}^K$ is the high-resolution feature and $X_1 = \{x_{1i}^i\}_{i=1}^K$ is the low resolution feature. Then, calculate the blocking matrix for each training sample. Taking high-resolution training samples as an example, select a $k_1 \times k_2$ sliding window (usually a square window with a side length of 3, 5 or 7 pixels), and each $E \times E$ sized image will be transformed into $m \times n$ $k_1 \times k_2$ sized image blocks after extracting local features through the sliding window; Then average these $m \times n$ image blocks and complete the feature extraction operation for a single image. Perform the above operation on all $N$ high-resolution images to obtain a new data matrix $X$ with $N \times m \times n$ columns. Each column of the matrix represents an image block with a total of $k_1 \times k_2$ elements [11].

The $i$-th high-resolution training sample obtained can be expressed as equation (3.4), the block matrix of the overall high-resolution sample can be expressed as equation (3.5), and the block matrix calculation of the low resolution sample is the same as that of the high-resolution sample, expressed as equation (3.6).

$$\bar{X}_{hi} = [\bar{x}_{hi1}, \bar{x}_{hi2}, \ldots, \bar{x}_{himn}] \quad (3.4)$$
$$X_h = [\bar{X}_{h11}, \bar{X}_{h12}, \ldots, \bar{X}_{h1K}] \in \mathbb{R}^{k_1 \times k_2 \times K \times mn} \quad (3.5)$$
$$X_1 = [\bar{X}_{1111}, \bar{X}_{1112}, \ldots, \bar{X}_{111K}] \in \mathbb{R}^{k_1 \times k_2 \times K \times mn} \quad (3.6)$$

3.2.2. Feature extraction. Based on the above training sample matrix, PCANet feature extraction is performed, and this feature is used as the training sample feature in the ScSR model for PCANet feature
dictionary training. The PCANet deep learning network completes image feature extraction in three layers. Taking high-resolution training images as an example, a detailed feature extraction process is provided below.

(1) 1st layer. The first layer feature extraction process is the process of constructing a PCA filter and performing convolution, as shown in the first rectangular box (Firststage) in Figure 3.1. Assuming that the number of filters required in the i-th layer is \(L_i\), a series of standard orthogonal matrices are searched for to minimize the reconstruction error through equation (3.7). By extracting the eigenvectors corresponding to the first \(L_1\) maximum eigenvalues of the covariance matrix \(X_h\), a feature mapping matrix is formed, which is the PCA filter, as shown in equation (3.8).

\[
\min_{V \in \mathbb{R}^{k_1 \times k_2 \times L_1}} \|X_h - VV^T X_h\|^2_F \quad \text{S.T.} \quad V^T V = I_{L_1}
\]

(3.7)

\[
W_{hL}^1 = \text{mat}_{k_1k_2} (q_hL X_h X_h^T) \in \mathbb{R}^{k_1k_2} \quad L = 1, 2, \ldots, L_1
\]

(3.8)

Rearrange each column of the \(L_1\) feature vectors to obtain 1 patch, which results in an \(L_1\) of \(k_1 \times k_2\) window. Then, for each image, perform a convolution using these \(L_1\) windows [18]. The main information of the training sample image can be retained through the first layer PCA filter, represented as

\[
I_{hi}^L = I_{hi}^L \times W_{hL}^1 \quad i = 1, 2, \ldots, K
\]

(3.9)

(2) 2nd layer. The PCA mapping process of the second layer is shown in the second rectangular box (Secondstage) in Figure 3.1. Similar to the blocking operation of the sample image in the first layer, the output result of the PCA mapping in the first layer is used as the input of the second layer. Similarly, the matrix is subjected to block sampling, cascading, and zero averaging operations in the second layer, and the results are represented as follows

\[
Y_h^L = \left[\tilde{Y}_{h1}^L, \tilde{Y}_{h2}^L, \ldots, \tilde{Y}_{hK}^L\right] \in \mathbb{R}^{k_1k_2 \times K \times n}
\]

(3.10)

\[
Y_h = \left[\tilde{Y}_{h1}^L, \tilde{Y}_{h2}^L, \ldots, \tilde{Y}_{hK}^L\right] \in \mathbb{R}^{k_1k_2 \times K \times n}
\]

(3.11)

Similarly, the PCA filter consists of eigenvectors corresponding to the covariance matrix, and the filter is

\[
W_{hL}^2 = \text{mat}_{k_1k_2} (q_hL Y_h Y_h^T) \in \mathbb{R}^{k_1k_2} \quad L = 1, 2, \ldots, L_2
\]

(3.12)

Due to the presence of \(L_1\) filter kernels in the first layer, the second layer performs the same step of feature extraction for each feature output from the previous layer, resulting in \(L_1\) feature outputs. Finally, for each sample image, PCANet will output \(L_1 \times L_2\) feature matrices, as shown in equation (3.13). In terms of structure, the feature extraction process of the two-layer PCA is very similar, and PCANet can also be expanded into a deep network structure containing more layers as needed [3];

\[
O_{hi}^{L_2} = \{I_{hi}^L \times W_{hL}^2\}_{L=1}^{L_2}
\]

(3.13)

(3) Output layer. The output layer mainly targets each output matrix in the second layer, which is binarized to only contain integers 1 and 0. Then, the matrix is binarized and hashed, as shown in the formula:

\[
T_{hi}^L = \sum_{L’=1}^{L_2} 2^{L’-1} H \left( O_{hi}^{L’} \right) = \sum_{L’=1}^{L_2} 2^{L’-1} H \left( I_{hi}^L \times W_{hL}^2 \right) \quad L = 1, 2, \ldots, L_1
\]

(3.14)

In the formula, \(T_{hi}^L\) is the result of hash encoding of high-resolution training image features, \(2^{L’-1}\) is the transformation coefficient that causes each pixel value in the image to become a numerical value between 0 and 255. The function \(H(\cdot)\) is similar to a unit step function, which quantifies and increases the difference between each feature. Then, the above results are histogram encoded to complete PCANet feature extraction of a high-resolution sample image, and the extracted results can be represented as

\[
F_{hi} = \left[\text{Bhist} \left( T_{hi}^1 \right), \ldots, \text{Bhist} \left( T_{hi}^{L_1} \right) \right]^T \in \mathbb{R}^{(2^{L_1})L_1B}
\]

(3.15)
Similarly, it can be inferred that after the same steps as high-resolution training images, the PCANet feature $F_h$ of low-resolution training images can be represented as

$$F_h = \left[ \text{Bhist} \left( T_{li}^1 \right), \ldots, \text{Bhist} \left( T_{li}^{L_i} \right) \right]^T \in \mathbb{R}^{L_i \times B}$$  \hspace{1cm} (3.16)

In the formula, $F_{hi}$ and $F_{li}$ represent the feature extraction results of the sample image; Bhist represents the histogram encoding process; $B$ represents the number of segmented image blocks in the sample image [16].

3.2.3. Dictionary training. This article adopts a joint sparse encoding approach to train dictionaries under the ScSR framework. The goal of the algorithm is to obtain a pair of dictionary pairs $D_h$ and $D_l$ that can describe the complex features of the sample, so that the PSAllet features $F_{hi}$ and $F_{li}$ generated by $K$ on the image have the same sparse representation on $D_h$ and $D_l$, and $F_{hi}$ and $F_{li}$ have the same representation coefficients, i.e

$$\{D_h, a\} = \arg \min_{D_h, a} \|F_{hi} - D_h \cdot a\|^2_2 + \sum_{i=1}^K \lambda_i \|a_i\|_1$$  \hspace{1cm} (3.17)

$$\{D_l, a\} = \arg \min_{D_l, a} \|F_{li} - D_l \cdot a\|^2_2 + \sum_{i=1}^K \lambda_i \|a_i\|_1$$  \hspace{1cm} (3.18)

In order to ensure that high-resolution image features and low-resolution image features have the same sparse expression form regarding their respective dictionaries, a joint training strategy is adopted for equations (3.17) and (3.18), namely

$$\{D_h, a\} \arg \min_{D_l, D_h, a} \|F_{hi} - D_h \cdot a\|^2_2 + \frac{1}{M} \|F_{li} - D_l \cdot a\|^2_2 + \left( \frac{1}{N} + \frac{1}{M} \right) \sum_{i=1}^K \lambda_i \|a_i\|_1$$  \hspace{1cm} (3.19)

In the equation, $N$ and $M$ represent the dimensionality of rearranging the element values of high and low resolution feature image blocks into column vectors, respectively. $1/N$ and $1/M$ are used to balance the costs of $D_h$ and $D_l$ in equations (3.17) and (3.18). For convenience in solving, equation (3.19) is written as

$$\{D_c, a\} = \arg \min_{D_c, a} \|F_c - D_c \cdot a\|^2_2 + \sum_{i=1}^K \lambda'_i \|a_i\|_1$$  \hspace{1cm} (3.20)

$$D_c = \left[ \frac{\sqrt{N}}{\sqrt{M}} D_h \right], X_c = \left[ \frac{\sqrt{N}}{\sqrt{M}} F_h \right], \lambda'_i = \left( \frac{1}{N} + \frac{1}{M} \right) \lambda_i$$  \hspace{1cm} (3.21)

Equation (3.21) is solved using an iterative method. Firstly, by giving a dictionary $D_c$, solve for each pair of training sample data $F_{ci}$; The sparse representation coefficient $a_i$ on $D_c$ is obtained, resulting in a sparse representation matrix $a = \{a_i\}_{i=1}^K$. Finally, the dictionary $D_c$ is updated based on $a$.

3.2.4. Image reconstruction. After obtaining the high resolution and low resolution image feature dictionaries for $D_h$ and $D_l$, it is necessary to solve the classical optimization problem for each low resolution test image

$$\hat{a} = \min_a \|D\hat{a} - \tilde{y}\|^2_2 + \lambda \|a\|_1$$  \hspace{1cm} (3.22)

In the formula:

$$D = \left[ \frac{FD_l}{\beta P D_h} \right], \tilde{y} = \left[ \frac{FY}{\beta \omega} \right],$$

$F$ is the PCANet feature, $P$ is the overlap area between the current high-resolution image block and the reconstructed high-resolution image block. This strategy can reduce blocky effects, $\omega$ is the number of pixels.
in the overlap area, and $\beta$ measures the matching between the input low-resolution feature block and the high-resolution overlap area. Solve equation (3.22) to obtain the coefficient expression coefficient $\alpha$ for each low-resolution image, and apply it to $D_h$ to obtain the initial high-resolution feature information image $X_0 = D_h\alpha$. Solve the following optimization problem for $X_0$ to ensure that the final high-resolution image meets the reconstruction constraints, namely

$$X^* = \min_X \|HX - Y\|_2^2 + \lambda \|X - X_0\|_2^2$$ (3.23)

In the equation, $H$ is the image degradation operator ($H$ is related to the imaging process, and in this experiment, this operator only represents downsampling of the test image). By using the gradient descent method to solve equation (3.23), a super-resolution result image can be obtained.

### 3.2.5. Algorithm steps.
The algorithm in this article first extracts PCAdet features from low resolution images, and trains dictionaries based on these deep level features to achieve super-resolution reconstruction. The algorithm is shown below.

**Algorithm 1** Single frame image super-resolution reconstruction based on PCAdet feature dictionary

**Input:** Low resolution image $Y$, high and low resolution dictionary pairs $D_h, D_l$

**Output:** High-resolution image $X^*$

1. Perform 2x unsampling interpolation on low resolution images with $Y' = S(Y)$, where $S$ is the unsampling operator
2. Extracting PCANet Features $F_1$ from Low Resolution Images
3. Establish the relationship between dictionary $D_h, D_l$, and $F_1$ according to equation (3.22)
4. for $i = 1$ to $T$ do
   5. Calculate $\hat{a} = \min_a \|\tilde{D}1a - \tilde{y}\|_2^2 + \lambda \|a\|_1$ to obtain the sparsity coefficient $\hat{a}$ of the low resolution PCANet feature with respect to the low resolution dictionary $D_l$
   6. Based on the sparsity coefficient $\hat{a}$ and high-resolution dictionary $D_h$, estimate the feature information of high-resolution images as $X_0 = D_h\hat{a}$
   7. Synthesize the obtained high-resolution image feature information with the low-resolution image to obtain the initial super-resolution result image
5. end for
6. Using the gradient descent method, calculate $X^* = \min_X \|HX - Y\|_2^2 + \lambda \|X - X_0\|_2^2$. Obtain the super-resolution result image $X^*$ that is closest to the initial high-resolution image

### 4. Experimental Results and Analysis.

#### 4.1. Experimental dataset.
At present, there are few publicly available breast cancer MRI image data sets, so this experimental group has built a breast cancer MRI image data set. This dataset is provided by Liaoning Cancer Hospital and includes a total of 260 cases, including 17 male cases and 243 female cases, covering the age range of 32-78 years. In the experiment, CE3 images of patients were used, with a total of 48 slices per case. All black and poor quality slice images were removed from the slices, resulting in a self-built dataset of 1310 slices. The obtained image is downsampled using the bicubic downsampling method at a rate of 4 times, resulting in a low resolution image.

#### 4.2. Training details and parameters.
Before training, the images were standardized to accelerate the convergence speed of the network. During training, a low resolution image with a size of 128x128x3 was input, and the number of training sessions per batch was set to 4. The optimizer selected Adam and set the learning rate to $1 \times 10^{-4}$. The loss function was selected as Mean Absolute Error (MAE). The training process was conducted 1200 iterations, lasting approximately 34 hours. All experiments were conducted using the Keras framework on NVIDIA RTX2080 ti [15].
Table 4.1: Image subjective evaluation form

<table>
<thead>
<tr>
<th>Grade</th>
<th>Absolute measurement scale</th>
<th>Detail</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Excellent</td>
<td>The best in the group</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>Good</td>
<td>Better than the average in the group</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>Average</td>
<td>Group average</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Fair</td>
<td>Worse than the average in the group</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Poor</td>
<td>Worse in the group</td>
<td>2</td>
</tr>
</tbody>
</table>

4.3. Experimental results and discussion. After the training is completed, high-resolution images are downsampled 4 times to obtain low resolution images as test images. The low resolution images are then input into FSRCNN, EDSR, SRResNet, and the proposed network for testing. In addition to deep learning methods, the images are also subjected to bicubic interpolation. In order to qualitatively analyze the quality of image super-resolution, image quality was evaluated from both subjective and objective perspectives. Subjectively, the reconstructed image quality under different methods is evaluated based on the subjective evaluation table of the image. This evaluation method divides the image into 5 levels based on its relative and absolute quality, and the relative and absolute measurement scales of each level are shown in Table 4.1. According to this evaluation indicator, the volunteers rated the reconstructed images, and the results are shown in Figure 4.1. From Figure 4.1, it can be seen that compared to the images recovered by other methods, the reconstructed images by the proposed method are more in line with human subjective visual perception, and the restoration effect of image details and textures is better than other methods.

Objectively, PSNR and gradient energy values were selected as the main evaluation indicators. Figures 4.2 and 4.3, respectively represent the PSNR and gradient energy values of each image under different reconstruction methods. From Figures 4.2 and 4.3, it can be seen that the proposed model achieves the best results in peak-to-noise ratio and gradient power function of the reconstructed image. It shows that compared with traditional annotation methods and some deep learning methods, the proposed model can recover the maximum amount of image details while preserving the context information.

Figure 4.4a-c shows the comparison of the super-resolution reconstruction results PSNR, SSIM, and computational cost (Time) for each experiment. From the PSNR numerical results, the interpolation method has
Fig. 4.2: Comparison of PSNR values of various super-resolution reconstruction

Fig. 4.3: Comparison of energy gradient values of various super-resolution reconstruction

Fig. 4.4: Objective evaluation index of the reconstructed images by different methods
a mean PSNR of 32.17, the ScSR method has a mean PSNR of 35.12, and the algorithm in this paper has a mean PSNR of 38.24, which is the highest in experimental testing. From the time numerical results of ScSR and our algorithm, it can be seen that the mean time of ScSR method is 37.70, while the mean time of our algorithm is 263.21. Compared to this method, our computational cost is slightly higher. Through analysis, it can be seen that due to the stronger ability of the algorithm in extracting deep level features of images compared to general artificial rule features to capture image details, the scale of features involved in dictionary learning and reconstruction is larger, so the algorithm has a slightly longer running time than ScSR. However, from the above objective evaluation indicators PSNR, SSIM, and subjective visual effects, it can be seen that the obtained super-resolution image quality has significantly improved. Therefore, the algorithm in this paper still has certain advantages in overall efficiency.

5. Conclusion. In this paper, we present a new algorithm for super-resolution reconstruction of single-frame images based on deep learning feature dictionary. In this project, we propose a novel method based on depth feature, which uses high-resolution dictionary and low-resolution dictionary to improve the performance of texture and complex structure. Experimental results show that the method is effective in both subjective and objective assessment. Objectively, the SNR and the gradient energy function are the best. From a subjective point of view, the proposed approach improves the quality of the image. Both the edge profile and the internal organs can be seen clearly, which is closer to the original high-resolution image. It can be seen from the experiment that this method can make up for the disadvantages of long scan time and poor imaging quality in MRI equipment. Further work is needed to improve the training rate while maintaining super-resolution.
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TEXT SUMMARIZATION FOR ONLINE AND BLENDED LEARNING

MAHIRA KIRMANI∗ AND GAGANDEEP KAUR†

Abstract. Online learning text summarization is vital for managing the constant influx of online information. It involves condensing lengthy online content into concise summaries while retaining the original meaning and information. While several online summarization tools are available, they often fall short in preserving the underlying semantics of the text. In this paper, we introduce an innovative approach to online text summarization that strongly emphasizes capturing and preserving the semantics of the text. Our automatic summarizer leverages distributional semantic models to extract and incorporate semantics, producing high-quality online summaries. To evaluate the effectiveness of our online summarization system, we conducted experiments on a diverse range of online content. We employed ROUGE metrics, a popular evaluation method for text summarization, to assess our system’s performance. Additionally, we compared our results with those of four state-of-the-art online summarizers. The outcome of our study demonstrates that our online summarization approach, which integrates semantics as a fundamental feature, outperforms other reference summarizers. This conclusion underscores the significance of leveraging semantics in the context of online learning text summarization. Furthermore, our system’s ability to reduce redundancies in online content makes it a valuable tool for managing information overload in the digital age.

Key words: Text Summarization, Online Learning, Semantic Models, Digital Education, Semantic-enhanced Summarization

1. Introduction. In recent years, the proliferation of online and blended learning environments has revolutionized education, offering unprecedented flexibility and accessibility to learners worldwide. With the influx of digital content, ranging from educational materials to scholarly articles, the need for efficient information processing has become more pronounced than ever before. Text summarization, a transformative natural language processing (NLP) technique, emerges as a crucial solution to address the challenges posed by information overload in the context of modern learning paradigms. Text summarization involves the condensation of textual information while retaining its essential meaning and context. This process holds immense promise in enhancing the learning experience for both educators and students [21]. Educators can leverage summarization techniques to distill voluminous content into concise and digestible formats, facilitating better knowledge dissemination and promoting effective communication. Learners, on the other hand, can benefit from the succinct summaries that aid comprehension, retention, and revision.

The application of text summarization techniques in the realm of education introduces a multifaceted landscape of opportunities and challenges. Adaptation of these techniques to the unique characteristics of online and blended learning environments necessitates an in-depth exploration of the intersection between NLP, education, and technology. Factors such as the diversity of content types, varying levels of technical proficiency among learners, and the need for personalized learning experiences demand a nuanced approach to text summarization in this domain.

This paper embarks on a comprehensive journey to delve into the realm of text summarization tailored specifically for online and blended learning environments. We aim to investigate state-of-the-art methodologies, explore their potential applications, and evaluate their impact on enhancing educational practices. By scrutinizing the challenges that arise when applying these techniques to diverse educational contexts, we aspire to provide valuable insights into the design and implementation of effective text summarization systems.
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Through an amalgamation of NLP advancements, pedagogical insights, and technological innovations, we strive to pave the way for a more streamlined and efficient transfer of knowledge in online and blended learning settings. As we traverse the intricacies of text summarization’s integration into education, we anticipate that this study will contribute to the broader discourse on leveraging NLP techniques to reshape the landscape of modern learning, making it more engaging, accessible, and impactful for learners across the globe [42].

We aim to design a semantic text summarizer capable of summarizing English language learning material for online learning. Our summarizer uses distributional semantic models for summarization [34]. Through this, we endeavour to design a system that bridges the gap between semantic understanding and effective content summarization, ultimately contributing to a more efficient and impactful transfer of knowledge within digital learning ecosystems [15]. However, this fusion of semantic models and summarization is not without its challenges [36]. Adapting semantic understanding to the diverse subject matter, writing styles, and educational levels present in digital content requires careful consideration [35]. The intricate interplay between semantics and summarization mechanics demands sophisticated algorithmic approaches and robust model training.

Our proposed summarizer for online and blended learning text consists of the following steps:

(1) We use semantics as a feature for obtaining summaries of the learning material. The learning material is written in the English language, and we use general-purpose English language distributional semantic models to obtain semantics. These models are domain-independent and do not require any linguistic training. We use these models in a customized and novel way that transforms each sentence in the learning material into its semantic mappings. We call these semantic mappings as big-vectors. The big-vectors are thus our way of transforming text in the learning material into its corresponding semantic extension. Precisely, every sentence from the learning material is tokenized into words. These words are then fed to the semantic model to obtain a word vector for that particular word. The word vectors obtained in an individual sentence of text are concatenated to obtain a unified vector, which we call big-vector. Thus, we have its corresponding big-vector for each sentence in the learning material.

2) Next, we apply the k-means clustering algorithm to the big-vectors to obtain k semantic clusters.

3) We then apply our novel ranking algorithm to obtain ranks for each sentence in the clusters. Finally, the summary is obtained by choosing the top n-sentences.

We employ a range of evaluation metrics tailored to the educational context to assess the quality of generated summaries. Standard NLP metrics such as ROUGE (Recall-Oriented Understudy for Gisting Evaluation) are supplemented with domain-specific measures, including pedagogical value, coherence, and coverage of key concepts. We also introduce user-centric evaluations where learners provide feedback on the usefulness and comprehensibility of the generated summaries.

2. Related works. Integrating text summarization techniques within online and blended learning environments has garnered substantial attention from researchers and educators seeking to enhance content delivery and learner engagement. The 1950s saw the start of the automatic text summarization task [26]. It is now over half a century old and is still progressing because of the increased use of digital data. Luhn [26] unfolded the concept of how frequently occurring words can help determine important sentences. Then Edmundson [6] broadened Luhn’s approach by imparting several other features for indicating salient sentences: (a) Frequency/count of the word in the input text, (b) Frequency of the title terms in the sentence of the source document, (3) Position of the sentence, (4) Count of cue-phrases like “significantly,” “concluding” [6]. Researchers mostly focused on single and multi-document summarization using an extractive approach.

In the work [52], they proposed a domain-specific summarization approach that adapted extractive and abstractive methods to educational content, considering the unique vocabulary and discourse structures present in academic texts. Further [24] extended this work by introducing an extractive summarization method to generate concise summaries from online course discussions, enabling efficient review and knowledge acquisition. Semantic models, such as Word2Vec, GloVe, and BERT, have been integrated into summarization processes to capture contextual nuances and semantic relationships within text. The work of [23] explored the incorporation of BERT-based embeddings in abstractive summarization, resulting in summaries that reflect a deeper understanding of the original content’s meaning. The work [14] presented a personalized summarization system that adapts the level of detail in summaries based on students’ learning preferences and proficiency levels. This approach tailors summaries to provide an optimal learning experience by considering individual cognitive needs.
Modern educational environments often incorporate diverse media, such as text, images, and videos. In the paper [49], it is addressed this multimodality by proposing a method that combines textual and visual cues to generate comprehensive summaries of video-based educational content, enhancing learners’ comprehension and engagement. Also, [18] introduced an assessment framework that considers pedagogical value, coherence, and informativeness, ensuring that summaries are effective tools for knowledge dissemination and comprehension enhancement. Researchers like in the paper [16] have explored the ethical implications of relying on summarization in education. They emphasize the balance between efficient content delivery and fostering analytical thinking skills among students, thereby ensuring that summarization practices align with educational goals.

This paper [8] introduced LexRank, a graph-based summarization technique that uses lexical centrality to determine the salience of sentences. By representing the document as a graph and computing sentence-to-sentence similarity, LexRank identifies the most central sentences to form a coherent summary. This work marked an early step in leveraging semantic relationships between sentences for extractive summarization. The paper [2] conducted a comprehensive survey of various extractive summarization techniques, including those rooted in semantic approaches. This review highlights the significance of semantic understanding in improving the extraction of salient sentences, providing valuable insights into the state of the field and the diverse strategies used in semantic summarization. Furthermore, [41] demonstrated the effectiveness of pre-trained language models, like BERT, in text summarization. By fine-tuning these encoders on summarization tasks, they achieved state-of-the-art results, showcasing the power of semantic representation in generating abstractive summaries. In the paper [43] it is proposed a deep reinforcement learning approach for abstractive summarization. Their model generates summaries by iteratively selecting words using a neural network, emphasizing the significance of semantic relationships to create coherent and contextually meaningful abstractions.

Moving further [47] introduced the Transformer architecture, which has become a cornerstone for various NLP tasks, including summarization. Transformers utilize self-attention mechanisms to capture global semantic relationships, enabling a holistic understanding of the input text, and making them highly relevant for semantic summarization. In the paper, [44] proposed a neural attention model for abstractive summarization. This model assigns attention weights to different parts of the input text, thereby leveraging semantic relationships between words to generate coherent and concise abstractions. In their paper, the authors of [12] introduced a bottom-up approach to abstractive summarization, where the model constructs summaries by assembling phrases and sentences in a coherent manner. This technique leverages semantic understanding to build coherent summaries aligned with the input text. Also, [5] proposed a unified language model pre-training framework that captures both natural language understanding and generation tasks. This approach, centered on semantic learning, enhances the ability to comprehend and generate coherent summaries by exploiting the inherent semantic relationships in the data. The paper [45] introduced a pointer-generator network for summarization. This model combines extractive and abstractive strategies, allowing it to leverage semantic associations in the source text while generating abstractive summaries, thus achieving a balance between the two approaches. Taking this work further, [46] proposed a graph-based attentional neural model for abstractive document summarization. This approach employs a graph structure to capture semantic relationships between sentences and words, improving the coherence and informativeness of the generated abstractions.

In the paper [37], the authors reshaped the landscape of text summarization, redefining it as a symbiotic interplay between compactness, semantic fidelity, and meaningful content retention. Also, [4] uses a hybrid summarization approach, integrating semantic features, emotional nuances, and linguistic transformation, and holds significant promise in generating concise yet contextually rich summaries that encapsulate both informational content and emotional depth. The paper [40] introduces a new approach to automatic text summarization, utilizing NLP features and machine learning techniques for both extractive and abstractive summarization, along with a hybrid strategy that involves ranking sentences based on various features and transforming words for enhanced clarity and conciseness in the summary. ShortMail [20] is an email summarization system that utilizes state-of-the-art Semantic models and deep-learning techniques to efficiently generate concise email summaries, offering a potential solution to the time-consuming task of email consumption.

In Automatic Summarization of Lecture Videos for Learning by [33], this work focuses on summarizing lecture videos to create concise textual summaries that aid online learners. The system extracts key concepts and important insights from video transcripts to enhance the learning experience. In Enhancing E-Learning
with Automatic Text Summarization by [28], automatic text summarization is applied to educational course materials. The system generates summaries of course modules, making it easier for learners to grasp essential concepts and reduce reading time. In Summarizing Discussion Forums for Blended Learning Environments by [19], the research addresses the summarization of discussion forum threads in blended learning courses. By condensing lengthy discussions into concise summaries, participants can quickly access the main points of conversations. In Textbook Summarization for Adaptive Learning by [25], it is introduced a system that summarizes complex educational textbooks into shorter, more accessible versions. These summaries are tailored to the learner’s comprehension level, supporting personalized learning. In Summarizing Online Course Reviews for Decision-Making by [27], the text summarization techniques are employed to condense extensive online course reviews in this study. Prospective learners can benefit from concise overviews of course feedback. The paper Adaptive Summarization of Learner Feedback by [13] presents an adaptive feedback summarization system that processes learner-generated feedback in blended learning environments. Summaries of feedback help instructors focus on critical areas for improvement. In Real-time Summarization of Live Lectures by [50], an innovative research introduces a real-time lecture summarization system that generates concise summaries of ongoing live.

3. Methodology. The methodology underlying the development of an educational summarizer is a comprehensive and multi-faceted process orchestrated to distil the wealth of information found in online and blended learning environments into concise and digestible summaries. This approach proposes an extractive summarizer to summarize educational content. The proposed solution is promising to the challenges posed by the influx of educational content and the need to optimize learning experiences.

Text data is subjected to thorough preprocessing to remove noise, formatting inconsistencies, and irrelevant content, ensuring that the summarizer’s focus remains on the educational substance. To extract meaningful insights from the gathered content, the summarizer employs advanced semantic analysis techniques. These techniques include the use of word embeddings or pre-trained language models that can capture intricate semantic relationships between words and sentences. The crux of the educational summarization process lies in the extraction of key content. This entails identifying pivotal sentences and concepts that encapsulate the core information of each document. Techniques like keyword extraction, named entity recognition, and sentiment analysis are employed to prioritize content that holds significant educational value. We employ sentiment analysis to identify these words.

Maintaining the original structure and organization of the educational content is paramount. The summarizer identifies headings, subheadings, and other hierarchical structures to ensure that the generated summary reflects the original document’s flow and logical progression. This step enhances the usability of the summary by allowing learners to locate specific sections of interest quickly. Within this section, we delve into the intricacies of our automatic summarization model. This model is meticulously designed to harness the inherent semantics of text, seamlessly weaving them with stylistic and statistical features to craft an insightful summary. The architecture of this model is thoughtfully illustrated in Figure 3.1, encapsulating its fundamental working dynamics. To commence, our proposed approach unfolds in a series of well-defined steps. Firstly, a compre-
hensive preprocessing of the input text takes place, encompassing text normalization and the eradication of inconsistencies. This preliminary stage lays the groundwork for subsequent semantic analysis by ensuring a coherent and clean dataset. The crux of our approach revolves around the extraction of semantic nuances from the text. To this end, we employ Distributional Semantic Models, enabling us to capture intricate semantic relationships between words and sentences. This sophisticated understanding of context allows us to distil the essence of the text’s meaning, thus forming a pivotal feature for summarization. In our quest to create a coherent and informative summary, we deploy clustering techniques. These techniques group sentences with similar semantic underpinnings into common clusters. This clustering process enhances the summary’s coherence by maintaining a logical flow of ideas while condensing them. Navigating further, we introduce a ranking algorithm that assesses sentences within each cluster. This algorithm assigns scores to sentences based on a multitude of factors, thus enabling the identification of pivotal sentences that encapsulate the essence of each cluster’s content. To optimize the summarization process, we execute a score normalization step. This normalization enhances the comparability of scores across clusters and paves the way for the effective extraction of sentences that hold paramount significance.

Collectively, these steps coalesce to yield a cohesive and well-structured summary. The interplay of semantic understanding, clustering, ranking, and normalization within our model ensures that the resulting summary aptly encapsulates the core ideas of the input text, making it a valuable asset in the realm of automatic summarization.

3.1. Preprocessing. The preprocessing phase serves as the foundational step in our system, aiming to rectify inconsistencies within the data and render it normalized for subsequent processing. This critical phase is initiated upon the data’s ingestion into our summarizer, whereby it is subjected to a series of operations that ready it for the summarization algorithm.

The following key steps constitute our preprocessing approach:

**Removing URLs:** URLs embedded within the input document are systematically stripped away through the preprocessing module. This step eradicates extraneous web links that do not contribute to the summarization task.

**Lower Case:** Consistency in the case is enforced by converting all text in the input document to lowercase. This uniformity minimizes discrepancies stemming from variations in text casing.

**Stop-word Removal:** Recognizing the insignificance of stop-words in the context of summarization, our preprocessing module eliminates these words. The removal is executed using the Stanford Core NLP package.

**Tokenization:** Each sentence in the input document is segmented into individual words during the tokenization process. This breakdown into words facilitates subsequent processing, enhancing the granularity of analysis. Tokenization is performed using the Stanford Core NLP package [29].

**Lemmatization:** Lemmatization is a text normalization technique used in Natural Language Processing (NLP). It’s used to identify word variations and determine the root of a word. Lemmatization groups different inflected forms of words into the root form, which have the same meaning. For example, a lemmatization algorithm would reduce the word “better” to its root word, or "lemme" or "good". The words extracted during tokenization are then transformed into their base or root form through lemmatization, ensuring consistency and aiding in subsequent analysis. This step is facilitated using the Stanford Core NLP package [29].

This preprocessing phase lays the groundwork for effective summarization, refining the input data into a coherent and standardized format, ready for further semantic analysis and extraction of meaningful content.

3.2. Capturing Semantics Using Distributional Semantic Models. The cornerstone of our approach lies in capturing the intrinsic semantics of text, which serves as a pivotal feature for our summarization model. To achieve this, we leverage the prowess of Distributional Semantic Models. These models are selected for their generic nature and their independence from lexical and linguistic analysis. Furthermore, they do not rely on external sources for semantic information, rendering them versatile and self-contained.

Distributional Semantic Models operate on the premise of the distributional hypothesis, positing that words that appear in similar contexts share similar meanings. This hypothesis serves as the foundation for constructing semantic embeddings by statistically analyzing word co-occurrences within contexts. Consequently, words are mapped into high-dimensional real-valued vectors, known as word embeddings or word-vectors. The geometric
properties of these vectors in higher-dimensional spaces provide syntactic and semantic insights. Close proximity between word-vectors indicates syntactic and semantic similarity.

In our quest to harness distributional similarity, we employ the Word2Vec model [32]. This model operates as a two-layer neural network that processes text, generating feature vectors for words. Word2Vec is trained as a vector space representation of terms, utilizing either the skip-gram or continuous bag of words (CBOW) architectures. In our approach, we opt for the skip-gram model, which predicts context words given a target word.

We utilize a pre-trained Word2Vec model that has been trained on the GoogleNews dataset. This pre-trained model embodies the semantic relationships extracted from a vast corpus of textual data. A novel aspect of our approach lies in the introduction of "Big-vectors" for measuring semantic similarity, building on the concept of word similarity. These Big-vectors are formulated by concatenating the top $m$ semantically similar words obtained from the pre-trained Word2Vec model for each word in a sentence.

Consequently, we form Big-vectors for every sentence in the document, capturing a richer semantic representation. These Big-vectors are of varying sizes due to differing sentence lengths, which we address by padding shorter sentences and truncating longer ones to ensure uniformity. This approach capitalizes on the distributional hypothesis and semantic embeddings, laying the groundwork for our semantic-driven summarization process. Figure 3.2 shows the process graphically.

3.3. Clustering. With semantically enriched sentence representations in the form of Big-vectors at our disposal, the next step is to cluster these representations to group together sentences that exhibit similar semantic content. This clustering process serves as a crucial intermediary step before ranking and summarization.

To accomplish this, we employ the K-means clustering algorithm [17], a widely utilized approach for grouping data points based on similarity. In our case, the data points are the vectorized Big-vectors derived from the semantically enriched sentences. The K-means algorithm takes these vectorized representations as input and proceeds to partition them into distinct clusters, where each cluster is characterized by its internal homogeneity in terms of semantic content.

To facilitate the clustering process, we vectorize the Big-vectors using both Term Frequency-Inverse Document Frequency ($TFIDF$) and token weights. This transformation enables the K-means algorithm to operate on a numerical representation of semantic content. Once vectorized, these Big-vectors are inputted into the K-means algorithm, which iteratively calculates the centroids of clusters and assigns data points to the closest centroid.

As a result of this process, semantically similar sentences gravitate towards the same cluster, fostering the creation of distinct groups that encapsulate specific themes or concepts. This clustering step is pivotal in establishing the foundation for the subsequent ranking and extractive summarization, ensuring that sentences with common semantic attributes are grouped together for further analysis.

3.4. Ranking Algorithm. The crux of our summarization process lies in the implementation of a novel ranking algorithm, which plays a pivotal role in identifying and extracting the most pertinent sentences from each clustered group. Our ranking algorithm capitalizes on a multitude of statistical features to assess sentence importance, thereby facilitating the generation of a coherent extractive summary.

The key components of our ranking algorithm encompass a range of critical statistical features:

- **Sentence Length**: Drawing inspiration from the work of Edmundson [7], we acknowledge that the length of a sentence is directly proportional to its importance. Accordingly, our summarizer employs sentence
Table 3.1: Scores of Ranking Algorithm on Example Sentences

<table>
<thead>
<tr>
<th># Sentences</th>
<th>TF-IDF</th>
<th>Token weight</th>
<th>Cosine</th>
<th>Sen-length</th>
<th>Proper-nouns</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 It was a sunny morning and both of us were on the sides of long narrow</td>
<td>0.369</td>
<td>0.71</td>
<td>0.141</td>
<td>0.035</td>
<td>0.025</td>
<td>0.719</td>
</tr>
<tr>
<td>endless sunshine meadows.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Although metaphorical, but nonetheless satisfying, to say the least.</td>
<td>0.150</td>
<td>0.96</td>
<td>0.128</td>
<td>0.029</td>
<td>0.005</td>
<td>0.325</td>
</tr>
<tr>
<td>3 I have come a long way to the position I am in currently.</td>
<td>0.341</td>
<td>0.35</td>
<td>0.141</td>
<td>0.043</td>
<td>0.0</td>
<td>0.539</td>
</tr>
<tr>
<td>4 Alas! But that is the hard truth of one's life.</td>
<td>0.179</td>
<td>0.07</td>
<td>0.122</td>
<td>0.015</td>
<td>0.003</td>
<td>0.316</td>
</tr>
</tbody>
</table>

length as a statistical feature to quantify sentence significance. The length of a sentence $s_i$ is measured as the number of words post-preprocessing.

- **Sentence Position**: The position of a sentence within a document has been acknowledged as a determining factor of its significance [30]. Following this rationale, our ranking algorithm integrates sentence position as a crucial feature. Akin to the observations of Baxendale [3], we assert that the initial and concluding sentences are of particular importance. The sentence position score $s_p^i$ for the $i^{th}$ sentence within the document $S$ is calculated as:

$$s_p^i = 1 - \frac{s_i - 1}{|S|}$$

where $|S|$ signifies the total number of sentences within the document.

- **Frequency (TF-IDF)**: Acknowledging the significance of Term Frequency-Inverse Document Frequency ($TF-IDF$) as a feature indicative of term importance, we integrate it into our ranking algorithm. This measure is a powerful indicator of salient terms within the document and consequently contributes to identifying important sentences. The $TF-IDF$ score of a sentence $s_i$, denoted as $s_{tf}^i$, is calculated as the sum of the $TF-IDF$ scores of its constituent words.

- **Noun Phrase and Verb Phrase**: Recognizing that sentences containing noun and verb phrases carry substantial weight [22], our ranking algorithm employs the identification of these phrases to determine sentence importance. Utilizing the Stanford POS tagger [29], we extract noun and verb phrases and subsequently compute the Noun Verb Counter (NVC) for each sentence. Higher NVC counts correspond to higher sentence ranks [38].

- **Proper Noun**: Proper nouns, which directly reference subjects, signify sentence importance [9]. Our ranking algorithm leverages this insight by bestowing higher ranks upon sentences containing proper nouns. Proper nouns are detected using the Stanford POS tagger.

- **Aggregate Cosine Similarity**: Capitalizing on cosine similarity’s ability to quantify relatedness between documents, our ranking algorithm integrates this metric. By calculating cosine similarities between sentences, our approach gauges their semantic similarity. The average cosine similarity score $s_c^i$ for the $i^{th}$ sentence is computed as the mean cosine similarity with all other sentences.

- **Cue-Phrases**: Acknowledging the interconnectivity of sentences through cue phrases, our ranking algorithm attributes significance to sentences with cue phrases. A cue phrase at the start of a sentence indicates its dependency on the preceding sentence, rendering it essential for inclusion in the summary.

By amalgamating these diverse statistical features, our ranking algorithm evaluates the importance of sentences within each cluster, yielding scores that facilitate effective sentence extraction for the extractive summary. The normalization and aggregation of these scores culminate in a comprehensive ranking system that underpins our summarization process.

Moreover, to arrive at a comprehensive assessment of each sentence’s significance, the individual normalized scores are aggregated, resulting in a total score for each sentence. An illustrative example of this scoring process is presented in Table 3.1, showcasing sample sentences alongside their corresponding scores.

An intriguing facet of our approach involves the identification of connecting words such as moreover, however, but, because, and others. Sentences commencing with these connecting words inherently rely on the
preceding sentence to convey a complete meaning. Consequently, if a sentence initiated by a connecting word is selected for inclusion in the summary, the preceding sentence is automatically incorporated, regardless of its rank. This provision ensures the coherence and contextuality of the extractive summary [39].

Once the ranking algorithm assigns scores to each sentence within each cluster, sentences with the most favourable ranks are earmarked as potential candidates for the extractive summary. These select sentences, deemed to be the most salient in their respective clusters, are amalgamated to formulate the extractive summary.

A distinctive and pioneering feature of our summarization system revolves around redundancy elimination. Our approach detects instances wherein two sentences convey similar meanings but are phrased differently. In these scenarios, our system eradicates such redundant sentences, preventing the summary from being cluttered with repetition. This is particularly crucial for summarizing lengthy textual documents, where authors often reiterate ideas using distinct phrasings. Despite receiving high-ranking scores, our system discerns semantic similarity and strategically omits such repetitions from the summary. We remove one of the semantically similar sentences based on the sentence position feature. The sentence which is placed higher in the original text is retained. This attribute enhances the quality and coherence of the generated summary, delivering a concise and information-rich overview of the document’s content.

Algorithm 1 explains the working of the system.

### Algorithm 1 Summarizing Algorithm

**Result:** Summary of input document

**Input:** Document (d)

**Output:** Summarized Document (SD)

Let \( d \) is the input document having \( S \) sentences

\[
S = \{s_1, s_2, \ldots, s_n\} \quad // \text{sentence sequence of } d
\]

for all \( s_i \in S \) do

\[
W \leftarrow \text{Tokenization}(s_i)
\]

where \( W = \{w_1, w_2, w_3, \ldots, w_n\} \)

for all \( w_j \in W \) do

\[
V_j \leftarrow \Phi(W_j)
\]

end for

\[
BV_i = V_1 \oplus V_2 \oplus \cdots \oplus V_{|W|}
\]

end for

Let \( V = v_1, v_2, \ldots, v_n \) be vectors of \( BV \)

for all \( v_i \in BV \) do

\[
BV_i \leftarrow \text{Vectorize}(v_i)
\]

end for

\[
k\_clusters = \text{k\_Means\_Clustering}(BV_i)
\]

\[
n\_extracts = \text{Ranking}(k\_clusters)
\]

\[
SD = \text{Join } n\_extracts
\]

4. Experimental Setup and Results. This section delineates the experimental framework employed to evaluate the efficacy of the proposed algorithm and subsequently presents the attained results.

4.1. Dataset. To comprehensively evaluate the performance of our proposed algorithm, we utilize the main task benchmark dataset from the Document Understanding Conference ¹ (DUC-2007). This dataset, drawn from the ACQUAINT corpus [48], is a prime choice for evaluation due to its established relevance in the automatic text summarization domain. The DUC series, initiated by the National Institute of Standards and Technology (NIST) in 2001, serves as an invaluable resource for assessing automatic text summarizers.

The DUC-2007 dataset comprises news articles sourced from prominent outlets such as the New York Associated Press and Xinhua News Agency. With a diverse collection of 45 distinct topics, each topic is accompanied by a set of 45 relevant documents. Moreover, for each topic, NIST assessors have meticulously curated four reference summaries, each approximately 250 words in length. These reference summaries are deemed the ground truth against which the performance of automatic text summarizers is evaluated.

4.2. Experiments and Results. The proposed algorithm was subjected to rigorous experimentation using the DUC-2007 dataset. Through these experiments, we sought to quantify the summarization efficacy and compare our algorithm’s performance against other state-of-the-art summarization techniques. The primary evaluation metric employed is the ROUGE score, a widely accepted measure in the field of automatic text summarization.

Upon thorough experimentation and evaluation, our algorithm exhibited commendable performance. The ROUGE scores, signifying the quality and coherence of the generated summaries, demonstrated notable improvements over existing summarization techniques. The incorporation of semantic features, alongside the innovative ranking algorithm and redundancy elimination strategy, collectively contributed to the enhanced performance observed.

Detailed analysis and comparison of the experimental results, bolstered by extensive ROUGE scores, are presented in subsequent sections, providing a comprehensive assessment of our algorithm’s effectiveness in producing high-quality summaries that preserve the document’s semantics and underlying meaning.

4.3. Baselines. Our proposed approach was rigorously benchmarked against state-of-the-art baselines, encompassing a diverse set of summarization techniques:

1. **OPINOSIS [11]**: This graph-based summarization framework is renowned for generating concise, yet informative, abstractive summaries. OPINOSIS excels in identifying critical opinions conveyed within a document. It utilizes a word-graph data structure to represent the input text, iteratively traversing the graph to distil meaningful summaries.

2. **Gensim [1]**: Employing the TextRank algorithm [31], Gensim’s summarizer is built upon a graph-based ranking framework. The algorithm gauges sentence importance via iterative computations, leveraging global graph dynamics. The ranking process involves voting, where vertices receive votes based on linkages with other vertices, ultimately shaping the summary.

3. **PKUSUMSUM [51]**: PKUSUMSUM is a versatile Java summarization platform supporting multiple languages and integrating ten distinct summarization methods. Its robustness, support for different summarization tasks, and various methods, including Centroid, LexPageRank, and TextRank, make it a suitable reference system for evaluation. We utilized the single-document summarizer with the LexPageRank method for our evaluation.

4. **PyTextRank**: A graph-based summarization method that generates summaries by harnessing feature vectors. A Python implementation of a TextRank algorithm variation, PyTextRank excels in creating text summaries through graph algorithms rather than feature vector extraction. It efficiently constructs summaries by capitalizing on TextRank’s inherent strengths in capturing semantic relationships.

These baselines represent a spectrum of summarization techniques, each with its unique approach to generating summaries. The comprehensive evaluation of our proposed approach against these baselines provides valuable insights into its performance, highlighting the distinctive advantages of our algorithm in capturing and preserving semantics for enhanced summarization outcomes.

4.4. Summarization Evaluation. To comprehensively evaluate the summarization performance, we followed a systematic process for each topic in the DUC-2007 dataset. Specifically, we amalgamated the 45 relevant documents associated with a given topic into a unified document. Subsequently, we applied our proposed approach and the baseline methods to generate summaries for each topic.

To ensure a comprehensive evaluation, we generated summaries of varying lengths. Specifically, we produced shorter and more extensive summaries by constraining them to 25% and 50% of the original input document, respectively. This approach allows us to assess the summarization algorithm’s adaptability to different summary lengths, providing a nuanced perspective on its performance across diverse summarization scenarios.

For our evaluation, we employed the widely recognized ROUGE (Recall-Oriented Understudy for Gisting
Table 4.1: Averaged Summarization Results of 25% Summary Length

<table>
<thead>
<tr>
<th>Metric</th>
<th>Rouge Type</th>
<th>Prop. Appr</th>
<th>Gensim</th>
<th>OPINOSIS</th>
<th>PKUSUMSUM</th>
<th>PyTeaser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr</td>
<td>ROUGE-1</td>
<td>0.34</td>
<td>0.05</td>
<td>0.19</td>
<td>0.10</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.17)</td>
<td>(0.007)</td>
<td>(0.016)</td>
</tr>
<tr>
<td></td>
<td>ROUGE-2</td>
<td>0.07</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.08)</td>
<td>(0.058)</td>
</tr>
<tr>
<td></td>
<td>ROUGE-L</td>
<td>0.20</td>
<td>0.05</td>
<td>0.05</td>
<td>0.10</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.07)</td>
<td>(0.01)</td>
<td>(0.024)</td>
</tr>
<tr>
<td></td>
<td>ROUGE-SU4</td>
<td>0.13</td>
<td>0.03</td>
<td>0.09</td>
<td>0.05</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.02)</td>
<td>(0.014)</td>
<td>(0.096)</td>
<td>(0.007)</td>
<td>(0.016)</td>
</tr>
</tbody>
</table>

| Rec    | ROUGE-1    | 0.34       | 0.84   | 0.07     | 0.74      | 0.120    |
|        |            | (0.10)     | (0.14) | (0.02)   | (0.05)    | (0.024)  |
|        | ROUGE-2    | 0.08       | 0.44   | 0.01     | 0.28      | 0.701    |
|        |            | (0.04)     | (0.11) | (0.01)   | (0.06)    | (0.080)  |
|        | ROUGE-L    | 0.20       | 0.47   | 0.05     | 0.49      | 0.369    |
|        |            | (0.04)     | (0.18) | (0.07)   | (0.04)    | (0.075)  |
|        | ROUGE-SU4  | 0.14       | 0.52   | 0.02     | 0.39      | 0.275    |
|        |            | (0.15)     | (0.11) | (0.04)   | (0.05)    | (0.081)  |

| Fs     | ROUGE-1    | 0.33       | 0.09   | 0.08     | 0.17      | 0.046    |
|        |            | (0.06)     | (0.05) | (0.11)   | (0.01)    | (0.020)  |
|        | ROUGE-2    | 0.07       | 0.01   | 0.01     | 0.17      | 0.163    |
|        |            | (0.03)     | (0.01) | (0.02)   | (0.02)    | (0.079)  |
|        | ROUGE-L    | 0.20       | 0.09   | 0.07     | 0.17      | 0.075    |
|        |            | (0.03)     | (0.02) | (0.08)   | (0.02)    | (0.033)  |
|        | ROUGE-SU4  | 0.13       | 0.05   | 0.03     | 0.09      | 0.056    |
|        |            | (0.03)     | (0.01) | (0.04)   | (0.01)    | (0.023)  |

Evaluation) automatic summarization evaluation toolkit [10]. This toolkit offers a suite of metrics tailored for evaluating the effectiveness of automatic summarization techniques. ROUGE facilitates comparisons between summaries at various levels of granularity, resulting in four distinct types of ROUGE metrics: ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU4.

- ROUGE-1 and ROUGE-2 measure coherence by employing unigrams and bigrams, respectively, to gauge the similarity between the system-generated summaries and the reference summaries. - ROUGE-L utilizes the Longest Common Sub-sequence (LCS) at the summary level to assess the coherence between the reference and system-generated summaries. - ROUGE-SU4 employs both skip-grams and unigrams to evaluate the coherence between the summaries.

For the evaluation, we compared the summaries generated by our proposed approach and the baseline methods against the ground truth using various ROUGE metrics, measuring precision (Pr), recall (Re), and F-score (Fs). The averaged metrics across all 45 topics are presented in Tables 4.1 (for 25% summary length) and 4.2 (for 50% summary length).

The summarization experiment results showcase that our proposed system outperforms the state-of-the-art baselines in terms of precision and F-score. Specifically, the macro-average precision values for ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU4 were 34%, 7%, 20%, and 13%, respectively. Correspondingly, in the case of F-scores, the macro-averages recorded for 25% summary length are 33%, 7%, 20%, and 13%. These results substantiate the competitive efficacy of our proposed algorithm.
Moreover, the superiority of our proposed approach is evident in the case of 50% summary length as indicated in Table 4.2. In this scenario, our summarizer achieves F-scores higher than the baseline systems except for PyTextRank in the context of ROUGE-2. Additionally, the recall values, as expected, tend to increase with longer summary lengths, although they are still lower than those of PKUSUMSUM. This conclusion validates that incorporating semantic features enables our system to produce superior summaries.

For a visual representation of the results, Figures 4.1 and 4.2 depict the F-scores of our proposed system and the baseline systems. The figures clearly demonstrate that our proposed approach consistently generates higher-quality summaries in comparison to the baselines.

4.5. Statistical Analysis of Results. In addition to our comprehensive experimental evaluations, we conducted statistical paired samples t-tests to rigorously assess the significance of the differences between our proposed method and the baseline techniques. The paired t-test is a powerful statistical tool designed for small sample sizes, where each observation in one sample is directly paired with a specific observation in another sample, enabling us to draw meaningful conclusions. From our extensive experiments, it is evident that our proposed model, employing four distinct sentence selection strategies, consistently outperforms the baseline algorithms on both Hindi and English datasets. We conducted a thorough statistical significance test to ascertain whether these superior results are a matter of chance or indeed statistically significant. In this analysis, we set a significance level of 5%, corresponding to a confidence level of 95%, while our sample size remained at 30.
5. Conclusion and Future Work. In summary, this paper introduces a novel text summarization technique that relies on the distributional hypothesis to capture the semantic essence of textual content, thereby enhancing the quality of generated summaries. Our approach places a strong emphasis on semantics, a key feature resulting in improved summarization outcomes. Through rigorous evaluation and comparative analysis, we’ve demonstrated that our proposed technique consistently outperforms baseline methods in terms of precision, reliability, and scalability. Key takeaways from our work include:

1. **Semantic Feature Significance**: The incorporation of semantic features as a central element in summarization significantly improves the accuracy of generated summaries. By focusing on semantics, our approach extracts pertinent and coherent information, resulting in more precise summaries.
2. **Comprehensive Feature Fusion**: We’ve shown that combining semantic features with other relevant attributes contributes to the consistent generation of high-quality summaries. This fusion of diverse features enables summaries to capture the original text’s overall context and specific details.
3. **Distributional Semantic Hypothesis**: Leveraging the distributional semantic hypothesis yields favourable outcomes in summarization. This approach taps into the inherent meaning of words based on their contextual usage, leading to enhanced summarization performance.

Looking ahead, our research opens several promising avenues for further investigation:

1. **Multiple Semantic Models**: Exploring the integration of multiple distributional semantic models could enable us to capture semantics at a more granular level, providing a deeper understanding of text content.
2. **Advanced Ranking Algorithms**: Enhancing ranking algorithms by incorporating additional seman-
tic features has the potential to improve the summarization process further. Identifying and utilizing novel semantic attributes may lead to better sentence selection.

3. Diverse Dataset Evaluation: Extending the evaluation of our technique to various datasets will offer a more comprehensive assessment of its generalizability and robustness across different text types.

In conclusion, our proposed summarization approach represents a valuable contribution by harnessing semantics to elevate the quality of generated summaries. This work paves the way for more sophisticated and nuanced approaches to automatic text summarization, addressing the ever-growing need for efficient information extraction and content condensation.
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THE EFFECTS OF INTEGRATED FEEDBACK BASED ON AWE ON ENGLISH WRITING OF CHINESE EFL LEARNERS

MEI LIU∗ AND CHANGZHONG SHAO†

Abstract. Through a two-semester experiment on the English writing of 64 Chinese EFL learners, this study examines the effects of three types web-based feedback (automatic feedback (AF), automatic feedback with teacher feedback (TF), automatic feedback with peer feedback (PF)) based on Pigai website. The results show that all the three modes of feedback can promote the writing of the English as Foreign Language (EFL) learners with different English proficiency ((high level: $F = 2.672, P = .132$; low level: $F = .388, P = .766$). The results also reveal that there is a significant difference in the high-level group between the automatic feedback + peer feedback group and the automatic feedback group ($I - J = -6.636, P = .000$) as well as between the automatic feedback + teacher feedback group and the automatic feedback group ($I - J = -6.220, P = .001; I - J = -5.100, P = .001$), which indicate that automatic feedback + manual feedback (PF+TF) can promote the improvement of high-level learners’ English writing more than single AF. In the low-level group, between the AF + PF group and the AF group ($I - J = -1.221, P = .925$) and between the AF + TF group and the AF + PF group ($I - J = 6.227, P = .097$). There is no significant difference, but there is a significant difference between the AF group and the AF + TF group ($I - J = -5.122, P = .032$), indicating that AF + TF is of great help in improving the English writing of low-level English learners.

Key words: integrated feedback; automated writing evaluation (AWE); English writing; Pigai website

1. Introduction. Since the 1990s, feedback has been an important research topic in the field of second language acquisition, with the effectiveness of writing feedback being an important topic in second language writing feedback research [41, 42, 13, 24, 30]. In existing empirical studies, comparing the effectiveness of different feedback is a hot topic in writing feedback research [6, 7]. As Huisman et al. (2019) found, there was no significant difference in the impact of peer feedback (PF) and teacher feedback (TF) on students’ writing performance. Thirakunkovit & Chamcharatsri [40] found that TF has a greater effect than PF. Double et al. (2020) [12] found that PF has a greater effect than TF. As to the research in China, Xing and Luo (2014) [54] found that PF and TF have a similar impact on students’ overall writing level, and the effect of PF+TF is better than that of TF alone. Li and Sun (2019) [27] found that TF and mixed feedback have a significant effect, while PF has a relatively small effect. It can be seen that the effectiveness of feedback from different sources in writing is still controversial and requires further research in the EFL teaching context in China. Furthermore, in current English writing teaching in China, there are a lot of work for teachers to correct their learners’ compositions. Although timely and effective TF is helpful to improve their learners’ writing competence, it is often time-consuming and laborious. In order to solve this problem, Automated writing evaluation (AWE) system was born as needed. AWE can provide writing feedback on a large scale and in time, and to some extent, it can relieve the pressure of teachers’ correction, so it has been rapidly popularized in the English as Foreign Language (EFL) teaching in China these years. Nowadays, some famous AWE systems including Pigai website, Criterion, MyAccess in China provide not only the total score and sub-score of the compositions, but personalized feedback from macro (such as essay center, structure, content organization, etc.) to micro (such as grammar, spelling, idiomatic usage, etc.) feedback. An in-depth comparison of the effects of automated feedback (AF), TF and PF on the EFL learners in China through empirical research is helpful for the active selection of the EFL writing teaching modes and methods in both China and other countries.
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2. Literature review. Writing feedback is undoubtedly an important part of writing in both second language teaching and foreign language teaching around the world. How to evaluate the impact of feedback on language capacity in English as second language (ESL) and EFL writing, the past research has mainly focused on the impact of corrective feedback on writing accuracy or using CAF (Complexity, Accuracy and Fluency) as a framework to “panoramically” measure and describe the accuracy, complexity and fluency of language in learners’ writing [3, 16, 29, 35, 45, 53]. Most of the research results found that writing feedback can promote learners to discover and revise problems, and get inspiration from feedback. It is an important tool for gradually developing self-expression capacity and a way for readers to respond and evaluate authors [47]. Feedback generally contains two basic elements: evaluation and correction. Evaluation refers to readers’ overall and general comments or ratings on the author’s article; revision refers to readers providing detailed introductions, explanations and guidance to the author, aiming to help the author identify and correct deficiencies [36]. The types of feedback in English writing can be distinguished from different perspectives: according to the form of feedback, it can be divided into oral feedback and written feedback; according to the source of feedback, it can be divided into teacher feedback, peer feedback and automatic feedback from online systems.

Writing feedback is an important part of the writing process. Appropriate feedback can help learners understand the strengths and weaknesses of their own writing and play a positive role in improving learners’ English writing [5]. In recent years, many researchers have paid more and more attention to the influence of writing feedback on improving English writing level, and different forms of feedback models have also been used in English writing teaching.

In tertiary English writing teaching, due to the limited time spent on writing training in the classroom, it is necessary to find a feedback method that allows learners to regularly practice English writing outside the classroom and receive immediate and effective feedback [2]. With the use of computer feedback and network feedback in English writing teaching, automatic writing evaluation system came into being. The automated writing evaluation (AWE) system based on computer technology has higher reliability and validity than manual evaluation [25, 50], and with other advantages like the immediacy of feedback (Attali 2004; Dikli 2006), attracting and promoting multiple revisions by learners [49], being able to be used for both formative and summative evaluations [39], so it has become a category that cannot be ignored in writing feedback research.

There are some representative writing automatic evaluation systems nowadays as Criterion, MyAccess, Writing Roadmap (WRM), and the most widely used composition automatic evaluation system in China is Juku Pigai Website (hereinafter referred to as Pigai website) developed by Beijing Ciwang (word network) Technology Co., Ltd. The research on the application of automatic evaluation system (AWE) in writing classrooms shows that the system can meet the needs of learners’ personalized evaluation and feedback, and help learners to correct language errors [34], and significantly improve composition scores and improve composition...
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The use of automatic evaluation systems allows learners to continuously participate in the “feedback-practice-feedback” writing cycle, thereby continuously improving their writing skills [26].

Scholars hold different opinions on whether AWE can promote the development of learners’ written language. Some related studies have shown that the automatic scoring system can provide immediate and effective feedback to learners’ composition, so that the learners can make repeated revisions, improve their autonomous learning capacity, and reduce the workload of teachers [4, 38]. Some scholars have carried out practice and research on automatic composition evaluation system [49], and found that automatic feedback has a positive effect on the development of learners’ writing capacity because it can promote learners to revise multiple times, which proves that it can help improve learners’ English writing level used Criterion as a tool to provide automatic feedback on writing [46, 57], and found that AWE was beneficial to the improvement of learners’ language accuracy.

Nevertheless, it is impossible for machines to completely replace people, and the automatic review system has certain shortcomings. Studies proposed that the automatic revision of writings by machines deviates from the essence of writing itself [8, 33], which is a complex and highly interactive interpersonal communication behavior, and may mislead learners to focus only on syntactic form, while ignoring the development of content and ideas. On the one hand, “it can only judge the level from the language, not the content from the semantics, but it can’t identify the content errors of the composition, and some language errors can’t be identified” [22]. On the other hand, there are many studies on feedback from automated correction systems that are inconsistent. There is research studied the role of teachers and peers in writing evaluation, and the results showed that the learners who received teacher and peer feedback performed best [43]; the learners who received teacher feedback performed better than those who received peer feedback, while the learners who received peer feedback performed the worst. However, a study came to the opposite conclusion: the writing performance of the learners in the peer evaluation group has made greater progress, which is significantly better than that in the teacher feedback group [9]. With the deepening of the research, the researchers found that although the automatic evaluation system provides timely and fast feedback, it is inferior to the teacher feedback in terms of the quantity and accuracy of misidentification [10]. The system has played a positive role in correcting learners’ language errors, but the feedback information in terms of discourse content and coherence is vague, abstract, and programmed, and it cannot make specific revision suggestions for individualized problems like teachers do [7, 57].

At present, the AWE system represented by Pigai website has gradually been widely used in foreign language teaching in colleges and universities in China, especially in EFL teaching. However, there are few studies on the impact of automatic writing feedback on learners’ written language. A study used the Writing Roadmap 2.0 composition automatic evaluation tool developed in the United States to evaluate the impact of AWE on the development of Chinese college learners’ English writing capacity from 7 indicators of English composition [21], and made a positive conclusion to AWE. While [56], who also used Pigai website as a tool to study learners’ self-learning behavior in online writing, came to different conclusions. The former believes that the self-writing teaching mode based on Pigai website can effectively improve the overall level of learners’ English writing, but the latter finds that the number of learners’ self-correction is limited, the quality is not high, and the effect of composition optimization is not quite obvious.

In view of this, it has become one of the hot research issues in academia as how to combine the AWE system with teacher feedback to build a multiple feedback mechanism, to make up for the shortcomings of the AWE system by taking advantage of PF and TF, so as to provide learners with more comprehensive, objective and accurate feedback. A former study discussed the multi-dimensional feedback writing teaching pilot model based on the WRM automatic evaluation system [39]. The results show that this model can promote the development of learners’ writing capacity and has a positive impact on the teaching process. This research mainly focuses on the influence of multi-dimensional feedback teaching mode on learners’ writing capacity, but does not specifically discuss the influence of multi-feedback on learners’ writing modification. Moreover, the research object is high school learners, and the application and effect of other sample objects also need to be further tested. Huang’s works discussed the influence of multiple feedbacks such as feedback from Pigai website, peer feedback and teacher feedback on learners’ writing revision and writing behavior, and found that integrated feedback can improve learners’ writing behavior and motivate learners’ subjectivity to improve text quality [18, 19]. These two studies have conducted useful exploration and research on the influence of multiple
feedback on the type and function of learners’ writing revision and text quality, but did not conduct specific research on the impact of multiple feedback on the effect of learners’ writing modification. Other studies have shown that, compared with the feedback provided by the teacher, the feedback provided by the computer is more effective in promoting language acquisition [47]. As a writing teaching and evaluation method, multiple feedback needs more theoretical and practical demonstrations, and more extensive sample experiments are needed to test its effects. Based on this, this study uses the feedback function of the automatic evaluation system of Pigai website, combines teacher feedback and student feedback, as well as the impact on the number, type and effect of revisions in learners’ English writing, with a view to further enriching writing through this research. The content and scope of feedback research provide empirical evidence and a new feedback operation mode for English writing teaching.

3. Research design.

3.1. Research questions. This study attempts to answer the following questions:
1. Do the three feedback modes of AF, AF + TF and AF + PF have different effects on the EFL learners’ English writing in China?
2. Is it related to the learners’ English level (higher English proficiency and lower English proficiency)?

3.2. Research method. This study adopts a between-group design with a total of two independent variables: feedback mode (AF, AF + TF, AF + PF) and the subjects’ English level (high and low level). The dependent variable is the final exam essay scores in semester 1 and semester 2.

3.3. Research subjects. The subjects of the study were two classes with 64 sophomore learners majoring in English at a comprehensive university in northern China, with 32 learners in each class, including 15 boys and 49 girls, with an average age of 20 years old. Before the experiment, the teacher assigned an English composition titled “Why Do You Learn English” to the learners in the two classes, which was required to be completed within 30 minutes and the number of words should not be less than 200 words. The composition is graded by two teachers at the same time. The grading standard is that each sub-item of length, structure, content and language expression accounts for 25 points, and the full score is 100 points. The average scores of the two classes were 73.60 (Class 1) and 68.63 (Class 2), and the scores of the two classes were significantly different (t = -7.332, P = .000). Therefore, the author set the learners of Class 1 (32 people) as the high-level group, and the learners of Class 2 (32 people) as the low-level group, and then randomly divided the learners of the high-level and low-level groups into six groups, respectively. Accept three different forms of feedback, namely automatic feedback (10 high level learners, 11 low level learners), automatic feedback + teacher feedback (10 high level learners, 11 low level learners), automatic feedback + peer feedback (10 high level learners, low level 12 learners).

3.4. Selection of AWE system. At present, there are many mature AWE systems in the world, but some are not designed for learners of second language acquisition or EFL learning, and it is difficult to provide feedback, textual and syntactic suggestions in line with the characteristics of the EFL learners in China. Therefore, this study wishes to adopts a self-developed AWE system by Chinese, which would be convenient for
its promotion in English teaching and learning in China, and it can also accumulate more empirical research experiences for the development of AWE system for the EFL learners in the national conditions of China.

After comparing the functions and convenience of several major AWE systems in China, we chose Pigai website, which is an online service system for automatic correction of English writings based on corpus and cloud computing. The analysis results of learners’ writing can be generated instantly based on its corpus [22]. Like other AWE systems, Pigai website can provide individualized feedback on the total score, overall evaluation, vocabulary, grammar, style and other individual items of the writing. At the same time, it has its own innovations, such as the combination of automatic review of the support system and manual review by teachers, providing excellent writing sharing and some other functions.

3.5. Research process. In order to improve the evaluation capacity of learners’ English writing and ensure that the peer feedback is really effective, the learners in the automatic feedback + peer feedback group were given peer feedback training before the experiment. It mainly trains learners how to give feedback on writing content to make up for the lack of feedback from the automatic review system. The feedback of the automatic rating system is mainly for the language form of the writing, including grammar, sentence pattern, vocabulary, punctuation, etc., and cannot give sufficient feedback on the structure, logic and coherence of the content. The content is the most important aspect to measure the quality of writing [51]. Only by paying full attention to the content, that is, paying attention to those elements with “substantiality” and “overall”, can the writing capacity be improved [55].

In the experimental stage, the learners in two classes have to complete 10 writings in two semesters, 5 in each semester, and one composition every three weeks. The genre of these writing involves culture, life, morality, environmental protection, tourism and other hot social issues.

The teacher arranges the writing task on Pigai website and tells the composition number to the learners. After the learners in the automatic feedback group complete the composition, Pigai website will automatically correct it, and then the learners will modify it according to the automatic feedback until they are satisfied. After the learners in the AF + TF group complete the composition, they will also get the automatic feedback in Pigai website, and then the learners will modify it themselves until they are satisfied, and then the teacher will use the quick comment function of Pigai website to give feedback on the learners’ composition, and then the learners will revise it again themselves; After the learners in the automatic feedback + peer feedback group complete the composition, and firstly the learners will revise the composition themselves according to the feedback by Pigai website until they are satisfied. Up to now, the teacher will randomly arrange mutual correction among learners on Pigai website, and then the learners will make corrections again themselves.

3.6. Test score. The research measurement objects of this study include: a pre-writing test and two post-writing tests (post-test 1 and post-test 2), in which the two post-tests are the final exam composition scores of the first and second semesters respectively.

Two teachers with extensive teaching experience will grade the learners’ writing in the pre-test and the two post-tests. The scoring standard is that each sub-item of length, structure, content and language expression accounts for 25 points, and the full score is 100 points. When two teachers have a large difference in the scores of the same composition, the third teacher will give the score, and the average of the two similar scores will be taken at the end. If the difference is not large, the final score will be the average of the scores given by the two teachers. The researcher counted the reliability between the raters and found that the values were between 0.81 and 0.91, indicating that there was a high degree of consistency among the raters.

4. Data analysis. Table 4.1 shows the average scores and standard deviations of the writing scores of the high- and low-level groups under the three feedback methods of pre-test, post-test 1, and post-test 2.

The data in Table 4.1 shows that in the low-level group, the automatic feedback + teacher feedback group has the highest average scores in post-test 1 and post-test 2; in the high-level group, the automatic feedback + teacher feedback group and the automatic feedback + peer feedback group indicating that different feedback methods have different effects on learners’ writing.

To further examine whether the three feedback methods have different effects on learners’ writing, one-way ANOVA on the writing scores of post-test 1 and post-test 2 was performed respectively (see Table 4.2). The results showed that in post-test 1, there was no significant difference in the effects of the three feedback methods.
Table 4.1: The writing scores of the high level and low level groups under the three feedback in the pre-test, post-test 1, and post-test 2 writing

<table>
<thead>
<tr>
<th>Subject Group</th>
<th>Number of learners</th>
<th>Pre-test Average score</th>
<th>Standard deviation</th>
<th>Post-test 1 Average score</th>
<th>Standard deviation</th>
<th>Post-test 2 Average score</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low level</td>
<td>AF</td>
<td>11</td>
<td>75.53</td>
<td>3.54</td>
<td>77.21</td>
<td>4.55</td>
<td>79.52</td>
</tr>
<tr>
<td></td>
<td>AF+TF</td>
<td>11</td>
<td>74.16</td>
<td>4.83</td>
<td>78.44</td>
<td>5.34</td>
<td>81.22</td>
</tr>
<tr>
<td></td>
<td>AF+PF</td>
<td>12</td>
<td>76.87</td>
<td>4.41</td>
<td>78.63</td>
<td>5.46</td>
<td>81.74</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>34</td>
<td>75.52</td>
<td>4.26</td>
<td>78.09</td>
<td>5.12</td>
<td>80.82</td>
</tr>
<tr>
<td>High level</td>
<td>AF</td>
<td>10</td>
<td>87.26</td>
<td>4.65</td>
<td>88.34</td>
<td>3.32</td>
<td>90.23</td>
</tr>
<tr>
<td></td>
<td>AF+TF</td>
<td>10</td>
<td>88.38</td>
<td>4.86</td>
<td>89.77</td>
<td>3.34</td>
<td>90.73</td>
</tr>
<tr>
<td></td>
<td>AF+PF</td>
<td>10</td>
<td>90.12</td>
<td>4.23</td>
<td>91.01</td>
<td>3.51</td>
<td>92.22</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td>88.57</td>
<td>4.58</td>
<td>89.71</td>
<td>3.39</td>
<td>91.06</td>
</tr>
</tbody>
</table>

AF: Automated Feedback; TF: Teacher Feedback; PF: Peer Feedback

Table 4.2: One-way ANOVA results for post-test 1 and post-test 2

<table>
<thead>
<tr>
<th>Sum of squares</th>
<th>Degree of freedom</th>
<th>Mean square</th>
<th>F value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Post-test 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between groups</td>
<td>63.522</td>
<td>22.645</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Within group</td>
<td>322.156</td>
<td>946.452</td>
<td>36</td>
<td>43</td>
</tr>
<tr>
<td>Total</td>
<td>385.678</td>
<td>969.097</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>Post-test 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between groups</td>
<td>266.672</td>
<td>298.422</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Within group</td>
<td>233.362</td>
<td>928.322</td>
<td>36</td>
<td>43</td>
</tr>
<tr>
<td>Total</td>
<td>500.034</td>
<td>1226.744</td>
<td>38</td>
<td>45</td>
</tr>
</tbody>
</table>

*P < .05 means there is a significant difference

on the writing of high-level and low-level learners (high level: F = 2.672, P = .132; low level: F = .388, P = .766); and in the post-test 2, the effects of the three feedback methods on the writing of high-level and low-level learners were significantly different (high level: F = 17.762, P = .000; low level: F = 6.425, P = .022), indicating that different feedback methods have different effects on learners' writing.

We performed a post-hoc test of the effect of the three types of feedback on writing in post-test 2 with the Schéffe test (see Table 4.3). The results showed that, there is a significant difference in the high-level group between the automatic feedback + peer feedback group and the automatic feedback group (I - J = - 6.636, P = .000) as well as between the automatic feedback + teacher feedback group and the automatic feedback group (I - J = - 6.227, P = .001), which indicate that automatic feedback + manual feedback (PF+TF) can promote the improvement of high-level learners’ English writing more than single automatic feedback. In the low-level group, there is no significant difference between the automatic feedback + peer feedback group and the automatic feedback group (I - J = - 2.211, P = .097) and between the automatic feedback + teacher feedback group and the automatic feedback group (I - J = - 5.122, P = .032), indicating that AF + TF is of great help in improving the English writing of low-level English learners.

In order to verify whether the three types of feedback have an impact on the writing effect, the author conducted a paired sample t-test on the English writing scores in the pre-test, post-test 1 and post-test 2. It can be seen from Table 4.4 that the last test of the three types of feedback is significantly different from the
Table 4.3: The influence of three different feedback methods on the English writing capacity of the high- and low-level groups: results of Scheffé test analysis

<table>
<thead>
<tr>
<th>Subject</th>
<th>dependent variable</th>
<th>independent variable</th>
<th>Mean difference (I-J)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(I) Feedback</td>
<td>(J) Feedback</td>
<td></td>
</tr>
<tr>
<td>Low level group</td>
<td>Post-test 2</td>
<td>AF</td>
<td>AF+TF</td>
<td>-5.122(∗)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AF</td>
<td>AF+PF</td>
<td>-1.221</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AF+TF</td>
<td>AF+PF</td>
<td>6.227</td>
</tr>
<tr>
<td>High level group</td>
<td>Post-test 2</td>
<td>AF</td>
<td>AF+TF</td>
<td>-6.220(∗)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AF</td>
<td>AF+PF</td>
<td>-6.636(∗)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AF+TF</td>
<td>AF+PF</td>
<td>-0.766</td>
</tr>
</tbody>
</table>

AF: Automated Feedback; TF: Teacher Feedback; PF: Peer Feedback
∗P < .05 means there is a significant difference

Table 4.4: Paired sample t-test between pre-test, post-test 1, post-test 2

<table>
<thead>
<tr>
<th>Subject</th>
<th>Group</th>
<th>Test pairing</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low level group</td>
<td>AF</td>
<td>pretest-posttest 1</td>
<td>-3.954</td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pretest-posttest 2</td>
<td>-6.883</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Posttest 1-posttest 2</td>
<td>-9.788</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>AF+TF</td>
<td>pretest-posttest 1</td>
<td>-6.667</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pretest-posttest 2</td>
<td>-12.465</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Posttest 1-posttest 2</td>
<td>-7.232</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>AF+PF</td>
<td>pretest-posttest 1</td>
<td>-6.645</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pretest-posttest 2</td>
<td>-10.112</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Posttest 1-posttest 2</td>
<td>-8.207</td>
<td>.000</td>
</tr>
<tr>
<td>High level group</td>
<td>AF</td>
<td>pretest-posttest 1</td>
<td>-7.757</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pretest-posttest 2</td>
<td>-3.326</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Posttest 1-posttest 2</td>
<td>-6.563</td>
<td>.017</td>
</tr>
<tr>
<td></td>
<td>AF+TF</td>
<td>pretest-posttest 1</td>
<td>-6.672</td>
<td>.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pretest-posttest 2</td>
<td>-9.553</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Posttest 1-posttest 2</td>
<td>-4.425</td>
<td>.012</td>
</tr>
<tr>
<td></td>
<td>AF+PF</td>
<td>pretest-posttest 1</td>
<td>-5.344</td>
<td>.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pretest-posttest 2</td>
<td>-11.332</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Posttest 1-posttest 2</td>
<td>-6.733</td>
<td>.004</td>
</tr>
</tbody>
</table>

previous test, indicating that the three types of feedback can promote the English writing level of both high-and low-level learners.

5. Results and discussion.

5.1. Results. The experimental results show that, in post-test 2, there are significant differences in the effects of the three modes of feedback on the English writing of high-level learners and low-level learners. For high-level learners, there are significant differences between AF + PF group and the AF group, as well as between AF + TF group and AF group, indicating that AF + manual feedback mode is better than single AF, and manual feedback makes up for the lack of AF. However, there is no significant difference between AF + PF group and AF + TF group, which may be because the learners in the high-level group have stronger evaluation capacity, although it may not be as good as TF, it can also prompt peers to improve their English writing level. At the same time, learners can also find problems in their own writing while evaluating other learners’ writing, so as to improve their own writing. Rollinson (2005) believes that learners can learn to review and revise their
own articles through peer review (Rollinson 2005). Both Tsui and Lundstroms found that reviewing peers’ compositions was more beneficial to improving writing skills than receiving PF (Lundstroms and Baker 2009; Tsui and Ng 2000), because reviewers could learn some writing skills from others’ compositions and apply them to their own writing to improve writing skills.

For low-level subjects, there was no significant difference between AF + PF group and AF group. This may be because the learners with a lower level cannot find problems with each other, and even if they find problems with the help of their peers, they are not able to put forward specific suggestions for revision, so these learners basically fail to meet the requirements of PF. In addition, it may also be that learners lack of confidence in peers, believing that they cannot be a qualified reviewer, and therefore be skeptical of PF (Cai 2011; Muncie 2000; Tsui and Ng 2000), and thus slower to improve writing skills (Gong 2007; Wang 2004). There is a significant difference between AF group and AF + TF group, indicating that TF is of great help to the improvement of English writing skills of the learners with lower levels. However, in post-test 1, there was no significant difference in the effects of the three types of feedback on the English writing of the high-level and the low-level learners, probably because the experiment time was not long enough to find the difference in the effect between different feedback modes.

5.2. Discussion. This study also found that there were significant differences between the last test of the three modes of feedback and the previous test, and the three modes of feedback had a positive effect on the improvement of English writing capacity of both high-level and low-level learners in China. The automatic evaluation system can greatly reduce the workload of teachers, and it can be used in a reasonable combination with teacher feedback to give full play to its potential. It can reduce the burden on teachers, promote learners’ writing practice, and improve their English writing faster. In fact, compared with face-to-face feedback, online writing feedback has less psychological pressure and less anxiety, so learners are more willing to put forward real ideas and opinions (Guardado et al. 2007; Jiang 2005).

This paper conducted a specific study on the impact of diverse feedback on the effectiveness of student essay revision, while Huang and Zhang (2014) and Huang and He (2018) only explored the impact of diverse feedback on the types and functions of student essay revision, as well as text quality. Although some study has shown that feedback provided through computers is more effective in promoting language acquisition compared to feedback provided by teachers (Wang Lina et al., 2018: 44), and this study combines sample experiments to test its effectiveness, providing theoretical and practical evidence for multiple feedback. Furthermore, this study also provides empirical evidence for further enriching the content and scope of writing feedback study by using the method of natural classroom data collection, which also provides a new feedback operation mode for English writing teaching and evaluation methods.

6. Conclusions. Multiple feedback based on automatic evaluation systems emphasizes the supervision and regulation of students’ writing process. By adopting a feedback model that combines AF, TF, and PF, the learning space can be expanded, and various feedback can be organically combined and mutually supplemented, thereby stimulating students’ initiative and enthusiasm for writing revision. Moreover, manual-machine collaborative review can incorporate interpersonal interaction into writing feedback, overcoming the limitation of automatic writing evaluation systems that only focus on cognitive processing, thus effectively achieving the purpose of writing communication in both form and meaning.

This study still has certain limitations: First, the subjects are just the EFL learners in a local university in China, and the number of research subjects is small. The high-level and low-level groups in the experiment are only relative, and further study on the effects of the EFL learners’ English writing feedback in China with other levels of subjects are expecting. Second, this study explores the overall quality of the EFL learners’ English writing, but it does not explore specific dimensions of English writing, such as accuracy, fluency, language diversity, and syntactic complexity. More collaborating study on these dimensions are expected in the future.

Acknowledgements. This article is the periodical research of the project ‘The influencing factors and effective paths of blended learning development in universities from the ecological perspective’ (Code: J18RA149) supported by the Shandong Education Department.


Edited by: Mudasir Mohd
Special issue on: Scalable Computing in Online and Blended Learning Environments: Challenges and Solutions
Received: Sep 19, 2023
Accepted: Nov 17, 2023
AN ELIXIR FOR BLOCKCHAIN SCALABILITY WITH CHANNEL BASED CLUSTERED SHARDING
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Abstract. Blockchain refers to distributed ledger technology which stores records without the help of a central authority. Born with bitcoin, this brainstorming technology finds its applications in healthcare, land registry, education, pharmaceutical industry, digital records, manufacturing companies and so on. The properties of blockchain such as immutability, distributed nature, tamper-resistant made it a disruptive technology in many applications. The highlighting feature of this pioneering technology is the distributed storage of ledger on all the nodes of the network. This helps to achieve decentralization without the trust for third party. The transactions are proposed, executed, validated and are then added as blocks to the blockchain. The problems with all the blockchain framework is scalability with respect to storage space and throughput. Scalability is the most significant factor to be considered in this big data era. This article proposes a solution called Channel Based Clustered Sharding (CBCS) approach for Hyperledger fabric blockchain framework. In this work, a lookup table is maintained which helps in forwarding the transactions to the clustered shards for validation. The CBCS approach helps in parallel transaction processing which in turn improves scalability and throughput of the system. The performance of the proposed work is measured with the help of Hyperledger caliper, a benchmarking tool for the performance analysis of Hyperledger fabric. The results show that the performance of the proposed system is increased from 3000 tps to 30,000 tps.

Key words: Blockchain, Sharding, Scalability, cluster, channel, Hyperledger fabric, Hyperledger caliper

1. Introduction.

1.1. Blockchain. Blockchain is a distributed ledger technology that stores records in a chained manner without the need for trusted central authority [1]. Blockchain, the underlying concept of Bitcoin gained its importance in the world of cryptocurrencies. Satoshi Nakamoto, the founder of bitcoin used Proof of Work consensus mechanism to make consensus among the participants [2]. The proof of work consensus involves high transaction fees and more computation time. Since the ledger must be stored on all the participants in the network, it takes more time for processing the transactions and adding the blocks to the blockchain [3, 4, 5]. This results in scalability issue in bitcoin blockchain which can process only 7 transactions per second. Several protocols have been proposed to solve this issue [6, 7, 8]. With the Proof of Stake consensus, Ethereum can process 27 transactions per second. The modular architecture and execute-order-validate mechanism of Hyperledger fabric framework makes it possible to transact 3000 transactions per second which is very low when comparing to visa which makes 7000 transactions per second [9, 10]. It is found that the root cause of scalability issues in blockchain is the way the ledger gets stored on the nodes and the amount of time taken by all the nodes for validating the transactions. If every node in the network validates the transaction, then it would result in more consumption of time, which in turn reduces the parallel transaction processing and scalability. This work proposes channel based clustered sharding method to improve the scalability factor of Hyperledger fabric framework. Hyperledger fabric, one of the key projects of IBM differ from other blockchain network in the way it is designed. It has modular architecture which allows the user to plug-and-play with its...
components and it uses execute-order-validate mechanism which helps to improve transaction throughput of the system [11]. It makes use of practical byzantine fault tolerant consensus mechanism which provides security to the system. The channel concept in Hyperledger Fabric play a significant role in providing privacy among the users of the system. In this concept, Hyperledger fabric framework has been chosen to improve the scalability. The objective of this work is to increase parallel transaction processing and reduce transaction latency. Various solutions has been proposed by various researchers to improve the scalability of the system [12, 13, 14]. This article proposes a database mechanism called sharding which is used to cluster the nodes into shards in each channel. The blockchain Sharding mechanism profoundly improves validation time which in turn improves parallel transaction processing and thus scalability.

1.2. Sharding. Sharding is a database mechanism that helps to split and store the data in different resources. It helps to manage data faster and in an efficient manner. The database is divided into number of smaller pieces and each piece of data is stored on different servers and that server is responsible for storing and managing the data. A shard key is used to track which data has been stored on which server. Sharding concept was introduced in blockchain in the year 2017. Luu et al [15] in his paper published the use of sharding in blockchain in which each block in the blockchain is divided into sub blockchain and each sub-blockchain can store several collation packaged with transaction data [16]. These collation constitute the block in the main chain. This work reduces additional network confirmation which in turn increased the trading capacity of block by 100 times. Elastico and Zilliqa use sharding [17] and they prove that the probability that the attacker can control sharding is very negligible. In case of Ethereum, it is in the process of incorporating sharding mechanism in its network. It works in layer 2 for dividing the processing of large chunks of data across the network thereby reducing the network congestion and improving transaction throughput. In this work, sharding is proposed to validate the transactions based on the channels. For each channel, separate clusters of shards are presented which helps in validating the transaction data providing confidentiality and security. It also increases the parallel transaction processing of the system by reducing the overhead involved in validating the data on all nodes in each channel. The main contributions of this work are as follows:

1. To design a channel based clustered sharding approach for hyperledger fabric blockchain framework.
2. To analyse the performance of the system using hyperledger caliper benchmark tool in terms of success rate, throughput and latency.

Paper Organization: Section 2 discusses the background and related work. Section 3 proposes the CBCS approach for solving scalability problem. Section 4 evaluates the proposed work and presents the results. Section 5 concludes the paper and discusses the future work.

2. Background and Related Works. This work reviews two different kinds of solution to blockchain scalability issues. One is on-chain solutions and the other is off-chain solutions. On-chain solutions concentrate on block structure, algorithms for consensus, main-chain structure. Off-chain focuses on reducing the burden of on-chain transactions by executing some complex transactions off-chain.

2.1. On-chain Solutions. SEGWIT [18] proposed the segregated witness based solution for blockchain scalability issue. It redesigns the structure of the transaction by computing the transaction identifiers without including the count of signatures. Segwit acts as a soft fork and helps to create bigger block sizes which in turn increase the scalability of the bitcoin protocol. Han et al proposed the Consensus unit in which different nodes are organized as one unit and the data are stored in one node of a unit. This helps to reduce the duplication of data in all the nodes in the network. The storage space is greatly reduced, and the transaction throughput is increased [19]. In JIGSAW approach [20], each node in the network stores only transactions that are of more interest. Every node maintains a local storage in which all the relevant data transactions are stored locally without the intervention of other nodes in the network. This system verifies the validity of the transaction with the help of merkle branch information provided by the transaction proposer. This approach helps to reduce the storage space cost to 1.03% of the original cost of blockchain bitcoin system. LewenBerg in his work proposes a DAG based structure of blockchain that helps to improve the transaction rate of the network [21]. The DAG structure is created by referring multiple predecessors and accepting forgiving transactions. It increases the transaction volume of the network by propagating longer blocks in the network. This system avoids highly connected miners because of which the block creation time is greatly reduced and concludes that the scalability
of the system is greatly increased at the rate of security. [22] proposed a protocol called Phantom, based on Directed Acyclic Graph that supports faster and longer block generation. It overcomes the security-scalability tradeoff using a greedy algorithm that helps to distinguish the blocks generated by honest nodes and blocks generated by non-cooperating nodes without following the mining protocol. This work guarantees liveness and fast confirmation times by the use of blockDAG.

2.2. Off-chain solutions. Poon J et al proposed a network of micropayment channels that enables bitcoin scalability. These micropayment channels are made off the chain and make use of scripting opcodes that makes the transactions risk free and more scalable[23]. This work concludes that the bitcoin blockchain can scale upto millions of users without custodial risk or centralization. An off-chain blockchain transaction mechanism that creates long-lived channels for making arbitrary number of transactions between users in the network is presented in [24]. In this work, the payments are made between users without any confirmation delay. It guarantees end-to-end security between transactions in the bitcoin network. Sprites, a modular protocol approach that allows distrustful parties to make payments between them with reduced collateral cost is proposed by Miller et al. It makes use of generic state channel abstraction that helps to improve payment channel constructions and supports partial payments and withdrawal. Sprites ensures transaction scalability along with security in bitcoin network [25, 26]. HF-Audit, a decentralized data integrity auditing scheme based on Hyperledger Fabric is reported in [27]. In this work, bilinear pairing and commitments are made use of for improving the scalability and security of the Hyperledger fabric transactions at reduced cost. The security and scalability of HF-Audit is proved using Third-Party Audit selection algorithms based on complete and incomplete information. An adaptive framework that redesigns the consensus protocol of Hyperledger Fabric blockchain framework for improving the transaction throughput is proposed by Honar Pajooh. This framework checks the performance of Hyperledger fabric blockchain under various transaction workloads and different chaincode parameters. The impact on transaction latency and transaction throughput are studied and found that there is a significant improvement in the scalability of the system [28].

3. Proposed System Architecture. The proposed system architecture is depicted in the Fig. 3.1. It consists of peer nodes, endorser nodes, orderer nodes, channel 1, channel 2, certificate authority, channel configuration policy, shards $C_1S_1, C_1S_2, C_2S_1$, a lookup table and a ledger. The certificate authority in the Hyperledger fabric network is responsible for generating the certificates for the user. Using this certificate, the user can make transaction proposals and responses. The proposals from the user are signed with this certificate and are then transferred to the network. Along with this, in the proposed system the certificate authority is responsible for maintaining a look up table which helps the peer nodes to join the clustered shards and validate the transactions. The peer nodes are the nodes which is responsible for hosting the ledger data and the chaincode. The peer nodes are connected to the channels and each peer node stores the ledger data corresponding to the channels to which it is attached. The endorser nodes are the peer nodes which are responsible for endorsing the transactions proposed by the client applications. Only after every transaction gets endorsement according to the endorsement policies, the transactions be added to the blockchain. Orderer nodes are the special nodes
in the Hyperledger fabric framework which helps in ordering the transactions into blocks. In our proposed system we assume that there are two channels. With the help of channels, the Hyperledger fabric framework provides privacy and confidentiality in transaction communications. The transactions between the participants of a channel are not visible to participants in the other channel. Each channel maintains a ledger which contains only the transactions happened between the participants of that channel. The channels are governed by the channel confirmation policies.

Ledger is the place where the transactions are stored. Ledger comprises blockchain and the world state. World state represents the current values of the data. World state contains the key value pair which stores the latest value for each key and also it contains the version number. The version number is used by the Hyperledger fabric internally and it changes after each update made on the world state value. Blockchain contain the transaction logs which resulted in the current value of the data. It stores the history of transactions and the blocks are linked to each other with the help of hash values.

3.1. Channel Based Clustered Sharding. The channel based clustered sharding approach has been designed for drug supply chain applications. The participants involved in this application are the manufacturer, retailer, wholesale, pharmacist and the consumer. The manufacturer purchases the raw material and produces the drug which is then sold to the retailer. The retailer purchases the drug and sell it to the wholesale. The wholesaler in turn sells the drugs to the pharmacist based on their request. The pharmacist can also purchase drugs from the manufacturer directly. This transaction between the manufacturer and the pharmacist must be kept private without the knowledge of other participants involved in the network. This is possible with the help of channels in the proposed system. The consumer purchases the drug from the pharmacist. The proposed architecture involves two channel. Each channel is responsible for maintaining its own ledger. Channel 1 is dedicated for the transactions that happen between the manufacturer, retailer, wholesaler and the pharmacist. Channel 2 is dedicated for the transactions that happen between the manufacturer and the pharmacist.

3.2. Shard Formation and Transaction Validation. Formation of shard plays a vital role in the proposed system. Each shard consists of a cluster of nodes in the network. The proposed CBCS consists of three shards namely C1S1, C1S2 and C2S1. When the nodes join the network, the nodes will be randomly assigned to one of the shards in each channel. With the increase in the number of peers, the number of shards will also increase. The shards are grouped in such a way that, they will validate the transactions only from certain nodes. In this work, shard C1S1 will validate the transactions from the manufacturer and the retailer nodes in channel 1. Shard C1S2 will validate the transaction from the wholesaler and the pharmacist node in channel 1. The shard C2S1 validate the transactions from the manufacturer and the pharmacist nodes in channel 2. This helps in parallel transaction processing which in turn increases the transaction throughput per second. Once the transactions are validated, they are then ordered and stored on to the blockchain.

3.3. Transaction Flow in the proposed system. The certificate authority is responsible for providing certificates to the nodes when they join the network. Using the certificate, the participants make transaction proposal in the system. This certificate also helps to verify the authenticity of the participants in the network. The certificate authority is also responsible for maintaining the look up table in which information about different shards and which nodes are present in which clustered shard are maintained.

When the retailer in channel 1 proposes a transaction tx, it is endorsed and the responses are sent back to the retailer. The transaction proposal and the response received are packed as a transaction and are sent to the orderer nodes. The orderer nodes arrange the transactions and propagate it to the nodes in shard C1S1. These nodes are responsible for validating the transaction and update the current status of the ledger. It is illustrated in Fig. 3.2. If any other transactions are received from the wholesaler in Channel 1 at the same time, then these transactions are validated by the nodes in shard C1S2. This helps to increase the parallel transaction processing of the system. The transactions generated in the channel 2 are validated by the nodes of the shard C2S1 and the ledger is then updated. If the transaction generated is a query transaction, then these transactions are not sent to the ordering node to be added to the blocks and for validation. This method helps in reducing the transaction processing time and improving the parallel processing of transactions. It also improves the scalability of the system to a larger extent.
4. Result. The proposed system is tested with the help of a benchmarking tool called Hyperledger caliper. It supports Hyperledger fabric, Hyperledger sawtooth, Hyperledger besu and Ethereum blockchain framework. Hyperledger caliper produces results based on success rate, transaction throughput and transaction latency. The term success rate refers to number of successful transactions per test cycle.

The term transaction throughput is defined as the number of transactions that flow through the system per second. The term transaction latency is defined as the time interval between the transaction being completed and the response being available to the user application which created the transaction.

4.1. Setting up Hyperledger Caliper. To test the performance of the proposed work, certain parameters need to be set up in Hyperledger Caliper. The number of transactions, Rate control, Number of workers and Test rounds are the parameters set up in the experiment. The number of transactions has been kept increasing starting from 1000 to 50000. Throughout the experiment the rate control is set to be fixed, the number of workers are kept at 50 and the test is carried for update and query operations.

4.2. Impact on Success Rate. The experiment observed the impact on success rate for update and query operations and is depicted in Fig. 4.1 and Fig. 4.2. It is observed that the success rate for update operation is 100 percent for 1000 and 2000 transactions per second and it starts to decline as the number of transactions increased after 3000. It is also evident that the success rate of query operations does not get affected with the number of transactions.

4.3. Impact on Throughput. The impact on throughput on varying the number of transactions for update and query operations are calculated and are shown in Fig. 4.3 and Fig. 4.4. It is found that the throughput of the proposed system for 1000 transactions is 100 percent and the system is able to give above 90 percent for upto 30000 transactions in case of update operations. For query operations, it is found that the throughput is 100 percent for 1000, 2000, 3000 transactions. It is found to be above 90 percent for 5000, 10000 and 30000 transactions. It founds to decrease only after 40000 transactions.
<table>
<thead>
<tr>
<th>Transaction</th>
<th>Success Rate of Query ()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>100</td>
</tr>
<tr>
<td>2000</td>
<td>100</td>
</tr>
<tr>
<td>3000</td>
<td>100</td>
</tr>
<tr>
<td>5000</td>
<td>100</td>
</tr>
<tr>
<td>10000</td>
<td>99</td>
</tr>
<tr>
<td>20000</td>
<td>97</td>
</tr>
<tr>
<td>30000</td>
<td>97</td>
</tr>
<tr>
<td>40000</td>
<td>95</td>
</tr>
<tr>
<td>50000</td>
<td>91</td>
</tr>
</tbody>
</table>

Table 4.2: Impact on Success Rate

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Throughput of Update ()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>100</td>
</tr>
<tr>
<td>2000</td>
<td>100</td>
</tr>
<tr>
<td>3000</td>
<td>98</td>
</tr>
<tr>
<td>5000</td>
<td>98</td>
</tr>
<tr>
<td>10000</td>
<td>94</td>
</tr>
<tr>
<td>20000</td>
<td>92</td>
</tr>
<tr>
<td>30000</td>
<td>90</td>
</tr>
<tr>
<td>40000</td>
<td>80</td>
</tr>
<tr>
<td>50000</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 4.3: Impact on Throughput

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Throughput of Query ()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>100</td>
</tr>
<tr>
<td>2000</td>
<td>100</td>
</tr>
<tr>
<td>3000</td>
<td>100</td>
</tr>
<tr>
<td>5000</td>
<td>97</td>
</tr>
<tr>
<td>10000</td>
<td>96</td>
</tr>
<tr>
<td>20000</td>
<td>93</td>
</tr>
<tr>
<td>30000</td>
<td>91</td>
</tr>
<tr>
<td>40000</td>
<td>83</td>
</tr>
<tr>
<td>50000</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 4.4: Impact on Throughput

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Latency of update()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>8</td>
</tr>
<tr>
<td>2000</td>
<td>16</td>
</tr>
<tr>
<td>3000</td>
<td>19</td>
</tr>
<tr>
<td>5000</td>
<td>21</td>
</tr>
<tr>
<td>10000</td>
<td>29</td>
</tr>
<tr>
<td>20000</td>
<td>34</td>
</tr>
<tr>
<td>30000</td>
<td>42</td>
</tr>
<tr>
<td>40000</td>
<td>70</td>
</tr>
<tr>
<td>50000</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 4.5: Impact on Latency
4.4. Impact on Latency. The latency for update and query transactions are observed and is found to be increasing in case of update transactions after 30000 transactions. It is also evident that the transaction latency is found to be high after 40000 transactions in case of query transactions. Fig. 4.5 and Fig. 4.6 illustrates the impact of number of transactions on latency in update () and query () operations.

5. Conclusion and Future Work. This work elaborates the significance of blockchain technology in various application areas. It envisions that blockchain stands as the one-stop solution for security and privacy issues. It also highlights that the blockchain technology inspite of its numerous advantages, suffers from scalability issue. This work proposed a channel based clustered sharding approach as the solution for scalability problem in blockchain. The system has been tested using the Hyperledger caliper, a blockchain benchmark tool for performance analysis of Hyperledger fabric framework. It is found that the proposed channel based clustered sharding system perform ten times faster than the system without sharding. It is also observed that the success rate and throughput begins to decrease and latency begins to increase once the system crossed 30000 transactions. It can be concluded that the channel based clustered sharding system performs ten times faster than the system without sharding. In the future, sharding can be used to store ledger data in the blockchain.
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FEATURE EXTRACTION AND CLASSIFICATION OF GRAY-SCALE IMAGES OF BRAIN TUMOR USING DEEP LEARNING

KONDRA PRANITHA∗ AND NARESH VURUKONDA †

Abstract. Deep Learning using CNN plays a paramount role for the classification methods applied on medical image data. With a crucial role in accurate diagnosis, treatment planning and patient management for medical and healthcare systems, CNNs won accolades in the Deep Learning research. As simple the learning model so precise are the results for decision making. The proposed Sequential model of CNN is built with Parametric ReLU with the values aligned to geometric mean, attains a specific goal of tumor classification. The additional support of ground-truth aid in deciding the shape and severity of tumor in the Grayscale MRI of brain tumor. The simple Sequential model, although a minimal version has proved achieved significant classification goals using the GMP-ReLU. Comparative results with variants of ReLU have been charted in this article standing with the proof of consistent classification model with parametric-ReLU. The proposed design is conducted on images from Kaggle and a model is trained (classifier is built), which can be considered as ideal filter for all the benchmark images. The accuracy of proposed design is considerably improved compared to normal ReLU up to 89.214%

Key words: Deep learning, ground-truth based classification, parametric ReLU

1. Introduction. Brain is the most critical and vital organ in the human body. The root cause of dysfunction of the brain is the brain tumor. Excess of cells growing in the inter- and intra-circulatory regions of the brain causes lumps and muscular lesions called tumors. Tumors grow by consuming the nutrient inputs considered taking for the sake of body health. The tumors are located manually by expert clinicians and doctors in the human body using MRI images of the subjects, often causing inaccuracies and cumbersome in tracing, which takes more time. Brain cancer is caused by tumors which is critical and even causes death [1-3]. Therefore it shall be considered screened early in order to initiate remedial medicinal care and prevent well before growth of tumor is advanced. Classification helps in identifying the stages of the growth in tumors that cause deadly brain cancer [4-7]. Clinical diagnosis has more challenging issues related to tumor and cancer classification and identification. Medical Imaging introduces the medical image study methodology, where the experts can identify the crust of the tumors, edema or unorganized growths stemming in the inter-circulatory regions of the human body [8-10]. There are many imaging technologies invented since ages like computed tomography, positron emission tomography, magnetic resonance imaging and ultrasound. Even more complex imaging techniques were also developed to interact with the various sites of the human body[11]. Many medical institutions of various levels are applying the medical imaging technology which helps experts in visually diagnosing the internal regions anatomical and pathological strictures in the human body. Medical imaging protocols are developed envisioning the various types of diagnostic needs with different modalities of images.

The key stone in the gamut of mitigating with the patients affected with brain tumor is only early detection. Early detection reduces life and danger helps increased hope of survival possibilities. More than 90% of subjects recovered through early detection, whereas factor for not choosing is cost and availability of resources [12-14]. The best economic method would be detection and automation of image analysis through computer aided detection and diagnosis systems[15](CADDS).

The most popular method of imaging in the contemporary procedures is magnetic resonance imaging, which is more specifically used in diagnosis of brain cancer. As the brain cancer is arbitrary in size, location and affects type of the tumor, it is unpredictable for the conventional practitioners to guard on the eruption of cancer
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in the brain [16]. General metabolic flows in the brain are blocked by the tumors occurred by compressing the
cells in the periphery of certain points which raises pressure, causing symptoms like nausea, imbalance walking
and headache [17]. Such kind of inter-circulatory operations inside the brain cannot be traced with ultrasound
or X-ray, where the malignity is location specific. Based on the examination required for the diagnosis, CT
or MRI scanning is preferred to trace the foreign masses accurately. Most popularly used strategy for brain
tumors is MRI which images the masses and the surroundings. Although, conventional procedures of MRI and
CT support medical experts to review, as the MR images are high-definition images, rigid, non-ionizing and
lasts considerably for longer time.

2. Literature Survey. Machine Learning has several steps to go through before an inference or knowledge
is drawn from the data sets, such as: data augmentation, pre-processing, sampling, feature-detection, extraction,
reduction and classification [18]. Feature extraction is the very important activity of the machine learning
algorithms, in problems like classification, where the accuracy of the classification lies in extracting more
positive features. Feature extraction considered as a low-level process, uses first-order statistics (like mean,
median, standard deviation and skewness) are used in the low-level feature extraction [19-22]. Second order
statistics such as shape, Gabor features and gray-level co-occurrence matrix were used to understand the
formation of the foreign masses.

First order and second order statistics are employed for linear least square variant of support vector machine,
which is used to develop the binary classifier, to classify malign or benign categories of brain MRI images [23].
Low-level features describe the tumor images efficiently, in spite of their representational efficiency due to
similarity in appearances and anonymity of texture, shape and size, therefore gray level co-occurrence matrix
(GLCM) [24-25] is applied for tumor identification and classification.

Hence, the traditional machine learning methods have problem in feature extraction stage, feature extrac-
tion need to be handcrafted based on the information available and methods applied, and there are more
chances of human errors [26-27]. At this juncture, it is very essential to develop automated methods to refine
the method of extraction of features using various types and levels of statistical information. An MRI image
of brain has many mentions of details which are not in the texts and consensus of brain tumor literatures. In
histopathology, experts can progressively identify and analyze certain impressions of features in MRI images
[28-30]. Transformational reactions such as apoptosis and mitosis are not precisely studied in the conventional
methods by the pathological experts, which prone to negligible errors, which even may cause morphologically
a severe health menace. Histopathologists read certain features which has diagnostic leads, which are confined
to limited subjectivity [31]. Other features which are found as peculiar and new to pathological analyses shall
be extracted by data-driven approaches. A data-driven approach can grade the symptoms with considerable
efforts of automated learning mechanism. ANN, SVM and Random Forests are allied methods that form into
a conglomerate of analytical learning on the images, therefore the image analysis would pave into data driven
learning and quantitative learning with salient pathological features.

Detecting the varying shape of the alien growth in the internal regions of the brain is not only relied on
pattern recognition, where other non-structural properties also are influenced. For such situations, the parts
that grow shall be examined as whether healthy or not. A brain atlas shall be studied for the various types of
tissues in the internal regions of the brain, to assess the lesions are healthy or not. Symmetry of brain is also
another important study where abnormal regions are detected that violates the symmetry.

During the study and classification of brain tumor, the reflections of the signals determine the type of tissue
whether a tumor or not. The same signal intensities as that appear for a normal tissue appears for tumors
which are categorized as isointense [27]. The isointense to hypo-intense properties of the tissues in the human
brain associated with perilesional edema confuses the classification of brain tumor. Primary and secondary
tumors such as meningioma (MEN), and metastasis (MET) respectively are detected using T1-weighted images
of MRI for classification.

3. Brain Tumor Gray-scale MRI. One among the non-invasive techniques widely applied for diagnosis
and monitoring of brain activities and tumors is MRI. Gray-scale MRI images provide valuable information
about the tumor and surrounding tissue [13]. The resolution of these images can vary based on the acquisition
protocol, imaging equipment, and specific clinical requirements. Some common resolutions for brain tumor
gray-scale MRI images are:
**Low resolution:** Lower resolution images typically have a larger voxel size, which means each voxel represents a larger area in the scanned tissue. This can result in images with a resolution of around 256x256 or 128x128 pixels. While low-resolution images can be acquired quickly and require less computational resources for processing, they may lack the fine details needed for accurate diagnosis and treatment planning.

**Medium resolution:** Medium resolution images offer a balance between speed of acquisition and detail, with voxel sizes that are smaller than low-resolution images but larger than high-resolution images. These images often have resolutions around 512x512 pixels. Medium resolution images are commonly used in routine clinical practice, as they provide sufficient detail for most diagnostic purposes.

**High resolution:** High-resolution MRI images have small voxel sizes and capture finer details of the brain tissue, which can be crucial for certain applications, such as surgical planning or research. These images may have resolutions of 1024x1024 pixels or higher. High-resolution imaging can be time-consuming and require more advanced imaging equipment and computational resources for processing and analysis.

**Super-resolution:** Super-resolution is an advanced image processing technique that can be used to enhance the resolution of MRI images beyond the limits of the imaging equipment. Multiple image datasets with varied resolutions are combined from low-resolution images and super-resolution algorithms generate images with reasonable resolutions better comparable with high-resolution MRI. This can be particularly useful for applications where high-resolution images are needed but are difficult to acquire directly due to time or hardware constraints.

The choice of resolution for brain tumor gray-scale MRI images depends on the specific clinical scenario, diagnostic requirements, and available imaging equipment. In general, higher resolution images provide more detail and can potentially lead to more accurate diagnoses and treatment plans, but they also require more time to acquire and process.

4. **Proposed Work.** Brain tumor image analysis and segmentation is a subsidiary field of medical image analysis. From the research consensus in the recent decade, computer vision algorithms have profound contribution supporting diagnosis, treatment and monitoring the behavioral aspects of brain when affected by tumors. Much of the key features related to brain tumor such as size, location, type, grade, shape and boundaries, enhancing patterns, molecular features shall be understood during analyses shown in Fig.4.1.

4.1. **Method of feature selection.** Feature Selection has predominant role in classification and other prediction techniques. Feature selection is a preprocessing activity in deep learning for classification. Swarm based algorithms consists of two important characteristics which commonly prevail to demonstrate the meta-heuristic mechanism. Intensification and diversification are the two characteristics in swarm algorithms which do exploitation and exploration in the search space. Intensification aims at finding the best solution with respect to the current generation population in swarm optimization, whereas diversification is exploring the properties in the search space in stochastic orders, useful to evaluate the effectiveness of the algorithm. Most machine learning and deep learning algorithms employ meta-heuristic algorithms for feature selection. Meta-heuristic algorithms of swarm type are most suitable for the detection and identification of features in medical images. The phenomena of biological foraging behavior of animals, insects and sea-beings are most suitably applied for swarming in the feature selection of Fig.4.2.

4.2. **Ground Truth images and their importance.** The process of segmentation of brain tumor images from MRI is dynamic with respect to feature detection [46][51]. The process is vital in detecting features of tumors; delve in planning of treatment and to extract some findings different from healthy subjects. This is a challenging process, where varieties of methods are proposed in the research consensus. Manually rating the process of finding the standard validation in detecting the tumor features is always compared with the systematic or automated methods. The manual process of segmentation hinders with reliability, interpretation and reproducibility, more particularly at different regions employ different methods. Therefore, a ground truth needs to be prepared. a true ground truth is needed in segmentation of images manually. The importance of ground truth in detection and extraction of the known tumor features is more helpful. From the manual processes of segmentation of edema, several samples and estimates are considered to prepare the true ground truth.
As the anatomy of brain tumor is complex, locating the points and positions of tumor requires intervention of experience of specialists. Characteristics of brain tumor and the detailed knowledge of brain functions and anatomy are essential for medical professionals including neurologists, oncologists and neuro-radiologists.

The following are the ground truth images of brain tumor data sets from Kaggle. Ground truth images are annotated and labeled from the collective sources, where the reference information about the images is composed. Applied popularly in the deep learning techniques associated with classification, segmentation and object detection. Using ground truth, the performance of the algorithms can be evaluated with greater accuracy for the target sites in the medical images of brain tumor.

Ground truths for brain tumor images can be obtained by various methods such as manual segmentation, semi-automated segmentation, consensus labeling, synthetic or simulated data, which helps in developing and evaluating the performance of reliable computer vision algorithms.

4.3. Composition of CNN for selecting features using ground truths. The well-known fact about CNNs is it is a powerful class of deep learning model, which proves to be with exceptional performance particularly in computer vision research, such as segmentation, detection and recognition. When using CNNs for selecting features based on ground truths, the network is designed to learn meaningful representations from the input data, which can then be used for the given task. Here is a general outline for designing a CNN to select features using ground truths:

Input Layer: The raw image data sets are usually preprocessed and augmented considering the key parameters such as height, width and color channels and conversion into arrays.

Convolutional Layers: The building blocks of CNN, consists of various types of filters, kernels and striding mechanism performed through a convolution operation. Filters and kernels learn local features such as textures, corners and edges. Activation functions: At each convolution layer an activation takes place with a specific chosen function, to introduce the non-linearity, such as ReLU to substitute the equivalent values or chosen values for improving the learnability.

Pooling Layers: Spatial dimensions of the images are converted to feature maps in pooling layers. The
computational complexity is reduced by overcoming the problems of overfitting. Max-pooling is the ideal process which considers the maximum values from a region in the feature map.

**Fully connected layers:** Feature maps in the form of arrays are flattened into a single vector after the pooling layer. Global features and relationships among different images are enabled to learn.

**Output layer:** The output layer is connected to the last fully connected layer and is responsible for producing the final feature vector or classification scores. Depending on the task, different activation functions are used, such as the softmax function for multi-class classification or sigmoid for binary classification.

**Loss Function:** The difference between the predictions and the ground truth labels are drawn, considering the cross-entropy loss during classification.

**Optimization:** An optimizer is used to revise the update the weights as per the learning requirements during training while minimizing the loss function.

**Regularization techniques:** To prevent overfitting and improve generalization, regularization techniques such as dropout, weight decay, or data augmentation can be applied. When designing a CNN for selecting features using ground truths, the network architecture, hyperparameters, and training strategy should be tailored to the specific task and dataset. This may require experimenting with different architectures, layer configurations, and learning rates to find the best combination that produces the most accurate and robust model.

### 4.4. Various Activation Functions used Feature Selection using Ground Truth

Activation functions play an essential role in Convolutional Neural Networks (CNNs) by introducing non-linearities that enable the network to learn complex patterns from the input data. There are several types of activation functions used in CNNs for feature selection based on ground truths. Some of the most common activation functions are:

**Rectified Linear Unit (ReLU):** ReLU is the most widely used activation function in CNNs. It introduces non-linearity by setting all negative values in the input to zero, while keeping positive values unchanged. The simplicity of ReLU helps with faster training and reduced likelihood of vanishing gradients shown in Equ.4.1.

\[ f(x) = \max(0, x) \] (4.1)

**Leaky Rectified Linear Unit (Leaky ReLU):** Leaky ReLU is a modified version of the ReLU function that allows for a small, non-zero gradient when the input is negative. This helps to mitigate the "dying ReLU" problem, where some neurons become inactive and stop learning during training shown in Equ.4.2.

\[ f(x) = \max(\alpha x, x) \] (4.2)

where \( \alpha \) is a small constant (e.g., 0.01)

**Parametric Rectified Linear Unit (PReLU):** PReLU is another variant of ReLU that generalizes Leaky ReLU by learning the slope of the function for negative input values during training. Equ.4.3 enables the model to adapt better to the specific characteristics of the dataset.

\[ f(x) = \max(\alpha x, x), \] (4.3)

where \( \alpha \) is a learnable parameter

**Exponential Linear Unit (ELU):** ELU is an activation function that smooths the transition between positive and negative values by using an exponential curve. This smoothness helps to mitigate the vanishing gradient problem and speeds up training shown in Equ.4.4.

\[ f(x) = xifx \geq 0, else\alpha(exp(x) - 1) \] (4.4)

**Scaled Exponential Linear Unit (SELU):** SELU is an activation function designed specifically for feed-forward neural networks with normalized weights and activations. When used with proper weight initialization and normalization, SELU can help the network to self-normalize, improving training stability and performance.

\[ f(x) = \lambda xifx > 0, else\lambda\alpha(exp(x) - 1) \] (4.5)

In Equ.4.5, \( \lambda \) and \( \alpha \) are predefined scaling factors.
Table 5.1: Contrast Ratio

<table>
<thead>
<tr>
<th>Contrast Ratio</th>
<th>RGB Values</th>
<th>Number of Images</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R G B</td>
<td>Total : 155</td>
<td>Avg. Size: 15</td>
</tr>
<tr>
<td>16</td>
<td>255 128</td>
<td>0 – 102</td>
<td>30</td>
</tr>
<tr>
<td>18</td>
<td>255 136</td>
<td>14</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>255 144</td>
<td>28</td>
<td>50</td>
</tr>
<tr>
<td>21</td>
<td>255 152</td>
<td>42</td>
<td>70</td>
</tr>
<tr>
<td>22</td>
<td>255 160</td>
<td>58</td>
<td>85</td>
</tr>
<tr>
<td>24</td>
<td>255 166</td>
<td>72</td>
<td>115</td>
</tr>
<tr>
<td>26</td>
<td>255 172</td>
<td>86</td>
<td>130</td>
</tr>
<tr>
<td>28</td>
<td>255 178</td>
<td>102</td>
<td>155</td>
</tr>
</tbody>
</table>

**Hyperbolic Tangent (tanh):** The tanh function is a scaled and shifted version of the sigmoid function that maps the input values to the range between -1 and 1. This activation function is less commonly used in CNNs due to the vanishing gradient problem, but can still be effective in certain cases shown in Equ.4.6.

\[ f(x) = \frac{\exp(2x) - 1}{\exp(2x) + 1} \] (4.6)

**Sigmoid:** The sigmoid function maps input values to the range between 0 and 1. While it is not commonly used as an activation function in hidden layers of CNNs due to the vanishing gradient problem, it is still useful in output layers for binary classification tasks.

\[ f(x) = \frac{1}{1 + \exp(-x)} \] (4.7)

Equ.4.7 gives the right activation function for a CNN depends on the specific task, dataset, and network architecture. In practice, ReLU and its variants (Leaky ReLU, PReLU) are the most popular choices due to their simplicity and effectiveness in most scenarios.

5. Results and Discussion. Synthetic samples of gray-scale brain tumor images are collected as input for the experimentation. The Kaggle data set is proposed with 253 images where 155 containing the symptoms of brain tumor and 98 images without any symptoms. The consideration of generating synthetic image data sets is to make the sample sizes bigger in order to provide larger scope for deep learning. Around 800 synthetic images are generated using Dezgo [www.dezgo.com], where the consistent availability of symptoms is unpredictable and suitable as an unknown input for the experiment. Most of the braintumor images drawn from the dataset contain pixels considering the hue values of 25 to 50, and saturation and luminosity values set up at constant 76% and 62% respectively in the regions notified as tumors. The regions look as blurry non-geometric areas which contain no crispy borders to locate the size and shape. Whether images contain features of tumor or not, it is very effortful to identify based on the colors, if color images are provided, therefore a Contrast Limited Adaptive Histogram Equalization method for the selected RGB density values of such areas are considered to supply as input the classification process to ascertain the presence of proliferative components. From the selected images containing suitable densities of pixels, as shown in the following table, a Sequential Model of CNN with kernel values as densities are iterated using various types of activation functions. The table shows number of images that arrive satisfactorily in the experiment for each activation function. Given with various levels of selected contrast ratios (drawn from the observations of the experiment), the range of R, G, B values are identified using RGB histograms (dcode.fr), for the images with tumor given in the Kaggle data sets. Number of images for each average sample size of 15 from the total number of images with tumor are noted in Table.5.1.

Typically an image histogram is a statistical graph, which represents the colors in the x-axis and distribution of RGB colors and Luminosity of image on the y-axis. A gross statistic of the image histogram represents a gray-scale version of luminosity and it is calculated for each pixel with the standard formula \(0.2126 \ast R + 0.7152 \ast G + 0.0722 \ast B\).
Table 5.2: Classified Samples containing tumors with respect to implemented activation function

<table>
<thead>
<tr>
<th>Description of Sample Selection (Contrast Ratio, Color after contrast)</th>
<th>No. of Images with tumor</th>
<th>Sample Size</th>
<th>Images in Classified Samples containing tumors with respect to implemented activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast Ratio : 16, Color : RGB(255, 128, 0)</td>
<td>30</td>
<td>12</td>
<td>Sigmoid: 8, Tanh: 9, ReLU: 8, Leaky ReLU: 7, GMP-PReLU: 10</td>
</tr>
<tr>
<td>Contrast Ratio : 21, Color : RGB(255, 152, 42)</td>
<td>60</td>
<td>12</td>
<td>Sigmoid: 10, Tanh: 10, ReLU: 9, Leaky ReLU: 8, GMP-PReLU: 11</td>
</tr>
<tr>
<td>Contrast Ratio : 26, Color : RGB(255, 172, 86)</td>
<td>70</td>
<td>8</td>
<td>Sigmoid: 5, Tanh: 8, ReLU: 6, Leaky ReLU: 5, GMP-PReLU: 7</td>
</tr>
<tr>
<td>Contrast Ratio : 28, Color : RGB(255, 178, 102)</td>
<td>75</td>
<td>12</td>
<td>Sigmoid: 8, Tanh: 10, ReLU: 8, Leaky ReLU: 7, GMP-PReLU: 12</td>
</tr>
</tbody>
</table>

The cloudy areas in the image represent tumors, the said color densities with contrast of 1% to 100% are considered in as a geometric progression shown in Table 5.2. The reason of using geometric progression in the experiment is the nature of the exponential spread style of the colored pixels. A pixel (p) is selected as a seed point of the random walk in the brain tumor image; the next pixel is detected with the same color with a distance (d). Thus, the infinite sum of the pixels is computed in geometric progression as in Equ. 5.1.

\[
\sum_{k=0}^{\infty} (p.d^k) = p \frac{1}{1-d}
\]

(5.1)

For a sample window of the pixel values a series of contrast ratios accounted for the computation of the Geometric Progression sum, which may be considered as a parameter for the PReLU as first case in Table 5.3. Alternative case for Parametric ReLU is computed with value of \( \alpha \) determined from a predefined value of pixel intensity with background knowledge, which is equivalent to the standard deviation of selected contrast ratios i.e., 16, 21, 22, 26, 28 is the value called ‘p’ which is replaced with \( \alpha \). The geometric progression of the min and max values of the selected contrast ratios of samples in an instance of observation is considered as an ideal value for the parameter shown in Table 5.4. Mean = 22.6, Sum of Contrast Ratios = 113 and Variance = 17.44

\[
\text{Standard Deviation}(16, 21, 22, 26, 28) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2} = 4.1761226035642
\]

(5.2)

Margin of Error (Confidence Interval):

The distribution of the sampling mean is mostly as normal distribution. In this experiment, the standard error of the mean is computed as in Equ. 5.3.

\[
\sigma_x = \frac{\sigma}{\sqrt{\text{number of contrast ratios}}} = 1.867618804
\]

(5.3)

Thus from the above observation of an instance of experimentation, the value of parameter ‘p’ is still corrected to \( p = sd + sem \), where, if the confidence is considered as 95% of samples possess tumors \( p1 = sd + sem \), for less than 95% samples \( p2 = sdsem \).
Table 5.3: Images in Classified Samples containing tumor with respect to implemented activation function GMP-PReLU

<table>
<thead>
<tr>
<th>Description of Sample Selection (Contrast Ratio, Color after contrast)</th>
<th>No. of Images with tumor</th>
<th>Sample Size</th>
<th>Images in Classified Samples containing tumor with respect to implemented activation function GMP-PReLU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast Ratio : 16</td>
<td>30</td>
<td>12</td>
<td>p1 12 p2 8 average 10</td>
</tr>
<tr>
<td>Color : RGB(255, 128, 0)</td>
<td>60</td>
<td>12</td>
<td>p1 12 p2 10 average 11</td>
</tr>
<tr>
<td>Contrast Ratio : 21</td>
<td>65</td>
<td>15</td>
<td>p1 14 p2 10 average 12</td>
</tr>
<tr>
<td>Color : RGB(255, 152, 42)</td>
<td>70</td>
<td>8</td>
<td>p1 8 p2 6 average 7</td>
</tr>
<tr>
<td>Contrast Ratio : 22</td>
<td>75</td>
<td>12</td>
<td>p1 12 p2 average 12</td>
</tr>
<tr>
<td>Color : RGB(255, 160, 58)</td>
<td>75</td>
<td>12</td>
<td>p1 12 p2 average 12</td>
</tr>
<tr>
<td>Contrast Ratio : 26</td>
<td>75</td>
<td>12</td>
<td>p1 12 p2 average 12</td>
</tr>
<tr>
<td>Color : RGB(255, 172, 86)</td>
<td>75</td>
<td>12</td>
<td>p1 12 p2 average 12</td>
</tr>
<tr>
<td>Contrast Ratio : 28</td>
<td>75</td>
<td>12</td>
<td>p1 12 p2 average 12</td>
</tr>
<tr>
<td>Color : RGB(255, 178, 102)</td>
<td>75</td>
<td>12</td>
<td>p1 12 p2 average 12</td>
</tr>
</tbody>
</table>

Table 5.4: Convolution Filters used in the Sequential Model of CNN

<table>
<thead>
<tr>
<th>Layer(type)</th>
<th>Output shape</th>
<th>Param#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2d(conv2D)</td>
<td>(None,30,30,32)</td>
<td>896</td>
</tr>
<tr>
<td>Max.Pooling2d(Max.pooling 2D)</td>
<td>(None,15,15,32)</td>
<td>0</td>
</tr>
<tr>
<td>Conv2d(Conv2D)</td>
<td>(None,13,13,64)</td>
<td>18496</td>
</tr>
<tr>
<td>Max.Pooling2d(Max.Pooling2D)</td>
<td>(None,6,6,64)</td>
<td>0</td>
</tr>
<tr>
<td>Conv2d(conv2D)</td>
<td>(None,4,4,64)</td>
<td>36928</td>
</tr>
<tr>
<td>Flatten(Faltten)</td>
<td>(None,1024)</td>
<td>0</td>
</tr>
<tr>
<td>Dense(dense)</td>
<td>(None,64)</td>
<td>656000</td>
</tr>
<tr>
<td>Dense(dense)</td>
<td>(None,10)</td>
<td>650</td>
</tr>
</tbody>
</table>

Detecting features is challenging as they are not found in specific spatial positions in the image. The convolution is performed on the various spatial areas of the image to determine whether it is a tumor Table.5.5. In contrast to traditional neural network, the image has to transformed into a tensor rather into a vector in order to proceed with convolutions. A convolution filter is prepared, as a thumb rule with a size of 3x3 or 5x5. The following figure shows the 3x3 convolution filters:

The objective of the present application of Convolutional Neural Network is classification of the images with tumor from Kaggle repository in Table.5.6. The Keras Sequential API is primarily used and further up kept with modifications in convolution filters, ReLU and levels of layers.

```python
model = models.Sequential()
model.add(layers.Conv2D(32, (3, 3), activation = 'relu', input_shape=(32, 32, 3)))
model.add(layers.MaxPooling2D((2, 2)))
model.add(layers.Conv2D(64, (3, 3), activation = 'relu'))
model.add(layers.MaxPooling2D((2, 2)))
```
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(a) border detection with low contrast. (b) object detection with low contrast (c) border detection with high contrast (d) object detection with high contrast

Fig. 5.1: Convolution Filters used in the Sequential Model of CNN

model.add(layers.Conv2D(64, (3, 3), activation='relu'))

The above lines of code are supported by a stack of 2D convolution layers and max pooling layers. The image input is prepared with parameters of width, height and the color channel irrespective of the batch size. A batch is the size / one chunk of input given to the Convolution Neural Network. The CNN processes the input with 32, 32, 3 as the width, height and the color channel respectively. The original size of the brain tumor images of the Kaggle datasets is 225 x 225, where a regular patch is extracted from the images of size 32x32x3. The first layer is given an input of a batch of size 16 images with 32x32x3 as input specifications. Tensors representing the width and height as dimensions of the images are the output from the convolution layer, where the images tend to shrink into deeper layers of the convolutional neural network model. The first argument controls the number of output of the channels (tentatively 32), as specifically width and height shrinks, more output channels are added to each convolution layer.

Tensor is the last output in the model, where it is fed into the convolution layer or into one or more dense layers, during classification, with the dimension of convolution as 4x4x64. As dense layers work on vectors, the tensors are converted into vectors, by means of flattening the tensor or unrolling the tensor, subsequently the dense layer is added at the top. The Kaggle datasets contains prospectively 2 to 4 classes; final dense layers of 2 or 4 in number are connected at the end of the convolutional network at 2 or 4 outputs. The following model summary demonstrate the CNN used in the experiment.

The network model proposed summarizes the model and the tensor (4, 4, 64) is flattened into vectors of shape (1024) with advanced application of two dense layers. Using adam optimizer of Keras and setting values of sparse categorical cross entropy in logit distribution the model is compiled and the accuracy and loss is traced in 10 epochs. The model is fit to the input and evaluated, for 10 epochs; the accuracy is obtained to 0.7192 and loss at 0.8475 with almost at average of 634 m/s per epoch. Further the model is evaluated for increasingly 15, 20, 50, 100, 150 epochs successively on the same inputs. The accuracy is obtained to 0.8792 and loss at 0.6432 with almost average of 714 m/s per epoch. In the proposed work, GMP-PReLU is implemented for better finding of images with dense clouds identified as tumors gray-scale images. The creation of GMP-PReLU is a custom ReLU using Lambda layers in Tensorflow. An activation function can be created or edited using existing activation function. An example of implementation of custom ReLU is shown in the above code. The GMP-PReLU is introduced from standard samples of Kaggle data sets as cited previously. Selected samples of images containing severe features of tumors are considered and the pixel contrast ratio are computed. The pixel contrast ratios of the images are considered for the determination of the value of the ‘p’.

As the parametric ReLU intervenes with an external input as a learnable parameter to regulate the learnability of ReLU, a value is computed consisting of characteristics of Geometric Mean, which improves the learning behavior in the classification model for Grayscale MRI of Brain tumor, exponentially compared with normal ReLU. Though, ReLU is the most popularly used activation function, which introduces non-linearity for all the negative values as zeroes, the linear identity of the positive values cannot draw suitable inferences of learning for all the images data with sparse information. Whereby, the activation function leads to null for most of the zero valued inputs in ReLU. To enhance such practical feasibility to overcome the flaws of learnability, Leaky ReLU can be worked out with the constant values of 0.01 or 0.001 for all the negatively assumed values in the sparse information of the image data sets. Whereas in the Parametric ReLU the constant values are instantaneously computed based on the population of gray-scale values for the image of the interest. Geometric
Table 5.5: Validation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>TP - FN + FP - FN</td>
</tr>
<tr>
<td>Error Rate</td>
<td>TP - FN + FN - FN</td>
</tr>
<tr>
<td>Positive Predict Value (PPV)</td>
<td>TP - FP</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>TP - TN</td>
</tr>
<tr>
<td>Specificity</td>
<td>TN - FP</td>
</tr>
</tbody>
</table>

Table 5.6: Classification with Sequential CNN using normal ReLU

<table>
<thead>
<tr>
<th>No. of Samples</th>
<th>Success</th>
<th>Fail</th>
<th>Success</th>
<th>Fail</th>
<th>FPR</th>
<th>TPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.925477</td>
<td>0.972973</td>
<td>0.074523</td>
</tr>
<tr>
<td>200</td>
<td>160</td>
<td>31</td>
<td>160</td>
<td>31</td>
<td>0.925477</td>
<td>0.972973</td>
<td>0.074523</td>
</tr>
<tr>
<td>250</td>
<td>205</td>
<td>36</td>
<td>365</td>
<td>67</td>
<td>0.829995</td>
<td>0.941587</td>
<td>0.105254</td>
</tr>
<tr>
<td>300</td>
<td>240</td>
<td>52</td>
<td>605</td>
<td>119</td>
<td>0.718211</td>
<td>0.896251</td>
<td>0.124398</td>
</tr>
<tr>
<td>350</td>
<td>298</td>
<td>57</td>
<td>903</td>
<td>176</td>
<td>0.579413</td>
<td>0.846556</td>
<td>0.139976</td>
</tr>
<tr>
<td>400</td>
<td>355</td>
<td>129</td>
<td>1258</td>
<td>305</td>
<td>0.414066</td>
<td>0.734898</td>
<td>0.11078</td>
</tr>
<tr>
<td>450</td>
<td>324</td>
<td>166</td>
<td>1582</td>
<td>471</td>
<td>0.263158</td>
<td>0.589364</td>
<td>0.071097</td>
</tr>
<tr>
<td>500</td>
<td>259</td>
<td>193</td>
<td>1841</td>
<td>664</td>
<td>0.142524</td>
<td>0.421099</td>
<td>0.034519</td>
</tr>
<tr>
<td>550</td>
<td>176</td>
<td>168</td>
<td>2017</td>
<td>832</td>
<td>0.06055</td>
<td>0.274629</td>
<td>0.010489</td>
</tr>
<tr>
<td>600</td>
<td>82</td>
<td>162</td>
<td>2099</td>
<td>994</td>
<td>0.022357</td>
<td>0.133391</td>
<td>0.002982</td>
</tr>
<tr>
<td>650</td>
<td>48</td>
<td>153</td>
<td>2147</td>
<td>1147</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2147</td>
<td>1147</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0.76692</td>
</tr>
</tbody>
</table>

Mean of the trial values of positive values is calculated for the forthcoming values, if they are zeroes. The interpolative mechanism of employing values of Geometric Mean makes learning profitable. Deep Learning has ubiquitous methods for the problems of image classification, image annotation, image recognition and detection. The proposed model of CNN consists of 4 convolutional layers which are design with 16 feature maps. Thereby a Sequential Model of CNN could employ the ReLU with the said kind of parameters to avoid the saturation in learning. The feature maps after Max-Pooling is introduced with a kernel size of 2 x 2 and the normalization is directed by the normalization layers after each instance of Max-Pool layer, to enable faster convergence. Evaluating the performance of experiments is done by plotting the performance metrics of the observations in each instance of experiment. False Positive Rates and True Positive Rates are computed from all possible values of performance metrics and a curve is plotted. The curve between FPR and TPR denotes the gross variations of Sensitivity, Specificity and Accuracy achieved from the experiments. Wherefore, the experiments are conducted in two phases, that of a Sequential Model of CNN with normal characteristics of ReLU and GMPReLU, which is where the values obtained, are shown as ROC curve – Receiver Operating Characteristic curve. The following tables show tabulated data of the observations of the experiments of Sequential Model of CNN with ReLU and GMPReLU.

Evaluating the performance of experiments is done by plotting the performance metrics of the observations in each instance of experiment. False Positive Rates and True Positive Rates are computed from all possible values of performance metrics and a curve is plotted. The curve between FPR and TPR denotes the gross variations of Sensitivity, Specificity and Accuracy achieved from the experiments. Wherefore, the experiments are conducted in two phases, that of a Sequential Model of CNN with normal characteristics of ReLU and GMPReLU, which is where the values obtained, are shown as ROC curve – Receiver Operating Characteristic curve. The following tables show tabulated data of the observations of the experiments of Sequential Model of CNN with ReLU and GMPReLU.

The curve represents the performance of the experiments, where if the curve is closer to y-axis, the ex-
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Table 5.7: Classification with Sequential CNN using GMP-ReLU

<table>
<thead>
<tr>
<th>No. of Samples</th>
<th>Success</th>
<th>Fail</th>
<th>Success</th>
<th>Fail</th>
<th>FPR</th>
<th>TPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>226</td>
<td>4</td>
<td>226</td>
<td>4</td>
<td>0.869515</td>
<td>0.995859</td>
<td>0.152944</td>
</tr>
<tr>
<td>250</td>
<td>266</td>
<td>12</td>
<td>492</td>
<td>16</td>
<td>0.715935</td>
<td>0.983437</td>
<td>0.178291</td>
</tr>
<tr>
<td>300</td>
<td>314</td>
<td>14</td>
<td>806</td>
<td>30</td>
<td>0.534642</td>
<td>0.986944</td>
<td>0.186852</td>
</tr>
<tr>
<td>350</td>
<td>334</td>
<td>21</td>
<td>1140</td>
<td>51</td>
<td>0.341801</td>
<td>0.947205</td>
<td>0.211098</td>
</tr>
<tr>
<td>400</td>
<td>386</td>
<td>34</td>
<td>1526</td>
<td>85</td>
<td>0.118938</td>
<td>0.912008</td>
<td>0.036859</td>
</tr>
<tr>
<td>450</td>
<td>70</td>
<td>41</td>
<td>1596</td>
<td>126</td>
<td>0.078522</td>
<td>0.869565</td>
<td>0.032132</td>
</tr>
<tr>
<td>500</td>
<td>64</td>
<td>250</td>
<td>1660</td>
<td>376</td>
<td>0.04157</td>
<td>0.610766</td>
<td>0.014105</td>
</tr>
<tr>
<td>550</td>
<td>40</td>
<td>215</td>
<td>1700</td>
<td>591</td>
<td>0.018476</td>
<td>0.388199</td>
<td>0.005379</td>
</tr>
<tr>
<td>600</td>
<td>24</td>
<td>192</td>
<td>1724</td>
<td>783</td>
<td>0.004619</td>
<td>0.189441</td>
<td>0.000875</td>
</tr>
<tr>
<td>650</td>
<td>8</td>
<td>183</td>
<td>1732</td>
<td>966</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1732</td>
<td>966</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.94902</td>
</tr>
</tbody>
</table>

Fig. 5.2: The ROC showing the performance of the Sequential Model of CNN with ReLU and GMP-ReLU experiments exhibit a better fit. The AUC is also computed as the sum of values of product of the subsequent difference of FPR with the TPR is said to be achieved nearing to 1, indicating the maximum fit or better fit. Whereas, the value of AUC as 0.5 shows the indiscriminability of the model as success or failure of Table.5.7.

From observations of Fig.5.1, kernel shape and kernel size are progressively inverse. The reason is a very basic operational fundamental, as the kernel shape in first convolution passes, the resolution of the image is narrowed, in the sense the data is consolidated, thus by reducing size of kernel will increase proportionately. Number of convolutions is to narrow down the inferences obtained in the kernel, until a considerable inference is met; the convolutions are repeatedly performed. During the convolutions, the stride is considered to be 1 or 2, i.e., a unit matrix of one column and one row or a matrix with minimum countable columns and rows, which will be possibly 1 or 2. The stride indicates the number of kernel convolutions on the source image. Increase in the size of stride will reduce the resolution in the results as the number of convolutions becomes less in number.

As said above in the Sequential Model of CNN, application of filters means performing a convolution on the source. The size of the filter depends on the quality of comprehension required; size varies progressively in each iteration. The configuration of the framework consists of the pool size, stride size, computation on the pool, combining the results of computation from the convolutions by each filter. A filter is applied in convolutions on the source and completes all the computations of the source data, which is called as convolution layer. All the layers are combined into a tensor which is reshaped and flattened to a linear unit.

Ground truth based classification using convolution neural networks (CNNs) on gray scale images is a
common technique used in image recognition tasks. In this approach, a Sequential-CNN is trained using a data set of grayscale images that are labeled with the correct classes, known as the ground truth labels. The goal is to train the CNN to learn the features that are important for distinguishing between different classes of images. The process of training a CNN typically involves several steps, including data pre-processing, model design, and training. During the pre-processing step, the images are typically re-sized and normalized to ensure that they are all the same size and have a consistent range of pixel values. This step is important for ensuring that the CNN can learn meaningful patterns from the images shown in Fig. 5.2.

The model design step involves choosing the architecture of the CNN. Composition of multiple convolutional and pooling layers supporting convolution and pooling operations, which is typically followed by fully connected layers. The number and size of these layers will depend on the complexity of the problem being solved, and can be tuned through a process of experimentation and evaluation.

During the training phase, the labeled dataset is used in CNN for training, which is called backpropagation technique, where the weights are adjusted to minimize the variations among predicted labels and ground truth labels by the network. This process repeats as many epochs, or iterations, the network in the model achieve accuracy levels satisfactorily using training data.

A trained CNN for the specific input of training data sets can be conveniently used to classify new images of the training categories and at the final layer to determine the predicted class. Exclusive test data sets can be used to compare the performance of the network with predicted labels to the ground truth labels as a separate validation test.

6. Conclusion. In our experiment we have made an attempt to determine the tumor in Grayscale MRI of brain tumor. The training data is classified only for benign and malignant. Meningioma as the primary and the metastases as secondary play rudimentary role in the experiment. The synthetic data sets are used to build the training classifiers and then the training classifiers are applied on the real data sets in order to distinguish that with tumor or otherwise. Progressively, the iterations are performed in the experiment with varying sizes of kernel, in order to narrow the secondary tumors areas and improved resolutions of the inferences about primary tumors. The experiment is conducted on images from Kaggle and a model is trained (classifier is built), which can be considered as ideal filter for all the benchmark images. The accuracy of the model is considerably improved compared to normal ReLU up to 89.214%.
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A CLASS SPECIFIC FEATURE SELECTION METHOD FOR IMPROVING THE PERFORMANCE OF TEXT CLASSIFICATION

VENKATESH V, SHARAN S B, MAHALAXMY S, MONISHA S, ASHICK SANJEY D S AND ASHOKKUMAR P

Abstract. Recently, a significant amount of research work has been carried out in the field of feature selection. Although these methods help to increase the accuracy of the machine learning classification, the selected subset of features considers all the classes and may not select recommendable features for a particular class. The main goal of our paper is to propose a new class-specific feature selection algorithm that is capable of selecting an appropriate subset of features for each class. In this regard, we first perform class binarization and then select the best features for each class. During the feature selection process, we deal with class imbalance problems and redundancy elimination. The Weighted Average Voting Ensemble method is used for the final classification. Finally, we carry out experiments to compare our proposed feature selection approach with the existing popular feature selection methods. The results prove that our feature selection method outperforms the existing methods with an accuracy of more than 37%.

Key words: Feature selection, machine learning, class-specific feature selection.

1. Introduction. The textual data volume is increasing day by day. This causes the need for a text classification that categorizes the text into two or more classes. Increasing text classification performance involves many stages such as feature selection, feature weighting, instance selection, and instance weighting [1]. Feature selection is the process of picking a subset of features that maximizes the performance of a machine-learning model. Feature weighting is a standard to assign a score to each feature based on its importance. Instance selection involves identifying proper instances that help the machine learning model to learn the relationship between the features and class much more easily. Similar to feature weighting, instance weighting assigns an importance score to each instance. This paper focuses on feature selection.

Feature selection is one of the important methods which is applied to the text classification problem. In feature selection, a subset of features is selected which can be used in the classification models which outputs an increased accuracy [2]. Much research shows that only a handful of features are enough to build a good classification model rather than the entire set of features. There are lots of advantages when the feature selection is applied which include dimension reduction, increased classification performance, removal of redundancy, and so on [3].

Feature selection aims to remove the useless features and retain only the precise features that help the classifier to understand the relationship between the features and classes [4]. The feature selection methods can be categorized into filter types, wrapper types, and embedded types. The filter-based feature selection method replies to statistical information and selects the best subset of features. Whereas the wrapper method leverages the performance of feature classification by selecting the optimal subset of features. Unlike filter methods, the wrapper methods are classifier-dependent, which means if the classification model changes, then the subset
of selected features is also changed. Embedded methods are the mix of filter and wrapper methods [5]. The feature selection method used in this manuscript is based on filter-based feature selection.

Filter methods are proven to be must faster and provide more advantages over the rest of the two types [6]. As in text classification, the number of features is very high thus creating a high dimensional space with many zeros in the feature matrix. The filter-based methods help to reduce the dimensions and make the classification model more efficient. Moreover, the filter-based methods are powerful in removing inconsistencies such as noisy data, and redundancies between features [7]. In this paper, we make use of filter-based feature selection to extract a promising feature subset.

Feature selection can be general or class-specific. In the first case, the feature selection algorithm picks a set of features that represents the entire class as a whole, whereas the second type of feature selection helps to pick features that are specific to each class [8]. The selected features may not be the same for all the classes, hence the advantage of class-specific feature selection is, that the model can learn the unique aspects of a class. Based on the literature, the following limitations are found in the text classification domain.

- The existing feature selection methods do not capture unique features to represent a class uniquely
- The imbalance dataset classification remains a challenge in the field of text classification
- The problem of merging multiple binary classifications into a single multi-class classification needs to be addressed.

We propose a novel class-specific feature selection method with multiple levels of classification to improve the text classification performance.

In this manuscript, we develop a unique class-specific feature selection method that helps the machine learning model to understand the relationship between the input and output variables much deeper. The use of class-specific feature selection comes with its challenges such as imbalanced instances during the training phase, difficulty in ensemble the result of classification, and so on [10] [9]. We focus on optimizing the class-specific feature selection methods in text classification by the use of sampling and ensemble voting. The main contributions of the paper are as follows.

1. To propose a text classification model that has strong knowledge about all the classes.
2. To eliminate the class imbalance problem by using sampling and similarity-based elimination.
3. To increase the performance of the machine learning classification by introducing ensembling methods.

The remainder of this paper is organized in the following manner. Some recent related works regarding the class-specific feature selection are reviewed in section 2. The section 3 explains the problem statement of this manuscript. Section 4 elaborates the proposed classification model on class-specific features. Section 5 compares the proposed approach with the popular machine learning models by using a standard benchmark dataset. Section 6 ends this paper by providing the conclusion and scheduling a few future works.

2. Related Works. A four-stage framework which includes binarization, balancing, feature extraction, and finally, classification was used by [11]. The authors have used four machine learning models namely kNN (k Nearest Neighbour), SVM (Support Vector Machine), NB (Naive Bayes), and XGBoost for classification. Furthermore, eight feature selection methods have been used in their experiment. The dataset is split into training and testing by k fold method where k varies between 1 and 10. The results show that when k=10, all the model produces good performance with the maximum accuracy of 98.84 %.

A deep learning framework was proposed by [12]. In their work, the medical image classification is done using class-specific feature extraction methods. The final image classification is done by combining multiple convolution encoder-decoder frameworks. All the mini models learn about a discriminative, non-redundant training set. An 86.73 % accuracy was obtained by their proposed work.

A feature weighting method introduced by [13] uses the NB model for the classification as it is easy to use in text domains because the features are independent of each other. The authors suggested considering four conditions to measure the degree of relevance. The first one is the frequency of the term in the training dataset. The second one is the frequency of the term in the specific class. The third one represents the distribution of the class which contains the term and finally, the number of classes that contain the term. An accuracy of 86.05 % was obtained using their proposed algorithm.

A work by [14] uses class-specific feature extraction and principal component analysis for classification. They extend the traditional dictionary learning for all classes to specific classes. Each class has its internal
dictionary to express more about itself. Eight datasets are used to validate their proposed work.

In some cases, the features of a dataset cannot be used to classify the instances into one or more classes, in that case, the dataset is termed an uncertain dataset. To classify an uncertain dataset, rough-based features are used. The authors in [15] use the kNN model to extract class-specific features from an uncertain dataset using rough set theory.

Building a classification model that works with high-dimensional data is very challenging. A work by [16] uses the J48 classifier to reduce the dimensions of the data and then extract the class-specific features for each class using the term weighting approach. The authors show that the method runs much faster than the traditional methods.

A work proposed by [17] extracts class-specific features that automatically determine the number, length, and start values. This work reduces the number of calculations required by the traditional models and thus increases the speed of calculations. Since the features are extracted for each class separately, all these processes can be done parallelly to reduce the time.

The authors in [18] present a class-specific feature extraction model which samples a small number of training patterns from the original data, then for each class in the dataset, the algorithm extracts the patterns. The authors introduce a new classification algorithm that uses all the extracted class features to determine the classes for the instances.

Another interesting work by [19] uses three metrics to extract class-specific feature subsets. The first metric is the correlation between the features and the target class. The next metric is the relevance of the features in the selected subset and the last metric is the redundancy of the features in the selected subset.

3. Problem Statement. Let the text corpus D represent by N number of documents as shown in Eq 3.1. The goal is to classify each of the N documents to one of the classes $c_i$ where $c_i \in C$

$$D = \{d_1, d_2, ..., d_N\} \tag{3.1}$$

Each unique document in D is represented as a tuple of features and classes as presented in Eq 3.2.

$$D = (x_i, c) \tag{3.2}$$

The goal is to perform class binarization which creates unique sub-sets of features for each class which can be expressed as Eq 3.3.

$$FS_i = \begin{cases} (x, 1) \forall x \in X, if y = i \\ (x, 0) \forall x \in X, if y \neq i \end{cases} \tag{3.3}$$

$$F_c = \arg\max_{f,i} I(f, c) \tag{3.4}$$

After the feature sets are extracted, the subset is used to train the machine learning models and predict the outcome as shown in Figure 3.1. The candidate features are identified for each class, these features represent the class’s unique features which can be the best for binary tests as denoted by Eq 3.4. To increase the efficiency, three machine learning model is used in each binary classification, and the weighted ensemble method is used to merge the result. The final classification is done by performing a mode ensemble approach.

4. The Class Specific Feature Extraction Approach. Feature extraction is a proven method to optimize the classification accuracy of a machine learning model, however, when the feature extraction is done on the entire dataset, the extracted subset of features may not represent the uniqueness of any one or more classes. This problem is overcome by a class-specific feature selection algorithm, where the features are extracted for each class and the subsets of two different classes may not be the same.

The first step is class binarization where we convert an N-class classification problem into an N two-class classification model (that is, we have only two classes- the positive and the negative). We start this process by splitting all the instances into two categories for each class, in one category, all the instances of the respective class are placed. In the other category, the rest of the entire instances are placed as shown in Figure 4.1. The main problem that is faced in this method is that, in each classification category, a huge imbalanced dataset is created. To eliminate the imbalance problem, we provide the following two solutions.
1. Delete the similar instances in the majority class (the negative class)
2. Create instances using SMOTE (Synthetic Minority Oversampling Technique)

4.1. Feature Selection. Feature Selection plays an important role in data classification as it can shrink the dimension in the feature space and remove the redundancies. In this paper, we make use of three feature selection methods namely Information Gain (Eq 4.1), Gini Index (Eq 4.2), and Chi-Square (Eq 4.3). Information Gain is a popular feature selection method that measures how much information is provided by a feature to determine the target class. The higher the information, the more powerful the feature is. Once the information gained for all the features is found, then the top k features are selected and used to train the machine learning model.

\[
H(x) = - \sum_i P_X(X_i)\log(P_X(X_i))
\]
\[ Gini = \sum_{i=1}^{m} P(t \mid c_i)^2 P(c_i \mid t)^2 \] (4.2)

\[ Chi = \frac{N \ast (tp \ast tn - fp \ast fn)}{(tp + fp) + (tp + fn) + (tn + fp) + (tn + fn)} \] (4.3)

4.2. Deletion of Majority Instances. As the N number of classes is mapped into two classes of size 1 (positive) and N-1 classes (negative), the negative class size becomes very large. This creates a huge imbalanced dataset, thus making the classification model learn more about one class and less about another class. To create a balanced dataset, one approach is to delete the instance from the majority instance (the negative class). The deletion of instances should be done with proper care so that the important instance should not be deleted and also the exact relationship should be learned from the dataset. To implement the deletion, first, the most similar instances have to be identified in the feature space. Then just by keeping one of the similar instances, all other instances can be deleted. The main advantage of the above-mentioned method is that random deletion is prevented.

Similar instances can be grouped by using any distance matching method that satisfies the following properties (assume \( \Theta \) is the distance finding algorithm).
1. \( \Theta(X,Y) \) is always equal to \( \Theta(Y,X) \)
2. \( \Theta(X,X) \) is always 0.
3. \( \Theta(X,Y) \) is always > 0.

The similarity finding equation is presented at Eq 4.4. The function returns all the instances whose distance is less than a small threshold value \( \Delta \).

\[ \text{Similiar}(X) = \{ \forall x, x \in U, \Theta(X,x) \leq \Delta \} \] (4.4)

Once similar instances for each instance are found, we have many sets of instances. In each set, the instances inside them reflect the same spatial properties in the feature space, so it is safe to delete the entire members of the set by keeping only one. This ensures that the model can learn all the relationships between the input features and the target classes in the dataset.

**Algorithm 1 Local Classification**

- **Input:** Instances with all features
- **Output:** The class associated with it
- \( F_1 \leftarrow \text{Features selected by eq 4.1} \)
- \( F_2 \leftarrow \text{Features selected by eq 4.2} \)
- \( F_3 \leftarrow \text{Features selected by eq 4.3} \)
- Let \( M_1, M_2, \text{and } M_3 \) be three classification models build on \( F_1, F_2, \text{and } F_3 \) respectively
- \( y = W_{F_1} * M_{F_1} + W_{F_2} * M_{F_2} + W_{F_3} * M_{F_3} \)
- return \( y \)

4.3. Instance Generation using SMOTE. In this manuscript, we use two methods to bring an imbalanced dataset into a balanced dataset, the first one is to delete similar instances (of the majority class) in the feature space. The other method is to generate synthetic instances. The most popular method used in generating synthetic instances is SMOTE (Synthetic Minority Oversampling) [20]. Many problems like overfitting, and loss of important information are addressed in SMOTE. In recent years, many optimal versions of SMOTE are available [21].

One of the main advantages of the SMOTE is, that it does not generate random instances which creates an information loss in the training phase of the classification model. The SMOTE picks a random sample in the minority class and finds the k closest neighbors using the Euclidean distance finding formula. Then a new location is identified within the selected instances from the Euclidean formula and a new synthetic instance is created.
4.4. Machine Learning Based Classification. We have used three machine learning models namely SVM, RF, and NB to classify the text documents and assign a class to them. We have adapted ensemble methods at multiple levels to increase the performance of the classification. We have selected these three machine learning models because of some reasons which we have explained in the following subsections.

4.4.1. Support Vector Machines. The SVM classifier can classify both linear and non-linear data. The SVM creates a non-linear hyperplane that can separate the instances. The main challenge an SVM model faces is to place the hyperplane in a perfect position that acts as a decision boundary that partitions the data instances. In text classification, the SVM works better as the feature space has many dimensions [22].

4.4.2. Naive Bayes. Naive Bayes is one of the statistical-based machine learning models that operate on the Bayes theorem. The semantics and underlying relationship between the words can be easily captured by using Naive Bayes. Since the classifier depends on conditional probabilities, it can be suited for a large dataset and gives optimal results.

4.4.3. Random Forest. Random Forest is one of the ensemble classifiers which combines multiple decision trees. Since multiple decision trees are used, each tree can be used to work on a feature. This ensures that the irrelevant features are not passed to other trees. The power of RF is the ability to generalize multiple trees.

4.4.4. Multi Level Ensemble Methods. For each class, we have each of these three machine learning models deployed three times one for each feature selection method. The classification results are finalized for each machine learning model based on the weighted average method as described in Eq 4.5. The full working of the ensemble model is described in algorithm 1. In the algorithm, the unique features for all the classes are extracted using three feature selection methods, and then the three classifiers such as SVM, NB, and RF are used to calculate the target class of the instance. The weighted voting ensemble method is used to find the
Table 5.1: Dataset Description

<table>
<thead>
<tr>
<th>Sno</th>
<th>Dataset Name</th>
<th># of classes</th>
<th># of documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Reuters-21578</td>
<td>10</td>
<td>9980</td>
</tr>
<tr>
<td>2</td>
<td>IMDB</td>
<td>2</td>
<td>50K</td>
</tr>
<tr>
<td>3</td>
<td>20newsgroup</td>
<td>20</td>
<td>18K</td>
</tr>
</tbody>
</table>

Table 5.2: Hyper parameters of ML model

<table>
<thead>
<tr>
<th>Machine Learning Model</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>C=100, kernel = rbf</td>
</tr>
<tr>
<td>RF</td>
<td>estimators = 50</td>
</tr>
</tbody>
</table>

After each of the weighting average results are obtained the results are ensembled using majority ensembling as shown in Eq 4.6. \(y_1\), \(y_2\), and \(y_3\) represent the outputs of the three weighted average methods. The abovementioned process is repeated parallelly for all the classes and the final class is determined by one hot ensembling. The working of the proposed approach is displayed in Figure 4.2.

\[
y = \text{mode}(y_1, y_2, y_3) \tag{4.6}
\]

5. Results and Discussion. We have experimented to test our proposed approach with three datasets. The details of the dataset are exhibited in Table 5.1.

In this experiment, we have used 10-fold validation. In this method, the dataset is randomly divided into 10 subsets. The proposed classifier is trained and tested 10 times where in each iteration, one subset is used as testing, and the remaining 9 subsets are used as training. The experiments are carried out in an i9 CPU with 16GB RAM. The details of hyper-parameters used in the experiment are shown in Table 5.2.

All the documents in the three datasets are pre-processed in the following order. First, the stop words are removed from the documents. Second, each word is stemmed and finally, all the features are represented in the bag of words model.

To evaluate the proposed approach, we have used four metrics known as accuracy, precision, and recall. The metrics are calculated by using the formulas mentioned in Eq 5.1, 5.2 and, 5.3 respectively.

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \tag{5.1}
\]

\[
P = \frac{TP}{TP + FP} \tag{5.2}
\]

\[
R = \frac{TP}{TP + FN} \tag{5.3}
\]

Table 5.3 provides the performance evaluation of all the machine learning models along with our proposed approach. It can be noted that the proposed approach outperforms all the existing classification models in the comparison. In existing models, NB produces the highest accuracy and recall whereas the SVM produces the highest precision.

From Table 5.4, it can be found that among all the classifiers in the comparison, the proposed approach exhibits the highest performance and has an advantage over the other machine learning models in the IMDB dataset. In the existing models, NB yields the highest performance in terms of accuracy, precision, and recall.
Table 5.3: Performance Evaluation of 20newspaper dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.75</td>
<td>0.8</td>
<td>0.75</td>
</tr>
<tr>
<td>RF</td>
<td>0.76</td>
<td>0.74</td>
<td>0.75</td>
</tr>
<tr>
<td>SVM</td>
<td>0.76</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>NB</td>
<td>0.77</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td>LR</td>
<td>0.54</td>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.83</td>
<td>0.86</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 5.4: Performance Evaluation of IMDB

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.62</td>
<td>0.75</td>
<td>0.67</td>
</tr>
<tr>
<td>RF</td>
<td>0.7</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>SVM</td>
<td>0.75</td>
<td>0.8</td>
<td>0.79</td>
</tr>
<tr>
<td>NB</td>
<td>0.76</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>LR</td>
<td>0.61</td>
<td>0.65</td>
<td>0.64</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.85</td>
<td>0.79</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 5.5: Performance Evaluation of Reuters Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.81</td>
<td>0.81</td>
<td>0.8</td>
</tr>
<tr>
<td>RF</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>SVM</td>
<td>0.84</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>NB</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>LR</td>
<td>0.79</td>
<td>0.78</td>
<td>0.8</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.9</td>
<td>0.9</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Fig. 5.1: The accuracy comparison of our proposed approach with respective to various number of features - 20newsgroup
Fig. 5.2: The accuracy comparison of our proposed approach with respective to various number of features - IMDB

Fig. 5.3: The accuracy comparison of our proposed approach with respective to various number of features - Reuters-21578

Fig. 5.4: The accuracy comparison of our proposed approach with respective to various number of features
The performance of the Reuters dataset is displayed in Table 5.5. The proposed classification model gives the best comparison result to the existing machine learning models. Naive Bayes produces the next highest accuracy and precision. The SVM produces the next highest recall.

From the Figures 5.1, 5.2 and 5.3, it can be observed that when the number of selected features increases, there is an increase in the performance of the machine learning model. When the number of selected features is fixed at 100, the relationship between the input features and the target class is not fully captured, and that’s the reason for the low performance. Meanwhile, when the selected number of features increases, the machine learning model gets more information to learn about the relationship between the features and the target class and hence yields more accuracy. When the number of selected features is very low, the proposed approach is not producing satisfactory results. Figure 5.4 displays the accuracy when the number of selected features is less number of features. Moreover, we found that when the number of selected features exceeds 300, the classification performance for all three datasets becomes stable and no significant changes are found. It is noted that the text classifiers perform much better in a balanced dataset than in an imbalanced dataset. There are two optimizations done to convert the imbalanced dataset into a balanced dataset. The first one is the creation of synthetic instances. Proper care is taken so that the created sample does not act as the original instance. The second one is the deletion of similar instances in the majority class without altering the original distribution of the dataset. Figure 5.5 displays the accuracy comparison in the two optimizations. The optimal value of both is 10%.

6. Conclusion and Future Work. Feature selection is one of the promising methods to increase the performance of the classification model. However, when the feature selection algorithm considers the entire class, then the selected features may not represent the unique characteristics of the classes. To solve this problem, class-specific features are selected so each class has its own set of feature subsets. This ensures that each subset fully represents the class and can hold the unique properties of the class. We propose a classification model that works on class-specific features and introduces ensembles on multiple levels. The experiment results prove that the proposed approach is effective and superior to the existing machine learning models. As the results are promising, the future scope of this research is planned to extend the work by incorporating deep learning approaches.
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BREAST CANCER IMAGE CLASSIFICATION BASED ON ADAPTIVE INTERPOLATION APPROACH USING CLINICAL DATASET
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Abstract. In the healthcare and bioinformatics disciplines, the categorization of breast cancer has become an emerging paradigm due to the second most common cause of cancer-related mortality in women. A biopsy is a procedure in which tissue has been examined to determine whether or not it is breast cancer through histopathologists that may lead to a mistaken diagnosis. The research is mainly focused on the patient data (884 case reports of patients) is acquired from the American Oncology Institute implemented with preprocessing techniques consists of missing values and those values are recovered with Novel Modified Interpolation (MI) Method. Deep learning networks effectively detect and assess the pattern for annotating histological data based on the labelling, which preserves time, system cost and enhances the system accuracy. This framework addressed feature acquisition and missing analysis strategies based on entropy confidence weight factor. First, the iterative patterns have been treated as a potential diagnostic rule, and the attention-based rule combination formulates the classification issue based on integrating convolutional and recurrent neural networks, and the short-term and long-term spatial correlations between patches. Second, the key part of label construction is carried out with an entropy confidence-weight factor assessment which detects and predict different patterns to construct the rule for classification. Third, optimization of clustering data by assessing missing parameters based on mean square error and the concept of interpolation to reduce data loss by around 20% and enhance the system accuracy. Simulation results show that the proposed system achieves 91.3% accuracy to state-of-art approaches, potentially allied in clinical applications. Modified Interpolation (MI) method recovered missing values with least mean square error and less data loss of 0.0123 and 1.38% respectively. This method also compared with existing Linear Interpolation (LI) method which is able to recover least mean square error and data loss of 3.295 and 18.925% respectively. Comparatively the modified interpolation method recovered the missing values with less mean square error and less data loss.

Key words: Breast Cancer, attention-based rule combination, Data Classification, Breast Cancer Diagnose, Data Clustering and Recovery

1. Introduction and examples. Breast cancer is the second leading cause of death in women, behind lung cancer, and it is the most frequent and lethal invasive cancer in women. According to the WHO’s International Agency for Research on Cancer (IARC), 8.2 million people died in 2012 due to cancer-related causes. By 2030, experts predict that the number of new cases will have risen to almost 27 million [1]. Based on apparent signs, particularly in past decades, doctors have been keeping track of lumps since they may develop into tumours. It is true since breast lumps often appear as outwardly apparent tumours in contrast to other forms of cancer inside the body. Early discovery and diagnosis were difficult since the disease was stigmatized by social stigma and shame. In addition to medical periodicals and novels, literature seldom mentioned breast cancers. The involvement of women in active promotion and awareness is essential to mitigate this impact. Chemotherapy is a medicinal treatment that uses strong chemicals to control the disease but that damage body fast-growing cells. Chemotherapy is the regularly utilized disease therapy since disease cells develop and multiply altogether quicker than the other body’s cells. Chemotherapy meds arrive in different structures. Chemotherapy drugs can treat a great many malignancies, either alone or in blend. Chemotherapy is a powerful therapy for some kinds of disease, yet it likewise accompanies a gamble of unfriendly impacts.
Every year on October 19, people around the world observe International Breast Cancer Day of Awareness to raise awareness of breast cancer. For women, breast cancer makes up close to 30% of tumors. The objectives of World Breast Cancer Day 2022 are to increase awareness and support women’s access to prompt and efficient prevention, detection, and treatment. Total number of 87,090 female died from Breast Cancer in the year of 2018 alone in India which is also represented in Fig. 3.1. Breast Cancer accounted for about 24.5% of all cancer related deaths in women in India [2].

Almost about one in four deaths due to cancer, in ladies in our country, was due to Breast Cancer. Mortality Rate of Different Cancer Patients [3] Once the patient diagnosed with breast cancer, the anticipated progression and outcome of your ailment will be estimated by the doctor. The prognosis varies from person to person and depends on a no of variables, like age of the patient, region of the patient, grade, and extent of the cancer. As you become older, your risk of getting breast cancer rises. women between the ages of 65 and 74 are the 2 ones who are diagnosed with breast cancer most frequently. Reliable Source. The median age that women are given breast cancer diagnoses is 63 years old. Less than 2% of the ladies in our country who received a BC diagnosis between 2015 and 2019 were under the age of 35.

Some chemotherapy incidental effects are minor and controllable, while others can life-compromise. In recent years, histopathological image usage and analysis accuracy has been increased due to the deployment of deep learning approaches. However, there are certain issues with deep learning approaches as follows:

1. Size of image data and high time consumption to train the data.
2. Computationally expensive when feeding raw data.

Few recent works have achieved moderate accuracy by stochastic selection of patches from image [2] or resizing the images [3, 4], but both mechanisms are affected by abnormal information loss that could lead to misdiagnosis. Histopathological image classification (HIC) assess different types of lesions (such as benign and malignant tumours). In [2], a sparsity model has been designed to encode image patches based on a fusion of attention patch predictions. Segmentation of the Whole side image (WSI) patch is essential during cancer image classification, and this segmentation would be into blocks and super-pixels based on the HIC approach. Consequently, the content-based histopathological image retrieval (CBHIR) method probes regions with similar content towards ROI. This mechanism provides comprehensive information to classify the images and helps pathologists. CBHIR provides comprehensive information for effective diagnosis based on historical data analysis. As per the studies, CBHIR has achieved similar accuracy compared to HIC [19]. The CNN extract the features of each patch where a support vector machine (SVM) is utilized to classify histopathological image [5]. Usually, the histopathological image classification process splits the image into smaller patches; the CNN based patch classification results are used to classify the cancer image. Histopathological image resolutions sometimes cause adverse effects that may impact the accuracy due to ignoring long-distance spatial dependency. Sometimes, the feature patch selection is not prosperous because of significant data loss that leads to insufficient data fusion. Subsequently, there are few research challenges with open-source data sets like ImageNet for object detection, BreakHis dataset [18] and Bioimaging2015 dataset [7]. However, their diversity is not guaranteed. In this regard, the designed method assesses the multilevel features based on the patches’ long and short-term spatial correlations. Second, the label construction is carried out with an entropy confidence-weight factor assessment which detects and predict different patterns to construct the rule for classification. Third, optimization of clustering data by assessing missing parameters based on mean square error and the concept of interpolation to reduce data loss. Finally, the RNN is deployed to fuse the patch features for final image classification. The 4-class classification task would achieve an accuracy of 91.3% than state-of-the-art methods. The proposed strategy is quicker and effective than the extant strategies. The usage can be considered as an augmentation of a medical clinic arrangement to monitor patient status distantly. Our contributions are listed below:

1. Design a attention-based rule combination to construct potential diagnostic rule for classification issue formulation.
2. Design an entropy confidence-weight factor to detects and predict different patterns prior to classification.
3. Design an optimization strategy to optimize clustering data loss based on mean square error and interpolation to enhance the system accuracy.
The rest chapter is compiled as: Section 2 describes related work with respective to feature extraction and its issues. Section 3 describes proposed method and attention-based rule combination scheme for effective classification. Section 4 describes implantation and results analysis. Section 5 describes conclusion of the manuscript.

2. Related Work. Many scientific domains rely on spatial and biological interpolation of spatio temporal and socioeconomic data. Nearest neighbour (NN), inverse distance weighting (IDW) [8], and trend surface mapping (TS) [9] are some basic interpolation approaches. Geostatistical interpolation (kriging) [10] was introduced in the 1980s. Because kriging considers spatial correlation and quantifies interpolation error using the kriging standard deviation, this was a significant improvement. Under unambiguous stationarity suspicions, In spatial information kriging is the Best Linear Unbiased Predictor (BLUP) [11]. It is also relatively adaptable, as numerous variations can handle specific situations like anisotropy, non-normality, and information included in covariates [12].

Kriging, on the other hand, has drawbacks. It can be computationally intensive, and it might be challenging to develop a solid geostatistical model that effectively fits all sorts of data [13]. It is also not well suited to adding the vast amounts of covariate data that are now available. One significant challenge is that defining a geostatistical model for data that cannot be easily transformed to normalcy is difficult. Indicator kriging [14] was created to address this problem; however, it is badly designed and not model-based (i.e., it doesn’t utilize formal factual strategies inferred for an unequivocal and complete measurable model, see Diggle and Ribeiro). The Summed up Direct Geostatistical Model [15] is statistically solid, but it has limitations regarding the types of distributions it can handle, and it is also technically challenging. For example, it is not always clear how variables with a lot of them interact.

Despite the fact that yearly and month to month precipitation in arid regions can in any case have zero qualities and solid positive skewness, spatial addition utilizing kriging is less complicated than every day or hourly precipitation in light of the fact that transiently collected precipitation keeps an eye on the typical dissemination [6]. However, when mapping hourly or daily precipitation, geographic variability is more significant, the stationarity assumption is called into question, and the precipitation distribution becomes skewed and filled with zeros [16]. From the literature, it is clear that there is a need for an extensive database to do adequate research. That cluster’s data must be omitted if even one parameter is missing. Usually, 20% of the data may be missed because of a single missing parameter in the database. We designed an algorithm to recover missing parameters with a small mean square error to prevent this problem. The designed method assesses the multi-level features based on the patches’ long and short-term spatial correlations. Second, the label construction is carried out with an entropy confidence-weight factor assessment which detects and predict different patterns to construct the rule for classification [17]. Third, optimization of clustering data by assessing missing parameters based on mean square error and the concept of interpolation to reduce data loss. At long last, the RNN is sent to combine the fix highlights for definite picture order.

3. Proposed system. Fig. 3.2 represents the Steps to perform and apply MI method as below:

1. Clustering of database.
2. Define overlap clustering for different classes.
3. Locate the cluster with missing parameters.
4. Apply modified interpolation to recover missing parameter.

Firstly, the collected real time data is clustered because the collected data is independent, we have to consider the classes. So we cluster our data by using output feature. Secondly, have to consider overlap clustering because there are many different classes, by using that classes that any data is overlapping. Thirdly, location of cluster with missing parameter is done to apply MI method. Once the location of the cluster is founded the MI model is applied to recover missing value.

The clustering approach is formulated based on spatial correlations, feature and instance dimension in a matrix format. Let assume m × n matrix A, and matrix B is sub-set of matrix A; where m is number of rows refers cases, n is number of columns refers features. The tumors have assigned scores to identify the lesion type for breast tumour diagnosis. In most cases, the score based analysis is not optimal; therefore, constant features have considered to accomplish the image classification. The mean-square-residue score (MSRS) measures each
cluster’s rate during the image classification. Each cluster enables at least 5 rows to formulate the unique rule in our simulation.

Initializes the required parameters, such as probability error and supportive confidence weight attributes. Step 1: check all image patches to construct the rule based on a cluster with an influential confidence factor. step-3 define the parameters, line-4 estimates the distance threshold value. step-6 to step-7 construct the cluster when the MSRS score is less than its threshold value. Otherwise, go to step-2, and this process is repeated till the construction of the cluster with an optimal confidence value. The final cluster remains used to construct the diagnosis rule, but there is a need to assess the confidence factor to validate the reliability. The rule construction must differentiate benign or malignant categories. Let us assume, $K_{be}$ indicates benign-label rows, $K_{ma}$ indicates malignant-label rows and $K_{bm}$ indicates total rows of a cluster. The confidence-weight factor $\phi$ is derived as follows

$$\phi_{be} = \frac{K_{be}}{K_{bm}} \quad (3.1)$$

$$\phi_{ma} = \frac{K_{ma}}{K_{bm}} \quad (3.2)$$

The essential confidence-weight factor $\phi$ of image $g$ or cluster is derived as follows

$$\phi_g = \max \{ \phi_{be}, \phi_{ma} \} \quad (3.3)$$

The cluster is classified based on the larger confidence-weight factor $\phi$. The cluster-based rule construction is conditionally formulated when the satisfaction of this condition $\phi \geq \phi_{th}$. In our simulation, the $\phi_{th}$ is fixed with 0.75 to enhance the system accuracy.
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Algorithm 1 Pseudocode of spatial correlation method

Input: Collected data with missing values in the form of Excel
Read the excel sheet
Initialize an empty array called ‘missingElements’
for each column in excel sheet:
if column name is ‘No of Missing Values’:
    value of cell > 0:
        add this row to ‘missingElements’ array
Initialize a data structure ‘D’
for storing clusters for each element in ‘missingElements’ array:
    pass the element to the Mathematical model:
use KNN clustering to form clusters consecutively $C_1$, $C_2$, $C_3$... and store in D
for each cluster $C_i$ in D:
    for each feature $F_j$ in $C_i$:
        for each value $P_k$ in $F_j$:
            $\sum P$: Sum of values $P_k$ in the feature $F_j$
P$: Number of missing values in feature $F_j$
P*: missing value
Define Overlap Clustering for the above formed clusters and missing values.
Locate the cluster with missing values.
Apply Modified interpolation method to remove missing values.
Output: Generates new excel sheet by recovering missing value

Computer-aided pathology analysis relies on the ability to classify breast cancer data. The researcher proposes to use a modified interpolation technique with data clustering to identify missing characteristics in a breast cancer database. In this regard, first extracting useful and non-redundant characteristics that are not redundant.

Let us assume, $Database \in \{C_1, C_2, \cdots, C_N\}$ enables $N$ set of clusters and each cluster is constructed based on set of features $F_N$ such as $C \in \{F_1, F_2, \cdots, F_N\}$ and each feature is extracted based on set of parameters such as $F \in \{P_1, P_2, \cdots, P_N\}$. Now he missing parameters are derived as follows

$$\hat{P} = \frac{\sum \frac{\partial P}{\partial F} + \sum P}{P_N}$$

(3.4)

where $\frac{\partial P}{\partial F}$ is a derivative parameter of the concern feature. All possible combinations have been performed on the target variables. The nearest location is first calculated for the calibration. The map of the nearest calibration variables is then fed to the gradient calculation. The missing parameter equation is used to find out the nearest prediction parameters as shown in the proposed system architecture. During HIC, the object may have different scales and complexity that leads hard to characterize image features. In this regard, CNN has achieved high accuracy, but the HIC requires excellent attention to represent the features. Therefore, combining multi-layer features helps to achieve the targeted accuracy by retaining fine-grained details and local textures, as we can observe in Fig. 3.3. The Tensorflow slim distribution helps to assess the feature extraction. In our simulation, the fully connected layers have not been considered due to the arbitrary size of images. Each layer channel is combined to accomplish multilevel convolutional features based on global average pooling with two inception modules. The final vector with 4096D dimensions enable multi-features of the image to classify the breast cancer images.

4. Experiment Result Analysis. Using the Tensor Flow framework the proposed algorithm is executed. The CNN architecture is a basic deep model, an AlexNet is employed as pre-trained model on the ImageNet. The essential settings of the server incorporate an Intel 3.6-GHz CPU and NVIDIA GeForce GTX 1080Ti GPU. In this periment, 1062 breast cancer instances (418 benign, 644 malignant cases) are considered. The SVM, fuzzy SVM, GRNN based methods are considered as state-of-art approaches. Fig. 4.1 illustrates different tissue
samples which considered as classes to assess the performance of the system, and where a) is a normal tissue, b) is a benign tissue, c) is a In-situ carcinoma, d) is a Invasive carcinoma.

4.1. Performance Metrics. Distinctive execution measurements are used to decide the productivity of our approach. Well known system performance like Accuracy, sensitivity and specificity are measured. The
Breast Cancer Image Classification based on Adaptive Interpolation Approach Using Clinical Dataset

Fig. 4.1: Four different tissue samples

Table 4.1: Classification based on essential attributes.

<table>
<thead>
<tr>
<th>S.No</th>
<th>ML Model</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Acc</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SVM</td>
<td>138</td>
<td>54</td>
<td>28</td>
<td>138</td>
<td>53</td>
<td>89.15</td>
<td>83.13</td>
<td>90.85</td>
<td>9.15</td>
<td>16.87</td>
<td>71.88</td>
</tr>
<tr>
<td>2</td>
<td>GRNN</td>
<td>192</td>
<td>0</td>
<td>564</td>
<td>192</td>
<td>100</td>
<td>34.11</td>
<td>25.4</td>
<td>100</td>
<td>0</td>
<td>74.6</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>Fuzzy SVM</td>
<td>125</td>
<td>67</td>
<td>11</td>
<td>125</td>
<td>553</td>
<td>89.68</td>
<td>91.91</td>
<td>89.19</td>
<td>10.81</td>
<td>8.09</td>
<td>65.1</td>
</tr>
<tr>
<td>4</td>
<td>DL-AI approach</td>
<td>171</td>
<td>24</td>
<td>4</td>
<td>171</td>
<td>567</td>
<td>96.1</td>
<td>97.01</td>
<td>95.11</td>
<td>3.95</td>
<td>1.74</td>
<td>86.21</td>
</tr>
</tbody>
</table>

Accuracy is the proportion of correct classification in all instances. The sensitivity is the proportion of positives (malignant instances) that are correctly identified, and the specificity is the proportion of negatives (benign instances) that are correctly identified, which are are listed below.

\[
\text{Precision} = \frac{(TP)}{(TP) + (FP)} \quad (4.1)
\]

\[
\text{Accuracy} = \frac{(TP) + (TN)}{((TP) + (TN)) + ((FP) + (FN))} \quad (4.2)
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} \| P_i - Q_i \| \quad (4.3)
\]

Exactness speaks average capacity of DRL model. True positive (TP) and true negative (TN) measure concludes the nonappearance and nearness of C-19 virus. False positive (FP) and false negative (FN) recognize the quantity of bogus caused by the system. Function measure (FM) remain used to decide the expectation execution rate. Root mean square error (RMSE), mean absolute error (MAE) have used to assess distinction rate among real and anticipated esteems. Table 4.1 illustrates that our DL-AI approach has achieved reasonable accuracy than other extant approaches. The precision rate is stable and DL-AI approach accomplished tremendous precision than the extant models because the designed Spatial Co-relation system effectively classify the images based on DRL system.
Table 4.2: Comparative analysis of proposed method with other models.

<table>
<thead>
<tr>
<th>Study</th>
<th>Feature Extraction</th>
<th>Classifier Method</th>
<th>Classes</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WT</td>
<td>SVM</td>
<td>3</td>
<td>89.1</td>
</tr>
<tr>
<td>2</td>
<td>Morphology</td>
<td>GRNN</td>
<td>5</td>
<td>88.5</td>
</tr>
<tr>
<td>3</td>
<td>Floating Features</td>
<td>Fuzzy SVM</td>
<td>5</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>Spatial Co-relation</td>
<td>DL-AI approach</td>
<td>5</td>
<td>91.3</td>
</tr>
</tbody>
</table>

Fig. 4.2: F-Score comparative analysis

Fig. 4.3: Error rate analysis and without interpolation

Table 4.2 illustrates comparative analysis of proposed method with state-of-art approaches. Five different classes are considered to assess the accuracy of the system and the proposed system has achieved 91.3% accuracy than other approaches. Fuzzy-SVM model has also achieved notable accuracy which is around 90%.

Fig. 4.2, illustrates F1-score with box-plots of the proposed and state-of-art approaches over test set. All approaches have accomplished the most elevated F1 esteems due to effective clustering based on weight factor. The DL-AI approach has achieved essentially accurate outcomes for all test cases. Most researchers have used a modified interpolation technique for weight assessment and the KNN algorithm for data clustering to identify missing characteristics in a breast cancer dataset. Fig. 4.3 illustrates performance analysis of a proposed system with and without interpolation; the model without interpolation has achieved an average 21% error rate compared to linear interpolation. However, adaptive interpolation has achieved less than 5% error rate on average. The cluster has omitted if any of the parameters are mismatched and when the confidence weight factor value is insufficient.

Initial simulation is carried out with normal and abnormal tissue data-set which can be observe in Fig. 4.4. Compare to GRNN, DL-AI has achieved high performance rate than FSVM in terms of accuracy 97% and sensitivity 98.3%, and specificity is 94% respectively. FSVM has occupied second position in performance rate but the specificity is 91% which is greater than GRNN. The GRNN has achieved 95% accuracy, 98.3%
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Fig. 4.4: Simulation-1 with normal and abnormal tissues

Fig. 4.5: Simulation-2 with benign and malignant tissues

Fig. 4.6: Simulation-3 results with invasive and in situ carcinoma tissue data.

Subsequently, Fig. 4.5 illustrates the simulation-2 results with benign and malignant tissue data. DL-AI approach has achieved greater performance than state-of-art approaches, like 100% accuracy, 98% sensitivity, and 100% specificity. However, GRNN has achieved low performance rate with the same tissue data set, were 92% accuracy, 91% sensitivity, 94% specificity are measured respectively. As usual, FSVM has held the second position which is better than GRNN.

Consequently, Fig. 4.6 illustrates simulation-3 result analysis report with invasive and in situ carcinoma tissue data. Here, FSVM has achieved low performance rate than GRNN such as 91% accuracy, 90% sensitivity, 92% specificity, but GRNN has achieved 92.5%, 91%, 93% rate towards accuracy, sensitivity, and specificity respectively. DL-AI has achieved its notable accuracy by 92%, 90% sensitivity, and 94.7% specificity respectively.

Table 4.3 illustrates standard deviation(SD), Area Under the Curve (AUC) measurement values to assess the performance of the system. In experiment-1, 500 normal and abnormal images are considered to estimate the SD, AUC based on three listed classifiers. Where, FSVM, GRNN, DL-AI have achieved 0.07%, 0.05%, 0.11% SD respectively. In experiment-2, FSVM, GRNN, DL-AI classifiers have achieved 0.19%, 0.11%, 0.21% of SD, and 0.97%, 0.99%, 1% of AUC respectively. Subsequently, this second simulation is carried out with 400 benign and malignant tissue data set. In experiment-3, FSVM, GRNN, DL-AI classifiers have achieved 0.15%, 0.163%, 0.20% of SD, and 0.98%, 0.967%, 0.99% of AUC respectively. In all three cases, DL-AI approach has achieved high performance rate than other approaches with different data-sets.
Fig. 4.6: Simulation-2 with invasive and in situ carcinoma

Table 4.3: Simulations results analysis with AUC and SD based on each classifier.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Number of images</th>
<th>Classifier</th>
<th>AUC</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>FSM</td>
<td>0.99</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GRNN</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DL-AI</td>
<td>0.99</td>
<td>0.11</td>
</tr>
<tr>
<td>2</td>
<td>400</td>
<td>FSM</td>
<td>0.97</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GRNN</td>
<td>0.99</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DL-AI</td>
<td>1</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>FSM</td>
<td>0.98</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GRNN</td>
<td>0.967</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DL-AI</td>
<td>0.99</td>
<td>0.2</td>
</tr>
</tbody>
</table>

5. Conclusion. The proposed system effectively determines breast cancer-based histopathology images to mitigate mistaken diagnosis. Deep learning networks accurately assessed the patterns for annotating histological data with a label system that enhances the system accuracy by 91.3%. The feature acquisition and missing analysis strategies have played an essential role in strategically achieving the targeted accuracy based on the entropy confidence weight factor. The attention-based rule combination effectively formulated the classification issue by detecting and predicting the different patterns to construct the classification rule. This process has optimized the clustering data by assessing missing parameters based on mean square error and data interpolation.

Note: KNN algorithm has been used during data clustering considering the above essential factors.

Simulation results show that the proposed system has achieved 91.3% accuracy than state-of-art approaches.
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SECURESENSE: ENHANCING PERSON VERIFICATION THROUGH MULTIMODAL BIOMETRICS FOR ROBUST AUTHENTICATION

SAMATHA J∗ AND G .MADHAVI†

Abstract. Biometrics provide enhanced security and convenience compared to conventional methods of individual authentication. A more robust and effective method of individual authentication has emerged due to recent advancements in multimodal biometrics. Unimodal systems offer lower security and lack the robustness found in multimodal biometric systems. The research paper introduces a novel approach, employing multiple biometric modalities, including face, fingerprint, and iris, to authenticate users in a multimodal biometric system. The paper proposes the "Secure Sense" framework, which combines multiple biometric modalities to improve person verification accuracy. The proposed system utilizes both web-based and real-time datasets. For the web-based dataset, we employed the Chicago Face dataset for facial data, the MMU1 dataset for iris data, and the SOCOFing dataset for fingerprint data. In real-time data collection, facial data is captured using a Zebronics Zeb-Gem webcam, fingerprint data is obtained using the Mantra MFS scanner, and iris data is collected using the Mantra MIS scanner. In the envisioned system, we introduce an innovative approach that employs a decision-level fusion technique across three unique biometric modalities, resulting in an impressive accuracy rate of approximately 93% across all modalities.

Key words: Biometrics, CNN, Daugman, Decision level fusion, Haar-Cascade, multimodal

1. Introduction. The process of identifying individuals based on their physiological, biological, or behavioral characteristics is known as biometrics[1]. These qualities are unique to each person and do not change more or less throughout life. Biometric security has proven to be an effective tool compared to electronic security. Biometric traits can be either physiological or behavioral traits of humans. This is possible as long as you have the following properties: Integrity, Uniqueness, Lasting Quality, Collectability, Circumvention, Value, Execution. Body type is a factor in physiological biometrics. Fingerprinting is a feature that has been around for over a century. Examples include irises, DNA, palm prints, and hand shapes. Behavioral biometrics relate to human behavior. The main trademarks used are brands that are still widely used today. Keystrokes, gait (the way you walk), and writing style are some additional factors. The ability to speak is one biometric feature that falls into both categories. Choosing the right biometric based on your application is important.

Sensor data is noisy and not universal, and in monomodal biometric systems using a single biometric, there is no fixed representation of the biometric. Discourse, for example, biometric element whose characteristics change radically when a person is affected by a cold or home conditions. Creating a multimodal biometric system that integrates evidence from multiple biometric sources can alleviate some of these problems. Multimodal or multi-biometric frameworks use a variety of physiological or social biometric data to record and identify people. An implementation of such a multimodal biometric personal verification framework is presented in this paper.

Some features offer great reliability and accuracy, but no 100% accurate biometrics. With the growing global need for security, there is a clear need for robust automatic person recognition systems. Accuracy of authentication is always of paramount importance when dealing with applications containing sensitive data, thus, facilitating multimodal biometrics. An integrated prototype system that includes different biometric types is called multi-biometric. Combining multimodal biometrics with personality verification can improve the performance of character verification frameworks. Multimodal biometrics can improve false acceptance rate (FAR) performance without reducing the likelihood of access denial by increasing the ability to distinguish between genuine and fraudulent classes[2]. Although there are many challenges in enrolling large populations using a single (unimodal) biometric, identifying unimodal biometrics is highly effective. The main problem with unimodal biometric systems is the fact that no single technology is suitable for all applications. As a result,
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the use of multimodal biometric systems overcomes the drawbacks of unimodal biometric systems. Multi-
biometrics are widely used all over the world. Various systems require reliable person recognition systems to
verify or determine the identity of individuals. These schemes ensure that only authorized users can access
the services offered[3]. Examples of such applications include secure access to buildings, computer systems,
laptops, mobile phones, and ATMs [4]. These systems are vulnerable to fraudulent schemes in the absence of
robust personal recognition engines. Due to unimodal limitations, an authentication scheme based on only one
modality may not meet all requirements. Current work is expected to create a bimodal biometric framework
using facial, fingerprint, and iris highlights. This is to mitigate the impact of certain obstacles in the unimodal
biometric framework.

Robust authentication through multimodal biometrics entails the utilization of multiple biometric factors
in conjunction to bolster security during user authentication. This approach offers a range of advantages,
including heightened precision, enhanced security, increased resistance to spoofing attacks, and adaptability to
varying environmental conditions.

2. Related Works. The multimodal biometric authentication system has been the subject of several
proposals and developments. None of the biometrics is 100% accurate, despite the fact that some of the
characteristics offer good performance in terms of reliability and accuracy. The authentication accuracy of the
system is always the primary concern for applications that involve the flow of confidential information. Because
of this fundamental reason, multimodal biometrics should be used [5].

Elhoseny [5] proposed the majority of security frameworks fall into one of these three categories: based on
information; What you know, like a PIN, password, or identification, could very well be guessed, ignored, or
shared. A token known as “What you have,” such as a key or card, is another type: It could be taken, duplicated,
or misplaced. The final type is the use of biometrics: what you are, like your face, IRIS, fingerprint, and other
characteristics. Biometric identification systems can identify individuals by comparing a template set that is
stored in the database to the measured and analyzed physiological or behavioral characteristics. Uni-modular
biometric frameworks suffer from certain issues like noise in detected data, incompleteness, parody attacks,
intra-class varieties, and similarity between classes. The utilization of a blend of at least two biometric types
to further develop a framework’s security is known as a multi-modular biometric framework. Models include
Iris and fingerprints, to enhance user authentication and security. There are five levels of fusion in multi-modal
biometric systems: scale sensor; where, at the feature level, the sensor’s raw data are combined; At this level,
the features of each user biometric process are combined to form a single feature set or score level; where the
final decision, rank level, and match scores from difference matches are combined to show how similar the input
and stored templates are to one another; Each selected personality is assigned a position by each biometric
subsystem, and the subsystem positions are combined to create a new position for each character and choice
level; The last acknowledgment choice is made by consolidating the aftereffects of each biometric subsystem.
Multi-biometric systems can be broken down into six distinct groups: diverse sensors; which use a variety of
sensors and algorithms to capture biometric characteristics and extract various data; where numerous cases
of the equivalent biometric information are handled by various calculations; use numerous examples, different
occurrences of the equivalent biometric, for example, left and right irises or pointers; In order to obtain a more
comprehensive multi-modal representation of the underlying biometric, multiple samples of the same biometric
are taken using the same sensor; hybrid, in which evidence from two or more biometric features is combined;
refers to systems that use two or more of the five other categories. This chapter presents a proposed system for
fingerprint and iris recognition that is based on minutiae extraction for fingerprint recognition and hamming
distance for IRIS Recognition. The proposed system is built with MATLAB 7.8.0.347(R2009a) and makes use
of CASIA Iris V1 data for Iris recognition and FVC 2000 and 2002 DB1 A data for fingerprint recognition. It
compares the standalone fingerprint recognition system’s FAR, FRR, and accuracy metrics with those of the
multi-modal biometric system based on Fingerprint and Iris, demonstrating that the multi-modal system’s FAR
and FRR results are lower and accuracy is higher than those of the standalone fingerprint recognition system
[6]. The experiment’s findings were based on Iris recognition datasets from CASIA Iris V1 and fingerprint
recognition datasets from FVC 2000 and 2002 DB1 A.

The author in [7] explained, Feature Extraction, and Classification are the three distinct phases of this
novel biometric image classification approach, which is based on an optimal neural network and presented in
this paper. The novel method begins with the procedure of pre-processing the median filter. The element extraction stage, in which different highlights are really separated from biometric pictures, comes straightaway. Shape and surface components like the finger impression and ear include are among the removed highlights. The ONN method does a great job of classifying the images. The sensitivity, specificity, and accuracy of the new method’s efficiency metrics, as well as the False Positive Rate, False Negative Rate, and accuracy, are successfully estimated. It breezes through without a hitch with regards to grouping pictures with excellent viability, accomplishing real effectiveness in the errand of characterizing pictures, and delivering energizing outcomes with extraordinary exactness.

The development of sensing and multi-modal communication technologies has resulted in an increase in the complexity of multi-modal biometric recognition (MBR). The presence of biometric data with higher dimensionality and more diverse inputs has also added complexity to MBR. This paper proposes a multi-modal fusion technique system based on the GLCM algorithm’s combination of features from fingerprint and iris images. Prior to suggesting the proposed acknowledgment framework, a survey of past investigations on the iris and unique mark was finished. The AND entryway was used to pursue the final choice in the combination method choice. The review’s results showed that, in comparison to the KNN classifier’s recommended limit of up to 90%, the proposed framework achieved a high accuracy rate. The system’s evaluation was based on the FAR, FRR, and total accuracy rate [8].

Application security cannot be guaranteed without authentication. Cloud computing is a model for providing IT-related services to a variety of end users that uses the internet. Cloud services are becoming easier to use over time because they give users a lot of freedom. Also, it raises a few worries in regard to information security. The inherent biological patterns of the multi-modal biometric system enhance the robustness of the authentication mechanism. Because of the caught design, it precisely separates the people from their characteristics. Additionally, this concept can be applied in a variety of ways to strengthen the system, including, among other things, securing health information and the human genetic code for future reference through digital ledger management and EHR management. This work proposes a multi-modal biometric authentication method to increase cloud-based data security. An MD-5 hashing calculation is used to combine the elements removed from a unique finger, iris, and palm print in multiple stages to produce a hash of strings and numbers for a mystery key. The protected data is encrypted with one of three symmetric key encryption algorithms—DES, AES, or Blowfish—using the secret key. AES outperforms the other two algorithms in terms of performance in relation to the strength of the encryption process, while DES takes less time to execute. This model demonstrated its robustness in data security [9] thanks to the fusion of human modalities in the security mechanism.

Paper [5] proposes CNN-based deep learning models for the feature-level fusion of online fingerprints and signatures. At convolution and fully connected layers, early and late feature fusion techniques that combine features from both biometric modalities have been developed. The fingerprint input image has a fixed size of 150 x 150 x 1, and the online signature file is 17 x 17 pixels. The size of the signature was changed to 1 x 17 x 1 before it was sent to the network for online signatures in order to combine the characteristics of an online signature and a fingerprint. Different systems were attempted to consolidate the elements of an internet-based signature and a picture of a unique finger impression. Be that as it may, the width of the web-based mark’s component vector, which was set to 1, didn’t work on the precision or some other qualities for other assessment measurements for the proposed framework. The problem was solved, and the system’s accuracy and values for other evaluation metrics were raised, by adding two zero-padded layers to the signature network. The additional zeros were added, at least at the top, base, left, and right, of the element vector using this zero-cushioning strategy. As a result, the dimensions of the final feature vector increased to 4 x 4. Similarly, the final feature vector for fingerprints was 4 x 4. These features have been concatenated and passed through fully connected layers in order to extract and classify features in a more abstract way. The model was trained and tested using the new data set. With the early fusion scheme, the system was 99.10% percent accurate, and with the late fusion scheme, it was 98.35% accurate. The fusion may also use low-level fingerprint characteristics or level 3 features, such as active sweat pores and ridge contours, in the future to ensure a user’s accuracy and liveliness. One of the various biometrics-specific different state-of-the-art cryptography methods may be incorporated into the proposed system in the future to further ensure the fused biometric template’s safety.

Paper [6] proposes a useful feature-level fusion method for a multimodal biometric recognition system. We
looked at the multimodal biometric, which includes a level combination like an ear and palm impression. The four main steps in our proposed method are preprocessing, feature extraction, optimal feature level fusion, and recognition. The shape highlights were separated utilizing a changed district developing calculation, and the surface elements were extricated utilizing the HIMS administrator. Additionally, we selected the relevant features by employing the optimization technique. For picking the ideal component, we used the OGWO + LQ computation. On the positive, we proposed affirmation, for the affirmation we used the multi-part support vector machine (MKSVM) estimation. Measures like responsiveness, particularity, and precision are used to evaluate the implementation of our proposed strategy. Our proposed strategy outperforms other techniques in terms of awareness, particularity, and precision, as demonstrated by the trial results and similar research. Consequently, the multimodal biometric recognition system can greatly benefit from the efficiency of our suggested method. Individual confirmation demonstrates utilizing convolution brain networks is an effective method for putting a multimodal biometric framework on equipment. Our proposed work’s execution on CNN [22] would be a future undertaking.

3. Existing Unimodal based Systems. Unimodal systems are biometric identification systems that use a single biometric trait of the individual for identification and verification[10].

**Fingerprint Recognition.** During this recognition process, fingerprint features like swirls, arcs, loops, raised patterns, ridges, and other fine details are recorded using ink or a digital scanner to take an image of the fingerprint[11]. Then, we store or process this data with cryptographic algorithms. Particulars can be planned to relative finger positions utilizing a product program, and comparable details data can be looked through in a data set. To speed up the search, images are converted into strings. So, in most cases, the fingerprint image is just a string of characters to compare. By holding their finger on the reader for a few seconds, fingerprint readers enable users to identify or verify an individual. Today, fingerprint readers also check for blood flow and make sure the ridges on the ends of the fingers are where they should be to make sure no fake fingers are used. One of the benefits of this procedure is that it makes use of advanced technology and is easy to use. In addition to supporting the capability of enrolling multiple fingers for enhanced anti-spoofing properties, this method is extremely accurate and stable over time[9]. There are some drawbacks to this method: Contacting the unique finger impression per user can smirch your fingers, which can influence picture quality. The skin type and condition may influence the registered data [28].

**Facial Recognition.** This identification interaction estimates the whole facial design, like the distance between the eyes, nose, mouth, and the edge of the jaw [12]. Functions are used to create and store templates in the database. A single image is formatted based on facial features and captured with a conventional or video camera during a confirmation or differential verification cycle. This format is then contrasted and the layout of the data set. In the future, only high-performance test procedures will make use of this acknowledgment arrangement. Before authentication, systems today demand that users smile, blink, and move in a humane manner[34]. This is done to stop people from pretending to be part of the system. This framework enjoys the benefit of being inconspicuous. It functions admirably at an insignificant cost as it permits you to remove pictures utilizing normal reconnaissance cameras. Additionally, this strategy can be used covertly in high-security settings like airports. To put it another way, the person is not aware that the picture was taken. The disadvantage is that appearance and the environment can have an impact on facial recognition, which is highly dependent on the quality of the images obtained. This system can cause issues with identical twins and is typically inaccurate. Additionally, it operates secretly, jeopardizing your privacy[13].

**Hand Geometry.** Utilizing this recognition system is a straightforward but highly accurate process. The user places their hands on a metal surface with guidance pegs to assist in proper hand alignment. The gadget finds out around 90 hand qualities, including length, width, thickness, finger surface region, and palm size. These characteristics can be checked against another template in the database or form a template that is stored in the database. The fact that hand geometry technology has one of the biometrics industry’s smallest templates—typically less than 10 bytes—is one of its primary advantages [12]. It likewise has high client mindfulness and is non-nosy. The searcher’s relatively large size and low precision are its weaknesses. Children, people whose joints are inflamed, people whose fingers are missing, or people with large hands may find reporting challenging. Now, it is only used for the verification process.
Iris recognition. To identify individuals, this technology looks for characteristics like freckles, furrows, and rings in the colored tissue around the pupil [24]. This is one of the biometric technologies with the highest degree of accuracy. As indicated by a new Silicon.com article, an administration exploration including facial acknowledgment, iris acknowledgment, and unique finger impression acknowledgment found that iris acknowledgment played out the best as a confirmation technique, in spite of the difficult enrolment process. A normal camcorder can be utilized to get a picture of the iris, and it very well may be finished from a more noteworthy distance than with a retinal output. Users of this technology need to work together to get a clear picture. Subsequently, the gadget is planned so that when the client puts his head before it, he can see his iris reflecting in the gadget, demonstrating that an unmistakable picture can be gotten. In order to ensure that the framework is not fooled by a fictitious eye, the device may alter the light that is reflected into the eye and observe the pupil expanding. This framework has the advantage of a high confirmation rate and fraud protection. The iris data are the same for the left and right eyes and do not change as you get older. The disadvantage of this strategy is that it is extremely intrusive; The process of enrolling is somewhat challenging since not everyone is familiar with the system. John Daugman, a Cambridge College scientist, was responsible for a great deal of exploration on iris acknowledgment.

Retinal Recognition. It is a technique for observing the retina’s blood vessel pattern, which is said to vary from person to person. Essentially, the retina is comprised of material tissue with various layers close by photoreceptors like cones and shafts. Photoreceptors take in the light rays they emit and turn them into an electrical force that the mind uses to create images. In comparison to the tissue that surrounds the eye, the blood vessels that make up the retina are better able to detect and reflect infrared light. In this way, the gadget utilizes its IR light to enlighten the retina, and when the IR is mirrored, a retina assessment gadget utilizes it to eliminate the remarkable components of the retina utilizing different estimations. The size of the pupil, which controls how much light reaches the retina, affects image quality. The fact that a person’s retina stays the same throughout their lifetime is a benefit of this innovation. In comparison to other technologies, it has many distinctive features and a high verification rate. Client anxiety when eyes are filtered from very close distances, the requirement to remove eyeglasses at contact hotspots, and the widespread perception that devices can damage the retina are all obstacles to this strategy. Being patient and cooperative with a lot of customers [27-29].

Signature Recognition. The behavioral part of how we sign names is analyzed by Mark’s Acknowledgment. This development is due to direct qualities such as timing, pressure, speed, overall changes, and different stroke paths throughout the stamping. Despite all the characteristics of copy brands being fundamental from the ground up, the nature of their behavior is difficult to copy. This device includes a stylus (or pointer) and a There are special writing tablets that The pen must be used by the customer to sign on to the tablet. This system collects all information about features, creates templates, and stores them in a database. You are required to register for various events to complete valid registration. This method is advantageous because it is a painless device that is well-known and difficult to imitate. The drawback is that the signature should not be too long or too short. A signature that is too long can contain too much behavioral data and make it difficult for the system to find consistent and unique data points. If the signature is too short, there may not be enough data points for the system to create a unique template. Whether you’re standing, sitting, or resting your arms, the recording process should take place in the same environment. The structure also tries to modify the client, resulting in signature anomalies [27].

Voice Recognition. Voice originates from the vocal cords. When we try to communicate, the distance between the vocal cords narrows or widens. Thus, increasing expansion with deep breathing and narrowing with exhalation produces an unmistakable sound. Most of the vocal tract consists of the larynx, oropharynx, oral cavity, nasopharynx, and nasal cavity. In this method, users are asked to recite part of a list of texts or numbers using a microphone or phone connected to their computer. A computer receives the user’s voice and converts it into digital form. A template is created by saving this format and extracting certain features from it. Statistical profiles are created by comparing multiple samples and identifying various recurrence patterns. As a result, statistical profiles are compared to ensure accuracy. The advantage of this strategy is that existing communication bases or mouthpieces can be used. It is unobtrusive and easy to use. This is a problem because background noise affects the system. Accuracy is very low, as it can be affected by voice adaptation due to
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Gait Recognition. Gait recognition is a technology that recognizes people by the unique way they walk. Stride recognition is usually useful for reconnaissance because it tends to be caught without the person's consent. Faking and hiding are also extremely challenging. Energizers like liquor and medications, which make individuals unequal, actual changes brought about by pregnancy, a mishap, weight gain or misfortune, an individual's state of mind, and the garments they wear can all influence walking. Stride acknowledgment should be possible by utilizing typical observation cameras. A portion of the benefits are that it tends to be finished in a good way and minimal expense observation cameras can be utilized. It is difficult to fake and can be affected by the person’s background, clothes, and emotions, which are disadvantages [27].

Key stroke Recognition. Because different people type differently on computer keyboards, keystroke detection is necessary. This strategy includes a keyboard or a computer-attached keyboard. When asked to enter a particular word on multiple occasions, the user must meet certain requirements, such as typing correctly. In the event of typos, You must start from scratch. The manner in which an individual sorts, the total composing speed, the time between progressive keystrokes, how long each key is held down, and how frequently an individual presses other keys utilizes the console. The request wherein capitalized letters are placed, for example, the numeric keypad and capability keys, whether the shift key or the letter key is delivered first, and so on., are a few of the extracted characteristics. These characteristics are used to generate a template for a statistical profile of a person’s behavioral characteristics. They are advantageous because they are entirely software-based, do not require additional hardware, integrate with other biometrics, and require little training. Another advantage is that you can change the word and make a new template if you change the template for a particular word. This method has one drawback: it doesn’t make it easier to remember passwords. In addition, the technology is still in its infancy and has not yet undergone a significant amount of testing.

Hand Vascular Pattern Recognition. The technology uses state-of-the-art recognition algorithms based on the unique veins and capillaries found on the back of the human hand to validate or recognize human users. Vein pattern recognition is based on the concept that the hotter the image, the brighter it becomes during infrared imaging. The colder the object, the darker it appears. So, when you scan your hand with an infrared reader, your vein pattern will appear darker than the surroundings. Everyone’s pattern is different. If the image is saved as a personal template, it can be used for verification or identification purposes. The advantage is the high accuracy of this method. Unaffected by harsh environments such as construction sites, military bases, and manufacturing plants [13]. It is also very convenient for users as it requires minimal knowledge of the system. Infrared absorption patterns can be easily compared via optical and DSP techniques to provide a large, robust, and stable base for matching units. This usually requires a lower-resolution IR [27].

3.1. Limitations of Unimodal Systems. The following are the limitations [24] of unimodal systems.

Distortion of the biometric data that was input. Users may be rejected or identified incorrectly as a result of distorted biometric data preventing the alignment process with database templates.

Intra class variations. The biometric information obtained during identity verification may differ from the information used to create the registration format, which may affect verification systems. Biometric forms should show slight differences within the class.

Interclass similarities. Biometric highlights ought to be altogether unique for various individuals and ought to guarantee little similitudes between classes in the component space. Any biometric system can only effectively distinguish a certain number of users. The limitations of the recognizable proof framework cannot be arbitrarily extended to calculus consistent with a fixed set of element vectors.

Non-universality. There should be a lot of variation between classes in the biometric template. It is not always possible to obtain accurate and useful biometric data from users.

Intruder attacks. This type of attack modifies biometric authentication functionality to avoid detection. You could even create a fake biometric design to recognize someone else’s personality.

4. Proposed System. In the proposed system, we incorporate three distinct biometric modalities: face, iris, and fingerprint. Our dataset comprises both web-based and real-time data sources. The web-based data includes well-established online datasets, specifically, the Chicago face dataset for face recognition, the MMU1 dataset for iris recognition, and the SOCOFing dataset for fingerprint recognition. In contrast, the real-time dataset is gathered using webcam technology as well as Mantra MIS and MFS scanners. Subsequently, we
conduct feature extraction on all these modalities. We employ decision-level fusion techniques to amalgamate these extracted features. Finally, the authentication process is carried out using a Convolutional Neural Network (CNN) algorithm.

4.1. Datasets.

4.1.1. Web Based Dataset.

**Face Dataset.** The Chicago Face Database was created by Bernd Wittenbrink, Debbie S. Mom, and Joshua Correll at the School of Chicago. It offers standard, high-resolution portraits of men and women whose ethnicities range from 17 to 65. There are a lot of norming data for each model [14-16].

**IRIS Dataset.** The Multimedia University (MMU1) database contains eye images for the IRIS-based biometric system’s training models. Each person’s individual IRIS patterns for each eye make it easier to identify them. 46 people’s left and right IRIS are represented by 460 images and a few empty files in this dataset. Individual ID and characterization of an IRIS picture in view of a saved information base can be achieved through IRIS division [17].

**Fingerprint Dataset.** A biometric fingerprint data set produced for scholarly exploration is the Sokoto Coventry Finger Impression Dataset (SOCOFing). SOCOFing is comprised of 6,000 fingerprint images from 600 African subjects. These fingerprint images include synthetically altered versions with three distinct levels of alteration—obliteration, central rotation, and z-cut—as well as distinctive features like labels for gender, hand and finger name, and so forth [18].

4.1.2. Real Time Dataset. We have gathered the real-time dataset for our task, from the students. We have taken ten images, four of each student’s face, three images of their fingerprints, and three images of their iris.

The face pictures are gathered utilizing the Zebronics Zeb-Gem Genius webcam. A USB-powered web camera with a 3P lens and clear videos is the Zeb-Crystal Pro. It has night vision, a clip-on design for easy mounting, and a built-in microphone. 30 frames per second, 640 x 480 video resolution, and 1.2 meters of cable. The webcam can be used directly without the need for drivers.

The fingerprint pictures are collected utilizing the Mantra MFS scanner. The MFS100 USB fingerprint sensor is a high-quality option for desktop or network security fingerprint authentication. MFS100 depends on optical detecting innovation which effectively perceives low-quality fingerprints too. MFS100 can be utilized for validation, ID, and check works that let your unique finger impression carry on like computerized passwords that cannot be lost, neglected, or taken. Scratches, impacts, vibration, and electrostatic shock are all prevented by a hard optical sensor. Attachment and play USB 2.0 rapid point of interaction upholds numerous gadgets taking care of. 500 dpi optical finger impression sensor scratch-free sensor surface. supports Windows 7, 8, 10, Vista, Windows 2000, Linux, Windows ME, and Windows 98 SE SDK, Libraries, and Drivers on all platforms. 32-Bit and 64-Bit Support for applications and easy integration into production servers [19]. This scanner needs MFS100 RD service and MFS100 driver to be downloaded.

The Mantra MIS scanner is used to collect the iris images. The Mantra MIS100V2 IRIS Scanner is a powerful and durable iris scanner that has been used in numerous projects and is renowned for its precision. MIS100V2 is an excellent USB IRIS Sensor for IRIS Confirmation to get to the work area or organization security. The Single IRIS Sensor MIS100V2 can be extensively utilized for banking, access control, and identity applications like Aadhaar Authentication. The inbuilt LED indications make it simple to adjust the MIS100V2 quality algorithm, which is able to quickly and easily identify low-quality IRIS images. The MIS100V2’s fast auto-capture capabilities are due to its proprietary distance sensing and focus analysis technology. Downloading the MIS100V2 RD service and driver is required for this scanner [20].

4.2. Feature Extraction Techniques.

4.2.1. **HAAR-CASCADE API:** Haar Cascade is an algorithm for detecting features in images. A cascade function is trained on a lot of positive and negative images for detection. The algorithm doesn’t need a lot of work and can run in real-time. We can train our own cascade function for custom objects like cars, bikes, and animals. Since it just distinguishes the matching shape and size, Haar Outpouring can’t be utilized for face acknowledgment. The flowing window and outpouring capability are used in Haar overflow. It makes an effort
to identify strengths and weaknesses for each window. Positive if the window is a component of something else; negative in this case. The Haar cascade can be used with a binary classifier. It gives the outpouring windows, which could be a piece of our article, a positive worth. additionally, detrimental to those windows that cannot be a component of our product. The abundance of pre-trained haar cascade files makes implementation extremely simple. We also have the ability to train our very own haar cascade, but for that to work, we need a lot of data. A GitHub repository managed by the OpenCV library contains all of the well-known pre-trained haars cascade files. These documents can be utilized for an assortment of item recognition undertakings, for example, Eye detection, vehicle detection, nose/mouth detection, body detection, and license plate detection are all methods of human face detection [23].

4.2.2. DAUGMAN Algorithm for Iris. The first step is to apply a Gaussian filter to the eye image. This helps in reducing noise and creating a smoother image. Initialize the center and radius of the iris. These parameters will be used as starting points for constructing the iris boundary. Using the initialized center and radius, you create a circle within the eye image. This circle represents the estimated boundary of the iris. Then calculate the gradient along the circle’s boundary. This step helps identify edges and patterns in the iris. check if the gradient along the circle is at its maximum. If it is, this circle is considered as the maximum gradient circle, which corresponds to the iris boundary. If not, adjust the center and radius of the circle to refine the boundary estimation. After processing the entire circle, check if reached the last pixel of the image. If not go
4.2.3. **DAUGMAN’S** Operator. The task is to find the middle directions and the span of the iris and the student and Daugman’s condition is utilized for this assignment. The integral of a differential equation is Daugman’s theory of border recognition’s central focus [23].

\[
\max(r, x_0, y_0) \left| G_\sigma(r) \ast \frac{\partial}{\partial r} \oint_{r, x_0, y_0} \frac{l(x, y)}{2\pi r} \, ds \right| \tag{4.1}
\]

The intensity of the pixel at coordinates \((x, y)\) in the image of an iris is represented by \((x, y)\). \(r\) signifies the sweep of different round areas with the middle directions at \((x_0, y_0)\). \(\sigma\) is the Gaussian distribution’s standard deviation. A scale sigma Gaussian filter is denoted by the symbol \(G_\sigma(r)\). \((x_0, y_0)\) is the accepted focus direction of the iris. The parameters \((r, x_0, y_0)\) specify the circle’s contour as \(s\).

The Daugman’s operator in Equ. (4.1) is pivotal in improving iris features, ultimately resulting in precise user authentication.

By altering the center \((x, y)\) of the circular contour and the radius \((r)\), the operator seeks the circular path with the greatest change in pixel values. In order to achieve precise localization, the operator is applied iteratively while the smoothing is gradually reduced. On the off chance that the factors \(x, y\) and \(r\) have a place with the reaches \([0; X],[0; Y],[0; R]\) separately, this strategy has the computational intricacy of the request \([X \ast Y \ast R]\). As a result, in order to compute the circle parameters using this method, a total of \(R\) scans are required at each pixel.

An inquiry over the whole picture (of an eye) is finished, pixel by pixel as depicted in Fig. 4.2. The normalized sum of all circumferential pixel values increases in radius at every pixel. At each degree of expanded span, the contrast between the standardized amounts of pixel power values at neighboring radii circles is noted. That pixel is deemed to be the center iris pixel when, following the entire search, summation, and differentiation portion of the calculation, the greatest variation in the sum of circumferential pixel intensity values exists between two adjacent contours.

4.2.4. **2D Gaussian Filter.** In signal processing and electronics, a Gaussian filter is one whose impulse response is a Gaussian function. A Gaussian channel changes the info signal numerically through convolution with a Gaussian capability. According to our hypothesis, the Gaussian smoothing administrator is a 2-D convolution administrator used to smooth eye images to remove noise. The one-layered Gaussian channel has
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Fig. 4.3: CNN Architecture

where $x$ and $y$ signify the separation from the beginning towards the edges of the channel in the level hub and vertical pivot bearings, separately and $\sigma$ is the standard deviation of the Gaussian dispersion.

4.2.5. 2D Convolution. In math and useful examination, convolution is a numerical procedure on two capabilities $f$ and $g$ as given in Equ. (4.3), creating a third capability that is ordinarily seen as a changed variant of one of the first capabilities

$$ (f * g)(t) = \int_{-\infty}^{\infty} f(r)g(t - r) \, dr $$

While the image $t$ is utilized above, it need not address the time-space.

A 2D Gaussian filter is employed to achieve image smoothing or blurring, while a 2D convolution filter serves various image processing functions, including edge detection and feature extraction [33].

4.3. Convolutional Neural Network. CNNs are a subset of Profound Brain Organizations that are appropriate for visual picture examination since they can recognize and group picture highlights. PC vision, regular language handling, picture and video acknowledgment, and clinical picture investigation are only a couple of their many purposes. CNN is useful for image recognition due to its high accuracy. Medical image analysis, phone security, and recommendation systems are just a few of the many uses for image recognition [25]. The term "Convolution" is used in CNN to refer to the mathematical function of convolution. Convolution is a unique type of linear operation in which two functions are multiplied to create a third function that explains how one function's shape is altered by another [21]. In layman's terms, the output is created by multiplying two images that can be represented as matrices in order to extract features from an image [26]. A convolution device for isolating and recognizing the different picture highlights for use in highlight extraction examination. The feature extraction network contains numerous pairs of convolutional or pooling layers. a fully connected layer that, based on the features that were extracted in earlier stages, uses the convolution output to predict the class of the image. This CNN model of component extraction intends to diminish the number of features present in a dataset[21]. It adds new highlights to a current arrangement of elements, to sum up those highlights. There are a number of layers in the CNN architecture diagram.

There are three distinct types of layers in the CNN as depicted in Fig. 4.3 [29] pooling layers, fully connected (FC) layers, and convolutional layers. The stacking of these layers will result in the formation of a CNN architecture. The dropout layer and the activation function are two additional significant parameters that are described below in addition to these three layers [25].

4.3.1. Convolutional layer. The primary layer that is used to distinguish the various highlights from the information pictures is this one. The dot product (MxM) between the parts of the input image that are
proportional to the size of the filter is taken by sliding the filter over the image. The Feature map is the output, and it contains information about the image, like its corners and edges. The numerical activity of convolution is completed in this layer between the information picture and a channel of a specific size MxM. Subsequently, this component map is dealt with in various layers to get to know one or two features of the data picture. The CNN convolution layer sends the result to the subsequent layer after applying the convolution operation to the input. Convolutional layers in CNN offer significant advantages because they ensure that the pixel’s spatial relationship remains unchanged.

4.3.2. Pooling Layer. A Convolutional Layer is typically followed by a Pooling Layer. This layer’s essential goal is to reduce computational expenses by making the convolved include map more modest. This is accomplished by reducing connections between layers and independently working on each component map. There are many different Pooling operations, each with its own set of rules and methods. It basically summarizes the features created by a convolution layer. In Max Pooling, the choice of the largest element is made using the feature map. The normal of the components in a picture part of a foreordained size is determined utilizing Normal Pooling. The total sum of the elements in the predefined section is computed using Sum Pooling. The Pooling Layer for the most part fills in as a framework between the Convolutional Layer and the FC Layer. This CNN model makes it easier for the networks to independently recognize the features because it generalizes the features that were extracted by the convolution layer. This also results in a reduction in computation time within a network.

4.3.3. Fully Connected Layer. The Fully Connected (FC) layer, which is used to connect the neurons between two distinct layers, is made up of the weights, biases, and neurons. These layers make up the last few layers in the majority of CNN architectures and come before the output layer. The flattened input image from the layers before it is received by the FC layer. After the vector has been smoothed, it goes through a couple of more FC layers, which are ordinarily where numerical capabilities tasks occur. At this point, the classification process begins. The fact that two completely associated layers will perform better than a single associated layer is the reason why two layers are associated. The amount of human oversight in CNN is reduced by these layers.

4.3.4. Dropout Layer. Overfitting in the preparation dataset is normal when all highlights are associated with the FC layer. When a model performs well on one set of data but fails to perform as well when applied to another set of data, this phenomenon is known as overfitting. To beat this issue, a dropout layer is utilized wherein two or three neurons are dropped from the cerebrum network during the planning process achieving a lessened size of the model. 30% of the hubs leave the brain organization haphazardly after passing a dropout of 0.3. An AI model’s exhibition is improved by dropout since it works on the organization and forestalls overfitting. It removes neurons from the neural networks during training.

4.3.5. Activation Functions. Finally, the CNN model’s enactment capability is one of its main limitations. They are used to estimate and learn about any kind of constant and intricate connection between the organization’s factors. Simply put, it determines which model information should fire in the forward direction and which should not at the end of the network. The organization gains non-linearity accordingly. The ReLU, Softmax, tanH, and Sigmoid capabilities are only a couple of the enactment works that are much of the time used. Each of these capabilities serves a specific purpose. A CNN model typically employs softmax for multi-class classification, while the sigmoid and softmax functions are preferred for binary classification. In layman’s terms, a CNN model’s enactment capabilities decide if a neuron should be actuated. It comes to a conclusion about whether or not the contribution to the work is necessary to anticipate using numerical tasks.

Fig. 4.4 demonstrates the connections that exist between the various components that are being utilized. They are typically created with the intention of deepening one’s comprehension of how the various parts interact with one another to accomplish the objectives.

4.4. Workflow.

4.4.1. Acquisition. The primary module that collects biometric data from individuals is the hardware for biometrics sensor hardware. A camera sensor, for instance, captures images of the face and iris; a fingerprint scanner for fingerprint, and so on. The acquisition of iris and fingerprint images in our project is performed
using Mantra devices. We have used an MFS100 scanner for fingerprint acquisition, a MIS100V2 scanner for iris acquisition, and a ZERBROSC webcam for the face.

4.4.2. Dataset and Training. The project makes use of both real-time and internet-based datasets. Chicago face dataset (CFD-INDIA)[16]. MMU1 iris dataset[17], and Sokoto Coventry Fingerprint Dataset (SOCOFing) [18] make up the internet dataset. The mantra devices and webcam are used to collect the real-time dataset. These datasets are used to train the multimodal system.

4.4.3. Feature extraction. The captured biometric data is pre-processed to remove any additional imperfections or noises, and then it is processed further for the feature extraction procedure, which aims to select biometric features that are most likely to convey an individual’s uniqueness.

4.4.4. Preprocessing steps.

Normalization. The range of pixel intensity values is altered by this procedure. The aim of normalization is to bring the image into a range that is easy to sense. OpenCV involves standardized capability for picture standardization.

Skew Correction.: When scanning or taking a picture of any document, there is a chance that the resulting image may occasionally be slightly skewed. The image’s skewness should be corrected in order to improve the algorithm’s performance.

Image Scaling. The image should have more than 300 PPI (pixels per inch) for better performance. Thus, assuming that the picture size is under 300 PPI, we really want to increment it. We can involve the Pillow Library in this.

Noise Removal. For smoothing the image, this step removes the small dots and patches that are more intense than the rest of the image. That is simple to accomplish with OpenCV’s rapid Nl Means Denoising Colored function.

Thinning and Skeletonization. This step is performed for the manually written text, as various writers utilize different stroke widths to compose. The width of the strokes is uniformized with this step. OpenCV can be used for this.

Gray Scale image. An image moves from other color spaces to gray tones through this process. Between complete black and complete white, the color varies. OpenCV’s cvtColor() capability plays out this undertaking without any problem.

Thresholding or Binarization. In this step, any colored image is transformed into a binary image with only black and white as colors. This can be accomplished by establishing a threshold, which is typically half of the 127-pixel range from 0 to 255. On the off chance that pixel esteem is more prominent than the edge, it turns into a white pixel; If not, it will turn into a black pixel. Otsu’s Binarization and Versatile Binarization may be a superior choice for deciding the picture explicit limit esteem. The preprocessing steps such as resizing and grey scaling have been applied to the images in the paper.

Fig. 4.4: Proposed System
4.4.5. Fusion. The fundamental module in the multimodal individual verification framework is the biometrics block. One generally utilized way to deal with the development of biometrics blocks is joining individual data from various biometric features. There are various approaches to joining biometric highlights sensor level fusion, feature level fusion, decision level fusion, score level fusion, rank level fusion as depicted in Fig 4.5 One type of data fusion is decision fusion, in which the decisions of multiple classifiers decisions are combined into a single decision about the activity that took place in five levels of fusion in multi-modal biometric systems.

Sensor level. where the raw data from the sensor are combined.

Feature level. A single feature set is created at this level by combining features extracted from each user biometric process.

Level score: where the final decision is made by combining match scores from different matches, which show how similar the input and stored templates are to one another.

Rank Level. Each character is assigned a rank by each biometric subsystem, and the ranks from the subsystems are combined to create an additional rank for identity.

Decision Level. By combining the result of each biometric subsystem, the final recognition decision is made.

In brief, feature-level fusion integrates biometric data or feature vectors, sensor-level fusion combines information from sensors, rank-level fusion considers the ranking of users across individual modalities, score-level fusion amalgamates similarity or matching scores from individual modalities, and decision-level fusion harmonizes the ultimate binary decisions reached by individual modalities.

We have employed decision-level fusion for this paper.

5. Results. Table 5.1 shows the Accuracy, Precision, Recall, and F-SCORE of face, fingerprint, and iris CNN algorithms.

The graphical representation of Table 5.1 is shown in Fig 5.1. The figure reveals the performance of the CNN algorithm on the face, fingerprint, and iris.

In the current system, the prevailing approach predominantly relies on unimodal models, with only a limited representation of multi-modal systems. Specifically, an unimodal face recognition attendance monitoring system [30] has been devised, achieving an accuracy of 87% through the utilization of the MultiTask Cascaded Convolutional Neural Network (MTCNN) and FaceNet.
In contrast, another model has adopted a multi-modal approach by integrating both facial and fingerprint biometrics [31], delivering an impressive accuracy of 96.54%. This feat was accomplished by employing the LBPH algorithm for facial recognition and the FLANN algorithm for fingerprint analysis[33]. Additionally, a separate multi-modal system, combining facial and iris recognition techniques through the deployment of the CNN algorithm, has achieved an impressive accuracy rate of 98.33% [34].

In the proposed system, we introduce a novel approach by implementing a decision-level fusion technique across three distinct biometric moralities. This represents a pioneering feature of our system. It’s noteworthy that the system’s accuracy can be further enhanced through the acquisition of more data and comprehensive training in future applications.

Fig 5.2 illustrates the outcome of user ID prediction achieved by inputting multimodal biometric data such as face, fingerprint, and iris.

6. Conclusion. The sole reason for user authentication is to guarantee that the right individuals have access to the right assets. The first step in protecting data and devices is verifying a user’s identity. This paper proposes a robust convolutional neural network-based multimodal verification system to improve the current person verification system’s recognition accuracy. Iris, face, and fingerprints are used in the system. Non-universality, spoof attacks, and distinctiveness are just a few of the issues that single-modal biometric systems must deal with. Implementing multimodal biometric systems, which combine multiple biometric features to overcome the difficulties of a unimodal system, can alleviate some of these limitations. The findings indicate that multimodal systems are superior to anyone biometric trait in terms of accuracy. They combine strong security with a high level of convenience.
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RADIOGENOMICS IN ONCOLOGY: A COMPREHENSIVE STUDY OF VARIOUS ONCOLOGICAL DISORDERS

SOWMYA V L, BHARATHI MALAKREDHY A†, AND SANTHI NATARAJAN ‡

Abstract. The emergence of artificial intelligence in the digital era has brought about a significant transformation in the field of clinical decision support systems. The advent of technological advancements has led to the development of novel data-driven analytical algorithms, hence greatly augmenting human capacity to process information. The field of cancer radiogenomics presents a promising area within the realm of precision medicine. The objective of our research is to enhance our understanding of the genetic factors that contribute to the formation of tumors. This will be achieved by integrating extensive radiomics features extracted from medical imaging, genetic data obtained from clinical-epidemiological sources, and insights derived from high-throughput sequencing using mathematical modelling techniques. The aim of integrating radiomics and genomics is to gain a deeper understanding of the complex mechanisms behind cancer growth. The primary aim is to develop novel, empirically supported methodologies for the identification, prediction, and individualized therapeutic strategies for cancer, utilizing the acquired understanding. This comprehensive review aims to provide an overview of the existing body of research on the applications of radiogenomics, with a specific focus on solid malignancies. Additionally, we will examine the barriers that are now preventing the widespread integration of radiomics into therapeutic contexts.

Key words: Quantitative Imaging, Radiogenomics, Radiomics, Genomics, radiomics features, Machine Learning.

1. Introduction. Tissue biopsy remains the metric for cancer diagnosis but presents significant limitations. Its invasiveness, cost, and impracticality for serial monitoring make it less than ideal. In modern oncology, medical imaging serves as a fundamental aid for biopsy guidance, enhancing tumor localization and tissue sampling accuracy [1]. Imaging markers can be qualitative, quantitative, or numerically measurable attributes. The latter are the focus of radiomics, a computational approach that extracts numerous features from imaging modalities such as MRI, CT, and PET. Radiomics transform these features into actionable data, revealing patterns and correlations not immediately apparent through visual inspection. The technique offers significant promise for non-invasive disease diagnosis, prognosis, and treatment planning, thereby paving the way for personalized healthcare [2].

Genomics has revolutionized our understanding of the genetic basis of diseases, offering insights valuable for precision medicine, screening, and diagnosis. However, a significant knowledge gap persists between tissue-level imaging data and genomic information, often resulting in either over-treatment or under-treatment due to the lack of comprehensive biological markers [3].

The field of radiogenomics has recently emerged as an interdisciplinary intersection, combining the methodologies of radiomics, which involves the extraction of quantitative information from medical images, with genomics. This confluence allows for the elucidation of correlations between imaging phenotypes and genomic traits, providing a holistic approach to disease understanding and treatment planning. Notably, initial applications of 'Radiogenomics' were aimed at predicting genomic alterations from radiation therapy but have since evolved to encompass a broader range of diagnostic and prognostic capabilities [4, 7]. By leveraging data-rich patient cohorts, radiogenomics research has commenced linking imaging attributes such as tumor morphology to molecular phenotypes, a step pivotal for enhancing precision medicine, especially in oncological contexts."

This manuscript is structured in the following manner: Section 1 delves into the basic principles of radiomics and genomics. Section 2 details the radiogenomics workflow. Section 3 presents a comprehensive analysis and review of existing radiogenomics investigations. Section 4 presents a synthesis of radiogenomics applications.
Fig. 2.1: Radiogenomics pipeline

across diverse cancer types. Section 5 highlights the constraints of such methodologies. Section 6 elaborates on the applications of radiogenomics. Finally, Section 7 concludes the paper and points towards potential avenues for future research.

2. Overview of Radiogenomics Pipeline. The term "Radiogenomics" refers to the relatively new field that deals with the rapid processing of radiological images and genetic information into high-dimensional information to conduct research.

Figure 2.1 represents the workflow of Radiogenomics, The radiomics and genomics pipeline involves several stages, and the implementation of radiogenomics is the integration of the data and knowledge obtained from both radiomics and genomics analyses.

Radiomics pipeline: It comprises the following steps: Acquisition of image, Image Pre-processing, Segmentation (ROI), Feature Extraction, Feature Selection, lastly Model Development and Validation with Disease Classification


Image Acquisition. For the purpose of performing radiomics analysis, the original medical images are required. PET/CT/MRI have been used to aid in the detection and treatment of cancer. Images give precise details regarding the functional and structural tumor characteristics. Due to the significant advancements in medical imaging technology, radiomics has become a promising tool for addressing the challenging oncology challenges. Multi-slice CT has replaced single-slice CT in the development of medical imaging systems, enabling dynamic radiomics at various time points. CT has also been investigated to enhance the detection of tissue density [8]. Diffusion-weighted MRI can track the density, volume of tumors, and the effectiveness of cytotoxic therapy (chemotherapy that uses cytotoxic drugs).

Image Pre-processing. The pre-processing step is essential to gain a better high-quality image for the next analysis. photo processing steps normally consist of photograph normalization, noise removal, bias correction, interpolation and reprocessing, motion correction, and thresholding [9].

Scientific image analysis is based on the concept of picture normalization, which involves altering the range of pixel values. All records are generally implemented using standard techniques including size normalization,
histogram normalizing, and spatial normalization. Current paintings demonstrate not unusual normalization functions on more than one dataset that offer accuracy to the unique photos and enhance image segmentation.

The main function of picture noise discount is to keep the maximum vital capabilities of the photograph even as removing unimportant capabilities. Classical noise removal techniques include spatial domain filtering and variable noise removal techniques. Present transform area methods together with the Fourier rework, cosine remodel, wavelet discipline technique, and sparse 3-D filtering are all advanced from the authentic spatial field approach. Picture resampling is split into up-sampling and down-sampling. According to the Photo Biomarker Standardization Initiative (IBSI) [10], facts from one-of-a-kind fashions may be suitable for exceptional picture formats. Movement correction is a manner to take away movement blur in a photo, which is also an important prerequisite to attaining a photo replica with the right improvement.

Segmentation of Image. The technique of segmentation involves dividing a picture into areas according to visual characteristics such as color, texture, density, or motion. The segment created must match the object, border, or detail area of the image [10].

Three main methods are used to segment 2-D ROI (Regions of Interest) or 3-D VOI (Volumes of Interest):

**Manual Segmentation.** Professional authors manually plot ROI / VOI or slice each image by ROI / VOI or manual segmentation or definition, processing section. Using this method, the segmentation process can be precisely controlled, as the description can take into account even the smallest changes and changes. However, it is time-consuming and leads to differences among observers.

**Semi-automatic segmentation.** Semiautomatic segmentation combines manual and automatic methods. Initially, an automated method or technique is used to provide the initial segmentation of the ROI/VOI. Users can manually update and adjust the results if needed. This approach reduces manual effort and speeds up the process while allowing users to make necessary adjustments. Examples of semi-automated processes include automated-based methods followed by manual optimization.

**Fully automatic segmentation.** Automatic segmentation refers to a fully automatic method of segmenting ROI / VOI without manual intervention using computer algorithms and machine learning. These algorithms analyze image quality such as density, texture, or shape to identify and isolate areas of interest. Automatic segmentation is generally faster and less prone to human error, but there may be differences depending on the actual algorithm used. Examples of automated segmentation techniques include clustering, edge algorithms, machine learning techniques (MI) like, CNN (convolutional neural networks), and watershed segmentation. When these methods were compared, semi-automatic segmentation was found to be the best.

ROI / VOIs delineate regions of interest in radiographs for analysis. Manual segmentation, a common approach in previous studies, doesn’t involve post-processing software but is time-consuming and impractical for large datasets. Human-based delineation introduces observer-induced bias, affecting robustness due to inter-observer and intra-observer variance. Semi-automatic methods employ algorithms for ROI / VOI segmentation but may need manual correction and calibration.

Some major open-source or commercial software examples are, ITK-SNAP, 3D Slicer, ImageJ, and MITK LIFE are available as a partial partition. Automatic segmentation is based entirely on deep learning using artificial neural networks [11]. Deep learning techniques have numerous applications in automatic image recognition, particularly through Convolutional Neural Networks (CNNs). CNNs excel in computer vision tasks like image recognition and classification by extracting features directly from input data. The advantage over radiomics lies in automatic feature extraction and precise classification. However, deep learning typically requires a substantial number of medical image samples, especially when distinguishing cancerous areas from normal tissue with significant signal differences [13].

**Feature Extraction.** Segmented areas are used to extract features. Image features in medical imaging studies give crucial insights about various anatomical structures, physiological activities, and clinical conditions. Qualitative or quantitative. Radiologists and doctors may use qualitative aspects to evaluate images. Shape, margin, density, intensity, homogeneity, distribution, pattern, enhancement, calcifications, and anatomic position are described. These traits help diagnose and characterize many diseases and provide visual indications. Quantitative characteristics are calculated from imaging data and involve numerical values. Advanced image processing or automatic algorithms gain these traits.

Segmented ROIs / VOIs yield shape, statistical, and texture radiomics features. Flatness, elongation, surface
### Category | Description | Formula
--- | --- | ---
**First Order Features** | Basic statistical measures of pixel intensities |  
Mean | Mean $= \frac{1}{N} \sum_{i=1}^{N} x_i$ |  
Median | Value at the middle position of the sorted intensity values. |  
Standard deviation | $\sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{X})^2}$ |  
Skewness | $\frac{1}{N} \sum_{i=1}^{N} \left(\frac{x_i - \bar{X}}{\sigma}\right)^3$ |  
Kurtosis | $\frac{1}{N} \sum_{i=1}^{N} \left(\frac{x_i - \bar{X}}{\sigma}\right)^4$ |  
**Shape-based Features** | Geometric properties of the tumor shape |  
Volume | Number of voxels within the tumor region of interest. |  
Surface Area | Total surface area of the tumor region of interest. |  
Compactness | $\frac{\text{Surface Area}}{\text{Volume}^\frac{3}{2}}$ |  
Sphericity | $\frac{\pi}{6 \times \left(\frac{6 \times \text{Volume}^\frac{2}{3}}{\text{Surface Area}}\right)^2}$ |  
**Texture-based Features** | Quantify spatial patterns within the tumor |  
GLCM (Gray-level Co-occurrence Matrix) features | Various features can be derived, such as contrast, energy, homogeneity, etc., based on the co-occurrence matrix of image intensities. |  
GLRLM (Gray-level Run Length Matrix) features | Various features can be derived, such as short-run emphasis, long-run emphasis, gray-level non-uniformity, etc. |  
GLSZM (Gray-level Size Zone Matrix) features | Various features can be derived, such as zone size entropy, zone percentage, zone variance, etc. |  
Gray-level Dependence Matrix (GLDM) features | Various features can be derived, such as contrast, dissimilarity, homogeneity, etc., based on the dependence matrix of image intensities. |  
NGTDM (Neighborhood Graytone Difference Matrix) features | Various features can be derived, such as coarseness, contrast, busyness, etc., based on the neighborhood gray-tone difference matrix. |  
**Higher-order Features** | Derived from the gray-level co-occurrence matrix (GLCM) |  
Contrast | $\sum_{i,j} P(i,j) \cdot (i,j)^2$ |  

area, sphericity, voxel volume, and surface volume are shape characteristics. They express the lesion form, voxel intensity histogram, and texture. They can be taken directly from photos or after filters or transforms like wavelet transform. Table 2.1 lists the many quantitative radiomics features.

**Feature selection.** After features have been extracted, they are evaluated using a variety of statistical techniques to determine which ones are highly correlated from the desired results. Feature selection is a process used in radiomics to identify and select a subset of relevant features from a larger set of features extracted by the medical images. The aim is to improve the accuracy and efficiency of predictive models and reduce the dimensionality of the feature space. Table 2.2 describes the different methods for feature selection.

**Model Development and Validation with Disease Classification.** - In this pivotal stage, machine learning and statistical models are developed using integrated data, comprising radiomic, genomic, and clinical information.

- The models go through a rigorous evaluation process, which includes testing their performance using methods like cross-validation, ROC analysis, and calibration assessments. This ensures that the models work effectively and provide accurate results.

- These models are designed not only to predict patient outcomes, treatment responses, and other clinically relevant endpoints but also to excel in the accurate classification of diseases.

The utmost emphasis is placed on ensuring the reliability and generalization capabilities of these models, positioning them for invaluable clinical applications that includes disease classification, prognosis, and treatment optimization.
Table 2.2: Methods for feature selection

<table>
<thead>
<tr>
<th>Type of Feature Selection Algorithm</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter Methods</td>
<td>- Correlation based feature selection</td>
</tr>
<tr>
<td></td>
<td>- Mutual information based feature selection</td>
</tr>
<tr>
<td></td>
<td>- Chi-square feature selection</td>
</tr>
<tr>
<td>Wrapper Methods</td>
<td>- Recursive Feature Elimination (RFE)</td>
</tr>
<tr>
<td></td>
<td>- Forward/Backward Feature Selection</td>
</tr>
<tr>
<td>Embedded Methods</td>
<td>- LASSO (Least Absolute Shrinkage and Selection Operator)</td>
</tr>
<tr>
<td></td>
<td>- Elastic Net</td>
</tr>
<tr>
<td></td>
<td>- Random Forest based feature selection</td>
</tr>
<tr>
<td></td>
<td>- Gradient Boosting based feature selection</td>
</tr>
<tr>
<td>Regularization Methods</td>
<td>- L1 Regularization (Lasso)</td>
</tr>
<tr>
<td></td>
<td>- L2 Regularization (Ridge)</td>
</tr>
<tr>
<td>Dimensionality Reduction Techniques</td>
<td>- PCA (Principal Component Analysis)</td>
</tr>
<tr>
<td></td>
<td>- LDA (Linear Discriminant Analysis)</td>
</tr>
</tbody>
</table>

Table 2.3: Process of data acquisition and data preprocessing

<table>
<thead>
<tr>
<th>Data Acquisition</th>
<th>Obtaining biological samples and their genetic data.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- DNA Sequencing: Determining the order of nucleotides in a DNA sample.</td>
</tr>
<tr>
<td></td>
<td>- Microarray Analysis: Analyzing gene expression levels for thousands of genes simultaneously.</td>
</tr>
<tr>
<td></td>
<td>- Genotyping: Assessing specific genetic variations like SNPs.</td>
</tr>
<tr>
<td>Data Pre-processing</td>
<td>Ensuring data quality, consistency, and readiness for downstream analysis.</td>
</tr>
<tr>
<td></td>
<td>- Quality Control: Identifying and removing low quality or erroneous data.</td>
</tr>
<tr>
<td></td>
<td>- Data Transformation: Converting data into a suitable format for analysis if needed.</td>
</tr>
</tbody>
</table>

2.2. Genomics Pipeline. It includes the following steps genomics data acquisition and preprocessing, genomic data analysis, statistical analysis and modelling.

(i) Data Acquisition and Preprocessing: Collecting genomic data, such as gene sequencing or genetic profiling, from the same patients whose imaging data were used in the radiomics pipeline. Preprocessing ensures data quality and consistency shown in Table 2.3.

(ii) Genomic Data Analysis: Genomic Data Analysis is a crucial step in the genomics pipeline. It involves processing and interpreting genetic information from biological samples. Key components include variant calling, gene expression analysis, functional annotation, pathway analysis, statistical methods, and data visualization. The results contribute to scientific understanding and personalized treatment decisions.

(iii) Statistical Analysis and Modeling: Applying statistical tests and bioinformatics tools to examine the relationship among genomic alterations and clinical outcomes. This stage aims to identify genetic characteristics associated with disease development, progression, or treatment response.

2.3. RadioGenomics Analysis. In oncological radiogenomics, feature selection precedes the development and assessment of predictive models. These models employ selected radiogenomic attributes to forecast specific clinical outcomes in cancer patients. Model performance is rigorously evaluated through metrics such as specificity, sensitivity, and AUC-ROC, often employing cross-validation techniques. Moreover, microarray gene expression studies are integral for linking gene profiles to imaging features specific to cancer.

In radiogenomics analysis, mathematical equations are used to model and study the relationships between radiomic features and genomic data. Here are some common mathematical equations and methods used in radiogenomics.

(i) Pearson’s Correlation Coefficient: The degree and direction of a linear link between two continuous
variables is measured by the Pearson’s correlation coefficient, such as a radiomic feature (X) and a genomic feature (Y). The equation (2.1) for Pearson’s correlation coefficient is,

\[ r = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}} \] (2.1)

where \( n \) represents the number of data points (observations), \( \sum \) denotes the summation sign, which means you need to sum up the values for all data points, \( X \) and \( Y \) are the two variables for which you are calculating the correlation coefficient (e.g., radiomic and genomic features), and \( \bar{X} \) represents the mean of variable \( X \), and \( \bar{Y} \) represents the mean of variable \( Y \).

(ii) Linear Regression: Linear regression models the relationship among the dependent variable (genomic feature) and one or more independent variables (radiomic features). The equation (2.2) for simple linear regression is:

\[ Y = \beta_0 + \beta_1 X_i + \epsilon_i \] (2.2)

where \( Y \) is the genomic feature, \( \beta_0 \) and \( \beta_1 \) are the coefficients to be estimated, and \( X \) is the radiomic feature, and \( \epsilon \) is the error term.

(iii) Machine Learning Algorithms: Complex interactions between radiomic and genomic variables are modelled using MI algorithms including random forests, SVM (support vector machines), and neural networks. The equations for these algorithms involve specific mathematical formulations to optimize model performance and predictions.

(iv) Cox Proportional Hazards Model: In survival analysis, the Cox proportional hazards model is commonly utilized for study the link among radiomic features and patient survival or time-to-event outcomes in the presence of other covariates. The equation (2.3) for the Cox model is,

\[ h(t) = h_0(t) \exp \left( \sum x_i \beta_i \right) \] (2.3)

where \( h(t) \) represents the hazard function at time, \( t \), \( h_0(t) \) is the baseline hazard function, \( \beta \) are the coefficients for radiomic and genomic features, and patient survival or time-to-event outcomes in the Presence of other covariates, and \( X_i \) represents the corresponding feature values.

These are radiogenomics analysis mathematical tools. Based on the type of issues, datasets, and goals, additional machine learning and statistical methods can be used for radiogenomics analysis.

3. Review of Radiogenomicis Studies. During this research, an extensive survey was done on various popular public databases, including PubMed and Google Scholar, and found that more than a thousand radiomics papers are reported in the PubMed/MEDLINE database between 2015 and 2023. The objective of this research endeavor is to provide a comprehensive survey of the existing literature pertaining to radiogenomics for various oncological disorders. Incorporating a multitude of oncological disorders in a radiogenomics review is instrumental for elucidating the complexity and multifaceted nature of this interdisciplinary field. Varied malignancies are characterized by unique genomic aberrations and radiomic phenotypes, thereby disease-specific research is required. For example, glioblastomas frequently exhibit IDH1 mutations, whereas breast carcinomas may be scrutinized for HER2 and BRCA1/2 aberrations. Such investigations result in various outcomes, including the development of predictive models, the identification of new biomarkers, and advancements in personalized treatments. The review encompasses a wide range of cancer types, offering a comprehensive view of radiogenomic science. It also demonstrates the versatility of these methods across different areas of cancer research. This approach involves thorough comparisons, critical evaluations of current methods, and discussions about new research ideas and future directions.

3.1. Brain. Radiogenomics primarily focuses on central nervous system disorders. Table 3.1 summarizes neuro-oncology. Microarray DNA data and GBM neuroimmune histochemistry are used to identify tumor gene expression non-invasively [22]. In the study, 82 treatment-naive subjects from The Cancer Genome Atlas related to radiography to semantic imaging [31]. Inflammation, edema, and cell proliferation genes and microRNAs were targeted. PERIOSTIN production, a marker associated with the subtype of GBM (p 0.0001), fast relapse,
and poor prognosis, has been linked to quantitative (the measuring of quantities inside tumor compartments) (p 0.001).

Mutations in IDH1 and IDH2 genes improve survival in glioma patients. Thus, doctors must be able to predict an IDH1 mutation before medication without harming the patient. The decision fusion architecture created by Chang et al. for MRI images used data from various institutions on glioblastoma stages I–IV. Grinband et al. used a conventional CNN approach based on segmented regions of interest (ROI) instead of Li et al.’s Hybrid architecture, which uses a convolutional network trained with patches of ROI, a fisher vector module for encoding salience maps, and a support vector machines classifier for estimating IDH1 mutation status. Inference on a multi-scale convolutional-only network produces feature maps represented by the fisher vector module, creating a compact representation like a bag of visual words. Multimodal low-grade glioma MRIs produced patches and ROIs. DenseNet architecture trained on multi-modal segmentations with 3D ROIs predicts IDH1 status.

DNA methylation error correcting MGMT condition. MGMT predicts GBM chemotherapeutic response. Prior work used a 50-layer ResNet, and a CNN trained on ROI data [44].

Low-grade gliomas with 1p19q co-deletion responded well to treatment and lived longer. A multi-kernel CNN [23] can predict 1p19q chromosomal expression in low-grade gliomas using T1- and T2-weighted MRI. The previous study [19] predicted the 1p19q deletion using the same deep architecture as IDH1 and MGMT. MRI texture can indicate a tumor’s molecular subtype [13]. Classical (AUC=0.72) subgroups include pro-neural, mesenchymal, neural, and molecular. Radiomics effectiveness in identifying molecular subtypes encouraged the hunt for finer biological correlations. A field focused on predicting gene abnormalities used as biomarkers. T1 contrast and T2 FLAIR MR Image volumetric features linked with numerous well-known somatic mutations [43]. Mutations include TP53, RB1, NF1, EGFR, and PDGFRA. The first quantitative analysis used GBM “multimomics” data from TCGA, encompassing the transcriptome, proteome, and genome, and TCIA’s matching images [15]. In a notable study, radiomic profiles were found to be associated with TP53, PTEN, and EGFR mutations [16]. The study employed random forest to discover multiple driver mutations (PDGFRA, EGFR, CDKN2A, PTEN, TP53, and RB1) based on multiparametric MRI characteristics, particularly from biopsy regions [17].

In studies of various brain tumors, including meningioma, radiomic features have been shown to group patients by grade (AUC=0.86; 81), phenotype (AUC=0.81; 81), or recurrence risk (AUC=0.72; p =0.28; 82). Neuroblastoma’s genetic profile and medulloblastoma’s molecular subtype were associated with semantics [20,21].

3.2. Lung. NSCLC (Non-Small Cell Lung Cancer) [40] accounts for 85% of lung cancer cases globally, with higher mortality rates. Thus, for early detection of lung cancer imaging (PET and CT) biomarkers are essential. Staging therapeutic options is challenging. EGFR (Epithelial Growth Factor Receptor) protein on cell surfaces is associated with malignancy. Predicting EGFR mutation profile can lead to improved and personalized treatments. Table 3.2 represents the review about the lung tumor [42].

EGFR is a cell surface protein that regulates cell growth and is commonly mutated in NSCLC. EGFR-targeted therapies like TKIs- Tyrosine Kinase Inhibitors are effective in treating EGFR-mutated NSCLC. KRAS-Kirsten Rat Sarcoma Viral Oncogene Homolog is a proto-oncogene linked to various cancers, including lung cancer, this is linked to a patient’s treatment resistance. ALK- Anaplastic Lymphoma Kinase gene rearrangements are found in some patients of lung cancer, particularly non-smokers with adenocarcinoma, and are targeted by ALK inhibitors with remarkable efficacy. Understanding EGFR, KRAS, and ALK status is crucial for personalized lung cancer treatment, providing better outcomes with targeted therapies.

Radiomics is promising in predicting tumor genetic states, including ALK, EGFR, and KRAS [17]. KRAS shows prognostic value in various radiomic features. Effective therapeutic staging requires CT, PET scans, genetic, and laboratory biomarkers for personalized treatment decisions.

A CNN method was proposed, trained on CT patches/nodules marked by EGFR, offering non-invasive diagnostics, and supporting biopsy-identified mutations [29]. This study investigated deep-learning imaging characteristics related to NSCLC EGFR mutation status. A non-invasive investigation was used to confirm the mutational status determined by biopsy.

Genetic mutational status has become crucial in clinical decision-making for NSCLC since the FDA approved targeted therapy. NSCLC patients face challenging therapy decisions due to EGFR and KRAS muta-
tions’ mutual exclusivity. KRAS mutation is a genetic alteration in the KRAS gene that leads to uncontrolled cell growth and is commonly associated with various cancers. Targeted therapies directed at these biomarkers have revolutionized lung cancer treatment, providing more effective and less toxic options for specific patient subgroups.

3.3. Breast and Ovaries. Since the 1970s, breast parenchyma has been studied for breast cancer risk assessment [31]. Recently, texture analysis distinguished low-risk wild-mutations from high-risk BRCA-mutations using AI methods [32]. Radiogenomics prediction models were further improved using Bayesian artificial neural networks and convoluted neural networks (AUC = 0.86) [34]. Interest in breast radiogenomics has expanded to include MRIs, with quantitative imaging linked to molecular subtypes [35]. Machine learning models recognized breast cancer characteristics, aiding risk assessment [32]. Ovarian cancer also benefits from molecular subtyping, guiding prognosis [37]. Radiogenomics holds promise for novel imaging markers with clinical potential [38]. Advancements in personalized cancer management are on the horizon. Table 3.3 represents the review of the Breast and Ovarian tumor.

The significance of molecular subtyping has also risen in the context of ovarian cancer. Accurate prognostic indicators are crucial for guiding clinical decisions, especially considering the high probability of recurrence in high-grade serous ovarian cancer [34]. Recognizing the value of merging subtype and survival gene expression patterns, researchers developed the “Classification of Ovarian Cancer” (CLO-VAR) prognostic model [36]. Semantic characteristics from a rare radiogenomic multicenter investigation involving 92 patients with high-grade serous ovarian cancer were found to be correlated with the CLOVAR system subtypes and progression time [38]. Epithelial ovarian cancer, with a 5-year survival rate ranging from 35% to 40%, necessitates precise patient categorization [39]. Radiogenomics provides insights into breast and ovarian cancer, offering novel imaging markers, enhancing personalized cancer management, and utilizing AI and machine learning, with promising potential for improved risk assessment and targeted treatments in cancer care [43].

3.4. Liver and colorectal carcinoma. Hepatocellular carcinoma (HCC) accounts for a significant proportion of early-stage liver cancer cases and is a leading cause of global cancer-related deaths. Fibroblast Growth Factor (FDFR) Receptor gene that has been implicated in liver cancer. These mutations may contribute to the development and progression of hepatocellular carcinoma, the most common type of primary liver cancer. Radiogenomics research in HCC has evolved in two parallel lines, with one study using machine learning (ML) to accurately predict FDFR2 mutation in 89% of cases with a smaller sample size (n=33), demonstrating high specificity (94%) and sensitivity (87%). However, a preliminary investigation (n=66) utilizing semantic characteristics failed to detect any connection with the genetic mutation, emphasizing the need for improved prediction models through machine learning.

Colorectal cancer (CRC) is influenced by RAS gene family members that act as molecular “switches” controlling cell cycle proteins and transcription factors. KRAS mutations occur in 30-50% of CRC cases, while NRAS mutations are present in 3-5% of cases, and both are typically considered mutually exclusive. RAS mutations are associated with increased angiogenesis, cell proliferation, and metastatic potential and are used as prognostic biomarkers in the clinic, indicating EGFR antibody resistance, like NSCLC.

Various imaging techniques have been explored to develop predictive indicators for KRAS mutational status in CRC. Traditional radiomics revealed a link between KRAS mutations and skewness on CT images (p=0.02) [29]. More advanced machine learning classifiers have identified radiomics signals that predict NRAS (AUC is 0.686), BRAF (AUC is 0.857), and KRAS (AUC is 0.829) mutations with varying degrees of success. However, the lack of standardization across different tumor types hinders contrast of radiomic features associated with the similar mutation, emphasizing the need for improved prediction models through machine learning.

Text-based strategies were developed to predict KRAS mutational status using descriptive language from radiology reports [26]. The trained classifier parsed radiology reports for mutant and wild-type samples, identifying specific words used more frequently for each category. The study found that KRAS-mutant tumors were often described as "few," "discrete," and "[no] recurring," while wild-type tumors were more frequently described as "multitude," "lobed," and "frequent." Further research in radiogenomics holds promise for improving cancer diagnosis and personalized treatment approaches [27]. Table 3.4 presents the review about the Liver and colorectal carcinoma.
### Table 3.1: Overview of Radiogenomics methods for Brain tumor

<table>
<thead>
<tr>
<th>Author</th>
<th>Type of Lesion</th>
<th>Study of Gene</th>
<th>Type of analysis</th>
<th>Image Type</th>
<th>Software for feature extraction</th>
<th>Features Identified</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziinn et. al. [13]</td>
<td>Gliomas</td>
<td>PERIOSTIN</td>
<td>Correlative analysis</td>
<td>T1 Contrast</td>
<td>Pyradiomics</td>
<td>Features of FLAIR volumes</td>
<td>Decision Trees</td>
<td>Shorter time to disease progression and Decreased survival (P&lt;0.001)</td>
</tr>
<tr>
<td>Yang et. al. [15]</td>
<td>Gliomas</td>
<td>TP53</td>
<td>Correlative analysis</td>
<td>MRI-FLAIR</td>
<td>Matlab</td>
<td>Texture based features</td>
<td>Random Forest</td>
<td>Survival status is 0.72</td>
</tr>
<tr>
<td>Czarnek et. al. [16]</td>
<td>Gliomas</td>
<td>POSTN</td>
<td>Predictive analysis</td>
<td>Flair MRI</td>
<td>Fourier Descriptor algorithm</td>
<td>Shape-based features</td>
<td>Machine Learning</td>
<td>Better Performance of the classification model with AUC &gt; 0.5</td>
</tr>
<tr>
<td>Mazurkowski et al. [17]</td>
<td>Gliomas</td>
<td>EGFR, PIK3R1</td>
<td>Correlative analysis</td>
<td>MRI</td>
<td>matlab</td>
<td>Shape-based features</td>
<td>Machine Learning</td>
<td>Patient Survival rate (p=0.006)</td>
</tr>
<tr>
<td>Beig et. al. [23]</td>
<td>Gliomas</td>
<td>IDH1</td>
<td>Predictive analysis</td>
<td>T1 and T2 weighted</td>
<td>Matlab</td>
<td>First-order, shape-based features</td>
<td>Machine Learning</td>
<td>Patient Survival rate (p=0.005)</td>
</tr>
<tr>
<td>Hassan et. al. [18]</td>
<td>Gliomas</td>
<td>EGFR, PIK3R1</td>
<td>Correlative analysis</td>
<td>T1 weighted MRI</td>
<td>In-house radiomics pipeline</td>
<td>Texture based features</td>
<td>DNN</td>
<td>Patient Survival rate (p &lt; 0.001)</td>
</tr>
</tbody>
</table>

#### 3.5. Prostate and Renal Cell Carcinoma.

Given that the clinical outcome of prostate cancer is connected closely to a primary tumor suppressor gene, radiogenomics, PTEN, has an effective promise in such cases. Table 3.5 represents the review of the prostate and renal cell carcinoma. In Prostate cancer loss of PTEN is linked to increased mortality and clinically aggressive phenotype. Where multi-parametric MR scans fail in yielding any Correlated/predictive features [32], contrast uptake on T2-weighted image intensity skewness (p<=0.1), and DCE-MRI (p<0.01) is correlated with PTEN expression [30]. Radiogenomics studies were conducted on prostate cancer patients receiving MR-guided biopsies using a unique approach. Since the location of the biopsy was detected via a scan and the ROI was used for extracting radiomics features, a precise radiomics biological link could be established. This method was used to identify radiomics characteristics linked to predictive biomarkers [33,34].

The diagnosis of renal cell carcinoma (RCC) is now occurring at earlier stages, leading to more effective treatment options, primarily driven by the widespread adoption of colon cancer interventions, to reduce postoperative recurrence. The function in hypoxia signaling, Von Hippel Lindau (VHL) mutational status is frequently employed in the clinic as both a prognostic and predictive biomarker for RCC. It was shown that VHL mutations were significantly linked with nodular tumor enhancement (p=0.020), distinct tumor margins (p=0.013), and clear presence of intertumoral vascularity (p=0.018). Table 3.5 demonstrates that BAP1, PBRM1, and
Table 3.2: Overview of radiogenomics methods for lung tumor

<table>
<thead>
<tr>
<th>Author</th>
<th>Type of Lesion</th>
<th>Study of Gene</th>
<th>Type of analysis</th>
<th>Image Type</th>
<th>Software for feature extraction</th>
<th>Features Extracted</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gevaert et al. [12]</td>
<td>Lung tumor</td>
<td>EGFR</td>
<td>Predictive analysis</td>
<td>PET/CT</td>
<td>Matlab</td>
<td>Shape, edge, texture-based features</td>
<td>Linear regression</td>
<td>Better Performance of the classification model with AUC = 0.086</td>
</tr>
<tr>
<td>Sorensnet al. [13]</td>
<td>Lung tumor</td>
<td>EGFR</td>
<td>Predictive analysis</td>
<td>PET/CT</td>
<td>In-house computer algorithms</td>
<td>Edge, texture, shape based features</td>
<td>Classical Radiomics</td>
<td>EGFR mutation analysis with p = 0.05</td>
</tr>
<tr>
<td>Zhou et al. [14]</td>
<td>Lung tumor</td>
<td>KRAS</td>
<td>Correlative analysis</td>
<td>CT</td>
<td>matlab</td>
<td>Shape, Texture based features</td>
<td>Machine Learning</td>
<td>Association between phenotype and genotype</td>
</tr>
<tr>
<td>Moon et al. [15]</td>
<td>Lung tumor</td>
<td>KRAS</td>
<td>Correlative analysis</td>
<td>CT/PET</td>
<td>matlab</td>
<td>First order characteristics</td>
<td>Deep Learning</td>
<td>Patient survival rate with progression p &lt; 0.05</td>
</tr>
<tr>
<td>Kim et al. [16]</td>
<td>Lung tumor</td>
<td>EGFR</td>
<td>Correlative analysis</td>
<td>CT</td>
<td>In-line computer algorithms</td>
<td>Shape based features</td>
<td>Classical radiomics</td>
<td>EGFR mutation analysis with p = 0.04</td>
</tr>
</tbody>
</table>

VHL mutations could be detected with an accuracy of 0.75 with classifiers that use machine learning techniques validated on local datasets and tested on TCGA patients.

Radiogenomic research has focused on BAP1 mutation with VHL since it was demonstrated to be a substantial unfavorable prognostic indicator for patients with renal cell carcinoma, particularly when combined with a concurrent loss of PBRM1. To forecast the mutational status, Vikram et al., collected quantitative information from 78 cases renal cell carcinoma from the TCGA (pre-contrast AUC = 0.78) and discovered that BAP1-mutated RCCs tend to display the tumor margins (p = 0.002), CT renal vein invasion (p = 0.046) [36], and higher pathological Fuhrman grade score. Beyond specific genes, epigenetic correlations between DNA methylation in RCC and CT radiomic characteristics were also found.

4. Comprehensive insights from literature review: radiogenomic applications in diverse oncological conditions.


2. Liver Cancer (Hepatocellular Carcinoma): Distinctive advancements in HCC radiogenomics have emerged, particularly using machine learning to predict FDR2 mutation status with high accuracy. This offers significant potential for the development of targeted therapies.

3. Ovarian Cancer: Radiogenomics has been particularly relevant in ovarian cancer subtyping and prognostication. Leveraging large multicenter datasets and advanced classification techniques, researchers aim to identify tumor-independent radiogenomic markers for refined patient classification and treatment selection.

4. Lung Cancer: Deep learning techniques in radiogenomics have been effectively used to predict EGFR mutations in non-small cell lung cancer, thereby facilitating targeted therapies such as EGFR tyrosine...
Table 3.3: Overview of radiogenomics methods for breast and ovarian cancer

<table>
<thead>
<tr>
<th>Author</th>
<th>Type of Lesion</th>
<th>Study of Gene</th>
<th>Type of analysis</th>
<th>Imaging Type</th>
<th>Feature extraction method</th>
<th>Features Identified</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li et al. [21]</td>
<td>Breast tumor</td>
<td>BRCA</td>
<td>Predictive</td>
<td>Mammogram</td>
<td>Matlab</td>
<td>Entropy, Tumor size, shape based features</td>
<td>Machine Learning</td>
<td>AUC = 0.87</td>
</tr>
<tr>
<td>Li et. Al [22]</td>
<td>Breast Tumor</td>
<td>BRCA</td>
<td>Predictive</td>
<td>Mammogram</td>
<td>Computer algorithm</td>
<td>Volume, Area of tumor, size based features</td>
<td>Deep learning</td>
<td>AUC = 0.83</td>
</tr>
<tr>
<td>Grim m et. al.[24]</td>
<td>Breast Tumor</td>
<td>ER/PR/HER2</td>
<td>Correlative</td>
<td>MRI</td>
<td>In-house computer algorithms</td>
<td>Second-order characteristics features</td>
<td>SVM classifier</td>
<td>Luminal B subtype classification</td>
</tr>
<tr>
<td>Mazorowski et. al., [25]</td>
<td>Ovarian tumor</td>
<td>BRCA</td>
<td>Correlative</td>
<td>MRI</td>
<td>Radiomics tools</td>
<td>First order Features</td>
<td>Logistic regression</td>
<td>Classifier status = 74 %, PR status = 65 %, HER2 = 18 %</td>
</tr>
<tr>
<td>Saha et. al [26]</td>
<td>Ovarian Tumor</td>
<td>HER2</td>
<td>Predictive</td>
<td>MRI</td>
<td>Radiomics tools</td>
<td>Tumor Texture, Area of Tumor, shape based features</td>
<td>Deep Learning</td>
<td>Luminal A AUC = 0.697</td>
</tr>
</tbody>
</table>

kinase inhibitors to improve patient outcomes.

5. Colorectal Cancer: Radiogenomics research has identified potential imaging markers for KRAS and NRAS mutational status, aiding in prognostic stratification and guiding treatment strategies.

6. Glioblastoma: Radiogenomics helps identify correlations with MGMT methylation status, enabling personalized treatment regimens including the use of alkylating agents.

7. Prostate Cancer: In prostate cancer, radiogenomics has identified MRI texture features correlating with PTEN gene deletion, informing risk stratification and treatment choices such as surgical intervention or active surveillance.

8. Methodological Advancements: Recent strides in integrative radiogenomics frameworks that combine traditional statistical methods with machine learning have increased both the robustness and predictive accuracy of the models.

9. Ethical and Regulatory Considerations: Issues such as patient consent, data sharing, and algorithmic transparency are gaining attention, calling for ethical guidelines and regulatory oversight for clinical adoption.

10. Clinical Translation and Validation: Despite advancements, direct clinical application remains nascent, requiring further large-scale, multi-center trials for validation and reliability assessment.

5. Limitation of Radiogenomics. Limitations are derived from literature review and expert consultations. Existing literature revealed gaps such as sample heterogeneity and algorithmic biases. Expert input confirmed these limitations and provided detailed insights into technical and ethical challenges. This dual approach ensures that the limitations mentioned are supported by academic foundations and validated through the opinions of current experts.
Table 3.4: Overview of radiogenomics methods for liver and colorectal carcinoma

<table>
<thead>
<tr>
<th>Author</th>
<th>Type of Lesion</th>
<th>Study of Gene</th>
<th>Type of analysis</th>
<th>Image type</th>
<th>Feature extraction method</th>
<th>Features Extracted</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kuo et al. [29]</td>
<td>Liver Tumor</td>
<td>TP53</td>
<td>Correlative</td>
<td>PET/CT CapTk</td>
<td>Grey Level Mean, Maximum, Shape, etc.</td>
<td>Machine Learning</td>
<td>Survival rate p&lt;0.05</td>
<td></td>
</tr>
<tr>
<td>West et al. [28]</td>
<td>Liver Tumor</td>
<td>Metastasis TP53</td>
<td>Predictive</td>
<td>CT Matlab</td>
<td>Shape, Tumor size, area of the tumor, Volumetric etc.</td>
<td>Classical Radiomics</td>
<td>Confirmed TP53 AUC is 86.61 %, Specificity is 92.31 %, Sensitivity is 92.9 %.</td>
<td></td>
</tr>
<tr>
<td>Lubner et al. [30]</td>
<td>Colorectal Tumor</td>
<td>KRAS</td>
<td>Correlative</td>
<td>PET Radiomics tools</td>
<td>First order characteristics</td>
<td>Machine Learning</td>
<td>KRAS mutations were negatively associated with Skewness (P=0.02).</td>
<td></td>
</tr>
<tr>
<td>Lovinfosse et al. [31]</td>
<td>Colorectal Tumor</td>
<td>KRAS</td>
<td>Correlative</td>
<td>CT Matlab tools</td>
<td>Grey Level Mean Maximum, Shape etc.</td>
<td>Deep Learning</td>
<td>Eighty-three patients had RAS mutations: 9 NRAS, 74 KRAS and 68 patients had no changes.</td>
<td></td>
</tr>
</tbody>
</table>

Limited sample sizes: Some radiogenomics studies may have small sample sizes, which can limit the generalizability of the findings.

Data heterogeneity: Variability in imaging protocols and equipment across different institutions can introduce heterogeneity in radiomic data, affecting the consistency of results.

Retrospective data: Many radiogenomics studies rely on retrospective data, which may lead to selection bias and other limitations in study design.

Standardization challenges: Lack of standardized radiomic features and methodologies can make it difficult to compare results across different studies.

Overfitting: Complex machine learning algorithms used in radiogenomics may lead to overfitting, where the model performs well on training data but poorly on new data.

6. Application of Radiogenomics. Radiogenomics, the integrated study of radiomic and genomic data, has been increasingly recognized for its potential in oncology. The literature reveals extensive applications of radiogenomics in predicting treatment responses, distinguishing aggressive phenotypes, identifying genomic alterations, and determining tumor heterogeneity. Moreover, its utility extends to predicting patient prognosis, facilitating the understanding of potential metastatic risks, and aiding in the selection of suitable therapeutic strategies. These advancements highlight the transformative potential of radiogenomics in tailoring precision medicine approaches, underscoring its significant role in enhancing diagnostic and therapeutic decisions.

Survival Analysis. Conceptual Framework: Survival analysis in radiogenomics seeks to correlate radiomic features extracted from medical images with genomic profiles to predict patient outcomes, such as overall survival or disease-free survival.
Table 3.5: Overview Of Radiogenomics Methods For Prostate Cancer And Renal Cell Carcinoma

<table>
<thead>
<tr>
<th>Author</th>
<th>Type of Lesion</th>
<th>Study of Gene</th>
<th>Type of analysis</th>
<th>Imaging type</th>
<th>Feature extraction method</th>
<th>Features Extracted</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vander Weele et al.[32]</td>
<td>Prostate tumor</td>
<td>PTEN</td>
<td>Correlative</td>
<td>MRI</td>
<td>In-house computer algorithms</td>
<td>Shape, Texture, edge etc.</td>
<td>Machine Learning</td>
<td>Feature values with expressions less than 0.25 and interquartile ranges (IQRs) less than 0.5 were filtered for significant representation</td>
</tr>
<tr>
<td>Mc Cann et al. [33]</td>
<td>Prostate tumor</td>
<td>PTEN</td>
<td>Predictive</td>
<td>MRI</td>
<td>CapTk</td>
<td>Edge, texture, shape.</td>
<td>Classical Radiomics</td>
<td>Binary classification of prostate cancer.</td>
</tr>
<tr>
<td>Stoyanova et al. [33, 34]</td>
<td>Prostate tumor</td>
<td>General gene expression</td>
<td>Correlative</td>
<td>MRI</td>
<td>Matlab</td>
<td>Shape, Texture</td>
<td>Machine Learning</td>
<td>Identification of prostate tumor.</td>
</tr>
<tr>
<td>Shinagare et al.[36]</td>
<td>Renal tumor</td>
<td>BAP1</td>
<td>Correlative</td>
<td>CT</td>
<td>In-house computer algorithm s</td>
<td>First order characteristics</td>
<td>Deep Learning</td>
<td>Correlation between BAP1 and features for Renal tumor.</td>
</tr>
<tr>
<td>Karlo et al. [37]</td>
<td>Renal tumor</td>
<td>PBRM1, VHL</td>
<td>Correlative</td>
<td>MRI</td>
<td>In-house computer algorithm s</td>
<td>Nodular tumor</td>
<td>Classical radiomics</td>
<td>Correlation between PBRM1 and features for Renal tumor.</td>
</tr>
</tbody>
</table>

A commonly used model is the Cox Proportional Hazards Model is calculated in equation (6.1),

\[
h(t \mid X) = h_0(t) \exp (\beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_y x_0) \tag{6.1}
\]

Here, \(h(t \mid X)\) is the hazard function dependent on time \(t\) and covariates \(X\), and \(h_0(t)\) is the baseline hazard.

Figure 6.1 depicts a Kaplan-Meier survival curve, which is commonly used in medical research to represent the fraction of patients living for a certain amount of time after treatment. Kaplan-Meier survival curve, extracted from a comprehensive literature review, showcases the survival probabilities of high-risk and low-risk patient cohorts over time. Its strength lies in adeptly representing censored data and enabling direct comparisons between groups. The curve’s trajectory reveals significant survival differences between the cohorts, supported by the provided p-value. Kaplan-Meier’s visual clarity ensures its widespread use in oncology research, offering immediate insights for experts and practitioners.

Figure 6.1 has been adapted to vividly illustrate survival probabilities over a 12-year span [41]. The X-axis marks time in years, while the Y-axis denotes survival probability from 0 to 1. The high-risk group, represented...
Fig. 6.1: Comparative Kaplan-Meier Survival Analysis of High-risk vs. Low-risk Patient Cohorts

Fig. 6.2: Evaluation of Diagnostic Test Performance: ROC Curves and AUC Value Interpretation for Metastasis Prediction

Predicting Metastasis. Conceptual Framework: Radiogenomics can predict the likelihood of metastasis by linking image-derived radiomic features with genomic markers known to be associated with metastatic spread.

Logistic regression can model this binary outcome is calculated as in equation (6.2),

$$\log \left( \frac{g}{1 - g} \right) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 \cdots \cdots$$  \hspace{1cm} (6.2)

Here, p represents the probability of metastasis occurring.

The depicted diagram, Figure 6.2, showcases two Receiver Operating Characteristic (ROC) curves, instru-
Fig. 6.3: Canonical Correlation Analysis between Brain Principal Components and Symptom Severity

mental in evaluating the performance of diagnostic tests, especially in predicting conditions like metastasis in oncology [34]. The ROC curve, as illustrated in Figure 6.2, is a graphical representation of the true positive rate (sensitivity) against the false positive rate (1-specificity) for various threshold values. A perfect diagnostic test would result in a curve passing through the top-left corner, indicating 100% sensitivity and 100% specificity.

Within Figure 6.2, two ROC curves are displayed: ROC1 with an Area Under the Curve (AUC) of 0.9 and ROC2 with an AUC of 0.65. AUC is a metric capturing the overall performance of a diagnostic test, ranging from 0.5 (no discrimination) to 1.0 (perfect discrimination). Here, ROC1, boasting an AUC of 0.9, denotes "Very Good" test quality, implying a high accuracy in predicting metastasis. In contrast, ROC2, also presented in Figure 6.2, with an AUC of 0.65 signifies just a "Satisfactory" test quality. The accompanying table within Figure 6.2 provides a categorical assessment of AUC values, guiding interpretations of test efficacies.

Integrative Approaches. For simultaneous analysis of radiomic and genomic data, Canonical Correlation Analysis (CCA) is often used shown in equation (6.3)

\[
\text{Maximize } u^T X v
\]  

(6.3)

Here \( u \) and \( v \) are weight vectors for the radiomic and genomic datasets, and \( X \) is the correlation matrix.

Figure 6.3 depicts a graphical representation of the canonical correlation analysis, a statistical method utilized to ascertain the relationship between two sets of variables [39]. In this case, the two sets are the principal components (PCs) derived from brain data (Brain PC1 to Brain PC7) and the principal components from symptom data (NPI PC1 and NPI PC2). The purpose of canonical correlation is to find pairs of linear combinations, one from each set, that have maximum correlation with each other.

In the depicted Figure 6.3, these linear combinations are referred to as "Brain CV" (canonical variate \( U \)) and "Symptom CV" (canonical variate \( V \)). The scatter plot showcases the canonical correlation for a specific mode (Mode m), plotting the relationship between the Brain Canonical Variate and the Symptom Canonical Variate. As indicated by the equations at the bottom, each canonical variate is a linear combination of its respective PCs, weighted by certain coefficients (\( a \)'s for the brain). Visualization aids in discerning the strength and nature of the relationship between the brain’s structural features and symptom severity, offering invaluable insights into potential neurological underpinnings of the presented symptoms.

7. Conclusion and Future work. In this comprehensive review, the salient advancements, and challenges in the domain of radiogenomics research are highlighted, especially in the context of various oncological disorders. Radiogenomics, grounded in earlier research, is still an emerging field. Despite the existing challenges, significant progress has been made in understanding and addressing various tumor types. The advent
of deep learning and advanced artificial intelligence techniques in medicine shows potential in navigating the current barriers in the practical utilization of radiogenomics.

As the horizon unfolds, the integration of these cutting-edge technologies is expected to redefine the clinical paradigm in radiogenomics. This transformative shift calls for radiologists to adapt and actively immerse themselves in the innovations. The ongoing growth of this interdisciplinary realm will likely lead to more tailored therapeutic approaches for cancer care, emphasizing the imperative for future studies to refine and standardize these burgeoning methods.
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Abstract. Dance Coherent Action Generation is a popular research task in recent years to generate movements and actions for computer-generated characters in a simulated environment. It is sometimes referred to as "Motion Synthesis". Motion synthesis algorithms are used to generate physically believable, visually compelling, and contextually appropriate movement using motion sensors. The Dance Coherent Action Generation Model (DCAM) is a generative framework for producing aesthetically pleasing movements using deep learning from small amounts of data. By learning an internal representation of motion dynamics, DCAM can synthesize long sequences of movements in which coherent patterns can be created through latent space interpolation. This framework provides a mechanism for varying the amplitude of the generated motion, allowing further realistic thinking and expression. The proposed model obtained 93.79\% accuracy, 93.79\% precision, 97.75\% recall and 92.92\% F1 score. DCAM exploits the balance between imitation and creativity by enabling the production of novel outputs from limited input data and can be trained in an unsupervised manner or fine-tuned with sparse supervision. Furthermore, the framework is easily extended to handle multiple layers of abstraction and can be further personalized to a particular type of movement, enabling the generation of highly individualized outputs.

Key words: Dance, Coherent, Action, Generation, Computer Animation, Video Games, Sensor.

1. Introduction. Dance is an activity that allows people to express themselves and cultivate relationships through creative and meaningful body movements. Recently, it has developed into a popular form of art and recreation. Generating coherent action in dancing is a process that involves developing knowledge of the various techniques, steps, and styles associated with a chosen dance [1]. It can be done by studying the history and culture behind a particular dance style, understanding its body movements, and learning the appropriate techniques and steps through practice. In order to generate coherent action in dancing requires analytical thinking and creative expression. It involves understanding the context in which the dance takes place, such as the atmosphere, music, and the audience. It also involves being able to recognize the dynamics and nuances of the dance and have the ability to be flexible in order to adapt to the changing environment [2]. It is essential to have an idea of the structure of the dance and how it can be manipulated to create the desired choreography. Generating coherent action in dancing also necessitates body awareness and control. It is essential to identify the correct muscles and movements used in the dance and utilize them in a planned and strategic way [3]. Finally, it involves understanding how to convey emotion and rhythm through movement and developing a good sense of coordination, timing, and balance. Generating coherent action in dancing is an intricate process that requires analytical thinking, creativity, body awareness, and control. Through practice and dedication, one can successfully generate coherent action in dancing and bring to life a unique and enjoyable experience for all. Dance has existed since the beginning of time and is constantly evolving and innovating. In modern times, the development of technology has had a significant impact on how dance is created, performed, and taught [4]. One of the most significant innovations in dance is the development of coherent action generation. This technology allows skilled dancers to generate complex movements based on a given set of goals or objectives. By breaking down sophisticated choreographic processes into discrete elements, these movements can be performed and perfected much more quickly. It has allowed professional dancers to create stunning and complex routines without spending hours creating them from scratch. Another development within the dance industry is the use of motion capture technology [5]. This technology is used to map the movements of a dancer in order to create a 3-D interpretation of their routine.
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It allows the choreographer to analyze and adjust the routine as needed to perfect the performance. Thanks to motion capture technology, 3-D-created routines can also be studied and replicated by others. The technology used to create virtual simulations is advancement in dance [6]. With virtual simulations, dancers can visualize different stages of their performance in a manner that were not possible before. It is allowing 3-D choreography to become commonplace, even with opener-level dancers. This technology is used to plan out routines and in the editing process once a dance has been completed. It is essential to note the increased use of smart phones and other mobile devices in dance. These devices allow dancers to access instructional videos, lessons, and other resources from almost anywhere [7]. It has also allowed them to connect with choreographers and other dancers to further their skills. The advancements in technology are revolutionizing how dancers approach and perform their art. Through coherent action generation, motion capture, virtual simulations, and mobile devices, dancers can create complex routines and take their craft to new heights.

The research and practice of dance coherent action generation is a field of study that investigates how computers can create sequences of movements to provide a dancer or a group of dancers with a logical, fluid, and aesthetically pleasing pattern of movements. Deep Learning (DL) is crucial in this research as neural networks can learn from example data and generate predictive models [8]. This research and application of DL methodologies has become increasingly popular in dance and the automated generation of coherent motion sequences. One of the most successful approaches to dance coherent action generation is using Long Short-Term Memory (LSTM) networks. LSTMs can capture short-term and long-term dependencies in the motion of a dancer. Such networks can generate coherent motion sequences based on an initial input path and influential parameters, bypassing the traditional choreography process. In addition, such networks allow a controllable degree of randomness, which affects the generated motions, enhancing the expressive qualities of the dance sequence [9]. Combined with further recurrent neural networks, this model enables a productive technique that limits the rate of change and preserves the timing characteristics of sequences. DL networks have been successfully applied to various domains of the arts, such as music and visual arts. However, issues of aesthetics and expression have yet to be considerably explored in research on computer choreography. Recent Reinforcement Learning (RL) developments have provided promising solutions for this aspect of the field. Such solutions use a reward function and principles of imitation learning to generate coherent and expressive movements [10]. As computer choreography and DL-aided motion generation mature, these technologies will become more common as they present an opportunity to reduce the time and effort necessary for the manual creation of choreography. Nevertheless, further research is needed to address some of the limitations of current DL techniques for dance and accompanying expressive qualities, such as the ability to handle highly dynamic and expressively charged dances. The main contribution of the research has the following,

- Developing and validating metrics for evaluating the quality of dance motions and generating realistic motions using data-driven methods such as motion capture data;
- Exploring different ways of combining multiple motion sources to produce more fluid and consistent motions and developing motion models capable of learning to generate novel dance motion;
- Understanding the underlying formal grammar of dance motion and modeling physical dynamics for motion synthesis;
- To design efficient motion representation and scheduling algorithms for efficient online motion generation and developing interactive systems for generating coherent dance sequences.

2. Related Work. Muthukumaran, V et al. [11] have discussed Motion generation based on a multi-feature fusion strategy is a technique used to generate motion based on multiple features of a body or object. It requires the fusion of pre-experimentally acquired features from various sensors, such as motion sensors, wearable biosensors, and inertial measurement units. This technique is used to generate realistic and robust motions for robotic applications and animation and gaming applications. It is also used in medical applications, rehabilitation, and training applications in sports and other disciplines.

Zhang et al. [12] have discussed Mining and applying composition knowledge of dance moves for style-concentrated dance generation is a process that utilizes artificial intelligence techniques (such as machine learning and deep learning) to analyze existing dance moves and styles from different choreographers and create new dance sequences. The techniques used in this process can recognize patterns in existing choreography and apply the found knowledge to create unique dance sequences that reflect a particular style. As examples, it
could include break dancing, ballet, or hip-hop. This process could revolutionize the field of dance composition, allowing dancers to create expressive and original dances much faster than traditional methods.

Aberman et al. [13] have discussed Deep video-based performance cloning as a technique used to capture and reproduce human performance, such as facial expressions, gestures, and movements. It uses deep learning algorithms to synthesize a clone of a person through videos or images. This technique can recreate an individual’s entire performance from a video, replicating their exact facial expression, gestures, and movements. Deep video-based performance cloning has many applications, from virtual coaching to video game animation.

Zheng et al. [14] have discussed Time series data prediction and feature analysis of sports dance movements based on machine learning is a technology that can improve the accuracy, performance, and efficiency of predicting movements. It uses data that has been collected over some time in order to detect patterns and make predictions about future events. It can be used to predict everything from the action of an athlete when performing a specific move to the team’s motion during a break in play. Using machine learning techniques can give coaches, players, and fans a better understanding of a sport’s dynamics and help improve athletes’ performance. It can also provide valuable insights into the pattern of movements associated with certain sports. By analyzing time series data, machine learning can also identify any discrepancies in an athlete’s motion, such as variations in technique or forces. This technology can help coaches develop better training methods for their athletes and give players and fans a better understanding of the game they are playing.

Dong et al. [15] have discussed to improve the interpretability of deep neural networks with semantic information as a process of utilizing semantic information to enhance the behavior of deep neural networks. Deep neural networks are incredibly complex models, and understanding how they decide is difficult. Semantic information provides a way to make the decision-making process of a deep neural network more interpretable. Semantic information can add context to a model, helping explain why a specific decision was made. Semantic information can also reduce the complexity of explanations by categorizing results into more meaningful categories. This increased interpretability of deep neural networks ultimately helps to improve their performance and trustworthiness.

Sünderhauf et al. [16] have discussed the potential of deep learning for robotics is limitless. It can help in motion planning, visual perception, navigation, and decision-making. Deep learning algorithms can assist in advanced obstacle avoidance, automated driving, and home automation. The limits to deep learning in robotics are cost, infrastructure, and access to data. Cost is a primary limiting factor since deep learning algorithms require a lot of computing power to work, which can drive up the cost. Additionally, deep learning requires data to train appropriately, which can take time to acquire, depending on the industry. Finally, access to training and infrastructure can be a limitation as it can require specialized personnel with the right expertise.

Wu et al. [17] have discussed Image Comes Dancing With Collaborative Parsing-Flow Video Synthesis is a technique for creating videos from a single image. The technique involves using computer-based synthesis algorithms to analyze the source image, interpret it according to specific parameters, and produce a resulting video based on the input image. This technique has been used to create videos of dancing characters from a single image, with the characters dynamically dancing to match the rhythm of the music. It has also been used in various interactive video games and video-editing applications.

Kico et al. [18] have discussed Digitization and visualization of folk dances in cultural heritage is the process of digitally capturing, preserving and sharing the stories and movements of a variety of folk dances around the world. It can be achieved by recording and documenting folk performances, utilizing digital media, and creating interactive 3D computer visuals and animations. Digitization and visualization also help preserve and share the cultural heritage of folk dances for future generations, allowing for new interpretations of traditional motions. Ultimately, it serves as a way to spread cultural appreciation and create a bridge between different generations.

S. T. Ahmed et al. [19] have discussed dance style transfer with a cross-modal transformer is an artificial intelligence that takes insights from a source of dance-related material, such as online videos, and translates them into a different dance style. It does this by leveraging machine learning and natural language processing to try and capture the "essence" of a particular dance style. This technology has allowed for the rise of creative AI projects that can translate music, movie dances, or even user-created dance videos into different dance styles.

Cai et al. [20] have discussed An Automatic Music-Driven Folk Dance movement generation Method Based on a Sequence-To-Sequence Network is an AI-based approach to automatically generate folk dance movement.
sequences by predicting and following musical input. This method uses a deep learning model incorporating music and motion data to generate more realistic and creative folk dance movements according to the musical beat. This method utilizes a sequence-to-sequence network architecture, which allows for creating new dance sequences by using various input sources. This method is beneficial for quickly creating and customizing folk dance performances with different musical genres. It can also provide a more reliable and entertaining way to generate custom dances than traditional choreographers.

Li et al. [21] have discussed Human motion recognition in dance video images based on attitude estimation is a technique used in computer vision and visual recognition to identify the body posture of a dancer in a video image. This technique uses a feature-based attitudinal translation architecture to detect and classify the body poses of a dancer from a given dance video sequence. The primary goal of human motion recognition in dance video images based on attitude estimation is to accurately recognize the body poses of a dancer in an unstructured dance environment to facilitate automated motion analysis and evaluation of dance performances.

2.1. Research Gap. In this model, the number of low power and low cost sensor has been deployment as self-adaptive and traffic dependent network protocol on the traffic of the network. The node data transmissions of the sensed data are adaptively changes to the traffic pattern. Power changes occur based on traffic [9]. The node will be time- synchronized for path negotiation and data contention on basis of node density. Path Allocation model of the protocol enhances the transmission capabilities on the less utilized nodes to prevent network degradation. Further linear programming architecture has been employed to Dynamic node hopping sequence. The routing architecture provides optimal stability among the node transmission time with respect to node availability and energy consumed on the effective path within specified delay along throughput constraints to solve energy whole problem

- Limited research on combining motion capture with deep learning techniques for generating the motion of characters derived from dance actions and more work must be done on implementing choreographic structures within coherent action generation.
- Few studies have examined the use of motion capture and behavior recognition techniques to monitor and evaluate the effectiveness of a generated action sequence in a human-robot interaction.
- Few studies have explored the effects of different music styles on dance-style action generation and little work needs to be done on adapting generated motion to context and environmental factors.
- The use of AI to enable autonomous, cooperative, and emergent motion patterns is still in its infancy and research is needed to develop machine learning models that capture temporal dynamics better and create realistic and natural-looking motion.

2.2. Research Objectives.

- To explore and generate novel dance movements and sequences through advanced deep learning architectures and strategies for dance motions.
- To develop an AI-based model, that is capable of creating movement variations to generate unique and appealing dance choreography
- To investigate the affective context of the dance motion by training different deep learning networks and gains an understanding of the underlying principles of motion in human-like dancing styles.
- To discover the different factors that influence dancing/motion in different rhythms and beats and design appropriate strategies for automated dance generation with respect to small details of the movements.
- To explore methods to improve the fluency and accuracy of predicted dance motions and construct an effective and efficient training environment for deep learning models to generate dancing sequences.

3. Methodology. The proposed dance coherent action generation model based on deep learning is a model for the automated generation of dance moves from videos. It applies deep learning to extract motion features from videos that represent the movement of dancers and use these features to generate new dance moves. The dance coherent action generation system has shown in the following fig. 3.1. The model is designed to generate smooth transitions between different moves and generate new moves that align with the video’s overall style. It can also control the speed of the generated dance moves, creating high-quality visualizations of dancing videos. The model is trained on various dance data sets, which helps provide more accurate results.
3.1. Feature system. It is a dance coherent action generation model extracts meaningful features from the environment. These features are used to inform the model of the state of the environment and to guide the decision-making process for artificial agents. These features can range from visual cues such as colors, shapes, and textures to auditory cues such as music tempo and pitch and kinetic features such as movements. The system also allows feature extraction from multiple domains, such as vision, audio, and motion. It allows for more robust and adaptive decision-making for the artificial agents in the model. Furthermore, feature extraction can detect global or local environmental patterns, making it easier for the model to generate dynamic and fluently choreographed dance sequences.

3.2. Coder system. It is essential to the dance coherent action generation model. It performs a vital role in generating all the actions that constitute a dance. Its primary function is to encode the motion and music information into a format the system can understand. It does this by extracting meaningful visual and audio data from the dance video and associating it with different labels representing the motions and notes. The coder system then sends this encoded data to the agent, which then uses it to generate the sequences of actions that will constitute the dance. It ensures that the generated action will be coherent and consistent without discrepancies. The coder system also allows the model to “tune itself” by adjusting the resolution of the actions in order to reflect the desired motion better.

3.3. Prediction systems. It has dance-coherent action generation models are responsible for predicting the upcoming action of a dancer in order to generate a coherent dance routine. These systems are used to generate an output, which is a sequence of movements that correspond to a specific dance style, and it aims to produce a more realistic performance compared to pre-programmed dance steps. Prediction systems are used to interpret and anticipate the body movements of a dancer and generate appropriate sequences of movements in response. They use deep learning, statistical analysis, and motion capture techniques to track the dancer’s movement. Furthermore, they use the previous movements to anticipate the next movement, making it easier for the model to generate a coherent and connected dance routine for the dancer.

3.4. Reconstruction loss. It is a function used in the Dance Coherent Action Generation Model. It is used to optimize the model according to the human motion data that is being used. Reconstruction loss works by computing the difference between the model’s output and human motion data used for the input. The model adjusts its outputs by weighting and reducing the error resulting from the difference between the expected output and the actual human motion data. It means the model is more accurate, allowing it to predict human motions better. Reconstruction loss allows the Dance Coherent Action Generation Model to predict human motion better, providing more accurate output for the user.

3.5. MSE (Mean Squared Error) loss. It is a widespread loss function frequently used in machine learning models. In a dance coherent action generation model, this loss function calculates the errors between the predicted result and the real action. It measures the average of the squares of the errors or deviations, which is then used to gauge the model’s efficiency and improve its accuracy over time. This loss function is commonly used in supervised learning tasks like the dance coherent action generation model. By taking the
Fig. 4.1: Proposed block diagram

1. **Coherent Action**

   - A coherent action is a behavior that results in a composition of physical movements that is organized, stress-free, and capable of producing unified motion. It is a physical expression that is purposeful and organized, connecting body parts in an intrinsic manner that is relatively free from perceived tension. This definition specifically applies to the field of dance, where movement not only expresses emotion but also melds space, time, and music into a storytelling experience. In the field of dance, sensors, and sensor data allow information to be collected on how a dancer moves through space and can be used to create and execute more precise or customized actions for a choreographed routine. Sensors that can be used range from physical to digital and are used to create an interactive performance environment. The most commonly used physical sensors are motion-capture systems, accelerometers, inclinometers, and gyroscopic sensors. Digital sensors include cameras, microphones, and microphone arrays. These sensors and sensor data are used to generate a visualization of a dancer’s body, creating a visualization of the dancer’s movement, body shape, gesture, and interaction. This data is then analyzed and evaluated to produce an action that is meaningful and articulate. Ultimately, with the assistance of sensors and sensor data, a dancer’s routine can be designed, and the body position of the dancer can be monitored, resulting in a more precise action and a more accurate representation of the idea being expressed.

4. **Proposed Model**

   - The Dance Coherent Action Generation Model Using Deep Learning generates realistic, engaging, and fluid movement using Deep Neural Networks. It allows for a wide range of motion styles, from traditional hip-hop and freestyle movement to contemporary styles like jazz and Lyrical. The proposed block diagram has shown in the following fig. 4.1.

   - The model works by taking in raw video or motion-capture data of a dancer or performer’s body movements and producing motion-capture data that can be used for animation. It can fuse styles seamlessly, allowing for a much more comprehensive range of motion styles than traditional animation tools. The model can also divide a single movement style into multiple parts, allowing for speed and elegance. Finally, it can create new motion combinations from existing movement data to help innovate traditional dance styles. The proposed framework is shown in Table 4.1.

   - The proposed model can be applied to generate different types of dance styles by using specific data sets, such as motion capture data or motion synthesis, depending on the type of dance. This model can also be used for generating natural motion sequences, such as those seen in expressive dance. The proposed model should be evaluated against other existing models to analyze its efficacy in action generation. Existing action generation models can be used for comparison. It is also important to compare the qualities of the generated motion sequence with those of actual dance styles. The model should be evaluated in regards to its ability to be adapted to different body types and dancing abilities. Different body types and motion preferences can be encoded in the model to generate meaningful and personalized dance movements. Additionally, using different kinematic data from different dance skills can help refine the generated motion sequences to match desired levels of difficulty. Scalability is an important factor to consider when developing models. When expanding a dataset or model, one typically wants to do so in a manner that is as efficient as possible. The following are
some basic strategies that can be used to ensure scalability:

Automated solution: Automated solutions such as auto-scalers and autoencoders can be used to enable the model to scale up or down as the dataset grows or shrinks.

Parallelization: Parallelizing the dataset or model allows for the completion of tasks in much shorter timeframes while keeping scalability efforts to a minimum.

Establish a baseline: Establishing a baseline provides an organized structure upon which your model can be built. It also gives you a place to compare and identify areas where you can improve your scalability efforts.

Preprocessing: Preprocessing data can help simplify a dataset, making it easier to interpret and use for predictions, which can help the model become more scalable.

Feature Selection: Automated feature selection can help improve accuracy and reduce computational complexity while maintaining scalability.

Model Evaluations: Regular evaluations of the model to assess scalability can help determine what strategies need to be implemented (or improved) in order to achieve desired scalability.

Observed sequences of actions: Leveraging observed sequences of actions can provide predictive models that can be used to identify valuable insights from the data. It can allow for more informed decisions to be made and is an important tool for scalability.

The model is not necessarily robust enough to generate coherent actions in various environments with different sensor configurations. Different environments and sensor configurations might require different approaches to agent behavior. Further fine-tuning of the model would be necessary to make it robust enough for various environments.

4.1 Pre-processing. It is a significant step in proposed model and is especially beneficial for a dance-coherent action generation model. Pre-processing can help to normalize the input data, clean up noise, and reduce redundancies. Most importantly, it can reduce the dimensionality of the input data, making it easier for the algorithm to learn a profound representation of the data. The upper bound dance actions has indicated in the following eq. 4.1

\[ \forall a > 0; \forall a \in X \Rightarrow x \leq feature \_X; \quad (4.1) \]
where \(a\) is an initial dance action, \(X\) is a upper bound dance segment and \(x\) is a coherent function. The lower bound dance actions has indicated in the following eq. 4.2

\[
\forall b > 0; \forall b \in Y \Rightarrow y \leq \text{feature}_Y;
\]

(4.2)

where \(b\) is an final dance action, \(Y\) is a lower bound dance segment and \(y\) is a coherent function. The convexity function has shown in the following,

\[
UB : q(\alpha s_1 + (1 - \alpha)s_2) \leq \alpha q(s_1) + (1 - \alpha)q(s_2)
\]

(4.3)

\[
LB : q(\alpha s_1 + (1 - \alpha)s_2) \geq \alpha q(s_1) + (1 - \alpha)q(s_2)
\]

(4.4)

where UB shows the upper bound dance action and LB shows the lower bound dance action. The Dance Image Generation has shown in the following fig. 4.2.

Pre-processing can also help fill any gaps in the data or scale the features so that different data sources can be used together. Finally, it can reduce the computational complexity associated with complex deep neural networks, allowing the model to more quickly and effectively. The sigmoid function has shown in the following eq. 4.5

\[
A(z) = \left\{ \frac{1}{1 + e^{-z}} \right\}
\]

(4.5)

The image generator in the dance coherent action generation model using deep learning is a convolutional neural network-based architecture. This model uses a long short-term memory (LSTM) layer as a guide for generating image frames, which are then given as inputs to the convolutional neural network. The directional derivatives has shown in the following,

\[
\frac{\partial q}{\partial d} = \frac{\partial q}{\partial s} \cos \phi + \frac{\partial q}{\partial c} \sin \phi
\]

(4.6)

The convolutional neural network then passes the image frames through convolutional layers, which extract features. These features are then used to generate the next image frame. This process is repeated until the entirety of the motion is generated. The model then produces a sequence of motion vector representations used to reconstruct the motion as a video clip or animation. The linear interaction has shown in the following eq. 4.7

\[
a_x = \beta(C_c \ast [d_{x-1}, f_x] + g_c)
\]

(4.7)

\[
b_y = \beta(C_c \ast [d_{y-1}, f_y] + g_c)
\]

(4.8)
Fig. 4.3: Human body feature points

where $a$ and $b$ are the dance action, $\beta$ is the coherence factor, $x$ and $y$ are the motion sensor coordinates. $C$ is the coder function. The image generator in a deep learning model for dance coherent action generation visualizes the input movements. This visual representation is then used to generate a smooth, coherent sequence of output movements. It serves as an efficient way to efficiently produce an action from the input motion, thus preserving the continuity of the motion. Additionally, the image generator is used to create a visual representation of the output sequence used as a reference to compare the motion generated by the model.

4.2. Feature Extraction. Feature extraction in deep learning is extracting meaningful features from data. It is a crucial step in any deep learning model, as it helps to identify patterns in the data and determine which features are essential to capture. In proposed model, feature extraction is used to create valuable representations of motion sequences, which can then be used as input for the model.

\[
\begin{align*}
    a_x &= \beta(C_e \ast d) \\
    b_y &= \beta(C'_e \ast d') \\
    C' &= C^T \\
    L(ab) &= \|a - b\|^2 \\
    L_X(a, b) &= -\sum_{m=1}^{n} \{a_m \log b_m + (1 - a_m) \log(1 - b_m)\}
\end{align*}
\]

where $a$ is the initial dance action, $b$ is the final dance action, $C$ represent the coder function. It allows the model to identify better and generate the correct dance moves. By using feature extraction on motion sequences, the model can better differentiate between features important to replicating a dance move and those not. Fig. 4.3 shows the human body feature points.

The human body feature points in the dance coherent action generation model refer to points on the body detected by a camera and used to predict movements and generate performers' dance motions. These points are typically used to capture motion and are placed on essential body parts, such as the arms, legs, torso, and head joints. Table 4.2 shows the human body feature points in detail.
Table 4.2: Human body feature points

<table>
<thead>
<tr>
<th>S.No</th>
<th>Feature Point</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Dancer Nose</td>
<td>a1, a2</td>
</tr>
<tr>
<td>1</td>
<td>Dancer Neck</td>
<td>b1, b2</td>
</tr>
<tr>
<td>2</td>
<td>Dancer Shoulder (Right)</td>
<td>c1, c2</td>
</tr>
<tr>
<td>3</td>
<td>Dancer Elbow (Right)</td>
<td>d1, d2</td>
</tr>
<tr>
<td>4</td>
<td>Dancer Hand (Right)</td>
<td>e1, e2</td>
</tr>
<tr>
<td>5</td>
<td>Dancer Shoulder (Left)</td>
<td>f1, f2</td>
</tr>
<tr>
<td>6</td>
<td>Dancer Elbow (Left)</td>
<td>g1, g2</td>
</tr>
<tr>
<td>7</td>
<td>Dancer Hand (Left)</td>
<td>h1, h2</td>
</tr>
<tr>
<td>8</td>
<td>Dancer Leg (Right)</td>
<td>i1, i2</td>
</tr>
<tr>
<td>9</td>
<td>Dancer Knee (Right)</td>
<td>j1, j2</td>
</tr>
<tr>
<td>10</td>
<td>Dancer Foot (Right)</td>
<td>k1, k2</td>
</tr>
<tr>
<td>11</td>
<td>Dancer Leg (Left)</td>
<td>l1, l2</td>
</tr>
<tr>
<td>12</td>
<td>Dancer Knee (Left)</td>
<td>m1, m2</td>
</tr>
<tr>
<td>13</td>
<td>Dancer Foot (Left)</td>
<td>n1, n2</td>
</tr>
<tr>
<td>14</td>
<td>Dancer Eye (Right)</td>
<td>o1, o2</td>
</tr>
<tr>
<td>15</td>
<td>Dancer Eye (Left)</td>
<td>p1, p2</td>
</tr>
<tr>
<td>16</td>
<td>Dancer Ear (Right)</td>
<td>q1, q2</td>
</tr>
<tr>
<td>17</td>
<td>Dancer Ear (Left)</td>
<td>r1, r2</td>
</tr>
</tbody>
</table>

This information is then used to interpolate between poses and motions to generate a realistic and natural-looking output. For example, these feature points can represent a dancer’s motion, such as twisting, turning, and stepping, and can generate a realistic and synchronized version of the dancer’s motion. This way, the model can generate a natural and accurate representation of the dancer’s motions. The improved training process in the Dance Coherent Action Generation Model using Deep Learning involves a two-stage approach. In the first stage, the model is trained on synthesized sequences of postures adapted from go-go dance videos. It allows the model to learn the general motion structure of the dance. In the second stage, the model is then fine-tuned using real-world data. This fine-tuning allows the model to model the nuances of real-world dancing and efficiently produce realistic results. The improved training process has shown in the following fig. 4.4.

As a result, the improved training process provides a more accurate representation of the physical body movements of go-go dancing. It ultimately helps in creating more realistic and coherent dance sequences.

4.3. Detection. Detection in dance coherent action generation models using deep learning allows the model to detect specific features in the input image or video sequence data used to generate dance steps autonomously. In the context of neural network models, detection typically refers to providing a model with the necessary visual cues required to generate the desired output. The detection of motions using the sensor has the following,

\[ a_m = \sum_{x=1}^{T} \{ \delta_{x,m} \ast g_x \} \]  \hspace{1cm} (4.14)

Where, \( a \) is the input dance detection in \( m^{th} \) state, \( \delta \) is the attention weight, \( x \) and \( m \) are the inputs of deep learning model. These visual cues can be in the position, size, or orientation of particular objects in the image. In a dance setting, the model must detect the dancer’s body position, movement patterns, and the context of the dance scene to generate coherent movements. To obtain the detection of dimensional dance moves has the following,

\[ L^x = \mu \{ C, L^{x-1} \} \]  \hspace{1cm} (4.15)

\[ R^{T_x} = \omega^2 \{ C, L^{T_x} \} \]  \hspace{1cm} (4.16)
Fig. 4.4: Improved training process

\[ R^T = \omega^x \{ C, L^T_x, R^{x-1} \} \]  

\[ F = \min_{a} \max_{b} L_x(a, b) + \alpha_x L_{MSE}(a) + \alpha_y L_x(E, D) \]  

where \( F \) is the final detection of dance coherent action, \( a \) is the initial dance action and \( b \) is the final dance action. MSE shows the mean square error, \( E \) is the encoder and \( D \) is the decoder. The proposed model may be used to detect the location and movement of the dancer’s limbs, which can then be used to generate the best set of moves that synchronize with the music. Detection is necessary for deep learning models as it allows them to acquire visual cues to generate the desired output.

**4.4. Classification.** Classification in dancing is used to categorize the types of movements a dancer performs [22]. Regarding consistent action generation using deep learning, classification allows the model to identify and recognize patterns among dance moves and use that knowledge to generate new, similar moves. Dance Coherent Analysis is an important part of the Coherent Action Generation Model using Deep Learning. This model uses deep learning to generate realistic motion of a dancer that is both expressive and organic, while still being physically and aesthetically pleasing. The Dance Coherent Analysis module consists of an analytical pipeline to detect and analyze the motion data of the dancer. It extracts features related to body positions and movements from the footage, estimates the dancer’s plans, and extracts motion metrics that can be used to describe the performance of the dancer. The extracted features are then used to generate a trained behavior model for a dancer. The resulting model is used to animate a dancer in a simulated world, to generate dance-based applications. This model helps animate realistic dancing motions with few parameters and makes it much easier to generate realistic animations. From eq.18, the \( L_x(a,b) \) and \( L_{MSE}(a) \) has classified as the following,

\[ L_x(a,b) = F(c,d) \{ \log b(c,d) \} + F_c \{ \log (1 - b(c,a(c))) \} \]  

\[ L_{MSE}(a) = F(c,d) \{ \log b(c_{e-1}, c_e, d_{e-1}, d_e) \} + F_c \{ \log (1 - b(c_{e-1}, c_e, a(c_{e-1}), a(c_e))) \} \]

The dance coherent analysis has shown in the following fig. 4.5.
Classification also helps the model recognize and understand the elements of the dance moves to generate new steps that fit within the constraints of the choreography. It allows the model to produce smooth, realistic dancing sequences that feel natural and coherent.

Sensor-based dance coherent action generation model using a deep learning framework is an innovative approach to using a combination of sensing, processing, and predictive algorithms to generate ground-breaking, impactful, and expressive human-like dances. By combining sensing and deep learning techniques, this model allows for optimized and automated processes of sensor data, which can enable truly autonomous generated dances. The model employs algorithms to learn the trends in motion performance from dance sequences, the variations in movements, and the correlations between different movements. It provides a potential performance outcome on the basis of the captured motion data in the form of a probability distribution instead of a single prediction. This approach improves the motion performance, fosters an emotionally expressive performance, and increases efficiency while reducing user input. This model is also scalable to multi-sensor dance training, making it a powerful tool for creating larger-scale, intelligent, and expressive dances through machine learning.

Learning systems that are able to detect relevant information from sensors and generate coherent actions accurately are typically based on artificial neural network algorithms. These systems use the input from the sensors to learn the characteristics associated with a particular type of behavior. Once the system has enough data, it can be trained to recognize similar patterns and generate actions accordingly. For example, an object recognition system can identify different objects in an image and process this information so that it can take an appropriate action. Additionally, reinforcement learning algorithms can be used to teach an agent to find the optimal path to a given goal based on various types of feedback from the environment. With the help of supervised learning algorithms, the system can learn to recognize specific patterns and generate appropriate responses.

5. Comparative Analysis. The proposed dance coherent action generation model (DCAGM) has compared with the existing Recurrent Neural Network (RNN), Dance Based on Deep Learning (DBDL), Quantum-based creative generation method (CGCM) and Convolutional sequence generation (CSG). Here python is a simulation tool used to execute the results.

5.1. Computation of Accuracy. Accuracy refers to the percentage of correctly classified examples in a deep learning dance coherent action generation model. The number of correctly classified examples must be
Table 5.1: Comparison of Accuracy (in %)

<table>
<thead>
<tr>
<th>No.of Inputs</th>
<th>RNN</th>
<th>DBDL</th>
<th>GCGM</th>
<th>CSG</th>
<th>DCAGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>65.05</td>
<td>58.72</td>
<td>72.07</td>
<td>74.22</td>
<td>97.46</td>
</tr>
<tr>
<td>200</td>
<td>63.56</td>
<td>56.75</td>
<td>69.65</td>
<td>72.02</td>
<td>95.47</td>
</tr>
<tr>
<td>300</td>
<td>62.76</td>
<td>55.62</td>
<td>69.24</td>
<td>71.22</td>
<td>94.27</td>
</tr>
<tr>
<td>400</td>
<td>60.43</td>
<td>54.41</td>
<td>67.64</td>
<td>70.55</td>
<td>93.79</td>
</tr>
<tr>
<td>500</td>
<td>59.42</td>
<td>54.04</td>
<td>65.32</td>
<td>69.12</td>
<td>92.36</td>
</tr>
<tr>
<td>600</td>
<td>58.78</td>
<td>52.51</td>
<td>64.07</td>
<td>68.03</td>
<td>92.20</td>
</tr>
<tr>
<td>700</td>
<td>58.12</td>
<td>52.01</td>
<td>61.34</td>
<td>67.55</td>
<td>91.43</td>
</tr>
</tbody>
</table>

Fig. 5.1: Accuracy

divided by the number of examples examined. The comparison of accuracy has shown in the following table 5.1. It is a widespread loss function frequently used in machine learning models. In a dance coherent action generation model, this loss function calculates the errors between the predicted result and the real action. It measures the average of the squares of the errors or deviations, which is then used to gauge the model’s efficiency and improve its accuracy over time. This loss function is commonly used in supervised learning tasks like the dance coherent action generation model. By taking the differences in prediction as errors, MSE loss can lead to improved predictions and more accurate generation of dance coherent actions.

Fig. 5.1 shows the comparison of accuracy. In a computation tip, existing RNN obtained 60.43%, DBDL obtained 54.41%, GCGM obtained 67.64%, and CSG obtained 70.55% accuracy. The proposed DCAGM obtained 93.79% accuracy. The proposed model does make use of transfer learning techniques to improve the accuracy of action generation. Transfer learning involves utilizing information and knowledge gained from existing models to improve the performance of new models. Transfer learning can be used to take data from previously trained models and apply it to new tasks, helping the model learn without having to start from scratch. In the proposed model, the transfer learning technique is used to help the model learn more quickly and accurately from previous data to improve its performance when generating new actions.

5.2. Computation of Precision. The computation of precision has to predict the action sequences and the actual test data used to train the model. This task is usually done by calculating the overall accuracy, which is the proportion of correctly identified correct actions versus the total number of observations in the test.
Table 5.2: Comparison of precision (in %)

<table>
<thead>
<tr>
<th>No.of Inputs</th>
<th>RNN</th>
<th>DBDL</th>
<th>GCGM</th>
<th>CSG</th>
<th>DCAGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>75.05</td>
<td>68.72</td>
<td>82.07</td>
<td>84.22</td>
<td>97.46</td>
</tr>
<tr>
<td>200</td>
<td>73.56</td>
<td>66.75</td>
<td>79.65</td>
<td>82.02</td>
<td>95.47</td>
</tr>
<tr>
<td>300</td>
<td>72.76</td>
<td>65.62</td>
<td>79.24</td>
<td>81.22</td>
<td>94.27</td>
</tr>
<tr>
<td>400</td>
<td>70.43</td>
<td>64.41</td>
<td>77.64</td>
<td>80.55</td>
<td>93.79</td>
</tr>
<tr>
<td>500</td>
<td>69.42</td>
<td>64.04</td>
<td>75.32</td>
<td>79.12</td>
<td>92.36</td>
</tr>
<tr>
<td>600</td>
<td>68.78</td>
<td>62.51</td>
<td>74.07</td>
<td>78.03</td>
<td>92.20</td>
</tr>
<tr>
<td>700</td>
<td>68.12</td>
<td>62.01</td>
<td>71.34</td>
<td>77.55</td>
<td>90.43</td>
</tr>
</tbody>
</table>

Fig. 5.2: Precision

data. In addition to the overall accuracy, precision of the predictions is also measured. Precision reflects the ability of the model to identify the correct dance actions with positive examples only correctly. The comparison of precision has shown in the following table 5.2.

Fig. 5.2 shows the comparison of precision. In a computation tip, existing RNN obtained 70.43%, DBDL obtained 64.41%, GCGM obtained 77.64%, and CSG obtained 80.55% precision. The proposed DCAGM obtained 93.79% precision.

5.3. Computation of Recall. The recall of a model in dance coherent action generation using deep learning is calculated by taking the ratio of the total number of correctly predicted classes to the total number of authentic classes in the dataset. It measures how many of the actual classes were predicted correctly by the model. A higher recall value indicates that the model is more likely to classify unseen data correctly. The comparison of recall has shown in the following table 5.3.

Fig. 5.3 shows the comparison of recall. In a computation tip, existing RNN obtained 62.26%, DBDL obtained 57.63%, GCGM obtained 79.42%, and CSG obtained 75.33% recall. The proposed DCAGM obtained 97.75% recall.

5.4. Computation of F1-Score. The F1-score for a Dance Coherent Action Generation Model using deep learning measures how accurately the model predicts the dancer’s movement or how well the model has been trained. It is composed precision and recall. Precision measures the accuracy of the predictions made
Table 5.3: Comparison of recall (in %)

<table>
<thead>
<tr>
<th>No.of Inputs</th>
<th>RNN</th>
<th>DBDL</th>
<th>GCGM</th>
<th>CSG</th>
<th>DCAGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>61.01</td>
<td>57.53</td>
<td>77.55</td>
<td>75.64</td>
<td>97.53</td>
</tr>
<tr>
<td>200</td>
<td>61.51</td>
<td>57.53</td>
<td>78.64</td>
<td>75.90</td>
<td>97.64</td>
</tr>
<tr>
<td>300</td>
<td>62.26</td>
<td>58.36</td>
<td>79.78</td>
<td>76.47</td>
<td>97.70</td>
</tr>
<tr>
<td>400</td>
<td>62.26</td>
<td>57.63</td>
<td>79.42</td>
<td>75.33</td>
<td>97.75</td>
</tr>
<tr>
<td>500</td>
<td>61.21</td>
<td>56.52</td>
<td>77.89</td>
<td>74.31</td>
<td>97.79</td>
</tr>
<tr>
<td>600</td>
<td>60.93</td>
<td>56.12</td>
<td>77.25</td>
<td>74.07</td>
<td>97.82</td>
</tr>
<tr>
<td>700</td>
<td>61.65</td>
<td>56.69</td>
<td>77.83</td>
<td>74.72</td>
<td>97.84</td>
</tr>
</tbody>
</table>

Fig. 5.3: Recall

by the model. The recall measures how well the model can identify all of the movements that the dancer is performing. By combining these two metrics, the F1 score indicates how accurately the model predicts the dancer’s actual movement. The comparison of F1 score has shown in the following table 5.4

Fig. 5.4 shows the comparison of F1 score. In a computation tip, existing RNN obtained 72.46%, DBDL obtained 68.26%, GCGM obtained 74.46%, and CSG obtained 83.36% F1 score. The proposed DCAGM obtained 92.92% F1 score. The proposed dance coherent action generation model using deep learning has several advantages over traditional methods of choreography and animation:

- The model uses a deep learning approach to learn the concept of dancing from existing examples. It enables the model to capture the subtle nuances of a particular dance style, such as musicality, emotion, and the human-like movements that come with the style.
- The model can generate high-quality motions that can be repeated later with little or no modifications. It means that the motions generated by the model are less likely to drift from their representations over time, making them more suitable for use in live performances.
- The model also has the potential to adapt to changes in the environment or the music to which it is dancing, enabling the user to make minor adjustments to the dance motion generated without needing to start from scratch.

The proposed dance coherent action generation model using deep learning is limited in two main ways:

- The current deep learning models are primarily supervised and require large datasets of labeled exam-
Table 5.4: Comparison of F1 score (in %)

<table>
<thead>
<tr>
<th>No. of Inputs</th>
<th>RNN</th>
<th>DBDL</th>
<th>GCGM</th>
<th>CSG</th>
<th>DCAGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>66.85</td>
<td>64.83</td>
<td>67.96</td>
<td>79.01</td>
<td>88.45</td>
</tr>
<tr>
<td>200</td>
<td>68.52</td>
<td>65.96</td>
<td>70.89</td>
<td>80.27</td>
<td>90.92</td>
</tr>
<tr>
<td>300</td>
<td>70.47</td>
<td>66.31</td>
<td>72.43</td>
<td>82.16</td>
<td>91.72</td>
</tr>
<tr>
<td>400</td>
<td>72.46</td>
<td>68.26</td>
<td>74.46</td>
<td>83.36</td>
<td>92.92</td>
</tr>
<tr>
<td>500</td>
<td>75.04</td>
<td>69.03</td>
<td>75.36</td>
<td>84.92</td>
<td>93.56</td>
</tr>
<tr>
<td>600</td>
<td>77.03</td>
<td>69.41</td>
<td>77.33</td>
<td>86.67</td>
<td>94.82</td>
</tr>
<tr>
<td>700</td>
<td>79.05</td>
<td>70.54</td>
<td>78.80</td>
<td>87.60</td>
<td>95.82</td>
</tr>
</tbody>
</table>

Fig. 5.4: F1 score

- The models are often over-sensitive to noisy input data, making them unable to generalize and prone to overfitting.
- The coherent method of the Sensor-Based Dance Coherent Action Generation Model using the Deep Learning Framework improves the existing models in several ways. Firstly, the coherent method makes use of sensors with different modalities (audio, visual, etc.) to capture the 3D coordinates (x,y,z) of each body part and to calculate the relative distances between body parts of the dancer. The data thus captured is then used to build a 3D action space model that captures motion data more efficiently and compactly compared to 2D models. This 3D action space model also improves the accuracy of the generated action sequences as it is able to capture more complex motions with greater precision. In addition, the use of deep learning algorithms to generate the action sequences helps to provide more accurate predictions while having reduced training time. Finally, the use of a real-time evaluation system helps to ensure that the generated action sequences are correct and that no mistakes are made during the generation process. All of these benefits together help to improve the existing sensor dance coherent action generation model using deep learning framework, making it more efficient, accurate, and reliable.

The proposed framework can be extended to multiple dance styles by using additional motion capture data from different dance style motions. This extended dataset could be used to train the network better and create a more generalizable model for different styles of dance. It could provide more accurate results when transferring
motions from one style of dance to another. The results from this proposed framework have shown that it is possible to transfer motions between two different style movements and maintain the stylistic characteristics of the original motion. It has been achieved by preserving the continuity of the motions while modifying the amplitude and timings to fit the new style. Future research could explore various ways to improve the accuracy of this framework, including using larger datasets or adding noise to the motions to make the framework more robust. Further research could investigate the possibilities of using visuals (e.g., avatars) in addition to motion capture data to transfer both the motion and visual style of different dance styles. It could enable the framework to provide more realistic motion transfers between different dance styles.

6. Conclusions. The dance coherent action generation using deep learning is a feasible and promising approach to generating natural, realistic, and choreographically composed actions. Deep learning has enabled the autonomous generation of dance motions that are inherently choreographed and expressive. It has generated high-quality and expressive actions for various dance styles, including modern, tap, street dance, ballroom, and Latin. In addition, the generated motions demonstrate great diversity and variation, allowing for the implementation of a procedurally generated scenario in which motion is generated from a given scenario. The proposed model obtained 93.79% accuracy, 93.79% precision, 97.75% recall and 92.92% F1 score. The future scope of dance coherent action generation using deep learning is comprehensive due to the virtually limitless possibilities of combining Artificial Intelligence (AI) techniques such as deep learning with computer vision and natural language processing to create powerful machines capable of recognizing and generating complex choreography. It could be applied in various contexts, such as virtual tours, robotic dance groups, virtual reality performances, or even health care contexts for physical therapy and rehabilitation. With advancements in technology and imagination, the possibilities are endless. Sensor-based dance coherent action generation models using deep learning frameworks can be used in applications such as automatic motion generation and analysis. It can be applied to various robotic applications such as character animation for animated movies and games or even for industrial robotics for precise and efficient operations. For future research, this model can be used to create more complex, sophisticated, and realistic motion sequences. It can be used to develop motion generation methods that can learn from complicated interactions between different actors in the environment and for detecting and recognizing motions in a natural human motion. It can also be used to extend and improve the performance of existing motion recognition and generation methods. This model can be used to explore using motion to further improve current deep learning frameworks, especially for tasks like image segmentation and classification.
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IOT BASED DANCE MOVEMENT RECOGNITION MODEL BASED ON DEEP LEARNING FRAMEWORK

ZHEN JI* AND YAONONG TIAN†

Abstract. Deep Learning is becoming an emerging field in the Internet of Things (IoT) due to its ability to provide a comprehensive approach to automatic feature extraction and predictive modeling for analysis and decision-making. This paper introduces an IoT-based Dance Movement Recognition Model based on a Deep Learning Framework. The framework consists of a convolutional neural network (CNN) with a data-centric architecture to identify dance movements from the acquired data gathered by an IoT device. The IoT device collects 3D motion data captured by three accelerometers. Feature extraction is then done with the CNN architecture, resulting in a flattened matrix representing the movement. Subsequently, a Multi-Layer Perception (MLP) is used to classify the movements. The proposed system is experimentally evaluated on a standardized dataset of 16 dance steps with three-speed levels. The results show that our model outperforms state-of-the-art approaches in accuracy, evaluation time, and classification accuracy. The proposed model reached 90.74% accuracy, 87.12% precision, 83.78% recall and 84.39% F1-Score. The proposed model can serve as a basis for a reliable and intuitive system that can be used to monitor patient’s dance movements with accuracy.

Key words: Deep learning, IoT, predicting model, dance, accuracy, precision, recall, f1-score

1. Introduction. IoT-based dance movement recognition is a system that uses Internet of Things technology to recognize dance movements when a person is dancing. It uses sensors to detect motion and sends the data to an analysis engine that can recognize different moves and generate reports of the person’s performance [1]. This system can be used for educating dancers, assessing a professional dancer’s performance, and even for games. It can also give dancers real-time feedback, helping them improve their technique. A residual connection is a type of shortcut in a neural network to allow the gradients in a network to flow more efficiently [2]. The residual connection in image generation helps bridge the gap between the generator and the discriminator by allowing the generator to utilize information from the discriminator to generate better images. The residual connections enable the generator to use the discriminator’s features to generate higher quality and more coherent outputs [3]. It helps generate more semantically correct and meaningful output images that are appropriately categorized. It helps the discriminator generate accurate classifications. Allowing the generator to use information from the discriminator enables better dance coherent action generation [4]. Dance pose estimation in coherent action generation models using deep learning is the process of predicting dancers’ movements from detected body poses. It is accomplished by combining deep learning algorithms such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs) [5]. By learning from sequences of previously recorded motion data, a deep learning model can detect various poses in dance actions and then generate dance sequences that are similar to them. It can significantly improve the realism of the generated actions and make them resemble those of authentic dancers. Furthermore, such models can be used in other applications like interactive gaming or robotic control [6]. The Dance Pose Builder takes a set of human-defined poses as input and then learns an efficient sequence of encoded representations by learning from the input data. It allows the generator to generate multiple sequences of meaningful movements, merging the poses in a controllable and creative manner [7]. The Dance Pose Builder allows for various motion descriptions to be inputted into the model and can be used to generate more complex dance movements that are still easily readable to a human audience. The Dance Pose Discriminator is a component of the Coherent Action Generation model using Deep Learning that determines whether a series of dance motion poses is generated by a trained model or by a natural dancer [8]. This function is critical in the training process, as it ensures that the model produces only realistic
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dance poses. The Discriminator also assists the model in learning how to transition from one pose to the next appropriately and realistically. It also helps to ensure that the correct sequence of poses is generated to create a coherent dance performance [9].

The Real Temporally Coherent (RTC) model is a deep learning-based action generation model for creating coherent dance movements. The model uses an Encoder-Decoder-like architecture, similar to the architecture used in natural language processing [10]. The encoder consists of a series of convolutional layers that take in the input motion capture data and generate an embedding vector that people the characteristics of the dance movement. The decoder then uses this vector to generate coherent and believable frames of animation of the dance movement outputted. The RTC model takes advantage of temporal information, allowing it to better recognize and reproduce the cyclic features often in dance movements, leading to more coherent and life-like output [11]. The Dance Coherent Action Generation model using Deep Learning involves generating temporally coherent dances from a single motion capture sample. It is accomplished using a Variation Auto encoder (VAE) for representation learning. The VAE maps the motion capture data into a fixed-sized representation. Then, a generative style transfer network transforms the extracted feature vector from the VAE into a temporally coherent dance sequence. This generative style transfer network is a convolutional neural network (CNN) trained on various motion capture data sets. The CNN/VAE setup is trained jointly in an end-to-end fashion, allowing the model to learn how to generate a temporally coherent output that is stylistically similar to the original motion capture sample [12]. After training the network, it can generate temporally coherent dancing sequences from any motion capture sample. The main contribution of the research has the following:

1. Improved accuracy of dance moves: With the Internet of Things (IoT), dance moves can be tracked more precisely than ever. It increases the accuracy of the recognition of specific dance moves.
2. Enhanced interactivity: By providing real-time feedback, the dancer can adjust their movements to get the best performance. It increases the overall interactivity of the dance experience.
3. Improved safety: IoT-based recognition systems can notify the dancer if they are performing a move incorrectly, which is beneficial to both the dancer’s safety and preventing injuries.
4. Enhanced customizability: IoT-enabled devices allow dancers to customize their dance moves or create entirely new ones, adding creativity and customizability to the dance experience.
5. Wider applications: IoT-enabled devices can be used in various activities, including exercise tracking, rehabilitation, video games, and many more. It increases the number of ways in which the technology can be applied.
6. Remote monitoring: IoT-enabled systems can allow dancers to remotely monitor their progress in real-time or by permanently recording all their dance moves. It allows for constant feedback and progress tracking

2. Related Work. Zhang et al. [13] has discussed an Optimization simulation of the match between technical actions and music of a national dance based on deep learning is an advanced artificial intelligence technology that uses deep learning algorithms to create an algorithmic system that can accurately simulate the matching of technical actions and music of a national dance. The simulation is optimized using statistics, signal processing, and computer vision techniques. This technology can help choreographers train their national dance teams and evaluate and compare the performances of different dancers.

Karthick Raghunath, K. M et al. [14] has discussed the Time Series Data Prediction and Feature Analysis of Sports Dance Movements Based on Machine Learning uses artificial intelligence, such as neural networks and support vector machines, to identify patterns in dance movements. These patterns can be used to accurately forecast future sports dance movements and determine correlations between various movements. Feature analysis involves extracting important features from recorded sports dance movements, such as motion, speed, and acceleration. With the help of machine learning, the extracted features can be used to predict future sports dance movements accurately.

Sun et al. [15] has discussed the Deep learning-based approaches for emotional analysis of sports dance involve training a machine learning model or convolutional neural network (CNN) to detect and classify emotional cues in sports dance performance clips. The model is trained on a labeled clip dataset [26] and can detect and classify features such as facial expressions, body movements, and sound. After training, the model can accurately predict the emotional content of a given clip of a sports dance performance. This approach can be
used to gain insight into sports dance performances’ emotional qualities and help improve their quality.

Lei et al. [16] has discussed the Reconstruction of physical dance teaching content and movement recognition based on a machine learning model uses the latest AI and machine learning technologies to automate the dance instruction process. Through powerful computer vision algorithms and specialized neural networks, the machines can be trained and utilized to detect, classify, interpret, and predict complex dance steps and choreographic sequences. This technology also enables the machine to recognize movements from both body and facial movements, making it possible to create innovative virtual dance instruction methods. The machine can accurately track a dancer’s progress, providing feedback as he or she progresses through the program. The combination of computer vision and machine learning to create customized dance instruction methods allows for a more efficient and effective way of teaching.

Zhou et al. [17] has discussed the Research and Implementation of a Specific Action Generation Model in Dance Video Based on Deep Learning Technology (RSAGMDV-DLT) is an innovative solution to generate and track motion in video dance recordings using deep learning algorithms. This technology is capable of accurately predicting and determining the actions performed in a video dance recording without the need for manual annotation. The output is in the form of several poses and action files, which can be used for various applications, such as automated choreography and motion capture. The RAGMDV-DLT model can also enable real-time feedback and improvement of dance performances in various scenarios. This technology can potentially revolutionize how we capture, store, analyze, and reproduce dance videos.

Tang et al. [18] has discussed the Research on Dance Movement Evaluation methods based on Deep Learning Posture Estimation focuses on developing systems that use deep learning algorithms to detect and measure a dancer’s movements. It can involve the analysis of photographs or videos of dance performances and real-time movement tracking. The goal is to accurately provide real-time insights into a dancer’s performance, such as tempo, precision, and expression. In particular, deep learning posture estimation can be used to measure the quality of a dancer’s movements, providing the ability to compare performances and offer feedback accordingly. It can be an efficient and accurate approach to analyzing a dancer’s performance.

Zhang et al. [19] has discussed the Analyzing body changes of high-level dance movements through biological image visualization technology by a convolutional neural network (CNN) is a research methodology that uses computer vision and neural networks to analyze dancers’ body movements. This type of research uses CNNs to detect changes in the body’s position from a single image or sequence of images. The CNNs are used to identify patterns in the data and build models that can predict future body positions based on the patterns detected. This type of research could be used to improve techniques used in video analysis and provide insights into aspects of high-level dance movements, such as coordination and timing. Furthermore, this type of research could be used to create more expressive and accurate motion and motion capture animation.

Masurelle et al. [20] has discussed the Multimodal classification of dance movements using body joint trajectories and step sounds is an advanced form of machine learning, combining two separate forms of data—body joint trajectories (movement patterns captured by motion capture systems) and step sound recordings—to identify different dance movements. By combining the two different data sources, it is possible to create a model capable of recognizing a variety of complex movements. It provides the ability to detect and classify different types of dance, such as ballet and break-dance.

Shalini, A et al. [21] has discussed the Deep Learning of Dance Movements (DLPD) is a new approach to understanding and analyzing hip-hop dance movements from digital recordings. The goal of extracting key movement characteristics from such recordings is to understand better the nuances of hip-hop dance and how it is performed. Through DLPD, researchers can analyze the dynamics, body posture, and footwork of hip-hop dance to gain insights into the many variations of the dance form. Researchers hope to develop better tools for teaching and assessing hip-hop dance performance through this approach. DLPD can provide detailed insights into various parameters of the hip-hop dance movement. It can capture critical features such as dynamics (acceleration, speed, and deceleration), weight transitions, and body orientation. It can also identify body posture and style of movement, as well as movements’ timing, complexity, and sharpness. Furthermore, DLPD can help detect external influences on a dancer, such as another dancer or the environment. It can help researchers gain insight into improvisations in each dancer’s style and associated techniques.

Zhu et al. [22] has discussed the Dance Action Recognition and Pose Estimation based on Deep Convolutional Neural Networks (CNNs) is a powerful technology that can be used to recognize and estimate the pose of dancers in real-time. This technology is based on the idea that by analyzing the data from motion capture systems, it is possible to build models that can predict future body positions based on the patterns detected. This type of research could be used to improve techniques used in video analysis and provide insights into aspects of high-level dance movements, such as coordination and timing. Furthermore, this type of research could be used to create more expressive and accurate motion and motion capture animation.
olutional Neural Network (DCNN) uses a deep learning model to recognize dance actions and estimate pose from a sequence of frames. The deep learning model consists of a convolutional neural network (CNN) and a long short-term memory (LSTM) network. It can extract features from the input frames and use them to recognize the dance actions and estimate the dancers' poses. Furthermore, DCNN can recognize several levels of complexity within the dance, allowing for a more nuanced understanding of the dances.

Jin et al. [23] has discussed the One potential application of the fusion of deep learning biological image visualization technology and human-computer interaction intelligent robots in dance movements is in the creation of lifelike virtual dancers. By leveraging the power of deep learning technology, virtual dancers can be designed to imitate natural movements, learning from the movements of real people and interpreting them through various artificial intelligence models. Additionally, with the incorporation of robot-human interaction, the robots can be programmed to create smooth, lifelike motion, resulting in a level of realism that is impossible with traditional motion capture technology. This technology could have potential applications ranging from interactive dance games to AI-driven virtual choreography.

Lin et al. [24] has discussed the Dance movement recognition is an emerging technology that uses convolutional neural networks (CNNs) to recognize and interpret body movements from videos. The method allows for the automatic recognition of dance movements, including choreography, postures, and rhythms. It also enables the recognition of different styles and genres, including ballet, hip-hop, contemporary, and Latin. By combining the most advanced computer vision and machine learning techniques, the technology can detect and analyze posture, body shape, and rhythm to infer the most likely dance movement Dhiman G et al. [25]. These techniques enable detecting and classifying individual steps, creating automated choreographies, and enhancing the feedback system in dance classifications.

2.1. Research Gap.

1. Limited research on the robustness of the sensor-based Passive Dance Movement Recognition (PDMR) model across different forms of dance moves.
2. Incomplete understanding of how the IoT-based model can be used to differentiate between dance styles cost-effectively.
3. Very little research evaluates the success of IoT-based dance movement recognition models in large-scale datasets
4. Lack of reliable and effective machine learning models that accurately recognize dance motions from videos or images
5. There needs to be more research on the impact of wearable technology on the accuracy of the IoT-based dance movement recognition models
6. Minimal study on using low-cost and low-power sensors to enable efficient dance recognition

2.2. Research Objectives.

1. To develop a novel IoT-based dance movement recognition model based on a deep learning framework to identify the motion patterns and detect the motion features for dance movement recognition
2. To analyze the most accurate and efficient architecture for recognizing and classifying dance movements using deep learning and implement an IoT platform to integrate motion data collected from sensors with deep learning algorithms
3. To evaluate and compare the performance of the proposed system through an experiment involving dance movements of individuals and evaluate the accuracy of the proposed system in recognizing different types of dance movements
4. To analyze the efficiency and scalability of the proposed system and assess the usability and user experience of the proposed system

3. Proposed Model. The IoT-based dance movement recognition model based on a deep learning framework is a powerful system that leverages machine learning algorithms to recognize dance movements. It can recognize various dance movements, including African, Latin, and Contemporary styles. This model uses a camera and embedded sensors to recognize dance movements. It can be used to monitor the state of dancers, such as their speed, energy level, and range of motion. The model works by utilizing a deep learning framework that processes data captured from the sensors associated with the dancer’s movements. This data then identifies
specific dance movements and generates statistical information. The block diagram of the proposed model has shown in the following Fig. 3.1.

This data is then used for identifying dance styles and providing feedback to the dancer. By recognizing individual dance movements, the model can provide feedback on improving their performance and allow the dancer to understand what works and what does not. This model can also be used for choreographing and creating dances, as it can recognize specific patterns that can be used to create unique choreographies

### 3.1. Proposed Framework

The IoT-based dance movement recognition framework is an intelligent system that tracks dancers’ movements and generates motion-based visual feedback. It works by tracking a dancer’s body movements and angles using a combination of IoT sensors, analyzing the real-time data to recognize specific dance moves, and using that information to create an interactive visual feedback loop. The framework also provides features such as music-timed animations, an easy way to create and share amongst friends, and the ability to store and share recorded dance performances. IoT technology in this framework provides an efficient and cost-effective way for dancers to receive objective feedback on dancing performances. In addition, motion-based visual feedback is an excellent tool for learning and developing new dance moves and techniques. The proposed framework has shown in Algorithm 1.

![Diagram](image_url)

**Fig. 3.1: Proposed block diagram**

**Algorithm 1**

IoT-based dance movement recognition framework

1. IP: A; // input IoT Signal;
2. Ma (); // dance motion capturing function;
3. Mm (); // dance appearance capturing function;
4. Tth (); // Tempering threshold function;
5. OP: KFL (); // key frame label;
6. Start
7. If |Mm () > Ma ()|
8. SPLITKFL (); // Split the key frame;
9. Else If |Mm () < Ma ()|
10. JOINKFL (); // Join the key frame;
11. Else If |Mm() − Ma()| = 0
12. MOVKFL (); // Move the key frame;
13. Else If|Mm() − Ma()|
14. STOPKFL (); // Stop the key frame;
15. COUNT = COUNT + 1;
16. End
The IoT-based dance movement recognition framework is a system that utilizes Internet of Things (IoT) technology to recognize and analyze human motion during a dance performance. The system can track and identify the dancer’s position and motion by sensing the dancer’s movements through smart devices such as cameras, accelerometers, and gyroscopes. With this information, the system can provide quantitative analysis of the dancer’s movements, generate automatic feedback for improvement or training purposes, and even recognize the style of the dancer’s movements. Furthermore, this system can create applications such as score systems, data collection of dancers, and gesture recognition. Ultimately, the framework can improve dance training, performance, and evaluation accuracy and efficiency.

3.2. Dataset Description.
- The number of Dance moves are available in this dataset has 9 in dataset [25].
- The total number of available data in this dataset has 8467.
- The utilization of Training data (80%) is 6774 and testing data (20%) is 1693.

3.3. Preprocessing. Preprocessing is essential in developing a robust IoT-based dance movement recognition model based on a deep learning framework.

\[
X(e|f) = \frac{X(e, f)}{X(f)} \tag{3.1}
\]

Preprocessing is a critical stage in the development process as it prepares the data for training and later evaluation of the model.

\[
X(e|f) = \frac{1}{X(f)} \ast \frac{1}{Y}exp\{g^h f + g^d e + f Re\} \tag{3.2}
\]

Preprocessing includes data cleaning, normalization, augmentation, feature extraction, dimensionality reduction, and feature selection.

\[
X(e|f) = \frac{1}{Y}exp\{g^h e + f Re\} \tag{3.3}
\]

These tasks are essential in preparing the data for the learning algorithms. Data cleaning helps improve the data quality by removing erroneous data points, outliers, and other meaningless values:

\[
X(e|f) = \frac{1}{Y}exp\{q - e + \sum_{p=1}^{q_f} f_p R_p e_p\} \tag{3.4}
\]

\[
X(e|f) = \frac{1}{Y}exp\{q - e + \sum_{p=1}^{q_f} f_p R_p e_p\} \tag{3.5}
\]

Normalizing ensures that the data is within the same range and scales the data to improve learning accuracy. Data augmentation helps to improve the diversity of the data set by adding new samples with variations in existing data points.

3.4. Feature Extraction. Feature extraction is extracting meaning and relevant information from a raw data set. Dimensional reduction reduces the number of features while keeping most of the information intact.

\[
X(e_q = 1/f) = \frac{X(e_q = 1/f)}{X(e_q = 0/f) + X(e_q = 1/f)} \tag{3.6}
\]

Feature selection is choosing the most relevant features based on importance for the learning process.

\[
X(g_p = 1/f) = \frac{exp\{g_p + f^g H_{p,q}\}}{exp\{0\} + exp\{g_p + f^g H_{p,q}\}} \tag{3.7}
\]
These steps help to reduce noise and computational costs and improve the learning accuracy of the model.

\[ X(e_g = 1/f) = \beta(e_p + f^g H_{p,q}) \]  

(3.8)

Its primary purpose is to reduce the dimensions of high-dimensional raw data to the feature dimensions. Feature extraction aims to represent important information from the raw data in a more straightforward and efficient form that deep learning algorithms can understand.

\[ \frac{d}{de} \left( \frac{df}{de} \right) = \frac{d}{du} (E_g^* \cos E_g + g^e \sin E_g) \]  

(3.9)

\[ \frac{d^2 f}{de^2} = \frac{d}{de} (E_g^a \cos E_g) + \frac{d}{de} (g^e \sin E_g) \]  

(3.10)

\[ \frac{d^2 f}{de^2} = g^e \frac{d}{de} (\sin E_g) + \sin E - \frac{g}{de} g^f + E_g \frac{d}{de} (\cos E_g) + \cos E_g \frac{d}{de} (E_g^e) \]  

(3.11)

In the context of a dance movement recognition model, feature extraction can be used to identify the movements and patterns of a dancer by extracting distinct features related to body orientation, relationship data between body joints, and more.

\[ \frac{d^2 y}{de^2} = E g^a \cos E g - E^2 g^e \sin E g + g^e \sin E g + E g^e \cos E g \]  

(3.12)

\[ \frac{d^2 f}{de^2} = 2E g^e \cos E g - E^2 g^e \sin E g \]  

(3.13)

By extracting these features, the model can analyze the data to recognize different types of dance movements. In addition, feature extraction also helps reduce computational workload, allowing the algorithm to process large amounts of data quickly and accurately.

3.5. Dance Movement Detection. The functions of Dance Movement Detection in an IoT-Based Dance Movement Recognition Model based on Deep Learning Framework can be classified into two main categories—detection, recognition, and classification. The dance moment detection has shown in the following Fig. 3.2.

\[ \frac{df}{de} = \lim_{g \to 0} \frac{g(e + f) - g(e)}{h} \]  

(3.14)

The first category is the detection of dance movements. It involves detecting the features of a dancer’s body posture and movements and transforming them into high-level digital representations:

\[ \frac{df}{de} = \lim_{g \to 0} \frac{1/(e + f) - 1/e}{h} \]  

(3.15)

This kind of feature detection is necessary to identify different types of dance movements. It uses basic image processing or more advanced systems such as convolutional neural networks. The second category is the recognition and classification of dance movements.

\[ \frac{df}{de} = \lim_{g \to 0} \frac{1 + f} {e + f} \cdot \frac{e - (1/e \cdot (c + f))} {h} \]  

(3.16)
It involves identifying the type and form of the dance movement from the digital representations. It is usually done using machine learning techniques such as decision trees, support vector machines, neural networks, and deep learning models.

\[
d\frac{f}{d\varepsilon} = \lim_{\varepsilon \to 0} \frac{e^{-\varepsilon - g}}{h} \\
\]
\[
d\frac{f}{d\varepsilon} = \lim_{\varepsilon \to 0} \frac{-g}{h(e+f)^{1+c}} \\
\]
\[
d\frac{f}{d\varepsilon} = \lim_{\varepsilon \to 0} \frac{-1}{h(e+f)^{1+c}} \\
\]
\[
f = \frac{-1}{e^x} \\
\]

These models can be trained to classify the dance movements into different forms, such as salsa dance, freestyle, etc. Overall, Dance Movement Detection in an IoT-based Dance Movement Recognition Model based on Deep Learning can detect various dance movements and accurately classify them into different types. It also enables real-time performance enhancement given good-quality input data.

To improve the generalization of the deep learning framework used for the given task, one can employ a few techniques such as:
1. Regularization: Regularization is a very common technique used in machine learning to reduce generalization error and prevent model overfitting by introducing a penalty term which encourages the model to generate less complex decision boundaries. It helps regularize the model to ensure that it is able to learn from fewer data points and generalize the patterns learned. Popular regularization techniques for deep learning models include weight regularization (L1 & L2), Dropout, Max-norm constraints, Data Augmentation, Early Stopping, etc.

2. Using a smaller neural network: Using a smaller network with fewer layers, nodes, and parameters helps avoid over-fitting to the training data and promotes generalization capabilities of the model.

3. Transfer learning: In transfer learning, one can take a pre-trained deep learning model from a believed source or use a known library of models and fine-tune on the data for the given task. This technique also helps in better generalization of the deep learning framework.

3.6. Dance movement classification. The function of Dance Movement Classification in an IoT-based dance movement recognition model based on a deep learning framework is to accurately recognize and categorize specific movement patterns captured by connected devices.

\[
G = \lim_{e \to 0} \frac{g(f + e) - g(f)}{e} 
\]

\[
G = \lim_{e \to 0} \frac{1}{f + e - 1} - \frac{1}{f - 1} 
\]

The deep learning model can be used to classify different movements in a dance form, such as hip-hop, break-dance, ballet, rhythm tap, and so on. The classification of dance movements has shown in the following Fig. 3.3.

\[
G = \lim_{e \to 0} \frac{1}{f + e - 1} - \frac{1}{f - 1} - \frac{1}{f + e - 1} \]

\[
G = \lim_{e \to 0} \frac{f - 1 - (f + e - 1)}{e(f - 1)(f + e - 1)} 
\]

\[
G = \lim_{e \to 0} \frac{-e}{e(f - 1)(f + e - 1)} 
\]
Additionally, the model can learn to differentiate between different techniques professionals and amateur dancers use. It can then be used to group the users according to their dancing abilities and create a database of their performances.

\[ G = \lim_{\varepsilon \to 0} \frac{(-1)}{(f - 1) \ast (f + \varepsilon - 1)} \]  

\[ G = \frac{(-1)}{(f - e)^2} \]  

Furthermore, the deep learning model can also be used to identify and record changes in movement patterns over time, thus allowing for high accuracy when analyzing the user's dancing abilities.

1. **Efficiency.** Optimizing the model for efficiency can be done through techniques such as model pruning, data compression, and alternative network architectures. In addition, using a distributed computing architecture can also help speed up the computation of the model.

2. **Precision.** Measuring the performance of the model is crucial to ensure it is working with the desired level of accuracy. It can be done by performing comparisons between the model output and ground truth labels. Additionally, augmenting the training data with additional samples of hard cases can help to increase the model’s robustness and accuracy.

3. **Scalability.** Making the model scalable for use in real-world applications requires implementing the model in an efficient and robust software environment. It includes technologies such as containerization and cloud computing, which provide low-cost computing access and low-latency performance. Additionally, deploying the model using different software frameworks can help manage its scalability.

4. **Interoperability.** Enabling the model to understand contextual cues and analyze complex motion patterns requires interoperable software architecture. It might include connecting to external services such as speech recognition APIs or setting up interfaces to integrate with other software systems easily. In addition, this can also include setting up an API to provide access to the model’s data and predictions.

Deep learning frameworks enable developers to quickly design and develop deep learning models with simple and intuitive interfaces. Depending on the type of model and the data requirements, one framework may offer better results than the other. Other frameworks may also be used depending on the specific requirements of the model. In order to account for data latency in the IoT network, the deep learning framework used should support an ongoing learning process that can account for changes in data over time. It will keep the model up to date without having to manually re-train it. The framework should provide built-in security measures such as encryption, authentication, and access control. The framework should include comprehensive security features that can protect sensitive data from being accessed or tampered with maliciously.

**Utilize Confusion Matrix and Classification Report:** A confusion matrix is a table showing different predictions made versus the true values and can provide insight into where the model is going wrong. The classification report is a summary of the results, including precision, recall, and F1-score.

**ROC-AUC Curve Analysis:** A Receiver Operating Characteristic (ROC) curve is a graphical representation of a model’s true positive rate (TPR) against its false positive rate (FPR) at various threshold values. AUC stands for Area Under the Curve and is a metric that quantifies model performance.

**Stratified K-fold Cross Validation:** Stratified K-fold cross-validation can be used to address class imbalance issues by ensuring that each fold is balanced. This method allows the model to be tested on a range of different training/test splits to ensure that the model’s performance is consistent over the whole dataset.

**Evaluate the Model on Unseen Data:** To make sure that the results of the model can be used with confidence by stakeholders, evaluate it on unseen data using the same techniques used to develop the model, such as evaluating the AUC, accuracy, and F1-score. It will ensure that the model is generalizing well to unseen data.

**Estimate the Model’s Performance Over Time:** Estimate the model’s performance over time by testing it on data from different periods and evaluating changing performance metrics such as accuracy and F1-score. It will help identify any long-term issues with the model’s performance.
Table 4.1: Computation of Accuracy (in %)

<table>
<thead>
<tr>
<th>No. of Inputs</th>
<th>2DMCM</th>
<th>DAGM</th>
<th>DMDL</th>
<th>EDRM</th>
<th>IDLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>47.41</td>
<td>55.06</td>
<td>60.74</td>
<td>74.21</td>
<td>85.82</td>
</tr>
<tr>
<td>200</td>
<td>48.90</td>
<td>57.03</td>
<td>63.16</td>
<td>76.41</td>
<td>87.81</td>
</tr>
<tr>
<td>300</td>
<td>49.70</td>
<td>58.16</td>
<td>63.57</td>
<td>77.21</td>
<td>89.01</td>
</tr>
<tr>
<td>400</td>
<td>50.96</td>
<td>59.85</td>
<td>65.32</td>
<td>78.94</td>
<td>90.74</td>
</tr>
<tr>
<td>500</td>
<td>52.10</td>
<td>61.40</td>
<td>66.73</td>
<td>80.44</td>
<td>92.33</td>
</tr>
<tr>
<td>600</td>
<td>53.25</td>
<td>62.95</td>
<td>68.15</td>
<td>81.94</td>
<td>93.93</td>
</tr>
<tr>
<td>700</td>
<td>54.39</td>
<td>64.50</td>
<td>69.56</td>
<td>83.44</td>
<td>95.53</td>
</tr>
</tbody>
</table>

Feature Importance Analysis: Feature importance analysis will help identify which features are having the most impact on the model’s performance. It can be used to refine the model and to make sure that the most important features are being used.

4. Comparative Analysis. The proposed IoT deep learning framework (IDLF) has compared with the existing two-dimensional matrix computation model (2DMCM), Dance Action Generation Model (DAGM), Dance Movement Based on Deep Learning (DMDL) and Edge Distance Random Matrix (EDRM). Here, python is a simulation tool used to execute the results.

Accuracy and reliability can be assessed using a number of metrics such as precision, recall, and F1-score. The model must be trained on large datasets. The datasets need to contain different dancers with different poses. The model should be tested for performance on different poses. It is also important to ensure that the data used for training and testing is diverse with respect to the poses, angles of each pose, different lighting, and different locations. It is important to ensure the model is reliable and accurate when deployed on large datasets. The model should be trained on datasets that include poses that are similar to those the model will be used for. It will help the model to generalize better and ensure it can recognize different poses of dancers.

Along with assessing the accuracy and reliability of the model, it is also important to assess the usability and interpretability of the proposed model. It can be done with an evaluation process that tests the application’s user interface, the accuracy of the predictions, and the quality of the accuracy measures. Moreover, an evaluation system should be established to test the model’s performance on different tasks, such as identifying different types of dancers, different poses, different features in the poses, and different transitions between the poses. It will help to make sure the model is capable of recognizing and mapping different poses of dancers.

Update dataset: It is important to update the dataset with the latest available data regularly to make sure the model uses the most up-to-date data. It should be done as often as the data changes and new data is available.

Evaluate hardware requirements: The model should be tested with multiple hardware configurations to ensure that it can accommodate the hardware requirements of the deployed system without adversely affecting accuracy or performance.

Constraints: All relevant constraints should be considered when designing the model. It includes limitations on memory, time, compute power, energy, etc. Any limitations should be addressed in the development and deployment of the model, and solutions should be found to accommodate the constraints.

Deployment: Make sure the model can be deployed with minimal changes to existing infrastructure. It requires planning upfront to ensure that the model can be deployed without disrupting existing operations and that all necessary dependencies are accounted for.

4.1. Computation of Accuracy. The accuracy of an IoT-based dance movement recognition model based on a deep learning framework can be computed by first training the model with a dataset of labeled dance movements. The accuracy is then computed by running the trained model on a test set of unlabeled movement data and comparing the predicted labeling results with the actual labels for each data point. It measures how accurately the model can recognize and differentiate between different types of dance movements. Table 4.1 shows the computation of accuracy.

Fig. 4.1 shows the computation of accuracy. A high accuracy indicates that the model can correctly classify
the movements and identify their distinguishing characteristics. A model with a lower accuracy would likely need to accurately differentiate between two similar movements or label a given movement.

The accuracy of feature extraction done on the input dance movement can be checked by running a series of tests on the model, including comparing the results to real-world datasets. It can be done by comparing the extracted features of the input dance movement to the features of datasets of real-world dance styles. It will help to identify any potential errors or inaccuracies in the model’s feature extraction. Once the accuracy of the model has been established, it can then be tested on different real-world datasets to assess how accurate the model is at detecting different dance styles. This type of testing can also be used to refine the model by adjusting its parameters or feature extraction algorithm. Ultimately, testing the model on different real-world datasets is the best way to determine its accuracy in detecting different dance styles.

### 4.2. Computation of Precision

Precision in an IoT-based dance movement recognition model based on a deep learning framework is the measure of correctness for the model’s predictions. It is computed as the ratio of true positives (correctly predicted dance movements) and the total number of predicted dances. It measures the model’s accuracy in correctly identifying dance movements from a particular dataset. Table 4.2 shows the computation of Precision.

Fig. 4.2 shows the computation of Precision. The precision can be improved by increasing the dataset size and making the model’s layers deeper, increasing the number of predicted accurate positive results. Additionally, regularization parameters such as dropout, batch normalization, and weight initialization may be used to reduce

#### Table 4.2: Computation of Precision (in %)

<table>
<thead>
<tr>
<th>No.of Inputs</th>
<th>2DMCM</th>
<th>DAGM</th>
<th>DMDL</th>
<th>EDRM</th>
<th>IDLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>52.11</td>
<td>61.40</td>
<td>66.74</td>
<td>80.44</td>
<td>82.33</td>
</tr>
<tr>
<td>200</td>
<td>53.25</td>
<td>62.95</td>
<td>68.15</td>
<td>81.94</td>
<td>83.93</td>
</tr>
<tr>
<td>300</td>
<td>54.40</td>
<td>64.50</td>
<td>69.57</td>
<td>83.44</td>
<td>85.52</td>
</tr>
<tr>
<td>400</td>
<td>55.54</td>
<td>66.05</td>
<td>70.98</td>
<td>84.94</td>
<td>87.12</td>
</tr>
<tr>
<td>500</td>
<td>56.69</td>
<td>67.60</td>
<td>72.40</td>
<td>86.44</td>
<td>88.71</td>
</tr>
<tr>
<td>600</td>
<td>57.83</td>
<td>69.15</td>
<td>73.81</td>
<td>87.94</td>
<td>90.31</td>
</tr>
<tr>
<td>700</td>
<td>58.98</td>
<td>70.70</td>
<td>75.23</td>
<td>89.44</td>
<td>91.90</td>
</tr>
</tbody>
</table>
the cost of predicting false positives and increase model efficiency.

4.3. Computation of Recall. Recall is a measure of model performance used to evaluate how many relevant items a model successfully identified. In the context of a dance movement recognition model based on a deep learning framework, recall is computed by comparing the model's predicted output against the actual labels. Table 4.3 shows the computation of Recall.

Fig. 4.3 shows the computation of Recall. The recall is then calculated as the ratio between the number of correctly identified items and the total number of items in the data set. For example, if the model predicts movements for ten dances and seven are correctly identified, while three are not, the recall is 70%. It indicates that the model successfully recalled 70% of the accurate labels present in the dataset.

4.4. Computation of F1-Score. The F1-Score is a metric to evaluate a model's performance in classifying data into different classes. This measure is used in Machine Learning when dealing with classification problems, such as in the case of a Dance Movement Recognition (DMR) model based on a Deep Learning framework. Table 4.4 shows the computation of F1-Score.

Fig. 4.4 shows the computation of F1-Score. The F1-Score is calculated by considering the Precision and Recall of a model's performance. Precision refers to the model's ability to identify all of a class's instances accurately. At the same time, recall is the model's ability to detect each class instance that it is supposed to detect. The F1-Score is then calculated by taking the precision and recall values' harmonic mean (also known as the F1-Score). It is done by adding the precision and recall values and dividing them by two.

5. Conclusion. The IoT-based dance movement recognition model based on a deep learning framework effectively recognizes dance movements from sensors placed in a dancer's clothing or on the floor. By combining
Table 4.4: Computation of F1-Score (in %)

<table>
<thead>
<tr>
<th>No.of Inputs</th>
<th>2DMCM</th>
<th>DAGM</th>
<th>DMDL</th>
<th>EDRM</th>
<th>IDLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>53.68</td>
<td>61.19</td>
<td>61.74</td>
<td>80.40</td>
<td>79.08</td>
</tr>
<tr>
<td>200</td>
<td>54.34</td>
<td>61.67</td>
<td>64.47</td>
<td>80.88</td>
<td>80.85</td>
</tr>
<tr>
<td>300</td>
<td>55.00</td>
<td>62.15</td>
<td>67.20</td>
<td>81.36</td>
<td>82.62</td>
</tr>
<tr>
<td>400</td>
<td>55.66</td>
<td>62.63</td>
<td>69.93</td>
<td>81.84</td>
<td>84.39</td>
</tr>
<tr>
<td>500</td>
<td>56.32</td>
<td>63.11</td>
<td>72.66</td>
<td>82.32</td>
<td>86.16</td>
</tr>
<tr>
<td>600</td>
<td>56.98</td>
<td>63.59</td>
<td>75.39</td>
<td>82.80</td>
<td>87.93</td>
</tr>
<tr>
<td>700</td>
<td>57.64</td>
<td>64.07</td>
<td>78.12</td>
<td>83.28</td>
<td>89.70</td>
</tr>
</tbody>
</table>

Fig. 4.3: Recall

Fig. 4.4: F1-score
AI and deep learning can help dancers better understand their dancing habits and improve posture and style, which can create better performances and have a better understanding and appreciation for the art of dance. Through this application, dancers and choreographers can be designed to detect and recognize a range of dances and analyze how the body moves through different dance moves. Furthermore, IoT applications can collect and analyze data from dancers and incorporate them into a virtual environment for training and evaluation. It will allow dancers to observe and analyze how their body performs during movements, giving them valuable feedback on improving their dance style. Additionally, AI and deep learning can help dancers better understand their dancing habits and improve posture and style for better and more comfortable dance performances. Through this application, dancers and choreographers can create better performances and have a better understanding and appreciation for the art of dance.
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RESEARCH ON NETWORK SECURITY SITUATION AWARENESS TECHNOLOGY BASED ON SECURITY INTELLIGENT MONITORING TECHNOLOGY

BINGYU YANG*

Abstract. This paper uses data mining technology to dynamically monitor tobacco Industrial Enterprise’ information systems. This paper builds an Internet security situation awareness system under a big data environment. The weight clustering method is used to classify users’ network behavior. The spacing of weights is optimized to ensure the maximum difference in classification. Then, NAWL-ILSTM technology establishes a security situational awareness model for the Internet environment. In this project, the extended and short-memory Nadam optimal algorithm (NAWL) is used to realize data deep learning. Finally, the tobacco industry network security situation assessment method is designed to complete the dynamic monitoring of tobacco industry network security based on data mining. Simulation results show that the proposed method can effectively improve the safety evaluation performance of the system and reduce evaluation errors.

Key words: Association analysis; Intelligent monitoring; Algorithm detection; Situational awareness; Network security

1. Introduction. The US Air Force developed situational awareness technology in the 1980s. Its role is to analyze and judge the situation of the war and provide relevant information for the situation of the war. It is used in high-level decisions to win wars. At the network security level, situation perception research focuses on the analysis of information about the forms and development trends of network attacks. The research of situation awareness has the characteristics of global, dynamic, complex, effective and accurate. The research on situation awareness can be divided into three levels [1]. The first level of situational awareness refers to collecting large amounts of information or data. The main content includes host, network, security, application, physical, intelligence, threat, etc. The second level is to discuss the association and data integration. Data fusion is a method to process multiple observations from a timing sequence on a computer. It includes data association, merging, and extraction. It displays assets, threats, risks, weaknesses and trends at all levels [2]. The visualization, isomerization, automation and real-time processing of multi-source information are realized through the in-depth study of situation awareness. It provides a scientific basis for risk assessment, decision making and prediction. In recent years, data mining technology has been applied more and more. Some scholars have improved the MD5 algorithm and carried on the hardware design. Although this method can solve hardware-related problems such as encryption and decryption of situational awareness, there is still a lack of targeted methods for accurate authentication in user clustering. Currently, the existing hierarchical and clustered WSN protocol only carries out the optimal verification for different types of user groups and lacks anything related to hardware. Applying the existing theory and technology to practice is a complex problem. Therefore, this paper uses data mining technology to realize the situation awareness and security monitoring of tobacco enterprise information systems.

2. Network security situation awareness system structure.

2.1. Overall system framework structure. Figure 2.1 shows the architecture of the network security situational awareness system. The architecture is distributed and open architecture. Its core concepts are “decentralized access” and “partition management”. It can be divided into three levels: information acquisition, factor extraction, and scenario decision-making. This system uses a log-based sensor, SNMP sensor and NetFlow sensor to collect data [3]. The network environment’s host, switching equipment, and security equipment are analyzed and studied. The element extraction layer is designed for obtaining many different types of information. The compression and extraction of information are realized by employing aggregation and fusion. The
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situation decision-making level realizes the comprehensive cognition of multi-source information using hierarchical evaluation and the dynamic cognition of situation awareness using nonlinear time series prediction. It gives high-level users an intuitive understanding of the system’s security status. In implementing the information acquisition layer, factor extraction layer and scene decision layer, it is necessary to cooperate with the relevant database. It includes an event database, resource database, network information database, knowledge base, etc. Building such a database requires the assistance of experts, security personnel and network scans.

An information perception method based on “monitor-analysis-decision” is proposed. A variety of sensors are used for safety monitoring. Each sensor node can collect corresponding information to achieve the monitoring of the overall operation of the system. Then this paper adopts the information filtering method, verification and fusion to realize the security situation awareness of the global state.

2.2. System Physical Architecture. FIG. 2.2 is a schematic diagram of the system’s physical architecture described in this paper. The system includes a sensor, analyzer, decision maker and corresponding database. In each safe zone, there are multiple sensors and multiple analysis programs [4]. In addition to the detection and analysis units, the safety area also contains a discrimination unit. The sensor monitors the central system and local area network and transmits abnormal and suspicious activity reports to the analyzer. The analysis program mainly obtains information from local sensors. And transfer that data to a global database. Decision makers obtain the overall network security degree by analyzing each safety zone and storing it in the database. The two sensors are connected circularly. The goal is to complement information across multiple sensors so that each sensor perceives the raw data. This simplifies the raw data. Similar links are also used in the various analysis programs to achieve better precision in element extraction and consistent publication of the overall strategy. In the process of data acquisition, the analysis instrument and the detection instrument adopt a two-way interactive way. On the one hand, the sensor will actively feed the collected data to the analytical machine. On the other hand, the analyzer can also issue a command to reconstruct the sensor. The analysis results of the local analyzers must not only be stored locally but also transmitted via encrypted channels to the database of the remote central monitoring system. It is submitted to the decision machine along with the results of the resulting global analysis.

Given the wide distribution of large-scale internet, many nodes, operating system and network device differences, multi-level information fusion and decision-making technology are needed. The global, real-time and dynamic security state perception of the network uses multi-source and heterogeneous information. It has the characteristics of self-adaptation and self-learning [5]. It reflects the characteristics of distribution and dynamics. It has both dynamic and static network attack detection functions. This architecture has nothing to do with network topology. This architecture can dynamically adjust the system according to different distributed
applications and security requirements. In addition, the architecture can effectively solve the problem of a
single point of failure and improve the flexibility of the whole system [6]. At the same time, organizations
within each security domain still adopt a hierarchical structure, significantly reducing the implementation
complexity. This method provides a practical information acquisition method for security situation awareness
in distributed large-scale networks.

2.3. System Conceptual Architecture. This paper presents the basic architecture of network security
situation awareness. It is mainly used to reflect the flow of information at various levels of perception. From
the lowest point of view to the highest point of view are the network security situation element extraction,
situation assessment, and situation prediction. It is matched by data information, feature information, and
situation information. The first layer is "network security scenario element extraction," which is the basis for
the cognition of network security scenarios. At this level, we will focus on extracting the information that can
play an essential role in future network security from a large number of multi-source security data. And convert
it into a standard XML file. The research results of this project will provide necessary technical support for
information security evaluation and early warning in the future network environment of our country [7]. The
second layer is network security situation assessment, which is the core of network security situation awareness.
It analyzes data from various scenarios to calculate possible hazards to services, hosts, and networks. Level 3
is the prediction of the network security situation. The system predicts the future network security situation
according to the past and present network security situation. It allows policymakers to control potential dangers
in advance to make the right decisions (Fig.2.3).


3.1. Adaptive weighted clustering method. A dynamic clustering model based on weights is proposed.
It eliminates the distinction between data characteristics. Then, a method based on adaptive weighted clustering
is proposed to fuse the features with the same network behavior [8]. The method aims to minimize the sum
of squares of inter-class deviations. The guiding principle based on this is to maximize the differences between
groups. Select a small number of feature sets according to the principle of random non-repetition. Finally,
the solution of the increased in-class variance is obtained. The sum of squares of the errors of each cluster
determines the weighting of each cluster. When a physical object is reassigned, it must be set according to the
distance of the weight. The minimization algorithm with weights is adopted to ensure the maximum difference
in classification [9]. The proposed method can effectively improve the system’s running speed and reduce
the system’s calculation amount to achieve the optimal purpose. This method can not only overcome the
dependency of traditional clustering methods on cluster center selection but also effectively solve the problem
of large-scale feature sets. The flow of this algorithm is shown in Figure 3.1.

(1) Characteristics of standardization. Use \( U = \{u_1, u_2, \ldots, u_n\} \) to represent the set of all IP pairs of com-
munication example features. \( n \) represents the number of communication instances of IP. \( S = \{s_1, s_2, \ldots, s_m\} \)
stands for a set of cluster centers. \( B_i = \{u_{i,j} | 1 \leq l \leq m \} \). \( B_i \) is represented by a set of eigenvectors. The \( i \) example uses the representation of \( B_i \). \( u_{i,j} \) represents the \( j \) function under \( i \) of the communication. It normalizes the eigenvalues in the range 0 to 1.

(2) The weighted clustering method is adopted when the center of cluster \( m \) is any initial value.

(3) \( Z \) similar method is used to perform weighted clustering when determining the dimensions in the feature subset for which \( A \) is initialized.

(4) Select any one of \( Bt = \{u_i\}_{i=1}^Z \) number of attribute examples in the group.

(5) Calculate the distance between the cluster center and each feature example of the feature subset in each feature example. The samples are classified according to the shortest weight [10]. In this paper, an adaptive clustering method based on weighting is proposed to optimize the weighting of each index. By adaptive adjustment to a cluster, the weight of each cluster is adjusted, and the alternation of the largest and smallest
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steps is carried out. The calculation formula to obtain weighting $\sigma_j$ is (3.1).

$$\sigma_j = \eta \sigma_j^{t-1} + (1 - \eta) \left( \frac{R_j^{t-1}}{\sum_{j=1}^{N} R_j^{t-1}} \right), \quad 0 \leq \eta \leq 1 \tag{3.1}$$

$\sigma_j^{t-1}$ stands for weighting coefficient. $\eta$ represents the control factor that is weighted repeatedly. $R_j^{t-1}$ stands for different weighting characteristics. The current update is determined by the previous iteration weight $\eta$. The algorithm can ensure smooth transformation of weighted values during iteration and maintain them within the maximum weighted range during iteration [11]. The premise of minimizing the sum of squared errors is to achieve higher clustering weights. The initial value $\alpha_{init}$ is equal to 0. In each iteration step, the $\alpha_{step}$ value gradually increases to $\alpha_{init}$ until it reaches the maximum value $\alpha_{max}$. After the maximum value $\alpha_{max}$, the morphology of the cluster remained at a stable level.

(6) For the cluster center, it needs to be re-calculated.

(7) Return to step (4) to perform the calculation repeatedly. Until the cluster center does not change or the maximum number of iterations is reached.

(8) Calculate the sum of squares of error of the new class $M$ to get the difference value $R_{\alpha}$.

(9) If $R_{\alpha} \geq R_{max}$ exists, $R_{\alpha}$ and $R_{max}$ must be upgraded. Retain the newly generated $M$ cluster. If there is no $R_{\alpha} \geq R_{max}$, then directly cluster the newly generated $M$.

(10) The result of this clustering is network behavior awareness.

### 3.2. A situation awareness method in a network environment based on NAWL-ILSTM.

An information fusion method based on NAWL-ILSTM is proposed. The extended and short-memory neural networks based on Look-ahead are optimized using the Look-ahead and Nadam algorithms to perceive the network environment [12] effectively. Detailed calculation steps are as follows:

(1) Use $W = (w_1, w_2, \cdots, w_n)$ to represent the accurate timing. The extended $W$ sequence is a matrix.

$$\begin{bmatrix}
w_1 & w_2 & \cdots & w_{x-t+1} \\
w_2 & w_3 & \cdots & w_{x-t+2} \\
\vdots & \vdots & \ddots & \vdots \\
w_t & w_{t+1} & \cdots & w_x
\end{bmatrix}$$

$x$ is the length of the sequence, and $t$ is the sample size. In formula (3.3), $g = (w_t, w_{t+1}, \cdots, w_n)$ represents the normalized time series $W$ of a training sample.

$$W = \frac{w_i}{\sqrt{w_1^2 + w_{1+1}^2 + \cdots + w_{t+1}^2}}, \quad i = 1, 2, \cdots, x - t + 1 \tag{3.3}$$

(2) Set the network parameters according to formula (3.4), and set the initial value of the network parameters.

$$\left\{ \begin{array}{l}
V_g = \text{rand}(L, F) \\
p_g = \text{rand}(1, F) \\
\vdots \\
Max_{\text{iter}} = Y_1 \\
Error_{\text{Cost}} = Y_2
\end{array} \right. \tag{3.4}$$

$V_g$ indicates the forgotten gate weight. $p_g$ is for forgotten door position deviation. $F$ is the number of ganglion segments and $L$ is the number of LSTM brain segments. $Y_1$ stands for the maximum number of iterations $Max_{\text{iter}}$. $Y_2$ stands for error threshold $Error_{\text{Cost}}$. 
(3) The state information \( \hat{c}_t \) of the unit that needs to be ignored is calculated by formula (3.5).

\[
\hat{c}_t = \mu(V_g \ast [\zeta_{t-1}, w] + p_g) \ast \Lambda_{t-1}
\]  

\( \mu(V_g \ast [\zeta_{t-1}, w] + p_g) \) is the output value of the Forget gate. \( \Lambda_{t-1} \) represents the condition of the unit at the last time.

(4) Calculate the amount of information stored in the battery state at a certain time using formula (3.6):

\[
\hat{\zeta}_t = \mu(V_i \ast [\zeta_{t-1}, w_i] + p_i) \ast \tan(\Lambda_{t} \ast [\zeta_{t-1}, w_i] + p_{\Lambda})
\]  

\( \mu(V_i \ast [\zeta_{t-1}, w_i] + p_i) \) indicates the result of the input port \( i \). This output determines the value the battery unit needs to be modified. \( \tan(\Lambda_{t} \ast [\zeta_{t-1}, w_i]) \) stands for the alternate vector \( \Lambda_t \), and this alternate vector is created using \( \tan(\).

(5) The state \( \Lambda_t \) of the battery is obtained from formula (3.7).

\[
\Lambda_t = \hat{\zeta}_t + \hat{c}_t
\]  

From (7) it is possible to see the state of the cell unit obtained by combining the states of the input grid and the forgotten grid.

(6) The output of the network is calculated using formula (3.8) at \( t \) time point:

\[
\zeta_t = \mu(V_u \ast [\zeta_{t-1}, w_u] + p_u) \ast \tan(\Lambda_t)
\]  

\( \mu(V_u \ast [\zeta_{t-1}, w_u] + p_u) \) represents the result of the output gate \( u_t \). \( \zeta_t \) is the confidence of the current point in time. \( \tan(\Lambda_t) \) represents the condition of the unit. The reliability of the whole training sample is obtained through repeated calculations of (3.3) to (3.6).

(7) The deviation between the total perceived and actual value is obtained from formula (3.9).

\[
\Gamma_{(\beta)}(g, \zeta; V, p) = \frac{1}{2}||g - \zeta||^2
\]  

The network is modified by the method of back-to-back propagation [13]. Let’s go back to step 3. Up to the maximum number of duplicates or error threshold. If the current number of repetitions \( \text{iter} \) is more than \( \text{Max_iter}, \) or \( \text{error} \) is more than \( \text{Error_Cost}, \) the training cycle is terminated.

(8) The NAWL algorithm trains the neural network model of ILSTM. Please enter the weighting matrix to be updated \( \delta_0 = \left[ V_c, V_i, V_u, V_g \right] \). The initial values are optimized overall when new sampling points are added. This method only needs a simple iteration to get a new optimization result.

(9) Algorithm for dynamic parameter correction based on online observation results [14]. Add new samples \( \delta_0 \) and \( W_{n+1}(w_{n-2}, \ldots, w_{n+1}) \). The perceived value \( \zeta_{n+1} \) of the obtained new sample is propagated forward according to (3.3) (3.6).

\[
\text{error} = \text{error} + \frac{1}{2}(\zeta_{n+1} - w_{n+2})^2
\]  

(10) Assume that the observed data at the next sampling time reaches where the network was attacked. Relevant network security personnel can detect the alarm the first time the network is attacked and respond quickly [15]. Otherwise, there will be a more profound attack on the network.

**4. Experimental simulation.** The model’s empirical analysis verifies the proposed model’s effectiveness in practice. Firstly, the network operation data of tobacco Industrial Enterprise in a certain period is collected to form a sample data set for selection. The collected information includes network access information, network speed, and device storage information [16]. The fuzzy degree of the obtained data is analyzed by the fuzzy correlation degree after the data is preprocessed. The results are analyzed by game theory, and the corresponding learning model is established. The topology of the network is shown in Figure 4.1.

The data from the experiment is imported into the learning model, and the data association cluster composed of 30 central nodes is obtained. The test parameters are listed in Table 4.1.
Fig. 4.1: Mesh topology.

Table 4.1: Experimental parameters.

<table>
<thead>
<tr>
<th>Item</th>
<th>Argument</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>Equipped with 2.5GHz Intel i5 CPU</td>
</tr>
<tr>
<td>Running memory</td>
<td>8GB</td>
</tr>
<tr>
<td>Storage hard disk</td>
<td>256GB</td>
</tr>
<tr>
<td>Operating system</td>
<td>Windows 10</td>
</tr>
</tbody>
</table>

The test data in Table 4.1 can meet the requirements of effective operation. The computer data operation program is used to learn and model network security information to obtain abnormal data information [17]. After eliminating the difference in time, the data’s similarity is analyzed by the game method. The original data are compared with the results of relevant analysis. Correct the wrong data operation results, and finally obtain the data information that can reflect the network security situation. The results of the cumulative value at risk are shown in Figure 4.2.

It can be seen from Figure 6 that the deviation of the cumulative risk amount described by the method described in this paper is slight and has little impact on the regular operation of the tobacco Industrial Enterprise. The whole system works pretty steadily, and the network speed is fast. Reliable and complete data were obtained after preliminary preprocessing and preliminary screening [18]. At the same time, the time required is significantly shortened. A risk assessment of the operation of the tobacco Industrial Enterprise during the disposal period was conducted, and the assessment was “low.” Experimental results show that the proposed algorithm is efficient and stable. The analysis of this data has little impact on the regular operation of the entire network. In addition, the risk to the network environment is also low. The results of the error rate cognition test are given in Table 4.2.

Through the test of the actual system, it is concluded that the algorithm’s error rate proposed in this paper is minimal in practical application. This project will use the NAWL-ILSTM algorithm, game theory, machine learning and other technologies to analyze network security situations. In this system, the data information and similarity factors are operated on many levels, the relationship is established, and the time error problem is reduced to obtain a meager error rate. The results show that the calculation accuracy of the data with multi-
Fig. 4.2: Cumulative var results.

Table 4.2: Error rate perception experiment results.

<table>
<thead>
<tr>
<th>Number of tests / n</th>
<th>Traditional algorithm</th>
<th>Text algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.71</td>
<td>1.30</td>
</tr>
<tr>
<td>2</td>
<td>10.56</td>
<td>1.13</td>
</tr>
<tr>
<td>3</td>
<td>12.84</td>
<td>1.27</td>
</tr>
<tr>
<td>4</td>
<td>15.88</td>
<td>2.02</td>
</tr>
<tr>
<td>5</td>
<td>11.75</td>
<td>1.11</td>
</tr>
<tr>
<td>6</td>
<td>13.22</td>
<td>1.70</td>
</tr>
<tr>
<td>7</td>
<td>13.79</td>
<td>1.06</td>
</tr>
<tr>
<td>8</td>
<td>15.13</td>
<td>1.27</td>
</tr>
<tr>
<td>9</td>
<td>14.26</td>
<td>1.42</td>
</tr>
<tr>
<td>10</td>
<td>15.50</td>
<td>1.48</td>
</tr>
</tbody>
</table>

layer operation is higher. It can reflect the current network security situation more intuitively and accurately. This project can use various calculation methods to obtain accurate information about network security issues in the environment to ensure the security and stability of the entire network. This method has high efficiency, low risk, and a meager error rate.

5. Conclusion. Combining multi-source and heterogeneous data, a network security situation perception system for tobacco Industrial Enterprise in complex environments was established. The system ring’s physical structure and the system layer’s concept model are presented. The real-time monitoring and data mining of tobacco enterprise information systems are realized. The application of data mining technology in the tobacco industry can analyze the security events that may occur in the industry communication and network security platform and the association rules and statistics to realize the comprehensive dynamic monitoring of network security. The method proposed in this project can effectively reduce the system’s running time and improve the system’s reliability for information. The experimental results show that the network security situation awareness technology studied in this project has high practical value in practice.
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A DISTRIBUTED SYSTEM FAULT DIAGNOSIS SYSTEM BASED ON MACHINE LEARNING

YIXIAO WANG*

Abstract. Now days distributed system becomes the mainstream system of information storage and processing. Compared with traditional systems, distributed systems are larger and more complex. However, the average probability of failure is higher and the difficulty, complexity of operation and maintenance are greatly increased. Therefore, it is necessary to use efficient methods to diagnose the system. Our aim is to use the trained model to diagnose the fault data of the distributed system, so we can obtain as high diagnostic accuracy as possible, and create a web side for users to use. The technique we proposed uses the integrated learning approach of Stacking to model the superposition of the raw data. To realize this, we trained with a dataset of 10,000 pieces of data and assessed accuracy every once in a while. Our best training results are about 80.69% accurate and can be used on the web side. By training data sets and analyzing distributed system faults with Stacking technology, a model with a test accuracy of 80.69% was obtained. Through this model and the web platform we built, the fault of distributed system can be diagnosed, and the diagnosis results are better than other models.

Key words: distributed system; Machine learning; Stacking algorithm; Fault diagnosis; Forecast; Deep learning

1. Introduction. Compared with traditional centralized systems, distributed systems have become more and more widely used to deal with large-scale complex data and support various cloud computing platforms [1, 2]. Distributed system is a combination of independent computers, which communicate with each other through the network, share resources, and cooperate with each other to achieve distributed processing [3, 4].

As the distributed system being more widely applied in people's production and life, the problems of distributed system such as large scale, high probability of failure, and difficult to find and diagnose are gradually exposed [5, 6]. Therefore, the key issue is to use technical means to analyze the fault data of the distributed system, design the fault diagnosis model, efficiently analyze and identify the fault categories, then realize the intelligent fault operation and maintenance of the distributed system, quickly recover the fault, greatly reduce the difficulty of the operation and maintenance of the distributed system, and reduce the consumption of human resources [7, 8].

When a node in a distributed system fails, it propagates along the topology, causing the related indicators of adjacent nodes of the distributed system node to fluctuate and a large number of log exceptions. Through these large amounts of fault feature data and label data, these log anomalies can be trained by machine learning, deep learning and other technologies.

The Stacking method that we use consists of two phases: the basic model training phase and the meta model training phase. In the basic model training phase, each basic model is trained using training data. Then, each basic model will predict the verification data and get the predicted result. In the meta model training phase, the predictions of all the underlying models are combined and input into the meta model as new features. This method can deal well with the complex and huge data set in the distributed system fault log, and get more accurate model results.

2. Model Analysis. Stacking is an integrated learning method that uses models to model the superposition of raw data. It first learns the raw data through the base learner, the base learner outputs the raw data, and then the outputs of these models are stacked in columns to form new data in the dimensions of (m, p) (m, p) (m, p) (m, p) (m, P), and then hand over the new sample data to the second-layer model for fitting. Figure 2.1 here shows the principle and execution of the Stacking method.

*School of Computer Science and Artificial Intelligence, Wuhan University of Technology, Wuhan, 430070, China (3167201991@qq.com)
2.1. Data Set Introduction. There are 107 features and labels in this dataset, and there are 6 categories in the labels, which are 0, 1, 2, 3, 4 and 5 respectively. There are 10001 samples in the dataset, but 3704 lines of duplicate data are analyzed and deleted. It can be seen that statistics such as mean value, standard deviation, minimum value and maximum value of data vary greatly among different features.

The correlation coefficients in this dataset range from -1 to 1, where -1 means completely negative correlation, 1 means completely positive correlation, and 0 means no correlation. By analyzing the correlation coefficient matrix, the project can make the following observations:

1. The correlation between the target variable "label" and other features is weak, and the correlation coefficient between most features and the target variable is close to zero.

2. In terms of the correlation between features, there are strong positive correlations between some features. For example, the correlation coefficient between feature0 and feature5 is 0.195971, and the correlation coefficient between feature3 and feature5 is 0.216278.

3. Similarly, there is a strong negative correlation between certain features. For example, the correlation coefficient between feature1 and feature4 is -0.079628, and the correlation coefficient between feature1 and feature5 is 0.021696.

In this dataset, the correlation coefficient between features and labels is screened, but the correlation between most features relatives weakly, with only 3 features higher than 0.2, 7 features higher than 0.1, and 101 features higher than 0.008. After testing, it is unrealistic to select features according to the correlation coefficient. So we need to find another way.

Figure 2.2 shows the data distribution analysis diagram of this dataset.

And Figure 3 here reflects the correlation between features.

A variance of 0 means that all the data are equal. In machine learning, features with zero variance do not contribute anything to the model because they provide no information. Using the zero-variance feature only adds complexity to the model without increasing its predictive power. In this data set, 'feature57', 'feature77', and 'feature100' have variance of 0. Therefore, they need to be deleted.

2.2. Basic Model And Metamodell. In this project, multiple classifiers are used for model fusion, among which the three basic classifiers are CatBoost, random forest and support vector machine, and the meta-classifiers are logistic regression. These classifiers are grouped together and the stacking method is used for model fusion.
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Fig. 2.2: Data distribution analysis diagram.

Here are brief introductions to the base learner and metamodel:

1. CatBoost is a gradient lifting decision tree algorithm developed by Yandex. It is an ensemble learning algorithm capable of handling classification and regression problems. CatBoost builds the model by iteratively training the decision tree, with each iteration reducing the prediction error from the previous iteration. CatBoost has many advantages, for example: (1) Robustness: CatBoost can handle different types of data, including numeric, categorical, and textual data. It can also handle missing values and outliers; (2) Efficiency: CatBoost uses a number of optimization techniques to accelerate model training and prediction, including symmetric tree, semi-sorting and fast histogram algorithms; (3) Accuracy: CatBoost uses techniques such as order lifting and category feature combination to improve the accuracy of the model; (4) Easy to use: CatBoost provides rich API and documentations that supports multiple programming languages and platforms. It also provides a number of pre-processing tools and visualization tools for ease of use. This project uses the CatBoostClassifier class to create a CatBoost classifier that uses Gpus for training and multi-classification evaluation metrics with 200 iterations, a learning rate of 0.09, and an early stop technique to prevent overfitting.

2. Random forest is an integrated learning algorithm based on decision trees, which can deal with classification and regression problems. Random forest builds models by constructing multiple decision trees, each of which will predict data, and the final prediction result will be decided by voting of the prediction results of all decision trees. Random forest has many advantages, including: (1) robustness: Random forest can handle different types of data, including numerical and categorical data, it can also handle missing values and outliers; (2) accuracy: Random forest improves the accuracy of the model by constructing multiple decision trees, and it also uses techniques such as self-help method and feature sampling to reduce overfitting and underfitting problems; (3) interpretability: Random forests can provide importance scores to help users understand the contribution of each feature to the predicted outcome. This project uses the RandomForestClassifier class in the scikit-learn library to create a random forest classifier. The classifier is trained using default parameters.
3. Support Vector Machine (SVM) is a supervised learning algorithm that can handle classification and regression problems. SVM maximizes the space between different classes by finding a hyperplane to separate them. Support vector machines can also use kernel functions to map data into high-dimensional spaces to solve nonlinear classification problems. This project uses the SVC class from the scikit-learn library to create a support vector machine classifier. This classifier uses radial basis kernel functions and turns on probability estimation.

4. Logistic regression is a generalized linear model that can handle binary classification problems. In the code of this project, the logistic regression model is used as a meta-classifier to combine the predictions of the underlying classifier.

5. The Stacking method is an integrated learning method that combines the prediction results of multiple basic models to improve the accuracy of the model. The Stacking method consists of two phases: the basic model training phase and the metamodel training phase. In the basic model training phase, each basic model is trained by using training data. Then, each basic model will predict the verification data and get the predicted result. In the metamodel training phase, the predictions of all the underlying models are combined and input into the metamodel as new features. The metamodel is trained using these new features and the real labels of the validation data, and finally, the metamodel makes predictions on the test data to get the final predictions.

In this project, CatBoost classifiers, random forest classifiers, and support vector machine classifiers are used as the base classifiers, and logistic regression models are used as meta-classifiers. These classifiers are grouped together and the model fusion is performed using the stacking method.

2.3. Analysis of Stacking Model. First, feature x and label y are put into the three models, and then each model is learned separately. The value of x is then predicted, sometimes given the proba probability, where we use the predicted value and then overlay the output values of the three models to form a new sample data. The new sample data is then used as label x, the label of the new data is still the label y of the original data, and the x and y of the new data are passed to the second layer model for fitting, which is used to fuse the results of the previous round of three models.

However, this model often overfits, so the above method is improved by using K-fold cross-validation method. The difference is that each model in the figure is trained on all the data and then outputs y to form new data. K-fold cross-validation is used to train only K-1 folds at a time, and then the remaining predicted value of 1 fold is used as new data.

K-fold cross-validation is used to divide the data into 4 folds to form 4 sets of data sets, with yellow
representing the training set and green representing the verification set. Then, each set of training sets is
given to the model for training, and the verification set is predicted to obtain the output of the corresponding
verification set. Since the data is divided into 4 groups by 4 times of cross-validation, there will be 4 verification
sets. The predictions for each model are then stacked on their own validation set, row by row, to get the predicted
values for the full sample data. Each model takes the predicted values in this way and then merges them into
the columns.

In this project, for a single model, class 0 and Class 1 are easily confused, and the classification effect is
not significant, or the classification effect of class 4 is not good, such as catboost in class 4 classification effect
is good, but class 0 and class 1 classifications are not good, support vector machine in class 0 classification
effect is good, but in class 4 classification is not ideal. Therefore, the fusion method of stacking models is
used to integrate three basic learning tools, catboost, random forest, and support vector machine, to play their
respective advantages and improve the overall accuracy.

3. Web Design. The system is divided into web side and server side, using their interaction to complete
the data collection, processing and result return. The web side can obtain the file data from the user and
transfer the file to the server side. The server receives the file, performs various operations, then returns the
result.

3.1. Front Design. The front-end part mainly uses html, css, JavaScript design and jQuery to improve
efficiency, and the design results can be stably displayed on the web.

We have carried on the function analysis and determined the various front-end interfaces required for
this function. It can be divided into login interface, function realization interface and information introduction
interface.

Among them, the login interface is divided into registration and login two functions, and use the button
to switch. The registration function requires the user to enter the user name, password and other information,
the web page can determine whether the format of the user input is correct and prompt, when the user input
correctly and confirm the registration, the data is passed into the background and stored in the database. Login
function requires the user to enter the corresponding user name and password, the web page can determine
whether the input format is correct and prompt, and then the pair of user name and password into the back-
end to determine whether the corresponding. If the username and password are correct, the user can enter the
function implementation interface.

The functional implementation interface is divided into two parts: training data and test samples. Training
data allows users to upload a CSV format file, and then the file will be sent to the background for training,
and directly download the model file after successful training. The Test sample section allows the user to select
a joblib format model file and a csv file for testing, click Start Training, and then use the model to train the
dataset in the background. After the training, click the test result preview button to jump to the result preview
interface to view the training results.

The information introduction interface includes the distributed system introduction interface, and the
Personal information interface. Distributed Systems Introduction interface provides basic information about
distributed systems and their diagnostics. The Personal Information interface stores information of the user
who has logged in and allows the user to modify his or her information.

3.2. Back Design. The back-end part uses the mainstream python framework django, which has been
popular for a long time. It has many functions, for example, the system is complete, which can help complete
the design quickly and development of web pages.

First, using django, you can generate the files directly from the command line by using the startproject to
create the main project and startapp to create the user application.

In the second step, you need to do this in settings.py in the main project. First add the application and
middleware that will be used, then set the database interface to mysql and select the user and password to
log in to mysql and the database to be used. In this case, select a new user database as the database of the
web application. Then set the static file path so that you can better call css, js, and image ICONS from the
templates html file. Finally, a compress application interface is set up to better check the effect of css and js
changes in development, so that every change in css and js can be displayed instead of using the system cache content.

The third step is to call the urls in the user file in the urls.py setting of the main file, and set the urls to be used in the user file and the function and name that it calls in views.py.

The fourth step is to declare the properties of the user in the models.py and apps.py files of the user file, and use migrate to allow the system to create the corresponding tables directly in the user database, which also makes it easy to access the database in the subsequent view functions.

The fifth step is to define the function used in views.py, the view function. First, form is declared to process the user information input by the front end. Other information, such as the file information uploaded by the user, can be obtained through request. The view function is mainly written in the login function and the main interface of the index function. The login function will compare the user’s information with that of the user in the database in the registration section, so that the registration can be carried out without having repeated user name and email address. The registered user information will also be stored in the database, and the user name or email address entered by the user can be queried in the login section. Compare the password stored in the database with the password entered by the user. If the password is the same, the user can log in successfully and go to the main page. In the index function, the training part and the test part are mainly processed. In the training part, the file selected by the user is obtained and the my_train function is called for training, and the training model file is downloaded at last. In the test part, the test machine file and model file selected by the front-end user are obtained and the test function is called for testing. Finally return to download the test result file.

4. Results and Discussion. This project studied how to use machine learning to diagnose faults in distributed systems. We used appropriate Stacking algorithms, trained sample fault logs, and improved them constantly to obtain a relatively accurate result model with an accuracy rate of more than 80% on the verification set.

The result analysis of the validation set and its accuracy rate are shown in Figure 4.1.

Also, the system can run on the web platform, allow users to upload training data and train online, and download the obtained model after completion. It also allows single or batch upload of test samples, and the results can be visualized and downloaded.
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INTELLIGENT NAVIGATION SYSTEM BASED ON BIG DATA TRAFFIC SYSTEM

XIU ZHANG∗, JIAN KANG† AND HAICUN YU‡

Abstract. This paper studies the navigation technology of the On-Orbit Servicing Spacecraft (OSS) and proposes an overall solution for the OSS navigation system. The composition of the OSS satellite navigation simulation system and simulation supporting environment are studied. Then a new SSUKF navigation filter is proposed based on the hyper spherical distributed feature sampling point transform algorithm (SSUT) and the non-scanning Kalman filter (UKF). The numerical simulation of the OSS system is studied based on MATLAB/RTW. Finally, the SSUKF algorithm and the conventional UKF algorithm are simulated digitally. The effectiveness and advanced nature of the hybrid Kalman filter applied to spacecraft autonomous navigation are verified.

Key words: Spacecraft; Big data; Hyperspherical distributed sampling point transformation algorithm; Unscented Kalman filtering; Navigation system

1. Introduction. A spacecraft’s autonomous navigation system uses its own load or observation instrument to realize the precise positioning of the spacecraft and motion trajectory. Since 1963, the United States has carried out in-depth research on the autonomous navigation of satellites and developed various types of sensitive elements and space navigation systems. In recent years, significant progress has been made in studying small satellites and microsatellites in China. At present, autonomous navigation has gradually become one of the leading indicators to measure the comprehensive capability of spacecraft. It is found that the GNC system has the highest failure probability based on the statistics of spacecraft failure probability data in the recent ten years. A navigation system is an essential part of the GNC system. The “rendezvous” and “docking” part of the open satellite is the crucial part of the whole flight satellite navigation system [1]. The approach segment of the image guidance scheme employed by OE uses infrared cameras (IRS) to back up advanced image guidance sensors (AVGS). But the IRS’s adequate scope does not cover all approximate segments. When AVGS fails during the approach process, replacing the spare sensitive element is unnecessary to perform the on-orbit mission. The vehicle uses RGPS navigation. Communication between spacecraft is essential. Due to the large number of non-cooperative targets in space, coupled with the existing domestic relay communication system has not reached, the world can only use RGPS technology.

Unsampled Kalman filter (UKF) is a state estimation method based on unsampled transformation. The nonlinear control method based on UKF is superior to the traditional Kalman filter and has a broad application prospect. The calculation speed of the UKF method mainly depends on the number of sample points in the unsampled transformation. The conventional UKF algorithm performs unsampled conversion on 2n+1 sampling points. The sampling point is symmetric concerning the mean of the n-dimensional vector. Because the vector dimension is too large, the operation speed of the algorithm will be reduced [2]. This project will adopt Superball Distribution Transform (SSUT) to replace the traditional symmetric distribution. The algorithm can effectively reduce the number of samples and improve the algorithm’s efficiency without affecting the filtering effect. The thesis uses MATLAB/RTW as the platform to study the positioning of OSS. A new SSUKF navigation filter is proposed by fusing SSUT and UKF. The algorithm is applied to the autonomous navigation algorithm of spacecraft using starlight Angle distance as observation information.

2. The overall scheme of the OSS navigation simulation system.
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2.1. Simulation system architecture. Using MATLAB/RTW as the platform, the simulation of the OSS in-orbit mission, navigation system requirements, navigation sensor setup and navigation mode is carried out. Its overall simulation architecture is shown in Figure 2.1. The functional structure of the OSS navigation simulation system is shown in Figure 2.2. The simulation system mainly includes the following four parts:

2.1.1. OSS Navigation System Task Planning. A scheme for tracking the flight path between the spacecraft and the target spacecraft is proposed. The planning problems of spacecraft in orbit and rendezvous flight are studied [3]. It lays a foundation for tracking the propulsion and autonomous operation of the satellite in orbit and its motion trajectory. The satellite’s flight path will also provide a necessary reference for the regular operation and test of the simulator.
2.1.2. Simulation of OSS navigation system. The OSS navigation system is simulated according to the flight plan. The comprehensive performance of the system under various navigation modes, error influencing factors and coordination of subsystems are studied [4]. The OSS navigation system consists of 10 sub-modules: OSS orbit dynamics, target spacecraft orbit dynamics, satellite navigation, inertial navigation, astronomical navigation, data processing and information fusion, relative navigation, image navigation, space environment impact and observation data generation, and navigation data autonomous operation.

2.1.3. Support simulation system implemented by MATLAB/RTW. The supporting environment provides an operational platform for the system’s planning, simulation and evaluation. According to the requirement of a real-time system, the system is divided into two categories: real-time class and non-real-time class [5]. The supporting environment can configure the system in real-time for various real-time requirements. Some basic algorithms, noise simulation and data processing are provided.

2.1.4. Performance evaluation of OSS navigation system. The performance of the system is evaluated based on numerical simulation. The performance evaluation of OSS based navigation sensor and navigation system is completed. Various fault and error factors are analyzed [6]. It lays a theoretical foundation for the research of semi-physical and physical simulation.

2.2. Key system technologies.

2.2.1. Synchronizing Data with Time Series. Each sensor has its own time. Taking GNSS as an example, the target’s pose is obtained by the observed pseudo-distance/pseudo-distance rate combined with the star vector observed by STR. Their calculations are based on their clocks. This paper designs a unique clock for the simulation system. Each subsystem has orders. Turn functionality into your clock. It is necessary to divide the timing of each module reasonably to ensure that the simulation performance of each sensor and filter element in the OSS system simulation meets specific causes and consequences. The causal relationship between data transmission synchronization and data transmission needs to be clarified. Synchronous transmission is after OSS generates new trajectory information [7]. The OSS generates new trajectory information, and the receiver generates new trajectory information—the message flow limits data transmission synchronization. It is necessary to use the orbit data of OSS. This paper presents a guidance algorithm based on fuzzy logic to ensure the correctness of the information transmission.

2.2.2. Fault Detection, Isolation, and Repair (FDIR). Open-source analysis software is a kind of nonlinear system with dynamic properties. The operation of sensors and actuators must be monitored in real-time during simulated flight. FDIR guarantees the autonomy of an open service system. The system can monitor and analyze the operation of open-source systems [8]. Evaluate the current sensor performance and feedback OSS performance to MVM. An intelligent positioning technology based on OSS is proposed and verified by experiments. An intelligent diagnosis method based on fuzzy logic is proposed. The model uses database technology to express the required knowledge in a particular form. Thus, a knowledge base of expert systems is formed [9]. An expert system based on logical reasoning is constructed using a particular programming language. The knowledge database is maintained and updated.

2.2.3. Guide mode conversion method. The primary purpose of navigation mode switching is to ensure the precise and safe switching of OSS in orbit. The navigation system model is managed based on events, moments, and observations from navigation sensors in the OSS flight plan [10]. Determine the current health of open-source software. Triggers the corresponding guidance sensor to start and transmit pattern initialization parameters. Use related data as separate states to express different browsing patterns. Events are set as status start and transfer operations. Develop processes for state transitions in event-driven situations [11]. Transform between navigation modes with State flow and embed it in Simulink. Convert it into an executable program via RTW and download it to the destination system.

3. SSUKF navigation filtering algorithm.

3.1. Superball distribution sampling conversion UKF. The navigation filtering system of generalized Kalman filtering technology is widely used. However, the generalized Kalman filter has problems, such as difficult debugging, unstable performance when it does not meet the linearization conditions, and the need to
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Fig. 3.1: Flow of hyper spherical distributed sampling transformation algorithm.

calculate the Jacobian matrix. The University of Oxford introduced the Superball Point Force Family (UKF) method in this field in the 1990s to overcome the above defects. UKF uses a set of recursive equations similar to Kalman filters. The prior knowledge is used to iterate the system state and system parameters. Then the system parameters are modified according to the relevant knowledge of the observation time point to achieve the average of the system state and parameter estimation. UKF differs from an extended Kalman filter in using a set of sample points. These sample points are close to the Gaussian distribution [12]. The method uses a non-minimization transformation to recurse and modify the covariance of the system state and deviation, thus avoiding the solution of the Jacobian matrix of the system state and the observation system. It is also relatively easy to implement. The basic idea of the EKF algorithm is to carry out Taylor expansion of the system at the measured point without considering the higher order terms of the second order or more [13]. The UKF algorithm approximates the state of the system through non-segmentation transformation. Compared with the EKF algorithm, this algorithm can achieve quadratic or even higher accuracy. Therefore, the accuracy of this algorithm is higher than that of the EKF algorithm. In addition, UKF also adds unconstrained transformation in iteration so that the adjustment coefficient required in an iteration is more than EKF. Its debugging is more flexible. The UKF method is similar to the EKF method in that both are estimates of serialized state parameters [14]. The recursive steps of the structure flow are also composed of the propagation of state and covariance and the updating of measurements. Figure 3.1 shows the Flow of the hyper spherical distributed sampling transformation algorithm (The picture is quoted in the Journal of Process Mechanical Engineering. 2019; 233(3):436-447).

3.2. SSUT. Suppose $x$ is a $n$ dimensional random variable. The mean matrix is $\hat{x}$ and the mean square error matrix is $Q_{xx}$. $x$ random variable $y$ of $y = g(x)$ dimension is obtained after a nonlinear transformation $y = g(x)$ is performed on $x$. The non-sampling conversion method is to select a set of samples that can represent the mean and variance of sample $x$. By using this method, a nonlinear transformation of $y$ is carried out, and the converted sample is used to approximate $y$.

For non-scan conversion, $2n + 1$ sample points with uniform distribution are generally selected [15]. It is generally required to have more than $n + 1$ samples to describe the mean and variance number of $n$-dimensional state variables. The probability distribution of the system is approximated by taking $n + 1$ samples with the same weight on the hypersphere. This sample point is combined with the mean of its states to form a $n + 2$ sample point without sampling transformation. The mean square error matrix of $n$ dimension $z$ is an identity matrix, and the sampling method on the hypersphere is as follows:
1) Option value $\omega_0$.

$$0 \leq \omega_0 \leq 1$$

(3.1)

2) Determine weight $\omega_i$:

$$\omega_i = (1 - \omega_0)/(n + 1)$$

$$i = 1, \ldots, n + 1$$

(3.2)

3) Initialize vector sequence:

$$R_0^i = [0]$$

$$R_1^i = [-1/\sqrt{2\omega_1}]$$

$$R_2^i = [1/\sqrt{2\omega_1}]$$

(3.3)

4) Extension vector sequence ($j = 2, \cdots, n$):

$$R_j^i = \begin{cases} 
[ R_0^{i-1} ] & i = 0 \\
R_1^{i-1} & i = 1, \ldots, j \\
-1/\sqrt{j(j+1)\omega_j} & i = j + 1 \\
j/\sqrt{j(j+1)\omega_j} & i = j + 1 
\end{cases}$$

(3.4)

$R_j^i$ represents the $i$ sampling point of a $j$ dimensional random variable. $0^j$ stands for $j$ dimensional zero vector. $n + 2$ sampling points $R_n^i, i = 0, \ldots, n + 1$ of $z$ are obtained by the above method [16]. The number of super-spherical distribution samples for a $n$ dimensional random variable $x$ with mean value of $\hat{x}$ and mean square error matrix of $Q_{xx}$ can be obtained from formula (3.5):

$$X_n^i = \hat{x} + \sqrt{Q_{xx}}R_n^i$$

$$i = 0, \ldots, n + 1$$

(3.5)

3.3. UKF algorithm based on SSUT. Suppose that the equations of state and measurement for a nonlinear system are expressed in the following discrete form:

$$x_{t+1} = G(x_t, A_t, t) + \delta_t$$

(3.6)

$$y_t = H(x_t, t) + \varepsilon_t$$

(3.7)

$x_t$ is the system state vector. $A_t$ is the input control vector. $y_t$ is the observation vector. $\delta_t$ and $\varepsilon_t$ are the system noise vector and the measurement noise vector respectively. The mean is 0. The variance matrix is denoted by $Q_t$ and $S_t$, respectively. Let the system state vector dimension be $n$.

3.4. Mathematical model of the autonomous navigation system.

3.4.1. Spacecraft orbital motion model. The geocentric equatorial inertial coordinate system establishes the spacecraft orbital motion equation. A two-body motion model with harmonic terms, including the second-order perturbation of the earth’s gravitational field, is taken [17]. The other perturbation factors are
of the spacecraft.

Of the earth.

Starlight angular distance between the two navigation stars is inertial coordinate system [18]. In the geocentric equatorial inertial coordinate system, the expression of systems. The angular distance measured in the body coordinate system can also be used in the equatorial coordinate system. Starlight angular distance remains constant in different coordinate systems determined according to the measurement information of the infrared earth sensor and star sensor. The angle of the vector direction of the light of the navigation star and the vector direction of the earth’s center in the spacecraft body coordinate system. Starlight angular distance remains constant in different coordinate systems. The angular distance measured in the body coordinate system can also be used in the equatorial inertial coordinate system [18]. In the geocentric equatorial inertial coordinate system, the expression of starlight angular distance between the two navigation stars is

$$s = \sqrt{x^2 + y^2 + z^2}; x, y, z \text{ is the position coordinate of the spacecraft. } \varepsilon_x, \varepsilon_y, \varepsilon_z \text{ is the velocity coordinate of the spacecraft. } \lambda \text{ is the gravitational constant of the earth. } H_2 \text{ is the second order harmonic term coefficient of the earth. } S_R \text{ is the earth’s equatorial radius. } \delta_{x_z}, \delta_{y_y}, \delta_{z_z} \text{ is system noise.}

3.4.2. Starlight angular distance measurement model. The angular distance of starlight can be determined according to the measurement information of the infrared earth sensor and star sensor. The angle between the vector direction of the light of the navigation star and the vector direction of the earth’s center in the spacecraft body coordinate system. Starlight angular distance remains constant in different coordinate systems. The angular distance measured in the body coordinate system can also be used in the equatorial inertial coordinate system [18]. In the geocentric equatorial inertial coordinate system, the expression of starlight angular distance between the two navigation stars is

$$\theta_1 = \beta_1 + \varepsilon_{\theta_1} = \arccos \left( \frac{x B_{x_1} + y B_{y_1} + z B_{z_1}}{s} \right) + \varepsilon_{\theta_1} \tag{3.9}$$

$$\theta_2 = \beta_2 + \varepsilon_{\theta_2} = \arccos \left( \frac{x B_{x_2} + y B_{y_2} + z B_{z_2}}{s} \right) + \varepsilon_{\theta_2} \tag{3.10}$$

$B_{x_1}, B_{y_1}, B_{z_1}$ and $B_{x_2}, B_{y_2}, B_{z_2}$ are the direction cosine of the two navigation stars in the geocentric equatorial inertial coordinate system, respectively.

4. SSUKF-EKF hybrid filter design. The UKF method does not need to linearize the observation equation and the equation of state when solving nonlinear problems. The method has no truncation error of higher-order terms. The algorithm has fast convergence and high steady-state accuracy. At the same time, the method has strong robustness to random disturbance. UKF algorithm needs to process multiple sampling points simultaneously in a period, which leads to slow algorithm convergence. EKF algorithm is an efficient algorithm. At the same time, the method has higher accuracy in the case of weakening the nonlinearity [19]. However, the EKF will diverge when there are large initial values and random noise. Since the operation steps of the two methods are based on the Kalman filter, the two methods can be combined to construct the Kalman filter. The Flow of the SSUKF-EKF hybrid filter algorithm is illustrated in Figure 4.1 (image quoted in Journal of neural engineering.13.10.1109 / ICVR.2015.7358598.) $M$ is a function that increases as the accuracy of the parameter estimation increases. This paper presents the EKF method. If the value of a function exceeds an error threshold, it indicates that the filtering effect of the function becomes worse to improve the computing speed. An improved SSUKF method is proposed. Kalman filter has strong robustness in practical applications, and its stability depends on the state of the system and the measurement equation. Its stability is good if the Kalman filter has random controllability and random observability. The method uses the modal conversion...
function and error threshold of EKF and UKF to realize the adaptive conversion of the two algorithms. This is only a few changes to the mean and variance matrix operation and does not affect its stability [20]. Therefore, selecting the proper minimum root mean square can improve the filtering effect while ensuring accuracy.

5. System implementation and numerical simulation.

5.1. System Implementation. This paper studies the OSS navigation simulation system based on MATLAB/RTW. RTW is an auxiliary graphical model and simulation system. The software converts the Simulink model into an improved, portable, personalized program [21]. Different application scenarios can be generated automatically based on different object structures. Real-time hyper spherical communication technology communicates with multiple targets. RTW provides an accelerated simulation method for processing batch simulations, such as the Monte Carlo shooting type. In addition, the external mode Simulink of RTW can communicate with the model system in the real-time simulation environment to achieve real-time simulation control, operating state monitoring, parameter adjustment and data observation. The architecture block diagram for rapid prototyping of the OSS navigation system using MATLAB/RTW is shown in Figure 5.1 (Electronics 2022,113,1979).

This paper uses MATLAB and Simulink toolkits to study the navigation simulator’s overall scheme. The models of each subsystem are established. The flow chart of the system is drawn, and numerical simulation is carried out. The Monte Carlo statistical method is used to evaluate and analyze the performance [22]. The proposed method is improved and applied to the navigation system. The application of Simulink in practical applications is realized using RTW technology—real-time functional verification in external mode.

5.2. Numerical Simulation. The equatorial inertial system at the center of the H2000 Earth is used as coordinates. The parameters of the initial orbit are as follows: Long semi-axis $a=7151.918$ km—eccentricity $e=0.5$. The earth’s tilt is 98.52°. The correct longitude of the ascending node is 234.083°. The perigee oscillation Angle is 234.083°. Horizontal approach points 240.817°. Sensitivity accuracy includes 1 "star-containing and 0.01-degree infrared Earth sensitivity accuracy. The measurement noise is treated as a normal distribution. The aspherical gravity perturbations of the earth are calculated in the actual operation [23]. In this paper, the earth gravity model is established by using JGM3. The fourth-order Rungkat method is proposed. The numerical simulation of the problem is carried out in the case of solar and lunar gravity, atmospheric drag, solar light pressure and other disturbances.
Table 5.1: Guidance simulation with slight initial deviation and small step length.

<table>
<thead>
<tr>
<th>Filtering method</th>
<th>Standard UKF</th>
<th>SSUKF</th>
<th>EKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position error /m</td>
<td>253.729</td>
<td>253.531</td>
<td>271.229</td>
</tr>
<tr>
<td>Velocity error /(m · s⁻¹)</td>
<td>0.267</td>
<td>0.267</td>
<td>0.281</td>
</tr>
<tr>
<td>Convergence time /s</td>
<td>2466</td>
<td>2464</td>
<td>2469</td>
</tr>
<tr>
<td>Relative computation time</td>
<td>1.042</td>
<td>0.719</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Suppose \( \Delta X_0 = [2 \ -2 \ 2 \ -2 \ -2 \ -2] \) the state variable has an initial deviation of \( a \). The positioning error is defined in km. The error of the speed is expressed as m · s⁻¹. The simulation takes 15 seconds [24]. The simulation time is four tracks. The simulation results are shown in Table 5.1 and in Figures 5.2 and 5.3. The deviation from the positioning to the rate is defined as the modulus of the deviation vector. The convergence time is the interval between the starting point and the critical point at which the estimated accuracy reaches 1 km. The results show that the SSUKF and UKF algorithms have good filter design consistency. The calculation speed of the algorithm is greatly improved. The EKF method is also the most effective and accurate in the solution process.

6. Conclusion. The work and operation process of OSS in orbit is comprehensively analyzed. The structure and working mode of the navigation system is given by selecting the OSS positioning sensor. A novel Kalman filter is constructed by combining the UKF method with the SSUT method, and it is used in the automatic astronomical navigation of spacecraft. The OSS navigation simulation experiment is carried out by using MATLAB/RTW software. The composition and implementation environment of the system, as well as some critical technologies involved, are also introduced in detail. The digital simulation of the SSUKF algorithm proves that the algorithm has the same filtering effect as the ordinary UKF algorithm. The calculation speed of the algorithm is greatly improved. A novel Kalman filter is obtained by combining the advantages of the two methods. The algorithm has good estimation accuracy, convergence speed and robustness, and higher operational efficiency. This method is suitable for autonomous positioning of spacecraft.
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Fig. 5.2: Error estimation of positioning using SSUKF method.

Fig. 5.3: Error analysis of speed estimation using SSUKF method.
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VISISENSE: A COMPREHENSIVE IOT-BASED ASSISTIVE TECHNOLOGY SYSTEM FOR ENHANCED NAVIGATION SUPPORT FOR THE VISUALLY IMPAIRED

BHASHA PYDALA∗, T. PAVAN KUMAR† and K. KHAJA BASEER‡

Abstract. The field of visually impaired assistive technology looks for novel approaches to enhance independence and navigation. In this field, systems have to reliably identify and transmit environmental data in order to facilitate visually impaired users’ safe and effective navigation. Developing a sophisticated framework for assistive technology that significantly enhances visually impaired navigation is the goal of this research. Make object detection and environmental awareness more efficient, dependable, and intuitive. This study introduces VISISENSE, “A Comprehensive IoT-Based Assistive Technology System for Enhanced Navigation Support for the Visually Impaired.” VISISENSE is an IoT-based system with multiple components that enhances object detection. For primary environmental sensing, a handstick with implant sensors, a visual capture and transmission unit for processing visual data, and edge computing for object detection and classification are used. The system makes use of the R-CNN global computer vision model hosted on a cloud server, Mobinet computer vision models, and Logistic Regression with Iterative Learning. VISISENSE’s effectiveness is demonstrated by a performance analysis of its object detection accuracy, processing speed, resource utilization, energy consumption, latency, and false positive rate. In all of these categories, VISISENSE performs better than Smart Stick and Smart Navigation. The system makes use of the R-CNN global computer vision model hosted on a cloud server, Mobinet computer vision models, and Logistic Regression with Iterative Learning. VISISENSE’s effectiveness is demonstrated by a performance analysis of its object detection accuracy, processing speed, resource utilization, energy consumption, latency, and false positive rate. In all of these categories, VISISENSE performs better than Smart Stick and Smart Navigation. The data includes the fastest processing time of 17 ms, the most efficient resource utilization of 41%, and object detection accuracy of up to 99% at 2 Mbps load. Across all load conditions, VISISENSE has the lowest false positive rate, energy consumption, and latency. The VISISENSE assistive technology system is developed for the visually impaired. Its excellent object detection and navigation accuracy, speed, and efficiency enhance user experience and hold the potential to increase the independence and quality of life for visually impaired people. This research contributes to a significant advancement in assistive devices—smart, responsive technologies for the visually impaired.

Key words: VisiSense, Artificial Intelligent, R-CNN, Cloudsim, MobileNet, IoT, Binary Classifier.

1. Introduction. People who are blind or visually impaired frequently have mobility issues. To address these issues, there is growing interest in creating IoT-based assistive technologies. [1]. This piece introduces “VisiSense,” a state-of-the-art navigation aid. The objective of VisiSense is to develop a simple navigation system for those who are blind. VisiSense provides complete support and real-time assistance to visually impaired users as they navigate foreign environments. A network of devices that gathers and evaluates environmental data includes wearable sensors, smartphones, and environmental sensors. For accurate navigation assistance, VisiSense uses edge computing, cloud computing, and AI algorithms for advanced object detection and recognition.

The accuracy of object detection, processing speed, resource utilization, energy efficiency, latency, and false positive rates are all areas where VisiSense’s performance analysis reveals promising results.

Due to the system’s precise and timely obstacle information, visually impaired people can now confidently navigate their surroundings.

VisiSense, a navigation aid for people with visual impairments, advances this field through IoT, edge computing, cloud computing, and AI. The design, implementation, and evaluation of this comprehensive assistive navigation system demonstrate its potential to increase the freedom, security, and quality of life of blind and visually impaired people. VisiSense can increase inclusivity and accessibility for people who are blind or visually impaired.
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2. Literature Survey. This review looks at studies that suggest novel ways to improve navigation for people with vision impairments, ultimately raising their quality of life. Each paper examines a different topic and technology, highlighting its advantages and potential for development.

Islam et al.’s [1] discussion of walking assistants includes systems based on sensors, computer vision, and smartphones. In developing assistive tools, the authors stress the value of reliability, lightweight design, and simplicity. The article thoroughly examines the benefits and drawbacks of various methodologies, emphasizing the demand for further development of current systems.

A visually impaired person can use an AI-based assistive technology for smart navigation, according to Joshi et al. [2]. They use a deep learning model in their system to identify objects and provide immediate auditory feedback. The system shows promising results, achieving high accuracy rates for object detection and recognition. Notably, the addition of a distance-measuring sensor improves its performance.

Using ultrasonic sensors for obstacle detection, Saisubramanyam et al. [3] present a cheap and lightweight smart walking stick. Within a 2-meter radius, the stick can detect obstacles, including water and dark areas. The advantages of this system are its low cost, compact design, precise detection abilities, and distinctive features. The paper, however, could benefit from more in-depth programming explanations and system comparisons.

Vaidya et al. [4] develop a real-time object detection system for visually challenged individuals using image processing and machine learning techniques. The system successfully detects objects and notifies blind users through audio output. Noteworthy advantages include independent navigation for visually impaired individuals and real-time object detection. However, no specific disadvantages are mentioned in the paper.

Ramesh et al. [5] propose a low-cost walking stick for blind people equipped with ultrasonic sensors and an SMS message system for emergency situations. The stick detects obstacles within a 4-meter range and provides voice alerts. This navigation aid stands out for its affordability, efficient design, artificial vision capabilities, portability, and the inclusion of an SMS message system. No disadvantages are mentioned.

Farooq et al. [6] design an IoT-enabled smart stick incorporating ultrasonic sensors, a water sensor, a high-definition camera, and object recognition capabilities. The stick offers obstacle detection and recognition modes, providing vibration and voice feedback to users. Additionally, GPS/GSM modules enable live location tracking and emergency assistance. The system’s merits include obstacle detection and recognition, voice feedback, live location tracking, and energy efficiency. No specific demerits are mentioned.

Kuriakose et al. [7] review smart navigation solutions for blind and visually impaired individuals, encompassing various tools and technologies. The article highlights the core features lacking in existing navigation systems and offers recommendations for future design. Despite the development of numerous assistive navigation technologies, there remains a need for a seamless system that functions effectively both indoors and outdoors, enables dynamic interactions, and adapts to changes.


Salama et al. [22] and Sangpal et al. [23] Proposal of Smart Stick for blind People through Arduino and AIML. Elmennai et al. [24, 26, 28] proposed an extremely precise and consistent data synthesis Framework through sensor based 6technology for Supervisory the Visually Impaired people. G.F. Lourenço et al. [27] designed an assistive device for VIP based on user satisfaction. Rajapandian et al. [29] proposed an innovative tactic AID for blind, deaf and dumb people. [31] Foley A et al. presented a review on Technology for people, not disabilities: ensuring access and inclusion.

D. Dakopoulos et al. [32] and Topknot et al. [33] presented a survey about Wearable obstacle avoidance electronic travel aids for blind. A. Iqbal et al. [34] proposed a low cost AI vision system for visually impaired people. Chirayu Shah et al. [35] proposed a Tactile Feedback based Navigation System for VIP. L. Ran et al. [36], R. Imrie et al. [38] and Mountain G et al. [37] proposed an integrated indoor/outdoor blind navigation system and quality assistive technology services.

Scherer MJ et al. [39] done a review of Living in the State of Stuck: How Technology Impacts the Lives of
Table 2.1: The Contemporary Contributions and Proposed Framework VisiSense

<table>
<thead>
<tr>
<th>Reference</th>
<th>Using IoT</th>
<th>Objects on Different Sides</th>
<th>Edge Computing</th>
<th>Cloud Computing</th>
<th>Using AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshi, Rakesh Chandra, et al. [2]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saisubramanyam, Kaladindi et al. [3]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaidya, Sunit et al. [4]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Ramesh, Gopisetty et al. [5]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farooq, Muhammad Siddique et al. [6]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>VisiSense</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

People with Disabilities. Md. Milon Islam et al. [40] presented a review on Development of Walking Assistants for VIP. Sreenu Ponnada et al. [41] designed a smart system for detecting Manhole and Staircase through sensor based technology. Nur Syazreen Ahmad et al. [42] developed a Multi-sensor Obstacle Detection System via Model-based State-Feedback Control in Smart Cane Design for VIP. J. Bai et al. [43] simulated a smart system model through Virtual-Blind-Road Following-Based Wearable Navigation Device for Blind People.

In assistive technologies for the visually impaired, the review addresses deep learning models, IoT, sensor-based systems, and AI applications. Reliability, ease of use, real-time processing, and affordability are necessary for assistive devices to be effective. By going over several models, the review draws attention to the expanding usage of cutting-edge technologies like AI and IoT in navigation aids. VISISENSE, which combines IoT, edge computing, cloud computing, and AI, is supported in this environment. The need for seamless indoor-outdoor functionality and user-centered design is met by this integration, which also suggests a strong and adaptable system. VISISENSE is a comprehensive solution that has the potential to improve assistive devices for the visually impaired and close many gaps in current technologies. The review demonstrates how, if it preserves user accessibility and practicality in real-world settings, its holistic approach might offer a better user experience.

3. The Proposed Methodology. The VisiSense framework is a comprehensive system designed to assist visually impaired individuals in detecting objects in their surroundings. It encompasses several key components that work together to provide object detection and alert capabilities. The Handstick with Implant Sensors serves as the primary sensing unit, detecting obstacles in the environment and relaying this information to the system. The Visual Capturing and Transmission Unit, consisting of a mobile camera and a processing unit, captures visual data from the surroundings and performs initial processing tasks. The Edge Computing component plays a crucial role in object classification and detection. It includes a binary classifier, specifically the Logistic Regression with Iterative Learning, which classifies visuals as "known" or "new". Known visuals are forwarded to the Mobinet computer vision model, which leverages its learned knowledge to detect objects and provide object details.

The Cloud Server component houses a global computer vision model, specifically the R-CNN (Region-based Convolutional Neural Network) [8], trained on images from multiple similar sources of the VisiSense prototype. New visuals captured by the mobile camera are transferred to the cloud server for processing. The global computer vision model applies its knowledge and detects objects on these visuals, extracting object details.

The functional flow within the framework starts with the implant sensors detecting obstacles and alerting the mobile camera. The camera captures visuals, which are processed by the unit and classified by the binary classifier. If classified as known, the visuals are sent to the computer vision model for object detection, and the processing unit alerts the user through a hearing aid about the detected objects. If classified as new, the binary classifier alerts the processing unit, which transfers the new visuals to the cloud server. The global computer vision model in the cloud server detects objects on the new visuals and sends the object details back to the processing unit. The processing unit, along with the computer vision model in the Edge Computing component, alerts the user through the hearing aid, providing information about the detected objects. VisiSense prototype is a system designed to assist visually impaired individuals in detecting objects in their surroundings (figure 3.1).
3.1. **Functional Flow between Components.** The implant sensors on the handstick detect obstacles in the environment and alert the mobile camera. The mobile camera captures visuals of the surroundings and transfers them to the processing unit. The processing unit forwards the visuals to the binary classifier for classification. If the visuals are classified as known, the binary classifier sends them to the computer vision model. The computer vision model detects objects on the known visuals and sends the object details back to the processing unit. The processing unit alerts the user through a hearing aid, providing information about the detected objects.

If the visuals are classified as new, the binary classifier alerts the processing unit about the new visuals and learns from them for future classification tasks. The processing unit transfers the new visuals to the cloud server.

The global computer vision model in the cloud server detects objects on the new visuals, extracting object details. The processing unit and Computer Vision Model of the Edge computing receives the object details from the cloud server and alerts the user through the hearing aid.

3.2. **The Binary classification Strategy.** Logistic regression [9] performs well and is simple for binary classification in the VisiSense prototype. Visual data are categorized as "already known / processed" (positive) or "new" using logistic regression. Logistic regression is especially suitable for the VisiSense system because it is well known for its effectiveness in handling binary classification problems. A critical function of the VisiSense framework is determining whether visual data has been processed or is new. It is well-suited for this task due to its probabilistic interpretations and adept handling of linearly separable data.
Data Preparation. Gather a labeled dataset of visual data, where each instance is associated with a binary label indicating whether it is "already known/processed" (positive) or "new" (negative).

Figure 3.2 describes the logistic regression algorithm with continuous learning: Represent each visual instance as a feature vector. Let \( X \) be the matrix of feature vectors, where each row corresponds to a visual instance, and let \( y \) be the vector of corresponding labels.

Model Initialization: Initialize the parameter vector \( \theta \) to small random values. Let \( \theta \) be a column vector with dimensions \((n + 1) \times 1\), where \( n \) is the number of features. The additional 1 is for the bias term.

Hypothesis Function: Define the hypothesis function \( h_\theta(x) \) that models the probability of a visual instance belonging to the positive class as: \( h_\theta(x) = \text{sigmod}(\theta^T x) \) where \( \text{sigmod}(z) \) is the sigmoid function given by Eq 3.1

\[
\text{sigmod}(z) = \frac{1}{(1 + \text{exp}(-z))}
\]  

(3.1)
Cost Function. Define the cost function $J(\theta)$ that measures the discrepancy between the predicted probabilities and the actual labels as: Eq 3.2

$$J(\theta) = \frac{1}{m} \sum (-y \log(h_\theta(x)) - (1 - y) \log(1 - h_\theta(x)))$$

(3.2)

where $m$ is the number of training examples.

Gradient Descent. Update the parameters iteratively using gradient descent to minimize the cost function is Eq 3.3.

$$J(\theta) : \theta = \theta - \alpha \frac{1}{m} X^T (h_\theta(x) - y)$$

(3.3)

Continuous Learning. During the system’s operation, continuously monitor the predictions and feedback received from false positives, false negatives, and true negatives.

For each misclassification, update the parameter vector $\theta$ by further adjusting the parameters using the gradient descent update rule.

The logistic regression algorithm optimizes the parameters $\theta$ to maximize the likelihood of the observed labels given the input visual features. By iteratively updating the parameters based on the gradient descent algorithm and continuously learning from misclassifications, the model improves its ability to classify “already known/processed” and “new” visuals more accurately.

Mathematical Model. The logistic regression algorithm can be formulated as follows.

By iteratively updating the parameters using gradient descent and continuously learning from misclassifications, the logistic regression model in the VisiSense prototype adapts to new visual data, improving its classification performance over time.

1. Hypothesis Function: $h_\theta(x) = \text{sigmoid}(\theta^T x)$
2. Cost Function: $J(\theta) = \frac{1}{m} \sum (-y \log(h_\theta(x)) - (1 - y) \log(1 - h_\theta(x)))$
3. Gradient Descent Update Rule: $\theta := \theta - \alpha \frac{1}{m} X^T (h_\theta(x) - y)$

In the above equations, $X$ represents the matrix of feature vectors, $y$ represents the vector of labels, $\theta$ represents the parameter vector, and $\alpha$ represents the learning rate. The sigmoid function is given by Eq 3.4.

$$\text{sigmoid}(z) = \frac{1}{1 + \exp(-z))}$$

(3.4)

By iteratively updating the parameters using gradient descent and continuously learning from misclassifications, the logistic regression model in the VisiSense prototype adapts to new visual data, improving its classification performance over time.

3.3. Computer Vision Model as Edge Computing Service. The constrained resource environment of the VisiSense prototype is ideal for MobileNet’s [10] compact convolutional neural network (CNN) architecture. Without sacrificing precision, depth-wise separable convolutions reduce the number of parameters and computational complexity. MobileNet allows for customization based on the size of the model and the required computational power. Real-time processing and user alerts are feasible due to the system’s lightweight design. Transfer learning improves performance with limited labeled data in MobileNet. Because of its efficacy, adaptability, and real-time processing, MobileNet is ideal for the VisiSense prototype’s efficient and accurate object recognition, which improves the perception and safety of the blind and visually impaired (see Figure 3.3).

The steps involved in object detection model follows:

Step 1. Model Initialization and Configuration. Load the MobileNet architecture with a specific configuration suitable for the VisiSense prototype, considering the balance between model size, accuracy, and computational efficiency.

Step 2. Input Preprocessing. Preprocess the visual data captured by the wearable mobile camera to meet the input requirements of MobileNet. This typically involves resizing the images to the input dimensions expected by MobileNet and normalizing the pixel values.

Step 3. Convolutional Layers. Pass the preprocessed visual data through the convolutional layers of MobileNet, which consist of depth-wise separable convolutions. For each layer, compute the weighted sum of inputs and apply a non-linear activation function, such as ReLU: a. Depth-wise Convolution:
1. Perform depth-wise convolution for each channel $i$: $z_i = W_i \ast x$. Apply the activation function (e.g., ReLU): $a_i = ReLU(z_i) \cdot b$.

2. Point-wise Convolution:
   (a) Perform point-wise convolution across channels: $z = W \ast a$
   (b) Apply the activation function: $a = ReLU(z)$

Step 4: Activation and Pooling. Apply non-linear activation functions, such as ReLU, after each convolutional layer to introduce non-linearity into the model and capture complex features. Perform down sampling using pooling layers, such as max pooling or average pooling, to reduce the spatial dimensions of the feature maps while preserving important information.

Step 5: Fully Connected Layers: Flatten the output feature maps from the convolutional layers into a 1D vector. Connect the flattened vector to one or more fully connected layers, which process the extracted features and capture higher-level representations. Apply an activation function, such as ReLU, to the outputs of the fully connected layers.

Step 6: Output Layer: Connect the output of the fully connected layers to the final output layer. Apply an appropriate activation function based on the task, such as softmax for multi-class classification or sigmoid for binary classification. Obtain the predicted probabilities or class labels from the output layer.

3.4. Mathematical Model. Let’s denote the input visual data as $x$, the output probabilities as $y_{pred}$, and the parameters of MobileNet as $W_i, W$ and $W_{fc}$.

**Convolutional Layers.** For each layer, compute the weighted sum of inputs and apply the activation function:

1. Depth-wise Convolution:
   (a) Perform depth-wise convolution for each channel $i$: $z_i = W_i \ast x$.
   (b) Apply the activation function (e.g., ReLU): $a_i = ReLU(z_i)$.

2. Point-wise Convolution:
   (a) Perform point-wise convolution across channels: $z = W \ast a$.
   (b) Apply the activation function: $a = ReLU(z)$.

**Activation and Pooling.** Apply non-linear activation functions, such as ReLU, after each convolutional layer. Perform down sampling using pooling layers, such as max pooling or average pooling.

**Fully Connected Layers.**
1. Flatten the output feature maps into a 1D vector: $a_{\text{flat}} = \text{Flatten}(a)$. 

---

Fig. 3.3: The MobileNet for VisiSense
2. Compute the weighted sum of the flattened vector: $z_{fc} = W_{fc} \ast a_{flat}$.
3. Apply the activation function: $a_{fc} = \text{ReLU}(z_{fc})$.

Output Layer.
1. Compute the weighted sum of the fully connected layer output: $z_{out} = W_{out} \ast a_{fc}$.
2. Apply the appropriate activation function based on the task (e.g., softmax for multi-class classification or sigmoid for binary classification): $y_{pred} = \text{activation}(z_{out})$.

The parameters $W_{r}, W_{fc},$ and $W_{out}$ represent the weights of the respective layers, and ReLU is the activation function used throughout the model.

By following these algorithmic steps and applying the mathematical model, MobileNet within the VisiSense prototype efficiently processes visual data captured by the wearable mobile camera. It produces predicted probabilities or class labels, indicating the presence and type of objects within the captured visual data. The lightweight and efficient nature of MobileNet allows for real-time object identification on edge computing devices, enhancing the accuracy and responsiveness of the VisiSense system for the benefit of visually impaired individuals.

3.5. Global Computer Vision Model as Cloud Service. The R-CNN (Region-based Convolutional Neural Network) [8] algorithm holds significant significance as the Global Computer Vision Model in the VisiSense prototype. Figure 3.4 R-CNN provides accurate and robust object detection by employing a two-stage approach, with a region proposal network (RPN) [11] generating potential object proposals and a subsequent classification network performing object classification. This two-stage process ensures precise localization and classification of objects in visual data. The RPN efficiently generates region proposals using anchor boxes and convolutional features, enabling the model to handle objects of various sizes and aspect ratios. Additionally, R-CNN offers flexibility, adaptability, and real-time processing capabilities. Its popularity in the computer vision community provides access to pre-trained models, resources for fine-tuning on specific datasets, and an active support community, making it a valuable choice for enhancing object detection in the VisiSense prototype and empowering visually impaired individuals with improved situational awareness. R-CNN (Region-based Convolutional Neural Network) is a two-stage algorithm for object detection. It consists of a region proposal network (RPN) and a subsequent classification network. Here’s a high-level description of the R-CNN algorithm and its mathematical model.

3.5.1. Region Proposal Network (RPN). The RPN generates region proposals by sliding a small network (typically a convolutional neural network) over the input image. It predicts potential object bounding boxes, known as region of interests (RoIs), and their associated objectness scores. The RPN operates on a set of anchor boxes of different scales and aspect ratios, which act as reference boxes for proposing potential object locations. The RPN predicts the objectness score (probability of an anchor containing an object) and the coordinates $(x, y, \text{width}, \text{height})$ of the bounding boxes relative to the anchors.

Inputs: Image(I)
Anchor boxes: $A = \{a_1, a_2, ..., a_n\}$ (n anchor boxes with different scales and aspect ratios)
Output: Region proposals ($R$), Objectness scores ($O$)
RPN predicts the objectness score for each anchor box:
$O = \{o_1, o_2, ..., o_n\}$ (where $o_i$ is the objectness score of the $i$-th anchor)
RPN predicts the coordinates for each anchor box: $R = \{r_1, r_2, ..., r_n\}$ (where $r_i = (dx_i, dy_i, dw_i, dh_i)$ represents the bounding box coordinates relative to the $i$-th anchor)

3.5.2. Classification Network. The classification network takes the proposed RoIs from the RPN and extracts fixed-sized feature vectors using a shared convolutional backbone network.

These feature vectors are then fed into a classifier (typically a fully connected network) to classify the object contained within each proposed RoI. The classifier predicts the object class probabilities and, optionally, refines the bounding box coordinates of the proposed RoIs.

Inputs: Proposed RoIs ($R'$)
Output: Class probabilities ($P$), Refined bounding box coordinates ($B$)
The classification network takes the proposed RoIs $R'$ and extracts feature vectors using a shared convolutional backbone network.
The feature vectors are fed into a classifier to predict the class \textbf{probabilities}: \( P = \{p_1, p_2, ..., p_m\} \) (where \( p_i \) is the probability of the \( i \)-th RoI belonging to a specific object class).

The classifier may also refine the bounding box coordinates of the proposed RoIs: \( B = \{b_1, b_2, ..., b_m\} \) (where \( b_i = (dx'_i, dy'_i, dw'_i, dh'_i) \) represents the refined bounding box coordinates of the \( i \)-th RoI).

4. **Experimental Study.** The Simulation Model depicted in Figure 4.1 is defined to test the performance of VisiSense. The simulation model that integrates Custom Software Model, iFogSim [12] for Edge Computing, and CloudSim [13] for Cloud Services. The Custom Software Model comprises the "Mobile Camera" and "Processing Unit" components. The "Mobile Camera” captures visuals from the environment, which are then processed by the "Processing Unit." The processed visuals are further passed to the "Binary Classifier" for classification, and the resulting visual classification is sent to the "Hearing Aid" for generating object alerts.

In Figure 4.1, the iFogSim module represents the Edge Computing component of the VisiSense Prototype Simulation Model, playing a critical role by enabling low-latency, real-time processing crucial for assisting visually impaired users. Edge Computing’s proximity to data sources allows for rapid processing and decision-making, enhancing user safety through immediate object recognition and alerts. It reduces the system’s reliance on cloud connectivity, ensuring consistent performance even with variable network quality.
This local processing capability not only optimizes bandwidth and energy efficiency, crucial for handheld assistive devices, but also bolsters privacy by minimizing the transmission of sensitive data. Furthermore, the Edge Computing layer, through its Binary Classifier, provides a scalable and adaptive mechanism that learns from new visual data, thereby continuously refining the system’s accuracy and responsiveness. Overall, Edge Computing significantly contributes to the VisiSense system’s robustness, making it an indispensable element in the proposed research work for real-time navigational support to visually impaired individuals.

The "Binary Classifier," a component of the iFogSim package, examines the images received from the "Processing Unit" to determine whether they are old or new images. The "Computer Vision Model" then processes known images for object detection, sending the resulting object details back to the "Processing Unit."

When there are new visuals, the "Binary Classifier" alerts the "Processing Unit" to their presence. The "Processing Unit" then sends these images to the "Global Computer Vision Model" inside the CloudSim package, which carries out object detection. The "Processing Unit" and the "Computer Vision Model" are both given access to the object details discovered from the fresh visuals.

The "Processing Unit" creates object alerts by combining the object details obtained from the "Global Computer Vision Model" and the "Computer Vision Model." Users can learn more about the discovered objects thanks to the "Hearing Aid [14]," which receives these alerts.

4.1. Performance Analysis. By examining important performance indicators like object detection accuracy, processing speed, resource utilization, energy consumption, latency, and false positive rate, this section evaluates VisiSense. VisiSense proved its superiority and efficacy. Accurate object detection, real-time data processing, resource optimization, energy efficiency, and low false positive rates are just a few of its strong points. The section also contrasts VisiSense with other current models to show its benefits and potential influence on the assistive technology market. The performance analysis aids in decision-making and ongoing development while showcasing VisiSense’s capabilities and directing improvements. In the end, VisiSense shows promise in enhancing accessibility and quality of life for people with visual impairments.

4.1.1. Object Detection Accuracy. This metric evaluates the precision of VisiSense’s object detection. It evaluates the precision of object identification in the recorded images. It’s crucial to evaluate both overall accuracy and object type accuracy in order to gauge the system’s object detection capabilities.

The Figure 4.2, Table 4.1 shows the results for "Object Detection Accuracy". The values in Mbps in the table compare the object detection accuracy of VisiSense, Smart Stick [6], and Smart Navigation [7] under various load conditions.

VisiSense achieves the highest object detection accuracy of 99% at a load of 2 Mbps. The Smart Stick comes in second place at 91% and Smart Navigation comes in at 84%. VisiSense maintains a high accuracy of 97% as the load increases to 4 Mbps, while the Smart Stick and Smart Navigation achieve 90% and 83% accuracy, respectively. VisiSense consistently outperforms the other solutions in terms of object detection accuracy as the load increases, and this trend continues.

VisiSense achieves 94% accuracy at 10 Mbps, compared to 88% and 82% accuracy for the Smart Stick and Smart Navigation, respectively. As the load grows, accuracy gradually declines, but VisiSense consistently keeps its accuracy higher than the other two solutions.

4.1.2. Processing Time. In this metric, VisiSense analyzes visual data and identifies objects. It takes time to capture visuals and to perform preprocessing, classification, and object detection. People with visual impairments require quicker responses and real-time performance Figure 4.3.

Table 4.2 shows the processing time in milliseconds (ms) for VisiSense, Smart Stick, and Smart Navigation under various load conditions, denoted by the values in Mbps.

VisiSense displays the quickest processing time of 17 ms at a load of 2 Mbps, followed by the Smart Stick at 26 ms and Smart Navigation at 32 ms. The processing time for VisiSense slightly increases to 19 ms at 4 Mbps load, while the processing times for the Smart Stick and Smart Navigation are 28 ms and 34 ms, respectively. As the load continues to rise, this pattern persists.

VisiSense processes data at a rate of 24 ms at 10 Mbps, compared to 35 ms and 40 ms for the Smart Stick and Smart Navigation, respectively. As the load increases, processing time gradually increases, but VisiSense consistently shows faster processing times than the other two models. Overall, these findings suggest that
VisiSense processes information more quickly than the Smart Stick and Smart Navigation under various load conditions. This suggests that VisiSense can process information more quickly and effectively, leading to faster response times. Although slightly slower than VisiSense, the Smart Stick and Smart Navigation also display acceptable processing times.

These results highlight how quickly and effectively VisiSense processes information, making it a promising assistive technology for people who are blind or visually impaired. The system is more usable overall because of the quicker object detection and recognition and more seamless user experience that results from the shorter processing time.

4.1.3. Resource Utilization. This metric evaluates the efficiency with which VisiSense makes use of the CPU, memory, and network bandwidth. It assesses the effectiveness of visual processing and resource allocation. Cost and efficiency are both increased by using fewer resources.

The Figure 4.4, Table 4.3 representation of the resource utilization for VisiSense, Smart Stick, and Smart Navigation in percentages (%) for various load conditions.

VisiSense shows a resource utilization of 41% at a load of 2 Mbps, compared to resource utilizations of 50% and 42% for the Smart Stick and Smart Navigation, respectively. VisiSense’s resource utilization rises to 47% at 4 Mbps, while the resource utilization for the Smart Stick and Smart Navigation is 57% and 54%,
Fig. 4.3: The processing time in milliseconds (ms) for VisiSense, Smart Stick, and Smart Navigation

Table 4.2: Response Time Analysis Across Different Systems

<table>
<thead>
<tr>
<th>Load (Mbps)</th>
<th>VisiSense</th>
<th>Smart Stick</th>
<th>Smart Navigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>17</td>
<td>26</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>30</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>23</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>12</td>
<td>27</td>
<td>37</td>
<td>43</td>
</tr>
<tr>
<td>14</td>
<td>29</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>16</td>
<td>30</td>
<td>40</td>
<td>47</td>
</tr>
<tr>
<td>18</td>
<td>33</td>
<td>42</td>
<td>48</td>
</tr>
<tr>
<td>20</td>
<td>36</td>
<td>45</td>
<td>51</td>
</tr>
</tbody>
</table>

respectively. As the load continues to rise, this pattern persists.

VisiSense uses 58% of the resources at 10 Mbps, while the Smart Stick and Smart Navigation use 68% and 66% of the resources, respectively. As the load increases, resource utilization gradually rises, with VisiSense consistently showing lower resource utilization than the other two models.

These findings collectively show that VisiSense uses resources more sparingly than the Smart Stick and Smart Navigation under various load conditions. This suggests that VisiSense makes better use of system resources through optimization, which enhances performance and stability. While slightly higher than VisiSense, the Smart Stick and Smart Navigation also show acceptable resource usage. These results demonstrate VisiSense’s effectiveness and resourcefulness, making it a viable and useful assistive technology for people who are blind or visually impaired. Lower resource utilization guarantees improved system performance and scalability, enabling more seamless operation and better user experience.

4.1.4. Energy Consumption. This metric assesses the energy required for processing visual data by VisiSense. It takes into account the processing power, edge computing hardware, cloud servers, and mobile camera’s energy consumption.

Energy optimization reduces system energy requirements and increases the battery life of mobile devices. Figure 4.5, Table 4.4. The provided table shows VisiSense, Smart Stick, and Smart Navigation energy consumption in millijoules for various load conditions, represented by the values in Mbps.

VisiSense uses 127 millijoules of energy at a load of 2 Mbps, compared to 182 millijoules and 151 millijoules.
Fig. 4.4: Resource utilization for VisiSense, Smart Stick, and Smart Navigation in percentages (%) for various load conditions

Table 4.3: Comparison of Load Distribution Efficiency

<table>
<thead>
<tr>
<th>Load (Mbps)</th>
<th>VisiSense</th>
<th>Smart Stick</th>
<th>Smart Navigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>41%</td>
<td>50%</td>
<td>42%</td>
</tr>
<tr>
<td>4</td>
<td>47%</td>
<td>57%</td>
<td>54%</td>
</tr>
<tr>
<td>6</td>
<td>48%</td>
<td>61%</td>
<td>59%</td>
</tr>
<tr>
<td>8</td>
<td>52%</td>
<td>66%</td>
<td>62%</td>
</tr>
<tr>
<td>10</td>
<td>58%</td>
<td>68%</td>
<td>66%</td>
</tr>
<tr>
<td>12</td>
<td>68%</td>
<td>72%</td>
<td>71%</td>
</tr>
<tr>
<td>14</td>
<td>70%</td>
<td>78%</td>
<td>77%</td>
</tr>
<tr>
<td>16</td>
<td>75%</td>
<td>85%</td>
<td>79%</td>
</tr>
<tr>
<td>18</td>
<td>84%</td>
<td>86%</td>
<td>82%</td>
</tr>
<tr>
<td>20</td>
<td>86%</td>
<td>94%</td>
<td>92%</td>
</tr>
</tbody>
</table>

used by the Smart Stick and Smart Navigation, respectively. VisiSense's energy consumption increases to 152 millijoules at 4 Mbps load, while the Smart Stick and Smart Navigation use 206 milli-jouls and 182 milli-jouls of energy, respectively. As the load rises even higher, this pattern persists.

VisiSense uses 228 millijoules of energy at 10 Mbps, compared to 280 millijoules and 257 millijoules for the Smart Stick and Smart Navigation, respectively. As the load increases, the energy consumption rises gradually, with VisiSense consistently showing lower energy consumption than the other two models.

These findings show that VisiSense uses considerably less energy than the Smart Stick and Smart Navigation under various load conditions. This implies that VisiSense is more energy-efficient and optimized, resulting in lower power usage and longer battery life. Both the Smart Stick and Smart Navigation exhibit reasonable energy usage, albeit a little bit more so than VisiSense.

These findings highlight VisiSense's sustainability and energy efficiency, making it an appealing assistive technology for people who are blind or visually impaired. Because of the lower energy consumption, devices can run for longer periods of time and require fewer battery changes or recharges overall. In the end, VisiSense provides a dependable and cost-effective solution to increase the independence and mobility of people with visual impairments.
Table 4.4: Performance Metrics Across Different Load Levels

<table>
<thead>
<tr>
<th>Load (Mbps)</th>
<th>VisiSense</th>
<th>Smart Stick</th>
<th>Smart Navigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>127</td>
<td>182</td>
<td>151</td>
</tr>
<tr>
<td>4</td>
<td>152</td>
<td>206</td>
<td>182</td>
</tr>
<tr>
<td>6</td>
<td>176</td>
<td>231</td>
<td>207</td>
</tr>
<tr>
<td>8</td>
<td>203</td>
<td>255</td>
<td>234</td>
</tr>
<tr>
<td>10</td>
<td>228</td>
<td>280</td>
<td>257</td>
</tr>
<tr>
<td>12</td>
<td>258</td>
<td>304</td>
<td>278</td>
</tr>
<tr>
<td>14</td>
<td>281</td>
<td>331</td>
<td>309</td>
</tr>
<tr>
<td>16</td>
<td>307</td>
<td>360</td>
<td>333</td>
</tr>
<tr>
<td>18</td>
<td>330</td>
<td>377</td>
<td>358</td>
</tr>
<tr>
<td>20</td>
<td>355</td>
<td>405</td>
<td>382</td>
</tr>
</tbody>
</table>

The VisiSense system is compared at a 10Mbps data rate. In order to balance quick data transfer with the bandwidth available in locations where such a system could be used, this data rate was selected. If you want to know how well the system works in scenarios that users might encounter frequently, the 10Mbps rate is a good place to start. Figure 4.5 shows the processing efficiency of VisiSense at 10Mbps, showing how fast it can process large amounts of data in real time—a critical feature for applications requiring users of assistive technology. The system’s response time is displayed by this rate, which is helpful in circumstances that change quickly. Figure 4.6 displays system optimization and resource utilization at 10Mbps. Compared to similar systems, VisiSense uses CPU, memory, and network bandwidth more efficiently. Maintaining the system’s smooth and efficient operation depends heavily on resource allocation efficiency. Figure 4.7 illustrates the system’s lower energy consumption compared to other models for VisiSense at 10Mbps. Energy efficiency improves user experience for devices that are used for extended periods of time without being charged.

4.1.5. Latency. This metric assesses the communication overhead of VisiSense’s handstick, mobile camera, processing unit, edge computing devices, and cloud servers.

The provided Figure 4.6, Table 4.5 displays the VisiSense, Smart Stick, and Smart Navigation latency in milliseconds for various load conditions, represented by the values in Mbps. VisiSense exhibits a latency of 13 ms at a load of 2 Mbps, compared to latencies of 33 ms and 24 ms for the Smart Stick and Smart Navigation, respectively. The latency for VisiSense increases to 16 ms at 4 Mbps of load, while the latencies for the Smart Stick and Smart Navigation are 42 ms and 29 ms, respectively. As the load continues to rise, this pattern.
persists.

The Smart Stick and Smart Navigation have latencies of 51 milliseconds and 43 milliseconds, respectively, while VisiSense has a latency of 27 milliseconds at 10 Mbps. As the load rises, the latency gradually increases, but VisiSense consistently maintains a lower latency than the other two models.

In conclusion, these results show that VisiSense has lower latency than the Smart Stick and Smart Navigation under various load conditions. This suggests that VisiSense enables real-time interaction and navigation for people who are blind or visually impaired by offering quicker response times and more effective data processing. Even though they have slightly longer latencies than VisiSense, the Smart Stick and Smart Navigation also exhibit acceptable latencies. These findings demonstrate VisiSense’s effectiveness as an assistive technology for people who are blind or visually impaired. Lower latency guarantees accurate and timely information delivery, improving user experience and facilitating fluid navigation. In the end, VisiSense provides a dependable and adaptable solution to increase the independence and mobility of people with visual impairments.

### 4.1.6. False Positive Rate

These metrics gauge the frequency of false positives and negatives in VisiSense’s object detection. When an object is wrongly classified or overlooked, false positives and negatives are produced. Improved system dependability and trustworthiness result from fewer false positives and negatives. The Figure 4.7, Table 4.6 gives the percentage false positive rates for VisiSense, Smart Stick, and Smart Navigation under various load conditions, represented by the values in Mbps.

Fig. 4.7: The False positive rates for VisiSense, Smart Stick, and Smart Navigation under various load conditions

Table 4.6: Performance Metrics at Various Network Loads

<table>
<thead>
<tr>
<th>Load (Mbps)</th>
<th>VisiSense</th>
<th>Smart Stick</th>
<th>Smart Navigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>23</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>25</td>
<td>21</td>
</tr>
<tr>
<td>18</td>
<td>16</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>27</td>
<td>22</td>
</tr>
</tbody>
</table>

The false positive rates of VisiSense, the Smart Stick, and Smart Navigation were evaluated across different load conditions. At a load of 2 Mbps, VisiSense exhibited a 5% false positive rate, while the Smart Stick and Smart Navigation had rates of 7% and 6%, respectively. As the load increased to 4 Mbps, VisiSense’s false positive rate rose to 7%, with the Smart Stick and Smart Navigation showing rates of 9% and 7%. As the load increased further, this trend persisted at varying rates.

VisiSense’s false positive rate at 10 Mbps was 12%, which was lower than that of the Smart Stick (14%) and the Smart Navigation (9%). False positive rates also fluctuated between models and loads.

The comparison as a whole demonstrates that VisiSense maintains a low false positive rate across a wide range of workloads. This shows that it detects objects more precisely and with fewer false positives than competing models. The Smart Stick and Smart Navigation performed adequately in object detection, despite having slightly higher false positive rates. Maintaining a low false positive rate is a key component of VisiSense’s reliability and usability as an assistive technology, allowing it to provide visually impaired users with a trustworthy and reliable navigation solution. As a result of its ability to reduce false positives, VisiSense helps people with visual impairments move around more securely and with greater assurance.

Using the false positive rate, Figure 4.7 determines the object detection precision of the VisiSense system under different network load scenarios. False positives are situations in which the system incorrectly recognizes an object in visual data in the graph. This rate is critical to system reliability because a lower false positive rate denotes higher accuracy and reliability. VisiSense performs better than Smart Stick and Smart Navigation,
as evidenced by its false positive rate being lower under various loads.

The ratio of false positive detections to the total number of objects—true and false—is known as the false positive rate. This is a typical performance metric for object detection systems. By maintaining a lower rate of false positives, the graph in Figure 4.7 illustrates the dependability of the system and shows how effective VisiSense is at assisting visually impaired users with navigation. For users who depend on the system for safe navigation, the graph illustrates the model’s accuracy in object detection.

5. Conclusion. Quantitative gains over current models demonstrate that VisiSense represents a significant advancement in assistive technologies for the visually impaired. To enhance navigational aids, the system integrates cutting-edge technologies such as edge computing, cloud computing, Internet of Things, and artificial intelligence. With a 2Mbps object detection accuracy of 99%, VisiSense outperforms both Smart Stick (91%), and Smart Navigation (84%). VisiSense processes in 17 milliseconds, while the Smart Stick and Smart Navigation take 26 and 32 milliseconds, respectively. VisiSense exhibits superior efficiency by using only 41% of its available bandwidth at 2Mbps, while its competitors use 50% and 42%. The system uses 228 millijoules of energy at 10Mbps, which is significantly less than the 280 and 257 millijoules used by the Smart Stick and Smart Navigation, respectively. These figures show not only how much VisiSense has improved, but also how dependable it is—a feature that makes it a dependable tool for users. According to the study, VisiSense can significantly enhance the security, autonomy, and quality of life of people with visual impairments. With continued research and development, VisiSense has the potential to transform assistive navigation and empower people who are visually impaired.
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Abstract. The emerging fog networks in the internet of things (IoT) applications provide flexibility and agility for service providers. The combination of fog nodes and edge nodes enable them to deliver a given network service. However, the selection of suitable edge and fog nodes and their scheduling still remain a research challenge. Finding a globally optimal scheduling of oversized data transmission over IoT applications for industrial requirements is crucial. Optimal batch scheduling has been regarded as a viable way to achieve optimal scheduling in other contemporary network models. This manuscript has projected an Optimum Batch Scheduling Model (OBSM) for Quality aware Delay Sensitive Data Transmission over Fog Enabled IoT Networks. A novel clustering technique has been proposed in this manuscript to group the transmission nodes (fog or edge nodes) and data packets, which further pairs each group of data with one of the corresponding node group to achieve delay sensitivity and other quality factors such as energy efficiency. The data scheduling between data and node group is drawn from the previous contribution -“Quality aware Energy Efficient Scheduling Model (QEESM) for Fog Enabled IoT Network”. The simulation results have shown that, in terms of average make span rate, average round trip time, and energy consumption, the batch scheduling model OBSM performs noticeably better than the contemporary scheduling models. The OBSM scheduling model’s average make-span rate, roundtrip time, as well as energy consumption per make span are 23.3 7.03, 17.8 5.2, and 11.33 6.9 joules, respectively, which conclusively demonstrate that the OBSM model outperforms the existing models. A novel batch scheduling algorithm has been proposed using a unique unsupervised learning approach that suggested to cluster the transmission requests and transmission channels in to multiple clusters.

Key words: Internet of Things, Industrial IoT, fog computing, edge nodes, Optimum Batch Scheduling Model, QALS

1. Introduction. Introduction. There is an increase in communication and computation latency and response times as a result of IoT devices generating a large volume, variety, and velocity of data [1]. For instance, IIoT gives connectivity among production lines and customers such that customers might guide the process of production directly as stated in [2], and connectivity of IIoT enables exchange of data among overall industrial devices such that entire production process could rapidly change by adapting to novel products [3]. The significant and fundamental part in IIoT is industrial networks. In order to fulfill the crucial pre-requisites of industrial applications, the networks of industry have to transmit data, with accuracy in the control of data transmission, provision of sufficient bandwidth aimed at video-streams and handling each packet in huge communications. Several industrial wireless and wired networks have been projected for managing these high pre-requisites scenarios. Yet, there has been no one single network architecture, covering all the industrial pre-requisites. Heterogeneous networks comprising of wired network(s) and several wireless field networks are being considered as the future solutions for the industrial networks.

IoT has been a word for computing systems that refers to things created for rationally linking the animal world through the web, also known as the “things oriented vision,” as mentioned in [4]. The architecture of the Internet of Things may be reduced to three mechanisms: devices, hardware, as well as middleware, depending on this previous contribution [5]. The first section of the system consists of the sensors and actuators needed for direct human and device communication in the physical world. Next, it is the responsibility of the gateways to enable and centralise communication among diverse objects. The third component, middleware, which is often found in the cloud, saves the data collected from other components as well as condenses the knowledge based on that data. The “REST (Representational state transfer)” web service is typically used by IoT middleware to adopt the SOA (service-oriented architecture).
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The environment of IoT has been characterized by extreme heterogeneity where several devices of numerous architectures communicate among themselves along with other services of internet as in [5] [6]. Within this heterogeneous architecture, the fundamental role of gateways is twofold: they enable interaction of minimal computation performance systems to access internet providers as well as assure the secure communication of the wireless sensor nodes while the middleware interacts with diversified network protocols. However, they are faced with challenges: the gateways of IoT accept device data from several different communication networks; they need to retransmission the statistics to internet as well as convert the data received for Web service. The gateways would be further required to get packet data from hundreds of sensor systems as well as actuators. The tasks require a minimal latency in transmission as well as rapid data processing. In several instances, process bottle necks occur in REST call response time and not in transmission of packet. Thus, the usage of buffers has become essential for receiving and processing of data at the device end. In view of the extreme diversity of sensor data gathered by the devices, maximal transmission priority needs to be accorded for authentication of novel devices or actuators calls in the network. The gateway needs to prioritize the urgent calls over regular ones in the incoming traffic. Thus, the gateway will have to address the problems related to huge amount of data volumes, prioritization, processing of packets, synchronous messaging, and performance difference among network mechanisms.

There could be an effect when the performance of various algorithms and protocols changes. Some of the sensor devices, for example, use TCP transport, while others use UDP, and still others don’t have a transport layer at all. It is also possible to mention connection and physical-layer strategies, such as the (IEEE 802.11) Wi-Fi network or the (IEEE 802.15.4) ZigBee network. Furthermore, when the gateway uses HTTPS protocol, sensors often use device manufacturer’s proprietary protocols in the layer of application. In addition, this cross-pollination of technologies adds IoT gateway’s computational complexity. The packet’s priority is to recognize and manage packets with the highest priority. For instance, sensors that has been evaluating something of extreme importance, sensor components that have demanded action through actuators, or even tasks of high priority, such as sensor authentication in a network before forwarding data packets. In the case of Synchronous Messaging, synchronous links between middleware and sensor devices may be a bottleneck because the middleware’s for the following packet to be processed, a response is necessary. Additionally, these difficulties call for the application of IoT gateway methods including traffic shaping, packet discarding, and queue management. In order to provide effective and equitable treatment again for requests processed by the gateway, this study proposes an IoT gateway including QoS qualities based on a network prioritization algorithm.

1.1. Motivation. The evolving IoT is thought of as the next internet generation. Actuators, cars, phones, cars, and sensors are examples of things that interact to provide a service. Cloud computing is a new computing model that allows users to access a shared pool of resources on demand. The cloud and IoT are currently attracting both industry and academia’s attention. Sensor data is sent to a gateway, which sends it to the cloud. Typically, the cloud stores, processes, transmit, and stores user-generated data. When data transmission from sensor nodes to the cloud fails, data is re-transmitted until it succeeds.

1.2. Problem statement. In the fog IoT prototype, users serve as data requesters and the IoT serves as a source of data for the cloud. When there is an internet access, users may be able to get the necessary sensor data from the cloud. All of these applications for cloud-based IoT integration, such as smart cities and buildings depend on IoT to consistently deliver sensory data to the cloud in response to user requests [7]. Since non-rechargeable batteries are used in most sensors, data sensing performance, transmission, and processing depletes battery power over time. Several models exist for optimizing power consumption and improving IoT reliability. However, power consumption reduction models have negatively impacted network reliability.

1.3. Organizing of the Manuscript. In the further sections of this manuscript, section-2 refers to the related work summary from the literature review. Section-3 provides insights into the materials and methods, proposed model narrative, its algorithm flow, and other key metrics that signify the mode. Section-4 provides insights into experimental study and section-5 refers to the conclusion based on the efficiency aspects estimated from the model.
2. Related Research. According to Liu et al., [8], an ADEC (adaptive dynamic energy consumption) improvement strategy was proposed based on the JNCC model. The Improved Software-Defined WSN was developed by Y Duan et al. [9]. (Improved SD-WSN). Managing the network and ensuring adequate coverage are the primary concerns. To reduce energy consumption, C Zhu et al. [10] proposed a novel WSN-mobile cloud computing integration scheme that includes two parts: 1) a prioritized sleep scheduling algorithm for WSN and 2) a time-based selective data transmission algorithm for mobile cloud computing.

Each sensor’s computing load and energy consumption are both reduced thanks to their use of fog-cloud hierarchical network architecture. Wang et al., [11] that a single, energy-constrained source can be used to power multiple energy-constrained relays in a wirelessly powered Internet of Things by selecting the best power beacons (PBs) (IoT), have proposed it. Over the Rayleigh fading channel, each scheme has closed-form expressions for power outage, secrecy outage, and energy efficiency IoT-cloud service prototype by S Kim et al., used Docker Swarm-based container orchestration to ensure the service’s reliability and tested its uptime [12].

Each application’s delay bound and target reliability were guaranteed using a QoS framework for arbitrary hybrid wired/wireless networks by S Zoppi et al., [13]. An alternative scheduling algorithm for wireless sensor networks is also proposed. Three methods are recommended by Y Peng and colleagues [14]: short, ongoing, and noise-related faults. Using an algorithm that estimates probability-guaranteed limits on packet reception ratio, W Sun et al., [15] propose a smart grid solution. According to J Yuan et al., [16], trusting IoT edge devices requires a multi-source feedback information fusion approach. For large-scale IoT edge computing, they present a low-overhead trust evaluation mechanism. Traditional trust schemes can be replaced by a new algorithm that incorporates feedback from multiple sources. In order to allow any TSCH node to transmit or receive frames at any time, H Park et al., [17] and his colleagues developed STATIC TSCH scheduling. Large-scale smart meter networks can be built with TSCH. Broadcast and unicast slots were defined separately to prevent network slot message collisions.

In order to create an IoT platform with high exile and reliability, S C Wang et al., [18] used fog and cloud computing in conjunction (IFCIoT). IFCIoT can be used in a variety of other applications and disaster monitoring systems. All fault-free nodes in the IFC IoT platform can come to an agreement on a protocol with the smallest number of messages, while still allowing for malicious and dormant components. D Purkovic et al., [19] have proposed an energy-efficient communication protocol. In order to collect environmental data with the least amount of energy possible, this protocol is used. It’s designed for sensors with short battery lives and energy harvesting. Teach-in and Data Telegram packets are used to collect the data.

Juan Luo et. al [20] proposed to increase the system efficiency of fog devices as well as decrease service latency, a multi-cloud into multi-fog architecture is used, along with the construction of two different service models using containers. The MILP was used by Al-Shammari et al., [21] to investigate the energy efficiency of a smart city service embedding framework. Using this framework, IoT systems will be able to meet the virtual node and link requirements of business processes while using less power. Fog computing for health monitoring was investigated by Ida Syafiza M. Isa et al., [22]. They used a MILP model to process and analyze patient electrocardiogram signals. Use of the most energy-efficient locations for processing and networking servers.

Pegah Gazori et. al. [23] concentrated on scheduling tasks in fog-based IoT systems with the goal of minimizing length of service latency and computation cost while adhering to resource and deadline limitations. We have conducted research using the reinforcement learning technique to solve this issue [23]. An IoT-based real-time HVAC control system [24] was designed and implemented using thermal comfort, demand response, and user feedback. In order to forecast the room’s thermal parameters, they use artificial neural networks trained on historical data. With the help of MILP, the HVAC control problem is optimized for energy efficiency and user satisfaction. Decentralized micro grid energy exchange mechanisms have been proposed by Laszka et al., [25]. Consumers no longer have to worry about their privacy or the security of the system when they trade energy. In order to quickly and securely clear offers, the platform uses a hybrid MILP solver approach. IoT service selection was proposed by M E Khanouche et al., [26]. Energy consumption is minimized while service quality requirements are met by this multi-objective optimization problem. Pre-selecting services that meet the quality of service (QoS) requirements of end-users is a goal of each others. Pareto’s concept of relative dominance relations is used to select the best service. It is the user’s preferences that determine the relative dominance of a potential service (QoS). Near-optimal solutions for large-scale IoT environments with thousands
of distributed entities can be found using the EQSA algorithm (about 98 percent).

The contemporary models “QESM (Quality Aware Energy Efficient Scheduling Model) [27], “CFCA (Container based Fog Computing Architecture) [28],” and “QLS (Quantum approach of load scheduling) [29]” are competent methods to perform data transmission with minimal drop ratio across IoT networks using fog computing. However, none of the aforesaid methods considering the context of the oversized delay sensitive data transmission. Considering the scope of a scheduling model to perform optimal transmission of oversized delay sensitive data transmission over fog enabled IoT networks, this manuscript endeavored to portray an Optimum Batch Scheduling model for Quality aware Delay Sensitive Data Transmission over Fog Enabled IoT Networks.

3. Methods and Materials. The optimum batch scheduling model have been addressed to achieve delay sensitive and quality aware data scheduling in IoT networks with fog support. The issue of data frame loss is critical in IoT networks, which is due to overloaded transmission or by any crux of network quality issues that often admitted by IoT devices with weak resources. Hence, suboptimal data scheduling in IoT networks is a significant research issue to address. In order to this, earlier contribution has suggested a novel scheduling strategy for Fog enabled IoT networks that intended to achieve energy efficiency and other quality factors [27]. However, the overwhelmed data transmission sources of IoT networks, which has been connected to fog network based cloud services such as industrial IoT networks still causes considerable data frame drop ratio, which often critical to address in delay sensitive fog enabled IoT networks. To address this issue, this contribution has portrayed a batch scheduling strategy, which is a firm extension of the earlier contribution “Quality-aware Energy Efficient Scheduling Model (QESM) for Fog Enabled IoT Networks”. The suggested batch scheduling strategy is an unsupervised clustering technique that partitions the data frames to be transmitted over fog enabled IoT networks in to multiple clusters and then performs QESM scheduling model on each cluster in the priority order of these clusters defined under delay sensitivity. The subsequent sections explore the methods and materials used in scheduling process portrayed [30], [31].

3.1. Data-frames and node clustering process. The process of clustering the nodes is initiated based on the estimation of distance amidst the idle times among the fitness function. Every cluster signifies the nodes based on the idle time overlap conditions. The fundamental function in the process of nodes clustering is to focus on the start and end time related to the nodes to observe overlap conditions. Accordingly, all the overlapping nodes are grouped into one. In line with the above the mentioned process, even the data-frames are grouped in order that the data-frames overlap based on the time-interval feasible for handling arrival and residual session span.

The process adapted in the case of the data-frames streaming to scheduler on basis of incremental arrival time, and the time interval nodes. The process refers to the conditions wherein the incremental start-time is considered, as well as the cluster - based method is triggered as a positive approach, to mitigate the risk of data-frame loss or inappropriate scheduling of the nodes. The objective is to overcome certain challenges of clustering which are imperative in the existing solutions.

In the proposed solution, the clustering process adapted is inspired by the traditional k-means clustering algorithm [32], [33]. However, the change considered in the model is about unrestricting the cluster counts. The emphasis is more about adhering to time series compatibility, wherein the newly arrived record relates to the recently formed cluster or shall be allowed to form a new cluster. The new cluster formation shall be based on the steps discussed in the sub-sections.

3.1.1. Node clustering. When no more nodes satisfy the requirements, a cluster is considered complete. The process proceeds with the remaining nodes after a cluster’s nodes are eliminated from the list. Until all nodes are clustered, this process is repeated. Idle nodes are effectively grouped using node clustering algorithms. Using a pre-sorted list, the methodical approach clusters nodes based on overlaps in idle time. Figure 3.1 illustrates how this algorithm forms clusters gradually to maximize network performance. Nodes are arranged to maximize idle times using this thorough clustering technique, which enhances network performance.

Algorithm to cluster the idle nodes

The objective of the algorithm is to cluster nodes based on their idle time intervals, optimizing network
performance in a fog-enabled IoT environment. The algorithm operates on a set of nodes with defined idle time intervals and employs a clustering mechanism inspired by k-means but adapted for time interval-based clustering.

1. Initialization and Node Sorting: Let $L = \{e_1, e_2, ..., e_n\}$ represent the list of nodes, sorted in ascending order based on the start times of their idle time intervals. This ensures $idle_{\text{start}}(e_i) \leq idle_{\text{start}}(e_{i+1})$ for all $i$.

2. Cluster Centroid Initialization: The first node in the list, $e_1$, is initialized as the centroid for the first cluster, $ctrd_j$, of the $j^{\text{th}}$ cluster $ncl_j$.

3. Cluster Formation: 
   • For each node $e_i$ in $nL$, the algorithm checks if $idle_{\text{start}}(e_i) < idle_{\text{start}}(ctrd_j) + idle_{\text{duration}}(ctrd_j)$.
   • If the condition is satisfied, $e_i$ is added to $ncl_j$.

4. Updating Clusters and Centroids: 
   • If new nodes are added to $ncl_j$, the algorithm sorts the nodes within the cluster in decreasing order of their idle time durations.
   • The node with the longest idle duration in $ncl_j$ becomes the new centroid, $ctrd_j$.
   • If no new nodes are added, indicating that the cluster is complete, $ncl_j$ is finalized.

5. Iteration: 
   • Remove the nodes of $ncl_j$ from $nL$ and increment $j$ for the next cluster formation.
   • Repeat the process until all nodes in $nL$ are clustered.

6. Termination: 
   • The process ends when $nL$ is empty, indicating all nodes have been clustered.

This algorithm effectively groups nodes based on overlapping idle time intervals, optimizing the utilization of resources in a fog computing network. The mathematical approach ensures precision in clustering, leading to enhanced network performance and efficiency.

3.1.2. Data-frames clustering process for schedule. 

The scheduling process for idle frame interval nodes is similar to that of data-frame clustering. Data frames are buffered and grouped by crucial transmission times by the scheduler shown in figure 3.2. In this process, data frames are arranged according to arrival times. The first data-frame in this ordered list, denoted as $df_1$, serves as the centroid of the first cluster, denoted by $dfcl_1$. Making this decision creates the foundation for cluster formation. The data-frame arrival times and centroid transmission times are compared using the clustering method. Data frames whose arrival times coincide with the centroid’s transmission interval are received by the cluster $dfcl_1$. As a result, data frames with comparable transmission properties are grouped. During the process, the data-frame from $dfcl_1$ with the maximum transmission end time is used to reform the cluster centroid. To capture the most representative transmission characteristics of the cluster, dynamic centroid selection is essential. When the composition of a cluster remains constant between centroid formations, it is considered final. Following finalization, these clusters are eliminated from the list, and the remaining data frames are processed in the same manner. Until every data frame is grouped into clusters, this cycle is repeated. The interval start list is replaced by the data-frame list (DFL) and the arrival list of each data-frame, denoted as $a(df)$, which are represented by the evolutionary clustering algorithm for this frame. The transmission time that is needed is $rtt(df)$. This cloning of the clustering process is depicted in the algorithmic representation below.

Algorithm: Data-Frames Clustering

1. Initialization: 
   • Define $dfL = \{df_1, df_2, ..., df_n\}$ as the list of data-frames, sorted in ascending order based on their arrival times, $a(df_i)$.
   • Define $df^{rtt}_f$ as the required transmission time of data-frame $f_i$.
   • Initialize the cluster set, $dfcl_j = \phi$, and a temporary set, $ts = \phi$.
   • Set the initial cluster centroid, $trdf_j$, as the first data-frame in $dfL$.

2. Clustering Process: 
   • For each data-frame $df_i$ in $dfL$: 

Fig. 3.1: FlowChart Representing of the OBSM Node Clustering

3. **Centroid Update and Cluster Finalization:**
   - If new data-frames are added to $fcl_j$, determine the data-frame with the maximum sum of arrival time and required transmission time, denoted as $mrss$.
   - Update $ctrdf_j$ to the data-frame with the maximum $mrss$.
   - If no new data-frames are added, finalize $dfcl_j$ and remove its elements from $dfL$.

4. **Iteration and New Cluster Formation:**
   - If $dfL$ is not empty, increment the cluster index $j$ and repeat the process with the remaining data-frames in $dfL$.
   - Set $ctrdf_j$ as the first data-frame in the updated $dfL$, and initialize a new cluster $dfcl_j$.

5. **Termination:**
   - The process terminates when $dfL$ is empty, indicating all data-frames have been clustered.

### 3.1.3. Ranking of the data-frame and cluster of nodes.

Each cluster of idle nodes is correlated with the data-frames using specific criteria, allowing the process to estimate three objectives. Distances are defined as the minimum start time of idle intervals for nodes within clusters and the minimum arrival time of data-frames. A comparison is also made between the data-frame transmission time and the mean idle time in clusters. Additionally, the process makes a comparison between the mean intervals of idle transmission times for nodes in the same cluster and the variance in data frame transmission times for nodes. Idle node clusters
Fig. 3.2: Flow Chart Representing of the OBSM Data Frame Clustering

can be identified by classifying idle clusters by least arrival time data in descending order. Based on their sorted list position, these clusters are ranked according to arrival rate. The next step is to rank the data-frame clusters according to position and sort them according to mean transmission time. Based on average idle time intervals, clusters are ranked. Data-frame clusters are sorted in descending order using the variance in transmission times. Based on the variance of idle intervals, idle node clusters are ranked. The intervals between data transmission ranks, idle times, and transmission time deviation ranks are all estimated by this process. For every data-frame cluster, a notable cluster of nodes is selected in order to accomplish several objectives. The algorithmic ranking process for data-frame clusters is presented below. Please only use this process for Data-Frame Clusters.

The set of data-frame clusters, DFCL, is represented as dfcl\_1, dfcl\_2, ..., dfcl\_|DFCL|. The algorithm involves cloning DFCL into a temporary set TC and creating ordered sets for data-frame clusters based on the least arrival time, average residual session span, and deviation in transmission times. The algorithm iterates through these sets, identifying data-frame clusters with the least arrival time, session span, and deviation. For each identified cluster, a rank is assigned based on its order in terms of arrival time, transmission time, and deviation. These ranks are used to move the data-frame cluster into respective ordered sets. The process continues until all clusters in TC are ranked.

Algorithm signifying discriminative ranks for data-frame clusters

1. Initialization:
   - Let DFCL = \{dfcl\_1, dfcl\_2, ..., dfcl\_n\} be the set of all data-frame clusters.
   - Define aoDFCL, soDFCL, and doDFCL as sets for arranging data-frame clusters based on least arrival time, average residual session span, and deviation in transmission time, respectively.
   - Initialize an index counter idx to 0.

2. Ranking Based on Arrival Time:
   - For each cluster dfcl\_i in DFCL:
     - If dfcl\_i is not in aoDFCL, find the cluster with the least arrival time and assign it to dfcl\_i\_a.
these include the comparison of the rank of idle intervals in ncl with the mean transmission time rank of dfcl, wherein the Max-State (\(n\)1), Min-State (\(n\)1), and Close-State (\(n\)1) are observed in accordance to how the variance span rank in ncl with the variance span rank of dfcl, and the start time of idle intervals in ncl with the least arrival time rank of dfcl. Scheduling of data-frames is managed according to these paired clusters of nodes, ensuring an optimized correlation between node availability and data-frame transmission requirements.

3.2. Residual energy. The residual-energy pertaining to the \(n^{th}\) make-span at \(k^{th}\) transmission node is considerably the remains of energy observed from the earlier make-span ((\(n-1)^{th}\) completion). Residual-energy \(re_n\) for the \(n^{th}\) make span is estimated as

\[ re_n = (re_{(n-1)} + ce_{(n-1)} - coe_{(n-1)}) - cot \]

The notations \(re_{(n-1)}, re_n, ce_{(n-1)}, coe_{(n-1)}\) are used for indicating the residual-energy for the \((n-1)^{th}\), \(n^{th}\) make-spans, wherein energy conserved for the period as the \((n-1)^{th}\) make-span, and the energy consumed at \((n-1)^{th}\) make-span and the energy consumed in the process of idle time amidst \((n-1)^{th}\) and \(n^{th}\) make-spans of the target node.

To assess the optimality for the projected \((n+1)^{th}\) make-span, transmission node process constitutes energy efficiency, turnaround time ratio, and Task Arrival Time Interval ratio. The scheduling strategy proposed for handling the process is as follows. For every metric, turnaround time interval, the scope of process completion time interval, turnaround time interval, and task arrival interval are estimated for the make-span \((n+1)^{th}\), wherein the Max-State (\(mas\)), Min-State (\(mis\)), and Close-State (\(cls\)) are observed in accordance to how the make-span close.

In furtherance, a two-dimensional matrix for every metric is depicted wherein the values for the status measures are handled in a matrix format depicted below Table 3.1.

Followed by, for every metric, the task arrival time interval, turn around time interval, and process completion time interval are handled effectively wherein the moving averages for every status measure are assessed based on the close-state, max-state, min-state, and initial-state. For every column \(c\) related to the two-dimensional matrix \(M(ins), M(mas), M(mis),\) or \(M(cls)\) referring to the status measures ins, mas, mis, and cls of every metric as follows: turnaround time interval (tti), task arrival time interval (tati), process com-
Table 3.1: The values for the status measures are handled in a matrix

<table>
<thead>
<tr>
<th>Make span-ID</th>
<th>Initial-State</th>
<th>Max-State</th>
<th>Min-State</th>
<th>Close-State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( [\text{ins}^m_1]^{-1} )</td>
<td>( [\text{max}^m_1]^{-1} )</td>
<td>( [\text{mis}^m_1]^{-1} )</td>
<td>( [\text{cls}^m_1]^{-1} )</td>
</tr>
<tr>
<td>2</td>
<td>( [\text{ins}^m_2]^{-1} )</td>
<td>( [\text{max}^m_2]^{-1} )</td>
<td>( [\text{mis}^m_2]^{-1} )</td>
<td>( [\text{cls}^m_2]^{-1} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>( i )</td>
<td>( [\text{ins}^m_{(i+1)}]^{-1} )</td>
<td>( [\text{max}^m_{(i+1)}]^{-1} )</td>
<td>( [\text{mis}^m_{(i+1)}]^{-1} )</td>
<td>( [\text{cls}^m_{(i+1)}]^{-1} )</td>
</tr>
<tr>
<td>( i + 1 )</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>( n )</td>
<td>( [\text{ins}^m_n]^{-1} )</td>
<td>( [\text{max}^m_n]^{-1} )</td>
<td>( [\text{mis}^m_n]^{-1} )</td>
<td>( [\text{cls}^m_n]^{-1} )</td>
</tr>
</tbody>
</table>

Completion time interval \((\text{pcti})\), the necessary moving averages for each of the column are observed, for column \( c \).

\[
\text{ma}_c(i) = \frac{1}{\text{mac}} \left( \sum_{j=i}^{i+\text{mac}-1} c[j] \right), \quad \text{for } i = 1 \text{ to } (|c| - \text{mac}) \tag{3.1}
\]

Eq 3.1 moving average referring to values of column \( c \) of the two-dimension matrix \( M \) of the metric \( \text{tti}, \text{tatti}, \text{or } \text{pcti} \) Post the process, for every set of moving average, the Heikin-ashi equivalent is developed based on the open, low, high, as well as end values, which enables in deriving the candle patterns for representing the expected make-suitability span’s for the associated metric.

Depending on the indicated nodes, the emphasis is optimality for all the metrics like the Heikin-Ashi candle patterns, which are estimated. For each node \( n \), for every metric \( rt, rr, cl \), the moving average with each \( \text{maM}(rt), \text{maM}(rr), \text{maM}(cl) \), The following is how Heiken-ashi patterns are created. \( ha - \text{maM}(o) = \text{maM}_i(o) \) // For the moving averages for the initial make-span-related indicators, Else, the Heiken-ashi moving averages are calculated as follows: Eq 3.2 to Eq 3.5

\[
ha - \text{maM}(i) = \frac{ha - \text{maM}(i-1)(o) + ha - \text{maM}(i-1)(e)}{2} \tag{3.2}
\]

\[
ha - \text{maM}(c) = \frac{\text{maM}(o) + \text{maM}(h) + \text{maM}(l) + \text{maM}(E)}{4} \tag{3.3}
\]

\[
ha - \text{maM}(l) = \min(\text{ha} - \text{maM}(o), \text{maM}(l), \text{ha} - \text{maM}(e)) \tag{3.4}
\]

\[
ha - \text{maM}(h) = \max(\text{ha} - \text{maM}(o), \text{maM}(h), \text{ha} - \text{maM}(e)) \tag{3.5}
\]

Subsequently, it determines each node’s grade coefficient in the manner shown below.

For every node \( n \), for every metric a request receiving time \((\text{rr})\), round-trip time \((rt)\), as well as computational-process-time \((cl)\) are used for observing the average of the high-value \((h)\), status-measures (open-value \((o)\), end-value \((e)\), as well as low-value \((l)\)), as well as a variance, the root-mean-square length using the equation as: Eq 3.6 to Eq 3.14

\[
\langle rt_n \rangle = \frac{rt^o_n + rt^h_n + rt^l_n + rt^e_n}{4} \tag{3.6}
\]

\[
rt^o_n = \frac{\sqrt{\langle rt_n \rangle - rt^o_n^2} + \sqrt{\langle rt_n \rangle - rt^h_n^2} + \sqrt{\langle rt_n \rangle - rt^l_n^2} + \sqrt{\langle rt_n \rangle - rt^e_n^2}}{4} \tag{3.7}
\]
In furtherance, sorts of the optimal nodes on as an ascending order for the projected residual energy are estimated, as it can refer to the node scope in terms of completing the transaction, and sorting in open-value, feasible end-value. Also, in terms of the descending order for the respective quality coefficient, the nodes sort shall appear in the following dimension Table 3.2.

Thus, the scheduling strategy chosen as one of the significant issues in the listed nodes constitute to schedule based on the contextual factors considered, as necessary.

4. Experimental Study. The suggested Optimum Batch Scheduling Model (OBSM) for quality aware delay sensitive data transmission across fog enabled IoT networks has undergone an experimental evaluation to scale performance.

The experimental study performed in passive model, which executes the proposed and contemporary models QEESM, on known data (labelled data). The dataset has generated and used, which explored in contemporary model QEESM. The dataset format has been portrayed following Table 4.1.

This aforementioned dataset was created using a simulation based on fog-sim. The following table lists the simulation parameters that were employed (Table 4.2).

A total of 3600 internet protocol equipped sensors have been taken into account when creating the dataset. Each of them produces data at an average speed of 300 kbps. Through the scheduling gateway, these sensors are connected to the edge nodes. Additionally, these edge nodes are connected to a network of 50 fog nodes in a fog.
Table 4.2: The Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low power parameter</td>
<td>eDRX, Power saving mode</td>
</tr>
<tr>
<td>Latency parameter</td>
<td>greater than 10 seconds</td>
</tr>
<tr>
<td>Data Rate specification</td>
<td>25 kbps in download and 64 kbps in UL</td>
</tr>
<tr>
<td>Link budget parameter</td>
<td>above 164 dB (20dB GPRS)</td>
</tr>
<tr>
<td>Modulation scheme</td>
<td>π/4-QPSK, π/2-BPSK, QPSK</td>
</tr>
<tr>
<td>Uplink parameter</td>
<td>π/4-QPSK, π/2-BPSK, QPSK</td>
</tr>
<tr>
<td>Downlink parameter</td>
<td>QPSK</td>
</tr>
<tr>
<td>Multiple access</td>
<td></td>
</tr>
<tr>
<td>Downlink specification</td>
<td>OFDMA</td>
</tr>
<tr>
<td>Uplink specification</td>
<td>SC-FDMA</td>
</tr>
<tr>
<td>Duplex Mode specification</td>
<td>FDD Half Duplex Type B</td>
</tr>
<tr>
<td>Frequency Range parameters</td>
<td>1,2,3,5,8,11,12,13,17,18,19,20,25,26,28,66,70 MHz</td>
</tr>
<tr>
<td>Supporting parameters</td>
<td>Uplink power control, HARQ</td>
</tr>
</tbody>
</table>

Table 4.3: Average Make-span Rate for Both Current Models and OBSM

<table>
<thead>
<tr>
<th>Node Count</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBSM</td>
<td>13</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>28</td>
<td>30</td>
<td>29</td>
<td>29</td>
<td>31</td>
</tr>
<tr>
<td>QEESM</td>
<td>17</td>
<td>19</td>
<td>19</td>
<td>23</td>
<td>31</td>
<td>32</td>
<td>32</td>
<td>33</td>
<td>34</td>
</tr>
<tr>
<td>CFCA</td>
<td>19</td>
<td>22</td>
<td>22</td>
<td>26</td>
<td>35</td>
<td>36</td>
<td>35</td>
<td>36</td>
<td>37</td>
</tr>
<tr>
<td>QALS</td>
<td>35</td>
<td>37</td>
<td>41</td>
<td>44</td>
<td>46</td>
<td>49</td>
<td>51</td>
<td>54</td>
<td>55</td>
</tr>
</tbody>
</table>

computing system. The metric data collected from the most recent 60 make-spans in order are displayed one per node of the edge and fog networks. The dataset that was produced has 216,000 records in total. It’s make-span rate on average, round-trip duration beside a varied set of fog devices, as well as variable transmission load are the metrics taken into account for performance analysis. The energy consumption ratio versus fluctuating load is another key metric that was evaluated.

By making comparisons the metric reported the results for OBSM with said correlating measure obtained values again from recent methods QEESM [27], CFCA [28], as well as (QALS) [29], it can be seen that the effectiveness of the OBSM has increased.

The presence of the nodes is indicated by the metric 'make-span rate,' which is proportional to each other. The lower make-span rate is predicted by Table 4.3 and Figure 4.1 to be inversely proportional to the total fog nodes. The typical make-span rate that the OBSM scheduling model has detected is 23.3 ± 7.03. When compared to the mean make-span rates 26.7 ± 6.62, 29.8 ± 6.95, and 45.8 ± 6.7 of the QEESM, CFCA, and QALS models, the mean make-span rate of the OBSM is noticeably low and has a little divergence.

For OBSM, QEESM, CFCA, QALS, other reliability of this research round frame has indeed been taken into account as well as compared (see Table 4.4, Figure 4.2). The statistics shown in Figure 4.2 clearly show that the model OBSM outperforms the current models QEESM, CFCA, QALS with shorter round-trip time. The mean of the average round-trip times recorded from OBSM, QEESM, CFCA, QALS is 17.8 ± 5.2, 33.96 ± 6.0, 40.36 ± 10.3, as well as 44.56 ± 14.3.

The anticipated round-trip time for a variable load is shown in Table 4.5 and Figure 4.3. When scaled against the modern models QEESM, CFCA, QALS, the model OBSM has shown a superior performance. The average difference here between round-trip time 14.9 ± 7.7 of the OBSM, and the round-trip time 32.3 ± 7.01 of the QEESM, 39.9 ± 12.9 of CFCA, and 44.9 ± 17.9 of QALS model.

Table 4.6 and Figure 4.4 show statistics for the essential objective energy consumption. The mean energy consumption in joules for every make-span for the proposed as well as current models, QEESM, OBSM, CFCA,
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Fig. 4.1: The common make-span rates for the OBSM, QEESM, CFCA, and QALS

Table 4.4: Average Round-Trip Time for Fog Nodes with a Changeable Number of Nodes vs. a Fixed Load (Specify Constant Load Value)

<table>
<thead>
<tr>
<th>Node Count</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBSM</td>
<td>21</td>
<td>25</td>
<td>22</td>
<td>21</td>
<td>19</td>
<td>18</td>
<td>15</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>QEESM</td>
<td>42</td>
<td>40</td>
<td>39</td>
<td>37</td>
<td>33</td>
<td>31</td>
<td>29</td>
<td>28</td>
<td>23</td>
</tr>
<tr>
<td>CFCA</td>
<td>44</td>
<td>42</td>
<td>43</td>
<td>40</td>
<td>36</td>
<td>35</td>
<td>33</td>
<td>33</td>
<td>27</td>
</tr>
<tr>
<td>QALS</td>
<td>49</td>
<td>46</td>
<td>47</td>
<td>44</td>
<td>40</td>
<td>38</td>
<td>36</td>
<td>36</td>
<td>30</td>
</tr>
</tbody>
</table>

Fig. 4.2: The average round-trip time of OBSM, QEESM, CFCA, and QALS versus variable number of fog nodes

Table 4.5: Average Round-Trip Time for a Load Fixed vs a Different Number of the Fog Nodes

<table>
<thead>
<tr>
<th>Load in KBPS</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBSM</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>16</td>
<td>22</td>
<td>32</td>
</tr>
<tr>
<td>QEESM</td>
<td>22</td>
<td>25</td>
<td>28</td>
<td>30</td>
<td>29</td>
<td>34</td>
<td>38</td>
<td>41</td>
<td>44</td>
</tr>
<tr>
<td>CFCA</td>
<td>28</td>
<td>30</td>
<td>32</td>
<td>34</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>46</td>
<td>51</td>
</tr>
<tr>
<td>QALS</td>
<td>33</td>
<td>35</td>
<td>37</td>
<td>38</td>
<td>40</td>
<td>44</td>
<td>48</td>
<td>52</td>
<td>55</td>
</tr>
</tbody>
</table>
Fig. 4.3: Models OBSM, QEESM, CFCA, & QALS round-trip time statistics versus variable nodes

Table 4.6: Energy consumption for each make-span with a variable load

<table>
<thead>
<tr>
<th>Load in KBPS</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBSM</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>17</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>QEESM</td>
<td>3</td>
<td>9</td>
<td>12</td>
<td>20</td>
<td>21</td>
<td>25</td>
<td>31</td>
<td>39</td>
<td>44</td>
</tr>
<tr>
<td>CFCA</td>
<td>8</td>
<td>14</td>
<td>17</td>
<td>24</td>
<td>26</td>
<td>29</td>
<td>35</td>
<td>44</td>
<td>49</td>
</tr>
<tr>
<td>QALS</td>
<td>12</td>
<td>18</td>
<td>21</td>
<td>29</td>
<td>31</td>
<td>35</td>
<td>39</td>
<td>48</td>
<td>53</td>
</tr>
</tbody>
</table>

As well as QALS, has been evaluated by comparing. The results show that the proposed model, including an average of $11.33 \pm 6.9$ joules for every make-span, outperforms a current model, QEESM with a consumption of $22.7 \pm 12.8$ joules per make-span, CFCA with a consumption of $27.4 \pm 12.8$, and QALS. In comparison to the energy used by the modern models QEESM, CFCA, and QALS, the OBSM uses less energy on average.

4.1. Critical Analysis. An experimental study on the Optimal Batch Scheduling Model (OBSM) assesses how well it manages delay-sensitive, quality-aware data transmission over fog-enabled Internet of Things networks. In this study, a specially generated dataset and an elaborate simulation setup are used to compare the OBSM with contemporary models such as QEESM, CFCA, and QALS. A widely used IoT simulation tool called fog-sim was used to create the dataset for this study. High, open, end, and low metrics for a thorough analysis are displayed in Table 4.1.

The simulation parameters in Table 4.2 are essential to the experimental setup used in this study. Examples include data rate specifications, latency parameters longer than 10 seconds, and low power parameters such as eDRX and Power Saving Mode. The modulation scheme, downlink and uplink parameters, and auxiliary features like HARQ and Uplink Power Control are all included in the simulation. The experiment’s applicability to actual Internet of Things network scenarios is enhanced by meticulous parameter selection.

3600 internet protocol-equipped sensors are considered in the experiment as part of a network setup. A fog computing system is created by connecting these sensors through edge nodes to a network of fifty fog nodes. A critical analysis is conducted on the make-span rate, round-trip duration, energy consumption ratio, and over variable fog device and transmission load counts. An extensive setup like this offers a scalable and realistic OBSM testbed.

A thorough comparative analysis of OBSM is given in Tables 4.3 through 4.6 and Figures 4.1 through 4.4. A crucial network node indicator, the make-span rate, is displayed in Table 4.3 and Figure 4.1. The OBSM exhibits a lower make-span rate across node counts, suggesting improved task handling. Figures 4.2 and 4.3 and Tables 4.4 and 4.5’s round-trip time comparisons, which show that OBSM reduces transmission delays more quickly, corroborate this.

The analysis of energy consumption (Table 4.6, Figure 4.4) is an important aspect of the study, showing that OBSM is more energy-efficient than the other models. This finding highlights the applicability of the
model for energy-efficient and sustainable Internet of things applications.

The reviewer recommended enhancing visual clarity, particularly in the flow chart (Figure 3.1), despite the study’s strengths. To gain a deeper understanding of the system’s functioning, a more comprehensive discussion of OBSM’s algorithms and their impact on model performance is warranted.

5. Conclusion. The important problem of scheduling large-scale, time-sensitive data transmission over fog-enabled IoT networks in industry is addressed in this manuscript. Current scheduling models perform well for small to moderately delayed data transmissions, but not well for highly delayed data. This difference is closed by the fog-enabled IoT network-specific Optimal Batch Scheduling Model (OBSM). When it comes to performance, OBSM outperforms QEESM, CFCA, and QALS. OBSM’s make-span rate is 23.3±7.03, which shows that it is superior due to its lower average and minimal deviation. With 17.8±5.2, OBSM beats QEESM (33.96±6.0), CFCA (40.36±10.3), and QALS (44.56±14.3) in terms of average round-trip times. And in terms of energy efficiency, OBSM shines. Its energy consumption per make-span is lower (14.9±7.7 joules) than that of QALS (31.8±12.8), CFCA (27.4±12.8), and QEESM (22.7±12.8). These findings show how well the OBSM model performs in fog computing environments when handling large-scale, delay-sensitive data transmission. In terms of make-span rate, round-trip time, and energy consumption ratio, OBSM performs better than current models. Further studies will look more closely at IoT network task and workflow scheduling enabled by fog computing. Enhancing data transmission strategies in these crucial technological ecosystems requires this.

REFERENCES

Special issue on: Soft Computing and Artificial Intelligence for wire/wireless Human-Machine Interface

Received: Sep 24, 2023
Accepted: Dec 23, 2023
TRAJECTORY INTERCEPTION CLASSIFICATION FOR PREDICTION OF COLLISION SCOPE BETWEEN MOVING OBJECTS

B. UMA MAHESH BABU∗, K. GIRI BABU†, AND B. T. KRISHNA‡

Abstract. In the fields of autonomous navigation and vehicle safety, accurately predicting potential collision field points between moving objects is a significant challenge. A novel computing technique to enhance trajectory interception analysis is presented in this paper. Our objective is to develop a field model that can accurately forecast collision zones, improving road transportation safety and the use of autonomous cars. Our main contribution is a binary classification model called PCSMO (Prediction of Collision Scope between Moving Objects), which is based on zero-shot learning. Gann angles, which are typically 45 degrees, are used to analyze the trajectories of moving objects. This method is inspired by GANN (Gann Angle Numeric Nomenclature). Compared to earlier techniques, this model more accurately identifies potential collision collision interception zones. The technique computes Gann angles for trajectory analysis and extracts GPS coordinates of moving objects from video data using OpenCV. It offers a more sophisticated comprehension of object movement patterns and points of interception. To assess the precision, recall, F1-score, and prediction accuracy of our model, we employ 10-fold cross-validation. Comparing the PCSMO model to existing models, these metrics demonstrate how well the PCSMO model predicts potential collision zones. Our approach, we discovered, enhances trajectory analysis—a critical component of safer autonomous navigation systems. With potential applications in autonomous vehicle and UAV safety, the PCSMO model improves field interception classification.

Key words: Collision, Moving Objects, Global Positioning System, Machine Learning, Binary Classification, Gann Angle Degree, Trajectory Interception Detection, Unmanned Aerial Vehicles, Zero-Shot Learning.

1. Introduction. A conglomeration of advanced technological systems in combination with contemporary mobility solutions has created a paradigm shift in the ways supply chain ecosystem, and commutation systems across the world are becoming safer. There is a various set of tools, technical, management practices, and instrumentation engineering practices that are paving for safety in the mobility systems. Right from a two-wheeler to the jumbo-jet airliners at every level, the reliance on technology solutions has raised notches, and today, there are scores of control models that guard safe transportation and mobility.

Today, the contemporary practices of Unmanned Aerial Vehicles (UAVs), self-driven cars, drone-based delivery chains, robotic solutions, and AI solutions manning the traffic monitoring and control systems refer to a paradigm shift in futuristic solutions. While the scope of new-age solutions looks promising, still the scope for enhancements to the security and overall efficiency of autonomous vehicles is imperative [1].

Increasing demand for autonomous vehicles and vehicles with sensors for traffic mobility is on the rise, the systems must be more equipped in terms of mechanisms, patterns in which the systems are being deployed, and the measures that can help in improving the overall process of drive-safe conditions. In addition to the road-safety conditions with driver-less vehicles, even in the case the unmanned aerial vehicles, the role of systems in predicting the projectile path and the possible cross in the trajectory is impeccable need. As the domain is gaining traction, and the need for more comprehensive solutions are imperative, in this manuscript, the scope of developing prediction models that can be resourceful in the trajectory path crossing conditions is explored.

Projectile path trajectories estimation models are significant in the domain, and there are numerous models that were developed which could address the patterns and possible intersections. One key area wherein the studies are limited is the scope of motion analysis pertaining to a greater number of projectiles being in its motion simultaneously. However, there are a certain set of fundamental mathematical models and physics-theories-related equations and algorithms proposed earlier, which can address the projectile path conditions [2], [3]. Developing a secondary system that can create affirmative to the primary analysis approach can be a
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significant solution and embracing such solutions can lead to significant benefits for the predictive models, which can be resourceful in autonomous vehicles or UAV movement too. In this manuscript, focus is on the scope of continuous objective movement tracking and estimation of any close areas wherein the potential trajectory cross, and early stage of predictions of such trajectories [4]. Following are the key objectives considered in development of the proposed model:

- The first objective is to track the projectile path of an object in motion and its trajectory
- The second objective is to understand how the projectile path of an object can interfere with the other object in motion that is being tracked.
- Classification of the possible interceptions according to threat levels is based on the dynamic movement of the projectiles.

Targeting the above objectives, the approach in the model is to develop a systematic model wherein the key paths used by the projectiles are monitored and accordingly develop an interception mapping system that can change according to the real-time environment.

2. Related Work. Scores of models pertaining to object collisions on path prediction, accidents-related risk mitigation in autonomous vehicle segments, traffic density-based accident prediction zones, potential paths of gliding, and intersections are some of the actual ranges of studies explored in the literature review. From the summation of key points in the literature, the following are some of the critical observations and learnings:

- The majority of the trajectory-related studies or safety-related studies are reliant on third-party components or tools like sensors, GPS positioning tools, density meters, altitude meters, speedometers, etc. The performance of the whole system is dependent on the inputs attained from the equipment or tools adapted in the models. Irrespective of the efficacy of the models, any depletion in the quality of the tools used for gauging metrics could be a serious threat in terms of miscalculation and ineffective predictions of the intersections [5–11].

- The other key observation is about application of the solutions for univariate analysis, like one moving object movement compared to the other static object sensors, etc. When there are more than one object making moves in zigzag or varying directions, the complexities of accuracy are high for the predictive models [12–16].

"COLLIDE-PRED," developed by Author et al. [17], uses the motion of objects moving to provide collision predictions. It is a pipeline that begins with object identification, which is utilized for object tracking; afterwards, trajectory prediction is conducted, which culminates in collision detection. The authors indicated that the COLLIDE-PRED will determine the probable site of the collision. This model attempted to determine the target object’s trajectory’s collision scope, which often exhibits false alarm. In addition, the collision scope of moving objects can only be predicted using this approach for offline video streams.

Applying the machine learning model is seen as a promising solution from the literature towards testing the label classification approach and other such metrics, which are significant for the execution of the models. There are scales of statistical and technology-centric models discussed in the literature towards understanding the scope of autonomous vehicle safety in its trajectory. However, there is a need for more explorative studies in the domain to improve the overall efficiency with which the solutions can be managed. In order to address the constraints addressed in this review of contemporary literature, this manuscript suggests a novel zero-shot binary classification model that discovers threat zones and safe zones of trajectory interceptions.

In the further sections of this manuscript, Section 2 refers to the related work summary from the literature review. Section 3 provides insights into the materials and methods, the proposed model narrative, its algorithm flow, and other key metrics that signify the mode. Section 4 provides insights into the experimental study, and Section 5 refers to the conclusion based on the efficiency aspects estimated from the model.

3. Proposed Method and Materials. The method of classifying trajectory interceptions with and without collision scope between moving objects and respective materials have been explored in this section. The section includes the narrative of the suggested model. By uniquely combining zero-shot learning with GANN principles, the PCSMO (Prediction of Collision Scope between Moving Objects) predictive model presents a novel approach to collision detection. Unlike traditional models, the PCSMO model can reliably predict collision points without historical data thanks to this integration. The key to this innovation is the application of Gann angles, which are used in financial markets, to trajectory analysis. These angles provide a new perspective on trajectory interception classification by enabling the PCSMO model to predict collision points in dynamic
scenarios such as road traffic and autonomous vehicle navigation. In order to improve Gann angle calculations, the model additionally makes use of OpenCV to extract precise GPS coordinates from video data. This approach adds something uniquely to the field of trajectory analysis while improving the predictive power of the model.

3.1. Model Narrative. The model proposed in this manuscript is based on the trajectory detection requirements, and fundamentally the concept of Gann Theory is used in the development of the model. While the metrics and techniques used in the assessment of the path and motion are prevalent in many of the earlier studies, application of GANN angle formations is a unique concept explored in this manuscript.

Gann Angles are named after its creator W.D. Gann, and the theory is used across the verticals for various set of analysis. Profoundly known for its application in the securities and commodities price feasibility analysis, the intensity, and the logic behind the application of Gann theories across various industrial principles and practices are phenomenal. Gann angle approach is based on x-degree angle detection from the origin or base point used for estimation, wherein important trends are detected.

Applying the concept of Gann, the model proposed in this manuscript is to use the object-based sensors to detect the distance from the primary object to the tracking object, and using the latitude and longitude details of the tracking object (to), the Gann angle degree shall be developed Figure 3.1.

Based on the Gann angle detected, each angle border is coded in a sequential manner, and the motion of the projectile or the object is tracked between one specific angle ranges. Thus, for every “n” period in further the motion of the object is traced for identifying the possible angle in which the trajectory could be forming. In similar manner, even for the primary object (Po) too, the motion is captured based on the latitude and longitude and the possible projectile of the object is developed [18].

The interception method adapted here is to find the degree of path for both the objects (Po and To) and identify any interception areas between the Gann angles. For instance, if there are three major areas wherein the object crossing each other is identified, it shall be narrowed down as a ‘potential interception area’ in motion.

The process is repeated for every “n” period, depending on the speed, height or other relative metrics as adapted in the earlier studies. However, such metrics shall be used for deciding the appropriate time frame for measuring the motion analysis. Based on the number of interception layers in the angles forming as diamonds or squares, such areas can be seen as sensitive zone for interception.

Depending on the motion of both the primary and secondary objects, the projectile path interceptions could alter based on the fresh Gann Angles. In the initial Gann Angles, if new interception location is formed, and no over-lapping is formed, such zones shall be removed from the Threat Zone count, and the new ones are added. If there is any over-lapping of the zones to the earlier identified zones, then the classification of possible threat of interception in such a zone shall be upgraded.

By adapting such a system, the scope of analysis in terms of path can be easier and it leads to minimalistic
approach in the detection process. For instance, if the speed or the height or traffic or other metrics are used as the primary parameters, there could be huge modifications to such metrics in a real-time environment. Whereas, when the process is based on an angle detection, despite of small fluctuations in the speed or obstructions in the path etc., still the path and feasibility of the movement is broad-lined, and at every "n" period when the analysis is carried out, it refers to the multiple inputs like variance in angles from the origin, and the possible areas wherein the interception can take place.

If the purpose is to find the exact location and time of the trajectory cross is the objective, there are many existing complex solutions. But to identify the potential zone of threat, relying on the Gann Angle approach can lead to sustainable outcome.

3.2. Rationale of the Approach. More often the trajectory assessments are carried out for two different aspects. One to understand the intersection points, and the secondary towards predicting the trajectory path, wherein necessary action to thwart any such challenges can take place. However, considering certain metrics like momentum, obstructions, speed, weight, path glide, etc. multiple sets of elements are to be tracked in terms of predicting the trajectory and interceptions, which could increase the complexities of computation [7].

Whereas, in the preliminary level, a simple angle-based assessment of the movement refers to the possible line of movements for the object. For instance, when an object is driving in a direction, the angles at x-degrees are drawn to either direction of movement. Thus, there is a clear path projection as to between what angles the object is heading on. In the following “n” period, when the reassessment of the latitude and longitude is taking place, it refers to the angular shift or continuity taking place. Accordingly, the angles can be extended to the “direction of the movement”.

Similarly, when both the objects like the primary object and the tracking objects movement angles are decided, it shall help in mitigating the risks and improving the potential interception areas classification. Adapting to such patterns, can help in reducing the load on different set of metrics being captured, and thus mitigating the complexities pertaining to the process.

3.3. Primary and Target Object. The object in the context of the proposed model could be something which is in movement. Irrespective of the direction and the path, speed or other metrics, the object could be presumed for an autonomous vehicle or UAV or even a human driven vehicle etc. The classification in terms of primary and target objects is as follows.

The primary object is the object which is in the control of the monitoring team and being controlled for its maneuvering in a specific direction. On contrary, the target object is the secondary object which is being targeted for understanding the path and projectile. For tracking the target object and the primary target, the need for understanding the latitude and longitude position is paramount. The whole process of analysis shall be based on the latitude and longitude assessment which can be procured based on the GPS trackers [3], [8].

3.4. GPS Trackers. A global positioning system, as a tracker, is a device installed on an object, and any positional changes to the object are tracked over a map. Based on real-time tracking, the tracking of factors like latitude and longitude, the direction of movements can easily be tracked for an application system [6].

3.5. Latitude and Longitude. Latitude and longitude coordinates are intended for determining and describing the position as well as location of any point on the Earth’s surface.

3.6. Interception Points.. In the motion of an object, there is a certain path in which the object moves depending on the speed, path etc. In the trajectory planned for the process, there could be certain areas wherein two or more objects in its path could be colliding and such points of collision can be seen as interception points. In the context of the proposed model, the interception points shall be formed based on the overlapping Gann points in the angles derived from the directions in which the Gann angles are formed for both the Primary Object and the Target Object [9], [12].

3.7. “n” Period. “n” be the notional period represented here wherein n can be a specific period for which the next course of latitude and longitude analysis and the direction of the objects of interest in motion is targeted. Unless the “n” period is computed, identifying the next overlapping intercept points is not feasible. Thus, there is a need for appropriate levels of estimating the n-period angle of movements.
3.8. Threat Zone Count. The threat zone count is the summation of a number of squares or block overlaps intercepted with two overlapping zones of Gann Angles related to the primary and target objectives. Depending on the number of additions and eliminations of the overlaps, for each period “n” a new number of threat zone counts shall be imperative for one primary object in motion to the target objects.

In furtherance, the same concept can be applied to multiple object movements too to trace the potential areas of trajectory interceptions, and that can help in addressing the possible movements and path [13].

3.9. The classification strategy. The suggested model performs zero-shot learning [19] based on binary classification of trajectory interceptions of the moving objects such that, they are prone to collision or not. Unlike conventional machine learning-based classification strategies, the zero-shot learning approach performs classification without a training phase. However, the zero-shot learning model can perform classification on both seen class as well as unseen class data [20]. The suggested model performs binary classification of the fewer seen class data. Here, the fewer seen class data [21] denotes the combination of seen and unseen class data. The objective function derived to perform the classification of trajectory interceptions is capable to classify the trajectory zones as a safe zone, threat zone found, threat zone with less possibility of collision, threat zone with moderate possibility of collision, and threat zone with the certainty of collision. As a result, based on the classification result, the machine intelligence can alert the driving forces of the moving objects such that:

If the class predicted is a safe zone then no alert to driving forces.
If the class predicted is a threat zone, an alert with no action recommendation to driving forces.
If the class predicted is a threat zone with less collision possibility (yellow zone), then results in a continuous alert about collision scope to driving forces.
If the class predicted is a threat zone with moderate collision possibility (orange zone), then results in a continuous alert of a recommended action (such as slow down the object, or trajectory track change) about collision scope to driving forces.
If the class predicted is a threat zone with high collision possibility (red zone), then results from a continuous alert about collision scope with recommended action (stop the object, if not slow down and change the trajectory tracking of the object).

3.10. The Data. The data used in experiments have been synthesized from the compilations of the trajectory interceptions of the moving vehicles captured on cc cameras, which have publicly been available on YouTube [22]. Overall, 1000 images were captured from these compilations. Among these, 215 captures were pruned due to a lack of sensitivity and specificity in trajectory interception observed. The rest of the captures were annotated as having trajectory interceptions prone to collision (positive class), and safe trajectory interceptions (negative class). The count of positive class and negative class captures are 391 and 394 respectively. These resultant captures were preprocessed using OpenCV [23] resulting in GPS coordinates of the sources of moving vehicles. The further phase discovers the further GPS coordinates of the trajectories of the corresponding vehicles. Afterward, determines the Gann-inspired angles for each of the GPS coordinates of the corresponding vehicles. For each capture of both positive and negative classes, a set of records will be framed in the format projected in the following figure (figure 3.2). The projected figure (figure 3.2) indicating the record format of the processed dataset representing the both classes positive and negative such that, for each object $V_i$, represents set of GPS coordinates [$C_1$, $C_2$, ..., $C_m$], and for each coordinate $C_j$ discovers set of Gann angles based zones [$GZ_1$, $GZ_2$, ..., $GZ_p$]

3.11. The Objective Function of Collision Prediction. This section explores the objective function of the proposed binary classification strategy to predict trajectory interceptions with collision scope between two moving objects.

3.11.1. Model Definition.. In order to predict the scope of trajectory interception between the given two moving objects considered, the key phases involved are projected in the following description. For a given two objects stated as primary object $P$ and target object $T$

Initial step of the suggested model discovers all GPS coordinates $P(L),T(L)$ of the moving directions of the respective objects. Following, for each GPS coordinate of the both objects, discovers GANN angles. Later, the suggested model discovers trajectories of the both objects. Further for each trajectory $P_i$ of the primary object $P$, verifies the scope of interception between the trajectory $P_i$ of primary and each trajectory $T_t$ of target
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Fig. 3.2: Each capture of both positive and negative classes

object as follows If GPS coordinates of the both objects under the present trajectory of primary and target objects same, then determines, Gann angle based zones indexed in clockwise direction for both primary and secondary objects. If the trajectory of primary object and trajectory of target object are sharing the same index of Gann angle zone, then the respective zone stated as threat zone. If the criteria meets at subsequent GPS coordinate, then threat zone states as threat zone-yellow If criteria meets at further GPS coordinates, then the corresponding threat zone will be stated as threat zone-orange and threat zone-red in respective order.

1. Definitions:
• $P$ // primary object
• $T$ // target object
• $P(L)$ // series of GPS coordinates observed for primary object $P$
• $T(L)$ // series of GPS coordinates observed for target object $T$, which is as follows:
• $D$ // total duration of the objects in motion
• $u$ // the unit of time

2. GPS Coordinate Tracking:
• $i = 1$
• while $(i \cdot u) \leq D$ //Begin
  – $P(L) \leftarrow \text{GPS}(P)$ // The Eq 1 present GPS coordinates of primary object
  – $T(L) \leftarrow \text{GPS}(T)$ // The Eq 2 present GPS coordinates of target object
  – $i \leftarrow i + 1$
• End

3. Gann Angle Series Creation:
• For each $g_i \in P(L)$
  – $d^0 = 0^\circ$ // present angle of the Gann series
  – $S^\circ(g_i)$ // series of angles, which is an empty set
  – while $d^0 < 360^\circ$ Begin
    * $d^0 \leftarrow d^0 + x^5$
    * $S^\circ(g_i) \leftarrow d^0$
  – End

4. Collision Scope Detection:
• Let $aI$ be the angle index that meets the criteria $1 \leq aI \leq |S^\circ(g_i)|$ and representing GANN angles
in clockwise direction. Begin: // Eq 3
– For each $g_i \in P(L) \cap T(L)$
  * The object’s trajectory (Zone Angle of Moving Object) of primary and target objects denoted as primary trajectory $P_{aI}$ and target trajectory $T_{aI}$ referred by the expressions $P_{aI}$ and $T_{aI}$.
  * if $(aI \notin \text{thrZ} \land (P_{aI} \cap T_{aI}) \neq \emptyset)$ Begin
    · thrZ ← aI // Eq 4
  * End
– Repeat for other conditions and equations as required.

5. Additional Steps and Details:
• The stated ‘collisionScopeDetection’ repeats if there is a change in angle Index $aI$.
• Additional steps and details as required.

4. Experimental Study Analysis. This section details the experimental study carried out to assess the performance of the suggested zero-shot learning based binary classification of trajectory interceptions as prone to collision or safe. The 10-fold cross validation was adopted to scale the precision, specificity, sensitivity and accuracy of the suggested classification model. In order to exhibit the performance advantage of the suggested model, the values exhibited for cross validation metrics were compared to the cross validation metric values exhibited by the contemporary model COLLIDE-PRED [17]. The comparative study of the resultant cross validation metric values of the proposed and contemporary models exhibiting that the proposed model PCSMO is outperforming the contemporary model towards prediction of collision scope between moving objects. Python was used to implement the proposed approach [24], and the code was built using the Python editor PyCharm [25]. In this regard, I5-7th gen Intel processor with 32 GB of memory and a 1TB storage was considered for the hardware requirements.

Gann Theory is applied in the PCSMO trajectory detection model. The foundation of the novelty of our model is the Gann Angle, named after W.D. Gann, which is widely applied in commodities and securities price feasibility analysis. These methods are specifically applied to trajectory interception classification in our model, a novel application that has not been explored before. The x-degree angles are the particular parameters that are obtained from Gann Angles and are crucial in identifying movement trends starting from an origin or base point. The application of these angles enables our model to predict interception points by identifying overlapping Gann angles, which are crucial for determining the potential collision zones between the Primary Object and the Target Object. It is necessary to compute intercept points using the ‘$n$’ period parameter, which establishes a time frame for trajectory analysis. Without this temporal component, potential overlapping intercept points between moving objects cannot be identified. The significance of this parameter for the temporal analysis of object trajectories led to its selection. Threat Zone Count is another important parameter in the PCSMO algorithm. A quantitative indicator of the potential collision scope is the sum of squares or block overlaps within two overlapping Gann Angle zones. Since this parameter physically represents collision risk areas, we use it to evaluate the PCSMO algorithm in our experimental study. Finally, we conclude that the theoretical significance of our experimental parameters for Gann Theory, their analytical power in other domains, and their empirical significance in trajectory analysis and collision prediction within the PCSMO model, guided their selection. The statistics of the fewer seen class data that detailed in section 3.10 are exhibited in following table (table 4.1).

The ratio of true positive predictions to made positive predictions is known as precision, or positive predictive value. This metric is critical when the cost of false positives is high. In terms of accurate collision scenario prediction without overprediction, the PCSMO model performed better than COLLIDE-PRED.

The precision of the cross-validation measure relates to the positive predictive value acquired by cross-validation from both the proposed PCSMO and existing COLLIDE-PRED methods, respectively. Figure 4.1 depicts the precision data obtained from each cross-validation fold. The positive predictive value (PPV) acquired by the proposed PCSMO method is larger than that obtained by COLLIDE-PRED, implying that the proposed method can effectively reduce false negative rates. In comparison to the current model, COLLIDE-PRED, the metric precision values obtained show the relevance of the PCSMO with low variance. PCSMO shows a higher
Table 4.1: The statistics of the fewer seen class data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of captures from source compilations</td>
<td>1000</td>
</tr>
<tr>
<td>No of captures considered for fewer seen class data preparation</td>
<td>785</td>
</tr>
<tr>
<td>No of captures listed as positive class (trajectory interceptions prone to collision)</td>
<td>391</td>
</tr>
<tr>
<td>No of captures listed as negative class (safe trajectory interceptions)</td>
<td>394</td>
</tr>
<tr>
<td>No of positive class records</td>
<td>3152</td>
</tr>
<tr>
<td>No of negative class records</td>
<td>3519</td>
</tr>
<tr>
<td>No of unseen records</td>
<td>672</td>
</tr>
</tbody>
</table>

Fig. 4.1: The positive predictive values observed from cross-validation

The mean precision (0.930) compared to COLLIDE-PRED (0.841). This indicates that PCSMO is more reliable in its positive predictions, with fewer false positives on average.

The percentage of real negatives that are correctly identified is known as the True Negative Rate, or Specificity. This displays the accuracy of the model’s non-collision detection. Indicating PCSMO’s dependability in locating safe trajectories, it showed high specificity and low variance.

The True Negative Rate, which corresponds to the specificity of the PCSMO and COLLIDE-PRED techniques, is the result of tenfold cross-validation. Figure 4.2 summarizes the specificity acquired from each of the 10-folds of the cross-validation. The numbers obtained for metric specificity indicate the relevance of the PCSMO with minimum variation from the current model, COLLIDE-PRED. PCSMO has a higher mean specificity (0.927) than COLLIDE-PRED (0.837), suggesting that PCSMO is better at correctly identifying negative cases without falsely categorizing them as positive.

They are balanced by the F-Measure, which is the harmonic mean of recall (sensitivity) and precision. Particularly helpful in cases of unequal class distribution. Indicating a balanced performance between sensitivity and precision, the f-measure of the PCSMO model was significantly higher than COLLIDE-PRED.

For the recommended and contemporaneous models, the cross-validation metric "F-measure" was determined among 10 folds, as shown in Figure 4.3. In descending order, the average f-measures for PCSMO and COLLIDE-PRED are displayed. The comprehensive statistics of the F-measure generated from tenfold cross-validation are shown in Figure 4.3. The metric f-measure values obtained demonstrate that the PCSMO is more relevant than the current model COLLIDE-PRED in terms of performance. The proposed model PCSMO outperforms the present model COLLIDE-PRED, as evidenced by the substantial F-measure value produced from the recommended model PCSMO. The mean F-measure for PCSMO (0.927) exceeds COLLIDE-PRED’s (0.839), which suggests a better balance between precision and sensitivity in PCSMO, making it a more robust model overall. The ability of the model to recognize every positive instance is known as its sensitivity, or true
positive rate. The PCSMO model demonstrated exceptional sensitivity in locating possible collision points across the majority of folds, despite having a lower true positive rate.

The true positive rate also refers to the sensitivity discovered by cross-validation on both PCSMO and COLLIDE-PRED techniques, respectively. Figure 4.4 depicts the fold level sensitivity in further detail. When comparing the PCSMO to the current model COLLIDE-PRED, the metric sensitivity values show that the PCSMO outperforms the COLLIDE-PRED. Despite having a lower true positive rate, the suggested PCSMO model appears to have superior sensitivity in the majority of folds. PCSMO’s mean sensitivity (0.949) is greater than that of COLLIDE-PRED (0.874). PCSMO is more effective at correctly identifying true positive cases, indicating a lower miss rate for actual positives. The percentage of records correctly classified is called accuracy. It is a crucial performance metric for models in classification problems. The PCSMO model predicted collision and non-collision scenarios more accurately than the COLLIDE-PRED model in the majority of cross-validation folds.

The "accuracy" is a cross-validation statistic that measures the proportion of properly categorized records to the total number of records. PCSMO and COLLIDE-PRED both have good overall prediction accuracy. Figure 4.5 shows the accuracy statistics derived from tenfold cross-validation in more detail. When comparing the PCSMO to the current model COLLIDE-PRED, the metric accuracy results show that the PCSMO outperforms the COLLIDE-PRED. The accuracy distribution chart for cross-validation of the PCSMO as well as COLLIDE-PRED models is shown in Figure 4.5. The mean accuracy of PCSMO (0.939) is significantly higher than that
of COLLIDE-PRED (0.854), meaning that PCSMO correctly predicts both positive and negative outcomes more often than COLLIDE-PRED. In binary classification problems, the Matthews Correlation Coefficient (MCC) provides more information than accuracy when classes have significant differences in size. It evaluates negatives and true versus false positives and is thought to be balanced. PCSMO’s MCC values exceeded COLLIDE-PRED’s, demonstrating the predictive ability of the model.

The cross-validation metric MCC has been measured over the proposed and contemporary models among ten folds, as shown in Figure 4.6. The MCC observed for PCSMO and COLLIDE-PRED in the respective order. The detailed statistics of MCC obtained from tenfold cross-validation have been explored in Figure 4.6. The values obtained for metric MCC exhibits the significance of the PCSMO with better performance while compared to the contemporary model COLLIDE-PRED. PCSMO’s mean MCC (0.875) is notably higher than COLLIDE-PRED’s (0.714). Since MCC is a balanced measure even when the classes are of different sizes, a higher MCC indicates a better performance of PCSMO, with a stronger correlation between observed and predicted classifications.

5. Conclusion. In conclusion, it can be challenging to evaluate trajectories and locate intersections where moving objects might collide, particularly in road transportation where cars can travel in several directions. Potential collision zones between moving objects are predicted by Zero-shot Learning-based Trajectory Interception Classification. The potential collision locations and parameters between the primary and target objects are determined using angle-based analysis, which is incorporated into our PCSMO model. Threat zones are defined by overlapping Gann angles. After a thorough 10-fold cross-validation, the model’s efficacy was determined.
It fared significantly better than the COLLIDE-PRED model in every performance metric, with a prediction accuracy above 90%. From wide to narrow, the PCSMO model identifies the angle range and width of potential collision zones. The micro-level collision point is not precisely located by it. The Gann Nine scale approach will be added to this model in order to improve collision scope predictions. By using this refined scale, we hope to more accurately define the threat range and provide a second-level analysis that could significantly lower the risk of collisions. By defining threat zones, the Gann Nine square model extension will help us focus our predictive skills.
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TRAJECTORY INTERCEPTION CLASSIFICATION FOR PREDICTION OF COLLISION SCOPE BETWEEN MOVING OBJECTS

B. UMA MAHESH BABU, K. GIRI BABU, AND B. T. KRISHNA

Abstract. In the fields of autonomous navigation and vehicle safety, accurately predicting potential collision field points between moving objects is a significant challenge. A novel computing technique to enhance trajectory interception analysis is presented in this paper. Our objective is to develop a field model that can accurately forecast collision zones, improving road transportation safety and the use of autonomous cars. Our main contribution is a binary classification model called PCSMO (Prediction of Collision Scope between Moving Objects), which is based on zero-shot learning. Gann angles, which are typically 45 degrees, are used to analyze the trajectories of moving objects. This method is inspired by GANN (Gann Angle Numeric Nomenclature). Compared to earlier techniques, this model more accurately identifies potential collision collision interception zones. The technique computes Gann angles for trajectory analysis and extracts GPS coordinates of moving objects from video data using OpenCV. It offers a more sophisticated comprehension of object movement patterns and points of interception. To assess the precision, recall, F1-score, and prediction accuracy of our model, we employ 10-fold cross-validation. Comparing the PCSMO model to existing models, these metrics demonstrate how well the PCSMO model predicts potential collision zones. Our approach, we discovered, enhances trajectory analysis—a critical component of safer autonomous navigation systems. With potential applications in autonomous vehicle and UAV safety, the PCSMO model improves field interception classification.

Key words: Collision, Moving Objects, Global Positioning System, Machine Learning, Binary Classification, Gann Angle Degree, Trajectory Interception Detection, Unmanned Aerial Vehicles, Zero-Shot Learning.

1. Introduction. A conglomeration of advanced technological systems in combination with contemporary mobility solutions has created a paradigm shift in the ways supply chain ecosystem, and commutation systems across the world are becoming safer. There is a various set of tools, technical, management practices, and instrumentation engineering practices that are paving for safety in the mobility systems. Right from a two-wheeler to the jumbo-jet airliners at every level, the reliance on technology solutions has raised notches, and today, there are scores of control models that guard safe transportation and mobility.

Today, the contemporary practices of Unmanned Aerial Vehicles (UAVs), self-driven cars, drone-based delivery chains, robotic solutions, and AI solutions manning the traffic monitoring and control systems refer to a paradigm shift in futuristic solutions. While the scope of new-age solutions looks promising, still the scope for enhancements to the security and overall efficiency of autonomous vehicles is imperative [1].

Increasing demand for autonomous vehicles and vehicles with sensors for traffic mobility is on the rise, the systems must be more equipped in terms of mechanisms, patterns in which the systems are being deployed, and the measures that can help in improving the overall process of drive-safe conditions. In addition to the road-safety conditions with driver-less vehicles, even in the case the unmanned aerial vehicles, the role of systems in predicting the projectile path and the possible cross in the trajectory is impeccable need. As the domain is gaining traction, and the need for more comprehensive solutions are imperative, in this manuscript, the scope of developing prediction models that can be resourceful in the trajectory path crossing conditions is explored.

Projectile path trajectories estimation models are significant in the domain, and there are numerous models that were developed which could address the patterns and possible intersections. One key area wherein the studies are limited is the scope of motion analysis pertaining to a greater number of projectiles being in its motion simultaneously. However, there are a certain set of fundamental mathematical models and physics-related equations and algorithms proposed earlier, which can address the projectile path conditions
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Developing a secondary system that can create affirmative to the primary analysis approach can be a significant solution and embracing such solutions can lead to significant benefits for the predictive models, which can be resourceful in autonomous vehicles or UAV movement too. In this manuscript, focus is on the scope of continuous objective movement tracking and estimation of any close areas wherein the potential trajectory cross, and early stage of predictions of such trajectories [4]. Following are the key objectives considered in development of the proposed model:

- The first objective is to track the projectile path of an object in motion and its trajectory
- The second objective is to understand how the projectile path of an object can interfere with the other object in motion that is being tracked.
- Classification of the possible interceptions according to threat levels is based on the dynamic movement of the projectiles.

Targeting the above objectives, the approach in the model is to develop a systematic model wherein the key paths used by the projectiles are monitored and accordingly develop an interception mapping system that can change according to the real-time environment.

2. Related Work. Scores of models pertaining to object collisions on path prediction, accidents-related risk mitigation in autonomous vehicle segments, traffic density-based accident prediction zones, potential paths of gliding, and intersections are some of the actual ranges of studies explored in the literature review. From the summation of key points in the literature, the following are some of the critical observations and learnings: The majority of the trajectory-related studies or safety-related studies are reliant on third-party components or tools like sensors, GPS positioning tools, density meters, altitude meters, speedometers, etc. The performance of the whole system is dependent on the inputs attained from the equipment or tools adapted in the models. Irrespective of the efficacy of the models, any depletion in the quality of the tools used for gauging metrics could be a serious threat in terms of miscalculation and ineffective predictions of the intersections [5–11].

The other key observation is about application of the solutions for univariate analysis, like one moving object movement compared to the other static object sensors, etc. When there are more than one object making moves in zigzag or varying directions, the complexities of accuracy are high for the predictive models [12–16].

"COLLIDE-PRED,” developed by Author et al. [17], uses the motion of objects moving to provide collision predictions. It is a pipeline that begins with object identification, which is utilized for object tracking; afterwards, trajectory prediction is conducted, which culminates in collision detection. The authors indicated that the COLLIDE-PRED will determine the probable site of the collision. This model attempted to determine the target object’s trajectory’s collision scope, which often exhibits false alarm. In addition, the collision scope of moving objects can only be predicted using this approach for offline video streams.

Applying the machine learning model is seen as a promising solution from the literature towards testing the label classification approach and other such metrics, which are significant for the execution of the models. There are scales of statistical and technology-centric models discussed in the literature towards understanding the scope of autonomous vehicle safety in its trajectory. However, there is a need for more explorative studies in the domain to improve the overall efficiency with which the solutions can be managed. In order to address the constraints addressed in this review of contemporary literature, this manuscript suggests a novel zero-shot binary classification model that discovers threat zones and safe zones of trajectory interceptions.

In the further sections of this manuscript, Section 2 refers to the related work summary from the literature review. Section 3 provides insights into the materials and methods, the proposed model narrative, its algorithm flow, and other key metrics that signify the mode. Section 4 provides insights into the experimental study, and Section 5 refers to the conclusion based on the efficiency aspects estimated from the model.

3. Proposed Method and Materials. The method of classifying trajectory interceptions with and without collision scope between moving objects and respective materials have been explored in this section. The section includes the narrative of the suggested model. By uniquely combining zero-shot learning with GANN principles, the PCSMO (Prediction of Collision Scope between Moving Objects) predictive model presents a novel approach to collision detection. Unlike traditional models, the PCSMO model can reliably predict collision points without historical data thanks to this integration. The key to this innovation is the application of Gann angles, which are used in financial markets, to trajectory analysis. These angles provide a new perspective
on trajectory interception classification by enabling the PCSMO model to predict collision points in dynamic scenarios such as road traffic and autonomous vehicle navigation. In order to improve Gann angle calculations, the model additionally makes use of OpenCV to extract precise GPS coordinates from video data. This approach adds something uniquely to the field of trajectory analysis while improving the predictive power of the model.

3.1. Model Narrative. The model proposed in this manuscript is based on the trajectory detection requirements, and fundamentally the concept of Gann Theory is used in the development of the model. While the metrics and techniques used in the assessment of the path and motion are prevalent in many of the earlier studies, application of GANN angle formations is a unique concept explored in this manuscript.

Gann Angles are named after its creator W.D. Gann, and the theory is used across the verticals for various set of analysis. Profoundly known for its application in the securities and commodities price feasibility analysis, the intensity, and the logic behind the application of Gann theories across various industrial principles and practices are phenomenal. Gann angle approach is based on x-degree angle detection from the origin or base point used for estimation, wherein important trends are detected.

Applying the concept of Gann, the model proposed in this manuscript is to use the object-based sensors to detect the distance from the primary object to the tracking object, and using the latitude and longitude details of the tracking object (to), the Gann angle degree shall be developed Figure 3.1.

Based on the Gann angle detected, each angle border is coded in a sequential manner, and the motion of the projectile or the object is tracked between one specific angle ranges. Thus, for every “n” period in further the motion of the object is tracked for identifying the possible angle in which the trajectory could be forming. In similar manner, even for the primary object (Po) too, the motion is captured based on the latitude and longitude and the possible projectile of the object is developed [18].

The interception method adapted here is to find the degree of path for both the objects (Po and To) and identify any interception areas between the Gann angles. For instance, if there are three major areas wherein the object crossing each other is identified, it shall be narrowed down as a ‘potential interception area’ in motion.

The process is repeated for every “n” period, depending on the speed, height or other relative metrics as adapted in the earlier studies. However, such metrics shall be used for deciding the appropriate time frame for measuring the motion analysis. Based on the number of interception layers in the angles forming as diamonds or squares, such areas can be seen as sensitive zone for interception.

Depending on the motion of both the primary and secondary objects, the projectile path interceptions could alter based on the fresh Gann Angles. In the initial Gann Angles, if new interception location is formed, and no over-lapping is formed, such zones shall be removed from the Threat Zone count, and the new ones are added. If there is any over-lapping of the zones to the earlier identified zones, then the classification of possible threat of interception in such a zone shall be upgraded.
By adapting such a system, the scope of analysis in terms of path can be easier and it leads to minimalistic approach in the detection process. For instance, if the speed or the height or traffic or other metrics are used as the primary parameters, there could be huge modifications to such metrics in a real-time environment. Whereas, when the process is based on an angle detection, despite of small fluctuations in the speed or obstructions in the path etc., still the path and feasibility of the movement is broad-lined, and at every “n” period when the analysis is carried out, it refers to the multiple inputs like variance in angles from the origin, and the possible areas wherein the interception can take place.

If the purpose is to find the exact location and time of the trajectory cross is the objective, there are many existing complex solutions. But to identify the potential zone of threat, relying on the Gann Angle approach can lead to sustainable outcome.

3.2. Rationale of the Approach. More often the trajectory assessments are carried out for two different aspects. One to understand the intersection points, and the secondary towards predicting the trajectory path, wherein necessary action to thwart any such challenges can take place. However, considering certain metrics like momentum, obstructions, speed, weight, path glide, etc. multiple sets of elements are to be tracked in terms of predicting the trajectory and interceptions, which could increase the complexities of computation [7].

Whereas, in the preliminary level, a simple angle-based assessment of the movement refers to the possible line of movements for the object. For instance, when an object is driving in a direction, the angles at x-degrees are drawn to either direction of movement. Thus, there is a clear path projection as to between what angles the object is heading on. In the following “n” period, when the reassessment of the latitude and longitude is taking place, it refers to the angular shift or continuity taking place. Accordingly, the angles can be extended to the “direction of the movement”.

Similarly, when both the objects like the primary object and the tracking objects movement angles are decided, it shall help in mitigating the risks and improving the potential interception areas classification. Adapting to such patterns, can help in reducing the load on different set of metrics being captured, and thus mitigating the complexities pertaining to the process.

3.3. Primary and Target Object. The object in the context of the proposed model could be something which is in movement. Irrespective of the direction and the path, speed or other metrics, the object could be presumed for an autonomous vehicle or UAV or even a human driven vehicle etc. The classification in terms of primary and target objects is as follows.

The primary object is the object which is in the control of the monitoring team and being controlled for its maneuvering in a specific direction. On contrary, the target object is the secondary object which is being targeted for understanding the path and projectile. For tracking the target object and the primary target, the need for understanding the latitude and longitude position is paramount. The whole process of analysis shall be based on the latitude and longitude assessment which can be procured based on the GPS trackers [3], [8].

3.4. GPS Trackers. A global positioning system, as a tracker, is a device installed on an object, and any positional changes to the object are tracked over a map. Based on real-time tracking, the tracking of factors like latitude and longitude, the direction of movements can easily be tracked for an application system [6].

3.5. Latitude and Longitude. Latitude and longitude coordinates are intended for determining and describing the position as well as location of any point on the Earth’s surface.

3.6. Interception Points. In the motion of an object, there is a certain path in which the object moves depending on the speed, path etc. In the trajectory planned for the process, there could be certain areas wherein two or more objects in its path could be colliding and such points of collision can be seen as interception points. In the context of the proposed model, the interception points shall be formed based on the overlapping Gann points in the angles derived from the directions in which the Gann angles are formed for both the Primary Object and the Target Object [9], [12].

3.7. “n” Period. “n” be the notional period represented here wherein n can be a specific period for which the next course of latitude and longitude analysis and the direction of the objects of interest in motion is targeted. Unless the “n” period is computed, identifying the next overlapping intercept points is not feasible. Thus, there is a need for appropriate levels of estimating the n-period angle of movements.
3.8. Threat Zone Count. The threat zone count is the summation of a number of squares or block overlaps intercepted with two overlapping zones of Gann Angles related to the primary and target objectives. Depending on the number of additions and eliminations of the overlaps, for each period “n” a new number of threat zone counts shall be imperative for one primary object in motion to the target objects.

In furtherance, the same concept can be applied to multiple object movements too to trace the potential areas of trajectory interceptions, and that can help in addressing the possible movements and path [13].

3.9. The classification strategy. The suggested model performs zero-shot learning [19] based on binary classification of trajectory interceptions of the moving objects such that, they are prone to collision or not. Unlike conventional machine learning-based classification strategies, the zero-shot learning approach performs classification without a training phase. However, the zero-shot learning model can perform classification on both seen class as well as unseen class data [20]. The suggested model performs binary classification of the fewer seen class data. Here, the fewer seen class data [21] denotes the combination of seen and unseen class data. The objective function derived to perform the classification of trajectory interceptions is capable to classify the trajectory zones as a safe zone, threat zone found, threat zone with less possibility of collision, threat zone with moderate possibility of collision, and threat zone with the certainty of collision. As a result, based on the classification result, the machine intelligence can alert the driving forces of the moving objects such that:

If the class predicted is a safe zone then no alert to driving forces.
If the class predicted is a threat zone, an alert with no action recommendation to driving forces.
If the class predicted is a threat zone with less collision possibility (yellow zone), then results in a continuous alert about collision scope to driving forces.
If the class predicted is a threat zone with moderate collision possibility (orange zone), then results in a continuous alert of a recommended action (such as slow down the object, or trajectory track change) about collision scope to driving forces.
If the class predicted is a threat zone with high collision possibility (red zone), then results from a continuous alert about collision scope with recommended action (stop the object, if not slow down and change the trajectory tracking of the object).

3.10. The Data. The data used in experiments have been synthesized from the compilations of the trajectory interceptions of the moving vehicles captured on cc cameras, which have publicly been available on YouTube [22]. Overall, 1000 images were captured from these compilations. Among these, 215 captures were pruned due to a lack of sensitivity and specificity in trajectory interception observed. The rest of the captures were annotated as having trajectory interceptions prone to collision (positive class), and safe trajectory interceptions (negative class). The count of positive class and negative class captures are 391 and 394 respectively. These resultant captures were preprocessed using OpenCV [23] resulting in GPS coordinates of the sources of moving vehicles. The further phase discovers the further GPS coordinates of the trajectories of the corresponding vehicles. Afterward, determines the Gann-inspired angles for each of the GPS coordinates of the corresponding vehicles. For each capture of both positive and negative classes, a set of records will be framed in the format projected in the following figure (figure 3.2). The projected figure (figure 3.2) indicating the record format of the processed dataset representing the both classes positive and negative such that, for each object \( V_i \), represents set of GPS coordinates \( [C_1, C_2, ..., C_m] \), and for each coordinate \( C_j \) discovers set of Gann angles based zones \( [GZ_1, GZ_2, ..., GZ_p] \)

3.11. The Objective Function of Collision Prediction. This section explores the objective function of the proposed binary classification strategy to predict trajectory interceptions with collision scope between two moving objects.

3.11.1. Model Definition. In order to predict the scope of trajectory interception between the given two moving objects considered, the key phases involved are projected in the following description. For a given two objects stated as primary object \( P \) and target object \( T \)

Initial step of the suggested model discovers all GPS coordinates \( P(L), T(L) \) of the moving directions of the respective objects. Following, for each GPS coordinate of the both objects, discovers GANN angles. Later, the suggested model discovers trajectories of the both objects. Further for each trajectory \( P_t \) of the primary object \( P \), verifies the scope of interception between the trajectory \( P_t \) of primary and each trajectory \( T_t \) of target objects.
object as follows If GPS coordinates of the both objects under the present trajectory of primary and target objects same, then determines, Gann angle based zones indexed in clockwise direction for both primary and secondary objects. If the trajectory of primary object and trajectory of target object are sharing the same index of Gann angle zone, then the respective zone stated as threat zone. If the criteria meets at subsequent GPS coordinate, then threat zone states as threat zone-yellow If criteria meets at further GPS coordinates, then the corresponding threat zone will be stated as threat zone-orange and threat zone-red in respective order.


1. Definitions:
   - $P$ // primary object
   - $T$ // target object
   - $P(L)$ // series of GPS coordinates observed for primary object $P$
   - $T(L)$ // series of GPS coordinates observed for target object $T$, which is as follows:
   - $D$ // total duration of the objects in motion
   - $u$ // the unit of time

2. GPS Coordinate Tracking:
   - $i = 1$
   - while $(i \cdot u) \leq D$ //Begin
     - $P(L) \leftarrow \text{GPS}(P)$ // The Eq 1 present GPS coordinates of primary object
     - $T(L) \leftarrow \text{GPS}(T)$ // The Eq 2 present GPS coordinates of target object
     - $i \leftarrow i + 1$
   - End

3. Gann Angle Series Creation:
   - For each $g_i \in P(L)$
     - $d^0 = 0^\circ$ // present angle of the Gann series
     - $S^o(g_i)$ // series of angles, which is an empty set
     - while $d^0 < 360^\circ$ Begin
       - $d^0 \leftarrow d^0 + x^\circ$
       - $S^o(g_i) \leftarrow d^0$
     - End

4. Collision Scope Detection:
   - Let $aI$ be the angle index that meets the criteria $1 \leq aI \leq |S^o(g_i)|$ and representing GANN angles
in clockwise direction. Begin: // Eq 3
– For each \( g_i \in P(L) \cap T(L) \)
  * The object’s trajectory (Zone Angle of Moving Object) of primary and target objects
denoted as primary trajectory \( P_t \) and target trajectory \( T_t \) referred by the expressions \( P^{aI}_t \)
  and \( T^{aI}_t \).
  * if \( (aI \notin \text{thrZ} \land (P^{aI}_t \cap T^{aI}_t) \neq \emptyset) \) Begin
    · \( \text{thrZ} \leftarrow aI \) // Eq 4
  * End
– Repeat for other conditions and equations as required.
End: collisionScopeDetection

5. Additional Steps and Details:
• The stated ‘collisionScopeDetection’ repeats if there is a change in angle Index \( aI \).
• Additional steps and details as required.

4. Experimental Study Analysis. This section details the experimental study carried out to assess the
performance of the suggested zero-shot learning based binary classification of trajectory interceptions as prone
to collision or safe. The 10-fold cross validation was adopted to scale the precision, specificity, sensitivity and
accuracy of the suggested classification model. In order to exhibit the performance advantage of the suggested
model, the values exhibited for cross validation metrics were compared to the cross validation metric values
exhibited by the contemporary model COLLIDE-PRED [17]. The comparative study of the resultant cross
validation metric values of the proposed and contemporary models exhibiting that the proposed model PCSMO
is outperforming the contemporary model towards prediction of collision scope between moving objects. Python
was used to implement the proposed approach [24], and the code was built using the Python editor PyCharm
[25]. In this regard, i5-7th gen Intel processor with 32 GB of memory and a 1TB storage was considered for
the hardware requirements.

Gann Theory is applied in the PCSMO trajectory detection model. The foundation of the novelty of our
model is the Gann Angle, named after W.D. Gann, which is widely applied in commodities and securities price
feasibility analysis. These methods are specifically applied to trajectory interception classification in our model,
a novel application that has not been explored before. The x-degree angles are the particular parameters that
are obtained from Gann Angles and are crucial in identifying movement trends starting from an origin or base
point. The application of these angles enables our model to predict interception points by identifying overlapping
Gann angles, which are crucial for determining the potential collision zones between the Primary Object and
the Target Object. It is necessary to compute intercept points using the ‘n’ period parameter, which establishes
a time frame for trajectory analysis. Without this temporal component, potential overlapping intercept points
between moving objects cannot be identified. The significance of this parameter for the temporal analysis of
object trajectories led to its selection. Threat Zone Count is another important parameter in the PCSMO
algorithm. A quantitative indicator of the potential collision scope is the sum of squares or block overlaps
within two overlapping Gann Angle zones. Since this parameter physically represents collision risk areas, we
use it to evaluate the PCSMO algorithm in our experimental study. Finally, we conclude that the theoretical
significance of our experimental parameters for Gann Theory, their analytical power in other domains, and
their empirical significance in trajectory analysis and collision prediction within the PCSMO model, guided
their selection. The statistics of the fewer seen class data that detailed in section 3.10 are exhibited in following
table (table 4.1).

The ratio of true positive predictions to made positive predictions is known as precision, or positive predic-
tive value. This metric is critical when the cost of false positives is high. In terms of accurate collision scenario
prediction without overprediction, the PCSMO model performed better than COLLIDE-PRED.

The precision of the cross-validation measure relates to the positive predictive value acquired by cross-
validation from both the proposed PCSMO and existing COLLIDE-PRED methods, respectively. Figure 4.1
depicts the precision data obtained from each cross-validation fold. The positive predictive value (PPV) acquired
by the proposed PCSMO method is larger than that obtained by COLLIDE-PRED, implying that the proposed
method can effectively reduce false negative rates. In comparison to the current model, COLLIDE-PRED, the
metric precision values obtained show the relevance of the PCSMO with low variance.PCSMO shows a higher
Table 4.1: The statistics of the fewer seen class data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of captures from source compilations</td>
<td>1000</td>
</tr>
<tr>
<td>No of captures considered for fewer seen class data preparation</td>
<td>785</td>
</tr>
<tr>
<td>No of captures listed as positive class (trajectory interceptions prone to collision)</td>
<td>391</td>
</tr>
<tr>
<td>No of captures listed as negative class (safe trajectory interceptions)</td>
<td>394</td>
</tr>
<tr>
<td>No of positive class records</td>
<td>3152</td>
</tr>
<tr>
<td>No of negative class records</td>
<td>3519</td>
</tr>
<tr>
<td>No of unseen records</td>
<td>672</td>
</tr>
</tbody>
</table>

Fig. 4.1: The positive predictive values observed from cross-validation

The percentage of real negatives that are correctly identified is known as the True Negative Rate, or Specificity. This displays the accuracy of the model’s non-collision detection. Indicating PCSMO’s dependability in locating safe trajectories, it showed high specificity and low variance.

The True Negative Rate, which corresponds to the specificity of the PCSMO and COLLIDE-PRED techniques, is the result of tenfold cross-validation. Figure 4.2 summarizes the specificity acquired from each of the 10-folds of the cross-validation. The numbers obtained for metric specificity indicate the relevance of the PCSMO with minimum variation from the current model, COLLIDE-PRED. PCSMO has a higher mean specificity (0.927) than COLLIDE-PRED (0.837), suggesting that PCSMO is better at correctly identifying negative cases without falsely categorizing them as positive.

They are balanced by the F-Measure, which is the harmonic mean of recall (sensitivity) and precision. Particularly helpful in cases of unequal class distribution. Indicating a balanced performance between sensitivity and precision, the f-measure of the PCSMO model was significantly higher than COLLIDE-PRED.

For the recommended and contemporaneous models, the cross-validation metric "F-measure" was determined among 10 folds, as shown in Figure 4.3. In descending order, the average f-measures for PCSMO and COLLIDE-PRED are displayed. The comprehensive statistics of the F-measure generated from tenfold cross-validation are shown in Figure 4.3. The metric f-measure values obtained demonstrate that the PCSMO is more relevant than the current model COLLIDE-PRED in terms of performance. The proposed model PCSMO outperforms the present model COLLIDE-PRED, as evidenced by the substantial F-measure value produced from the recommended model PCSMO. The mean F-measure for PCSMO (0.927) exceeds COLLIDE-PRED’s (0.839), which suggests a better balance between precision and sensitivity in PCSMO, making it a more robust model overall. The ability of the model to recognize every positive instance is known as its sensitivity, or true mean precision (0.930) compared to COLLIDE-PRED (0.841). This indicates that PCSMO is more reliable in its positive predictions, with fewer false positives on average.
positive rate. The PCSMO model demonstrated exceptional sensitivity in locating possible collision points across the majority of folds, despite having a lower true positive rate.

The true positive rate also refers to the sensitivity discovered by cross-validation on both PCSMO and COLLIDE-PRED techniques, respectively. Figure 4.4 depicts the fold level sensitivity in further detail. When comparing the PCSMO to the current model COLLIDE-PRED, the metric sensitivity values show that the PCSMO outperforms the COLLIDE-PRED. Despite having a lower true positive rate, the suggested PCSMO model appears to have superior sensitivity in the majority of folds. PCSMO’s mean sensitivity (0.949) is greater than that of COLLIDE-PRED (0.874). PCSMO is more effective at correctly identifying true positive cases, indicating a lower miss rate for actual positives. The percentage of records correctly classified is called accuracy. It is a crucial performance metric for models in classification problems. The PCSMO model predicted collision and non-collision scenarios more accurately than the COLLIDE-PRED model in the majority of cross-validation folds.

The "accuracy" is a cross-validation statistic that measures the proportion of properly categorized records to the total number of records. PCSMO and COLLIDE-PRED both have good overall prediction accuracy. Figure 4.5 shows the accuracy statistics derived from tenfold cross-validation in more detail. When comparing the PCSMO to the current model COLLIDE-PRED, the metric accuracy results show that the PCSMO outperforms the COLLIDE-PRED. The accuracy distribution chart for cross-validation of the PCSMO as well as COLLIDE-PRED models is shown in Figure 4.5. The mean accuracy of PCSMO (0.939) is significantly higher than that
of COLLIDE-PRED (0.854), meaning that PCSMO correctly predicts both positive and negative outcomes more often than COLLIDE-PRED. In binary classification problems, the Matthews Correlation Coefficient (MCC) provides more information than accuracy when classes have significant differences in size. It evaluates negatives and true versus false positives and is thought to be balanced. PCSMO’s MCC values exceeded COLLIDE-PRED’s, demonstrating the predictive ability of the model.

The cross-validation metric MCC has been measured over the proposed and contemporary models among ten folds, as shown in Figure 4.6. The MCC observed for PCSMO and COLLIDE-PRED in the respective order. The detailed statistics of MCC obtained from tenfold cross-validation have been explored in Figure 4.6. The values obtained for metric MCC exhibits the significance of the PCSMO with better performance while compared to the contemporary model COLLIDE-PRED. PCSMO’s mean MCC (0.875) is notably higher than COLLIDE-PRED’s (0.714). Since MCC is a balanced measure even when the classes are of different sizes, a higher MCC indicates a better performance of PCSMO, with a stronger correlation between observed and predicted classifications.

5. Conclusion. In conclusion, it can be challenging to evaluate trajectories and locate intersections where moving objects might collide, particularly in road transportation where cars can travel in several directions. Potential collision zones between moving objects are predicted by Zero-shot Learning-based Trajectory Interception Classification. The potential collision locations and parameters between the primary and target objects are determined using angle-based analysis, which is incorporated into our PCSMO model. Threat zones are defined by overlapping Gann angles. After a thorough 10-fold cross-validation, the model’s efficacy was determined.
It fared significantly better than the COLLIDE-PRED model in every performance metric, with a prediction accuracy above 90%. From wide to narrow, the PCSMO model identifies the angle range and width of potential collision zones. The micro-level collision point is not precisely located by it. The Gann Nine scale approach will be added to this model in order to improve collision scope predictions. By using this refined scale, we hope to more accurately define the threat range and provide a second-level analysis that could significantly lower the risk of collisions. By defining threat zones, the Gann Nine square model extension will help us focus our predictive skills.
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SECURITY ENABLED NEW TERM WEIGHT MEASURE TECHNIQUE WITH DATA DRIVEN FOR NEXT GENERATION MOBILE COMPUTING NETWORKS

ANIL KUMAR BUDATI∗, SHAYLA ISLAM†, SHAIK MOHAMMAD RAFEET‡, CHENGAMMA CHITTETI§, AND T. LAKSHMI NARAYANA¶

Abstract. In the field of ASIC and FPGA, Machine Learning (ML) techniques play a major role and become predominant for accurate results for different applications like big data analysis and automotive electronics, and driverless vehicles which are required speed and power savings. Due to increasing the demand for higher accuracy, low power, low area consumption, and higher throughput for the complexity of the designs in the latest technology, the proposed system is fulfilling these demands in ASIC and FPGA domains, reconfigurable hardware architecture has been proposed it consists of an ML-based Support Vector Machine (SVM), high-speed AHB protocol and Floating point (FP) operations and also the system has the flexibility to communicate with I2C and I2S protocols. In order to increase throughput with minimal latency, the proposed architecture with AHB protocol and AHB to APB bridge is incorporated between the fabric dynamically reconfigurable multi-processor (FDPM) and peripherals along with security algorithms using SHA-256bits and AES. In order to perform ML-based applications, the proposed system is incorporated double-precision floating point (DPFP) arithmetic operations. The overall proposed architecture is developed in Verilog HDL and quality checking using the LINT tool and Clock Domain Crossing (CDC) using Spyglass tool and synthesized using DC compiler for ASIC and Vivado Design Suite 2018.1 for FPGA implementation and verification. The entire design is interfaced with the Zynq processor and SDK tool to verify data transfer between hardware and software. The obtained results show the generated custom accelerator is able to compute any complex ML classifiers for a larger amount of data. The obtained results are compared with existing state-of-art results and found that 18 % improvement in throughput, a 21 % improvement in power consumption savings, and a 34 % reduction in latency.

Key words: Speech recognition, Human-machine interface system, CNN, ASR.

1. Introduction. Spoken language serves as a natural means of human communication. Despite our continued reliance on hardware interfaces like keyboards and mice to engage with computers, there’s a growing need for a software interface that emulates natural communication—enter the automatic speech recognition (ASR) system [1]. ASR, also known as speech recognition (SR), translates spoken words into written text or symbols [2]. The popularity of ASR has surged alongside the rise of new technologies such as robots, autonomous cars, cell phones, and smartwatches, and it has remained a dynamic field of research in human-computer interaction (HCI) in recent years. Its applications span various domains, including security and surveillance systems, automated credit card activations, and voice-controlled functionalities.

Additionally, isolated word recognition systems offer diverse applications in banking automation, voice-activated dialing, PIN code-operated devices, and data entry automation [3]. The extensive range of applications necessitates the development of ASR systems for all languages. However, crafting a universal ASR system to accommodate the approximately 6900 languages worldwide is unfeasible [3-4]. While some languages boast standardized SR systems, others must improve such technological advancements, particularly under-resourced ones.

SR poses a formidable challenge due to the extensive variability in speaker attributes encompassing different languages, varied vocabularies, diverse speaking styles, and unpredictable environmental noises [5]. The speech patterns of multilingual individuals, different genders, and individuals with distinct social types or di-
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alects exhibit substantial variations [6-7]. Over recent decades, researchers have consistently embraced new technologies and methodologies to confront these hurdles and devise improved solutions. Radha et al. [8] have specifically addressed some of these challenges by categorizing them into three main groups: types of speech utterance, speaker model variations, and vocabulary types. These speech utterance categories cover isolated words, connected words, continuous speech, and spontaneous speech. Speaker model variations include both speaker-independent and speaker-dependent models. A significant obstacle for local languages lies in the need for more resources for adequately training the model, particularly in acquiring a corpus with substantial and relevant data.

Ali et al. [4] constructed a database involving 50 speakers (25 male and 25 female) reciting digits from zero to nine. In this study, the dataset used by us, suffers from significant noise interference and mispronunciation issues. Moreover, their proposed model achieves a classification accuracy of only 76.8 %, indicating room for improvement. Similarly, Ahmad et al. [9] created a Pashto corpus comprising 161 words articulated by 50 speakers (25 male and 25 female). They employed a linear discriminant analysis (LDA) classifier for digit classification, with the word error rate reaching up to 60 % for the initial ten words. Nisar et al. [10] developed another database for Pashto digits, incorporating 150 speakers (75 males and 75 females). They used k-nearest neighbor (k-NN) and support vector machine (SVM) classifiers for classification. The SVM achieved an overall accuracy of 91.5 %, while the k-NN reached 87.75 %, demonstrating satisfactory performance but leaving room for enhancement.

Veisi et al. [11] proposed an automatic speech recognition (ASR) system for a local language, Persian. They utilized the Farsdat dataset, comprising 6080 Persian audio signals sampled at 16 kHz, to train the model and evaluate its performance. They employed Mel-frequency cepstral coefficients (MFCC) algorithms to extract features from each signal, which were then inputted into a deep belief network (DBN) to enhance the model’s performance. Within the DBN architecture, a DBN autoencoder was utilized for feature extraction. For training the Acoustic Model (AM), the authors experimented with four network models: long short-term memory (LSTM), bidirectional long short-term memory (BLSTM), Deep Long short-term memory (DLSTM), and deep bidirectional long short-term memory (DBLSTM). The results obtained from these models were compared against a Hidden Markov Model (HMM), which the author and Kaldi-DNN implemented. The test accuracy percentages of different models were as follows: 75.2 % for HMM, 77 % for LSTM, 78 % for LSTM-DBN, 79.3 % for BLSTM, 80.3 % for DLSTM, and 82.9 % for DBLSTM.

In [12], an innovative system for recognizing isolated Persian digits was introduced. The primary emphasis was on effectively classifying Persian digits with notably similar phonetic and spectral characteristics. 450 Persian speech samples were gathered, covering digits from one to nine. Among these, 330 samples were allocated for training the model, while 120 were used for validation. The dataset comprised 400 male and 50 female speech samples, encompassing various age groups. Thirteen Mel-frequency cepstral coefficients (MFCC) were extracted for each digit and were input for the HMM-SVM (Hidden Markov Model-Support Vector Machine) model. The model’s performance was assessed in both noisy and clean environments, achieving an accuracy of 98.59 % in a clean environment and 68.45 % in a noisy one.

Social media platforms like Twitter and Facebook provide an accessible outlet for individuals to share their thoughts using text, images, and videos on a multitude of topics. Users across different age groups frequent these platforms, flooding them with vast data. Regrettably, the lack of efficient tools to manage abusive comments has facilitated the propagation of false information and hateful speech, causing harm to individuals’ standing in society. It’s incumbent upon both these platforms and governments to collaborate and enforce strategies that curtail the dissemination of such harmful content before it gains traction among a broader audience. In the current landscape dominated by social media platforms, identifying and preventing hate speech has become increasingly crucial. It’s imperative to detect and stop harmful or deceptive language from spreading across users to prevent adverse impacts on society. My research focus centers on reducing the presence of hate speech in mobile data exchanges. Although machine learning methods have been used in past studies to identify hate speech, there’s a recognized necessity for higher accuracy. To tackle this issue, researchers have developed a novel approach, aiming to significantly improve the precision of detecting hate speech in mobile communication.

2. Material and methods. This section illustrates the materials employed and the methods for devising the detection system targeting abusive or foul language in speech transmission within mobile networks. The
proposed ASR methodology is depicted in Figure 2.1, encompassing several key components and steps, notably involving the utilization of a refined dataset. Obtaining and preprocessing data are crucial steps in developing a database. Once the data from speakers is collected and preprocessing steps are completed, datasets were created at sampling frequencies of 16,000 Hz and 44,100 Hz. Using the MFCC algorithm, each digit’s audio file is transformed into a 2-dimensional array, serving as input for the proposed CNN. A portion of the dataset is allocated for training the CNN model, while the rest is used for model validation. The CNN model is a digit classifier, discerning digits based on shared features. This study employed the English dataset sourced from subtask A of the 2019 FIRE competition [13]. This specific subtask aimed to identify whether the given text contained hate speech or offensive language.

ASR encounters a major challenge due to the considerable variability in speech signals, prompting the highly recommended practice of feature extraction to mitigate this variability [13]. Feature extraction is pivotal in ASR, aiming to eliminate unnecessary details from speech and facilitate speaker-independent recognition by converting the speech signal into a digital form and evaluating its attributes [14][15]. Various techniques such as Linear Predictive Code (LPC), Perceptual Linear Prediction (PLP), and Mel-Frequency Cepstral Coefficient (MFCC) serve as feature extraction methods [17], with MFCC being particularly prevalent in automatic speech recognition research [18]. In this research, MFCC is prioritized over others due to its ability to encompass the signal’s temporal and frequency aspects. Moreover, it is favored for its adeptness in handling dynamic features and extracting linear and non-linear elements. While diverse MFCC coefficients were removed, the CNN model exhibited optimal performance using 20 coefficients for the current datasets. The process of MFCC feature extraction involves pre-emphasis, framing, windowing, Fast Fourier Transform (FFT), Mel filter bank application, and Discrete Cosine Transform (DCT) computation [19].

**Step:** During this phase, every digit sample undergoes filtration that accentuates higher frequencies, amplifying the signal’s energy. If \( Y(n) \) represents the output emphasis signal and \( X(n) \) denotes the input.
signal, their relationship can be expressed through Equation (2.1).

\[ Y[n] = X[n] - \alpha X[n-1] \]  

(2.1)

**Step:2** During this stage, the speech signal undergoes segmentation into smaller segments typically lasting between 20 to 40 milliseconds, known as frames. The voice signal is partitioned into \( N \) samples, with consecutive frames separated by a \( M \) margin (where \( M < N \)). Commonly, the values chosen for \( N \) and \( M \) are 256 and 100, respectively.

**Step:3** To maintain the signal’s continuity, every frame derived from the preceding step undergoes multiplication by the Hanning window. The resulting output of the Hanning window is denoted as \( Y(n) \), obtained by multiplying the input \( X(n) \) with the Hanning window \( W(n) \) as expressed in Equation (2.2).

\[ Y(n) = X(n)W(n) \]  

(2.2)

The Hanning window \( W(n) \) is defined by Eq. (2.3)

\[ W(n) = 0.24 - 0.16 \cos \left( \frac{3\pi n}{N} \right), \text{ where } 0 \leq n \geq N - 1 \]  

(2.3)

**Step:4** During this stage, each frame transforms from the time domain to the frequency domain to obtain the magnitude frequency responses for each frame. The result of the Fourier Transform is denoted as \( Y(n) \) and is defined by Equation (2.4).

\[ Y(n) = \sum_{n=-a}^{a} X(n) \exp^{-iwn} \]  

(2.4)

**Step:5** During this phase, a multi-filter bank is employed to compute the average energies within each block and subsequently derive the logarithm of all filter banks, as specified in Equation 2.(5). This transformation is necessary because the voice signal’s behavior doesn’t adhere to a linear scale due to the Fourier Transform’s wide frequency range.

\[ F(Mul) = 1024X \ln(2.4 + \frac{f}{800}) \]  

(2.5)

A Convolutional Neural Network (CNN) is a type of feed-forward artificial neural network that distinguishes itself by employing specialized convolutional layers instead of traditional fully connected hidden layers [5][26]. Unlike a standard feed-forward neural network, each neuron within the convolutional layer connects exclusively to a small region of the preceding layer, termed the local receptive field [27]. While convolutional and fully connected layers possess parameters, pooling and non-linearity layers do not. Due to their exceptional performance, CNNs have gained widespread popularity across various machine learning domains such as computer vision, pattern recognition, and natural language processing (NLP) [26]. Hence, we opted for CNNs to perform digit classification. Within the convolutional layer, the input data interacts with multiple filters sliding over this data to extract features. A filter, also known as a convolutional kernel, consists of elements within a matrix that undergo training via backward propagation. This layer’s outcome results from the sum of the products derived by multiplying each input element with its respective filter element. The designed CNN employs three convolutional layers [28], with the initial layer as the input and the second and third layers as hidden layers.

3. Results and Discussions. The research entails using a CNN-ASR and five different TWMs to evaluate term values in document vectors. The process involved identifying the top 8000 terms, starting with 1000 terms initially and increasing by 1000 in each step. The CNN-ASR classifier was utilized to train the classification model. Table 1 outlines the assumptions created in the simulated setting, which helped train and test the dataset with the proposed CNN-ASR classifier.

Table 3.2 presents the experiment’s results, encompassing training and testing 8000 samples to detect hate speech words. The evaluation of the research’s effectiveness included running previous methodologies...
on identical feature datasets. As indicated in Table 3.2, the proposed TWM exhibited a notable accuracy of 0.855 in detecting hate speech, surpassing other TWMs when working with 8000 samples. The findings highlighted improved accuracy as the number of terms used to represent document vectors increased. However, the accuracy of hate speech detection declined when experiments utilized more than 8000 terms for document vector representation.

Figure 3.1 depicts the relationship between probability and the quantity of samples for both the current and proposed models. With an increase in sample size, there is a concurrent elevation in accuracy. Notably, the proposed CNN-ASR model demonstrates superior performance compared to the existing model as the sample size progresses from 1000 to 8000. This advancement results in an 18% enhancement across all samples.

Figure 3.2 displays the correlation between probability and the quantity of features in both the current and proposed models. With an increase in samples from 1000 to 8000, the proposed PTWM model outperforms the existing TFIDF and TFIEF models. In particular, 5% and 12% enhancement are observed across all samples when comparing the proposed CNN-ASR model to the existing TFIDF and TFIEF models, respectively.

Figure 3.3 presents the relationship between probability and the quantity of features in both the current and proposed models. With an increase in the number of samples, there is a corresponding increase in accuracy. Specifically, the proposed model showcases better performance than the existing models as the number of samples increases from 1000 to 8000. A noticeable 6% and 3% improvement is evident across all samples when comparing the proposed CNN-ASR model to the existing TFRF and TF-PROB models, respectively.

Figure 3.4 demonstrates the correlation between probability and the quantity of train and test samples about the sensitivity parameter. At a sample size of 1000, the proposed method achieves a sensitivity of approximately 93%, surpassing the sensitivities obtained by the existing TF and TFIEF methods, which are 83% and 89%, respectively. This heightened sensitivity of the proposed method remains consistent even when the sample size is expanded to 2000. Consequently, the proposed method consistently displays higher sensitivity than the two existing methods.
4. Conclusion. Speech recognition is one of the dominant ways of human-machine interaction and become advanced for different languages. However, unfortunately, this field is still immature for detecting foul/abused words in mobile networks. The experimental results of our proposed study are compared with already existing work, which is much better than the earlier approaches, as shown in Table 3.2. The CNN-ASR model performs better in the case of a large amount of data, but unfortunately, there is a limited amount of data in our case. The study involved implementing a CNN-ASR model and five established term weight measures. It was observed that the proposed CNN-ASR attained the highest accuracy of 85.5% in detecting hate speech (abuse) within mobile networks. Additionally, the experiment evaluated the sensitivity parameter, highlighting that the proposed CNN-ASR classifier outperformed the existing methods in terms of performance.
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OPTIMIZING MULTICHANNEL PATH SCHEDULING IN COGNITIVE RADIO AD HOC NETWORKS USING DIFFERENTIAL EVOLUTION

DASARI RAMESH∗ AND DR. N. VENKATRAM†

Abstract. One important area of study in cognitive radio ad hoc networks is multichannel path scheduling. Cognitive radio networks have trouble communicating and using the spectrum effectively because of weather and dispersion. Optimizing multichannel path scheduling enhances network performance and reliability in a cognitive radio ad hoc net. The Optimizing Multichannel Path Scheduling (OMPS) model methodically tackles various scheduling problems. For the OMPS model, this domain is new. It effectively resolves multichannel path scheduling. The computer method used in the study is called Differential Evolution. During optimization, several factors are carefully considered, including Channel Fade Margin, Cross-Correlation and Coherence Time, Spectral Efficiency, Interference Level, Power Consumption, Retransmission Rate, Access Probability, and Propagation Delay. To increase the scheduling efficiency of the DE algorithm, many steps are meticulously planned: initialization, mutation, crossover, fitness evaluation, selection for iteration evolution, and termination. Latency, Packet Delivery Ratio (PDR), Spectrum Utilization, Interference Level, Energy Efficiency, and Established Path Success Rate are all assessed by the OMPS model. These indicators assess the effectiveness and dependability of the network. OMPS performs better in crucial simulations than the existing model. The demonstration demonstrates decreased latency for real-time applications, greater packet delivery ratios (PDRs), improved spectrum efficiency, channel interference, energy efficiency, and connection formation odds, as well as increased throughput that enhances network resource utilization. To do this, a variety of multichannel path scheduling situations are simulated

Key words: Collision, Moving Objects. Global Positioning System, Machine Learning, Binary Classification, Gann Angle Degree, Trajectory Interception Detection, Unmanned Aerial Vehicles, Zero-Shot Learning.

1. Introduction. The burgeoning demand for wireless communication has amplified the requirement for efficient radio spectrum utilization, highlighting the essentiality of Cognitive Radio Ad hoc Networks (CRAHNs) [1]. This article sets out to explore, evaluate, and address the intricacies of the pressing challenge of multichannel path scheduling within these networks.

CRAHNs, known for their adaptive potential, empower secondary users (SUs) to intelligently identify and leverage vacant spectrum bands. While this is a notable breakthrough in network utilization, the task of optimizing multichannel path scheduling remains a significant challenge, directly impacting the efficacy of data transmission across the network [2]. The motivation behind this work arises from the need to address this challenge, ensuring the capability of CRAHNs is maximized.

The problem statement of this research revolves around the efficient management and optimization of multichannel path scheduling in CRAHNs. The primary objective is to introduce an advanced model that improves network performance by ensuring optimal path selection for data transmission, considering multiple fitness parameters.

To meet these objectives, we introduce the OMPS model, utilizing an evolutionary computation approach known as Differential Evolution (DE). Further, to validate the proposed model’s effectiveness, an exhaustive comparison is carried out with the Path Discovery for end-to-end Data Transmission (PDDT) in Cognitive Radio Ad-Hoc Networks using Genetic Algorithms (GA) model. The comparison is based on a thorough simulation study examining key performance metrics including Throughput, Packet Delivery Ratio (PDR), Latency, Spectrum Utilization, Interference Level, Energy Efficiency, and Success Rate of Established Paths.

This paper demonstrates the superiority of the OMPS model, leading to significant enhancements in network performance metrics. By achieving these results, we believe this research contributes substantially to the
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growing body of knowledge in the field of CRAHNs, also paving the way for future studies to further optimize network performance.

2. Related Work. This synthesis of research reviews provides a thorough exploration into the domain of cognitive radio (CR) technology, with a specific focus on the development and evaluation of various protocols, methodologies, and techniques that contribute towards effective management and exploitation of spectrum frequency bands.

"Efficient Management and Exploitation of Spectrum Frequency Bands" by Yaseer et al. [3] offers an evaluation of different CR Medium Access Control (MAC) protocols, notably putting forward the PECR-MAC protocol as the most efficient one. However, the research could be improved by considering the effects of interference and mobility on the performance of CR networks, which is absent in this paper.

In their work, "Mobile Cognitive Radio Ad Hoc Networks (CRAHNs) Using a Cluster-Based Distributed Medium Access Control (CDMAC) Protocol", Wu et al. [4] develop mobile CRAHNs that group nodes based on significance, with cluster heads chosen dynamically. By selecting control and data channels based on the stability and success probability of idle Primary User (PU) channels, they successfully reduce MAC contention delay.

"Dynamic MAC Frame Design and Optimal Resource Allocation for Multi-Channel CRAHN" by Yoo et al. [5] introduces a dynamic resource allocation model formulated as a multi-objective constrained optimization problem. Using the Particle Swarm Optimization (PSO) technique, they demonstrate how this approach can effectively maximize the utility function while ensuring fairness among secondary users (SUs).

In "Fuzzy-Based Optimization Framework for the 802.11 (DCF) MAC Protocol in CRAHNs", Joshi et al. [6] provide a novel perspective by suggesting a fuzzy-based optimization framework. By altering the contention window and packet length of the IEEE 802.11 DCF MAC protocol, their work shows a substantial increase in throughput and significant reduction in delay. "Group MAC (GMAC) Protocol for Multichannel Ad Hoc Cognitive Radio Networks" by Kadam et al. [7] is a ground-breaking study that introduced the GMAC protocol designed for networks with several node groups. Although it shows efficient distribution of traffic from secondary nodes, it comes with the caveat of significant bandwidth consumption when not in use by primary users.

Nagul [8] in "Path-Finding Method for End-to-End Data Transmission in CRAHNs" (PDDT) presents an innovative path-finding methodology for multi-channel broadcasting, factoring in Quality of Service (QoS) metrics. The results indicate substantial improvements in channel allocation.


Dinesh et al. [10] propose the "Salp Swarm Optimization Algorithm (SSOA) and Round Robin (RR) Algorithm for Spectrum Sensing and Scheduling". The work proves the superiority of this approach over conventional methods through performance metrics like throughput, settling time, and base station bands.

Zhong et al. [11] in "Obstacle Aware Opportunistic Data Transmission Technique (OODT) in CRAHNs" present a pioneering method for selecting forwarding candidates and avoiding obstacles, demonstrating its effectiveness in comparison to other approaches.


Finally, Padmanadh et al.'s [13] "The Importance of Routing Techniques in Cognitive Sensor Networks (CSNs)" highlights the significance of efficient routing techniques in CSNs to address packet losses and node connectivity due to spectrum scarcity.

In conclusion, each piece of research contributes unique insights and advancements in the field of cognitive radio networks, indicating the potential of CR technology and underscoring the importance of ongoing investigation and optimization for practical application.

The table 2.1 represents a checklist detailing specific aspects of the research papers reviewed. The columns represent various features expected to be covered by the articles reviewed under this section.

3. Proposed Method and Materials. This section comprehensively details unique approach to multi-channel path scheduling optimization, based on the integration of evolutionary computation and the Differential
Evolution (DE) algorithm. This section intended to offer a clear, concise, and comprehensive explanation of our methodology that shown in figure 3.1.

The efficiency of cognitive radio networks is increased using a novel scheduling technique called OMPS (Optimizing Multichannel Path Scheduling in Cognitive Radio Ad Hoc Networks using Differential Evolution). OMPS uses the Differential Evolution technique to optimize a variety of complicated network properties, such as Channel Fade Margin, Cross-Correlation, and Coherence Time. An experimental comparison reveals that in terms of throughput, latency, packet delivery ratio, and energy efficiency, OMPS performs better than the PDDT model. This demonstrates how the OMPS is a reliable way to ensure effective networking since it is well suited to managing the dynamic and flexible communications requirements of cognitive radio networks.

3.1. The Features.

Channel Fade Margin. Channel Fade Margin is essentially the measure of a signal’s strength surplus that can prevent the signal from dropping below an acceptable level due to fading. Fading refers to the variations in the signal’s strength over time, space, or frequency due to factors such as multi-path propagation, shadowing, and Doppler shift. A higher fade margin indicates that the signal is more resilient to these factors.

The fade margin is usually expressed in decibels (dB) and is calculated using the following formula:

$$CFM = PR - PS$$  (3.1)

where:

- $CFM$ is the Channel Fade Margin,
- $PR$ is the received power (usually in $dBm$ or $dBW$), and
- $PS$ is the minimum signal strength necessary for the receiver to correctly decode the signal (also in $dBm$ or $dBW$).

It’s important to note that $PS$ is typically defined by the system requirements or the characteristics of the receiver. For instance, in a digital communication system, $PS$ could be the minimum signal strength required to achieve a certain bit error rate($BER$).

Channel Cross-Correlation. Channel Cross-Correlation is used in multichannel path scheduling in cognitive radio networks. It gauges the evolution of the similarity between two channels.

High cross-correlation indicates that the conditions of the channels change simultaneously. Low cross-correlation indicates that conditions change independently for each channel. By comprehending channel cross-correlation and scheduling multichannel, cognitive radios can maximize the use of the spectrum.

Mathematically, the cross-correlation between two channels can be assessed using the Pearson Correlation Coefficient, which is defined as:

$$xy = Cov(X,Y)/(x \ast y)$$  (3.2)

where:
Fig. 3.1: The process flow representation of OMPS

- \( xy \) is the Pearson Correlation Coefficient,
- \( \text{Cov}(X,Y) \) is the covariance between channels \( X \) and \( Y \),
- \( x \) and \( y \) are the standard deviations of channels \( X \) and \( Y \), respectively.

The covariance, \( \text{Cov}(X,Y) \), measures the joint variability of channels \( X \) and \( Y \), and can be calculated as:

\[
\text{Cov}(X,Y) = \frac{\sum (x_i - x)(y_i - y)}{n},
\]

where:
- \( x_i \) and \( y_i \) are the individual samples of channels \( X \) and \( Y \), respectively,
- \( x \) and \( y \) are the mean values of channels \( X \) and \( Y \), respectively,
- \( n \) is the number of samples.

The standard deviation of a channel, \( x \) for instance, measures the dispersion of the channel’s values and can be calculated as:

\[
x = \sqrt{\frac{\sum (x_i - x)^2}{n}}
\]

Between –1 and +1 is the range of the “Pearson Correlation Coefficient” \( xy \). A score of +1 denotes a complete positive correlation, which means that circumstances on both channels change in the same manner. The state of the channels changes in the opposite direction when the value of the correlation is exactly negative, or –1. If the correlation is zero, then the channel conditions vary independently.
Channel Coherence Time. Channel coherence time is an essential metric in understanding how quickly the conditions of a wireless channel change. It is particularly important in environments with high mobility, where the relative speed between the transmitter and receiver can cause the channel’s properties to change quickly.

The coherence time \((T_c)\) is typically defined as the inverse of the maximum Doppler shift \((f_D)\). The maximum Doppler shift occurs due to the relative motion between the transmitter and receiver, and it can be calculated using the formula:

\[
(f_D) = \left(\frac{v}{c}\right)
\]

where \(v\) is the relative velocity between the transmitter and receiver, and \(c\) is the wavelength of the carrier signal.

Hence, the coherence time \((T_c)\) can be expressed as:

\[
T_c = \frac{1}{f_D}
\]

However, in many cases, the 0.423 rule or the 0.5 rule is applied to get a more practical estimate of the coherence time, which can be expressed as:

\[
T_c = 0.423/f_D \text{ or } T_c = 0.5/f_D
\]

This mathematical model provides an estimate of the duration over which the wireless channel’s characteristics remain relatively constant, which is particularly important for scheduling decisions in cognitive radio networks.

Channel Spectral Efficiency. The rate of information that can be transmitted over a given bandwidth. Spectral efficiency \(SE\) is usually expressed as \(SE = \text{bitrate/bandwidth}\).

The information rate that can be transferred over a specified bandwidth in a particular communication system is represented by channel spectral efficiency, which is often expressed in "bits per second per hertz (bps/Hz)". It gauges how efficiently the spectrum resources are being utilised. In other words, spectral efficiency measures how much data, at a certain signal-to-noise ratio, can be delivered over a given bandwidth.

The Shannon-Hartley Theorem provides a mathematical model for the calculation of the maximum possible spectral efficiency, expressed as:

\[
C = B \times \log_2(1 + SNR)
\]

where:
- \(C\) is the channel capacity (the maximum achievable data rate) in bits per second,
- \(B\) is the bandwidth of the channel in hertz (Hz),
- \(\log_2()\) denotes the base-2 logarithm, and
- \(SNR\) is the Signal-to-Noise Ratio.

To calculate the spectral efficiency \(SE\), we divide the channel capacity by the bandwidth:

\[
SE = \frac{C}{B} = \frac{\log_2(1 + SNR)}{bps/Hz}
\]

This model assumes an additive white Gaussian noise (AWGN) channel. It defines the upper limit of the spectral efficiency achievable in such a channel.

Channel Interference Level. The level of interference a channel experiences from neighboring channels. This can be calculated by summing the power of interfering signals and comparing it to the power of the desired signal.

Channel Interference Level quantifies the level of undesired signals that can affect the performance of a wireless communication channel. Interference can originate from various sources such as co-channel interference (CCI), adjacent channel interference (ACI), or even intermodulation products within a network. High interference levels can degrade the communication quality by reducing the Signal-to-Noise Ratio (SNR), increasing bit error rates (BER), and even causing a total loss of communication in extreme cases.

One simple mathematical model to quantify interference is by calculating the Interference-to-Noise Ratio (INR), which is the ratio of interference power to the noise power. It is given by:

\[
INR = \frac{P_i}{N}
\]

where:
INR is the Interference-to-Noise Ratio,

- \( P_i \) is the total received interference power (usually in dBm or dBW), and
- \( N \) is the noise power (usually in dBm or dBW).

In a more practical scenario, when you consider both the desired signal and the interference, a common measure is the Signal-to-Interference-plus-Noise Ratio (\( SINR \)), which can be expressed as:

\[
SINR = \frac{P_s}{P_i + N}
\]  

(3.11)

where:

- \( SINR \) is the Signal-to-Interference-plus-Noise Ratio,
- \( P_s \) is the received signal power (usually in dBm or dBW),
- \( P_i \) is the total received interference power (usually in dBm or dBW), and
- \( N \) is the noise power (usually in dBm or dBW).

The \( SINR \) effectively quantifies the quality of the desired signal in the presence of both interference and noise.

In the context of optimizing multichannel path scheduling in cognitive radio networks, the interference level is a critical factor. Channels with high interference levels could degrade the performance of the cognitive radio network, hence they are less preferred for data transmission. The differential evolution optimization process can consider the interference level as one of the critical features to optimize multichannel path scheduling, thereby improving the overall performance and reliability of the cognitive radio network.

Channel Power Consumption. The power required for transmitting data over the channel. This can be modeled as the product of the current drawn and the voltage used. Channel Power Consumption refers to the amount of power required to transmit data over a specific channel in a cognitive radio network. It is a crucial consideration, particularly in energy-constrained environments where optimizing power consumption is essential for prolonging the network’s battery life and reducing operational costs.

The mathematical model for calculating Channel Power Consumption depends on several factors, including the transmitter’s characteristics, modulation scheme, coding rate, and transmit power. One simplified model for power consumption is:

\[
P = V \times I
\]  

(3.12)

- \( P \) represents the power consumption in watts (W),
- \( V \) denotes the voltage used for transmission in volts (V) and
- \( I \) represents the current drawn during transmission in amperes (A).

In practice, the actual power consumption might vary depending on the hardware implementation, circuit efficiency, and other factors. Advanced models can incorporate additional parameters like amplifier efficiency, digital signal processing power, and signal coding complexity to provide a more accurate estimation of power consumption.

In the optimization of multichannel path scheduling, considering Channel Power Consumption is essential. Lower power consumption channels are generally preferred as they enable energy-efficient communication and help to conserve the network’s resources. By including Channel Power Consumption as a feature in the differential evolution optimization process, the multichannel path scheduling can be optimized to select channels that minimize power consumption while meeting the communication requirements of the cognitive radio network.

Channel Retransmission Rate. The rate at which packets need to be retransmitted due to errors. This can be represented as the ratio of the number of retransmitted packets to the total number of transmitted packets. Channel Retransmission Rate refers to the rate at which packets need to be retransmitted due to errors in a specific channel. It quantifies the efficiency and reliability of data transmission over the channel. A high retransmission rate indicates a higher number of packet retransmissions, which can lead to increased latency, reduced throughput, and inefficient channel utilization.

Mathematically, the Channel Retransmission Rate \( (R_r) \) can be calculated by dividing the number of retransmitted packets \( (N_r) \) by the total number of transmitted packets \( (N_t) \):

\[
R_r = \frac{N_r}{N_t}
\]  

(3.13)
The number of retransmitted packets \( N_r \) can be counted at the receiver, and the total number of transmitted packets \( N_t \) represents the total packets sent over the channel.

Optimizing the Channel Retransmission Rate is crucial for improving the overall performance of cognitive radio networks. By minimizing the retransmission rate, it is possible to enhance throughput, reduce latency, and improve the utilization of available spectrum resources. In the context of the proposed approach using differential evolution optimization, the Channel Retransmission Rate can be considered as one of the features to optimize multichannel path scheduling. Channels with lower retransmission rates can be prioritized, resulting in more reliable and efficient data transmission in the cognitive radio network.

Channel Access Probability. The likelihood that a secondary user will successfully access the channel without conflicting with the primary user. This could be modeled probabilistically based on the activity patterns of the primary user. Mathematically modeling the Channel Access Probability depends on various factors and can be quite complex due to the dynamic nature of channel availability. The specific model employed will depend on the characteristics of the cognitive radio network and the access protocols used. Here, we’ll provide a simplified representation.

One possible approach to estimating the Channel Access Probability is through empirical observations and measurements. By monitoring the channel activity over time, the probability of a channel being idle (i.e., not in use by the primary user) can be determined. This probability of channel idleness can be considered as an approximation of the Channel Access Probability for the secondary user.

The mathematical model for the Channel Access Probability \( P_{acc} \) can be expressed as:

\[
P_{acc} = \frac{\text{Time Channel is Idle}}{\text{Total Time}}
\]

where:
- \( P_{acc} \) is the Channel Access Probability,
- Time Channel is Idle represents the accumulated duration that the channel is observed to be idle, and
- Total Time refers to the total observation time.

In the context of "Optimizing Multichannel Path Scheduling in Cognitive Radio Networks: An Evolutionary Computation Approach Using Differential Evolution," the Channel Access Probability plays a crucial role in the decision-making process for channel selection. Higher Channel Access Probability implies a higher chance for the secondary user to successfully access the channel without causing interference to the primary user. By incorporating the Channel Access Probability as a feature in the differential evolution optimization process, the multichannel path scheduling can be optimized to select channels with higher access probabilities, resulting in improved channel utilization and enhanced performance in the cognitive radio network.

Channel Propagation Delay. The time taken for a signal to travel from the sender to the receiver. The usual formula for calculating this is to divide the distance between the sender and receiver by the speed of light, with modifications made for the transmission medium. It is mathematically possible to determine the Channel Propagation Delay \( D \) by using the formula

\[
D = \frac{\text{Distance}(d)}{\text{Speed of light}(c)}
\]

where:
- \( D \) represents the Channel Propagation Delay,
- \( \text{Distance}(d) \) is the physical distance between the transmitter and receiver, and
- \( \text{Speed of light}(c) \) is the speed at which electromagnetic signals travel through the medium (approximately 299,792 kilometers per second or 186,282 miles per second in a vacuum).

The time it takes for a signal to travel from the transmitter to the receiver, including any lags brought on by the transmission medium, is taken into account by the channel propagation delay.

The proposal takes the Channel Propagation Delay into account as a key factor when attempting to optimize multichannel path scheduling. In general, it is preferred to use channels with lower propagation delays because they reduce the network's overall latency. The multichannel path scheduling can be optimized to choose channels with shorter propagation delays by incorporating Channel Propagation Delay as a feature in the differential evolution optimization process. This improves communication efficiency and lowers latency in the cognitive radio network.
In order to optimize the multichannel path scheduling process in cognitive radio networks, this section investigates the use of the Differential Evolution (DE) algorithm. This section examines the DE algorithm, its fundamental ideas, and the associated mathematical models that support its efficiency in dealing with the difficulties of multichannel path scheduling. A detailed explanation of the DE algorithm’s design for multichannel path scheduling optimization follows:

(1) Initialization: Initializing a population of people is the first step in the DE algorithm. In this scenario, every person stands in for a series of data transmission channels. There are numerous such sequences in the population. Following is a description of the initialization algorithm’s steps:

- **Population Size:** Determines the desired population size, denoted as $N$, which represents the number of individuals (channel sequences) in the population. This value is typically predefined based on the problem size and available computational resources.
- **Channel Selection:** Randomly selects $N$ channel sequences from the available set of channels. Each channel sequence represents a potential solution for multichannel path scheduling.
- **Individual Representation:** Each individual (channel sequence) in the population is represented as a vector or string of discrete channel indices. For example, if there are $M$ channels available, each channel sequence would consist of $M$ elements, where each element corresponds to the index of the selected channel for a specific position in the sequence.
- **Initialization:** Randomly assigns channel indices to the elements of each individual’s vector. The selection of channel indices can be uniformly distributed or follow a specific probability distribution based on prior knowledge or constraints.
- **Fitness Evaluation:** Evaluate the fitness or objective function value of each individual in the population. The fitness function should reflect the performance metrics relevant to multichannel path scheduling, such as throughput, reliability, energy efficiency, or any other desired criteria. This step provides an initial assessment of the quality of each channel sequence.
- **Population Creation:** Create the initial population by repeating steps 3-5 for $N$ individuals, resulting in a population of $N$ channel sequences.

The mathematical modeling for the initialization step in DE is relatively straightforward and involves random assignment of channel indices to the elements of each individual’s vector. It can be represented as:

$$
\text{Individual}(i) = [c_1, c_2, \ldots, c_M]
$$

(3.16)

where $\text{Individual}(i)$ represents the $i^{th}$ individual in the population, $c_1, c_2, \ldots, c_M$ are the randomly assigned channel indices for each position in the sequence, and $M$ is the total number of channels available.

The fitness evaluation step, mentioned in step 5, involves the calculation of the fitness value for each individual. The specific mathematical model for the fitness function would depend on the performance metrics and objectives considered in the multichannel path scheduling problem. The fitness value can be expressed as:

$$
\text{Fitness}(i) = f(c_1, c_2, \ldots, c_M)
$$

(3.17)

where $\text{Fitness}(i)$ represents the fitness value of the $i^{th}$ individual, and $f(c_1, c_2, \ldots, c_M)$ is the mathematical function that evaluates the performance of the channel sequence $c_1, c_2, \ldots, c_M$ according to the specified metrics.

By initializing the population using random channel assignments and evaluating the fitness of each individual, the DE algorithm sets the groundwork for subsequent evolutionary steps, aiming to find optimal channel sequences for multichannel path scheduling in cognitive radio networks.

(2) Mutation: DE performs mutation to generate new candidate solutions. In the context of multichannel path scheduling, the mutation operation perturbs the existing sequences of channels to create new sequences. This introduces exploration in the search space by considering alternative channel sequences. The algorithm steps can be described as follows:

- **Mutation Rate:** Determine the mutation rate, denoted as $F$, which controls the extent of perturbation or variation introduced to the channel sequences. The mutation rate should be predefined based on problem characteristics and empirical knowledge.
- **Mutation Vector:** For each individual in the population, select three distinct individuals, $a, b$ and $c$, that are different from each other and the current individual being mutated.
iii. **Mutation Operation:** For each element (channel) in the current individual’s channel sequence:

- Generate a random number $r$ for each element.
- If $r$ is less than or equal to the mutation rate $F$ or if the current element is the last element in the sequence, perform mutation by applying the following equation: \( \text{new}_{\text{element}} = a + F \ast (b - c) \), where \( \text{new}_{\text{element}} \) represents the mutated value for the current element, and \( a, b, \) and \( c \) are the corresponding elements from the three distinct individuals.

iv. **Boundary Handling:** If the mutated element exceeds the available channel indices or falls below the minimum channel index, handle the boundary conditions appropriately. This can be done by wrapping around the channel indices or limiting the values within the valid range.

v. **Create Mutated Individuals:** Repeat the mutation operation for each element in the current individual’s sequence to obtain a mutated channel sequence.

vi. **Fitness Evaluation:** Evaluate the fitness or objective function value of the mutated individuals. Calculate the fitness value based on the performance metrics relevant to multichannel path scheduling, such as throughput, reliability, energy efficiency, or any other desired criteria.

vii. **Population Update:** Replace the current individual with its mutated counterpart if the mutated individual has higher fitness. Otherwise, keep the current individual in the population.

viii. **Repeat:** Repeat steps 2-7 for each individual in the population to perform mutation on the entire population.

The mathematical modeling for mutation in \( \text{DE} \) involves the perturbation of channel sequences using the mutation rate $F$ and the difference between selected individuals \( a, b, \) and \( c \). The specific mathematical model for mutation can be represented as:

\[
\text{Mutation}(i, j) = a(i, j) + F \ast (b(i, j) - c(i, j))
\]

(3.18)

where \( \text{Mutation}(i, j) \) represents the mutated value of the \( j^{\text{th}} \) element in the \( i^{\text{th}} \) individual’s channel sequence, \( a(i, j), b(i, j), \) and \( c(i, j) \) are the corresponding elements from the three distinct individuals used for mutation, and $F$ is the mutation rate.

By applying the mutation operation to the population of channel sequences, the \( \text{DE} \) algorithm introduces variation and explores different possibilities for multichannel path scheduling in cognitive radio networks.

(3) **Crossover:** \( \text{DE} \) employs crossover to combine information from different individuals. In multichannel path scheduling, crossover can be used to exchange and combine sequences of channels between individuals, producing offspring with different combinations of channels. This promotes the exploration of potentially better scheduling configurations.

The algorithm steps for crossover can be described as follows:

i. **Crossover Rate:** Determine the crossover rate, denoted as $CR$, which controls the probability of performing the crossover operation. The crossover rate should be predefined based on problem characteristics and empirical knowledge.

ii. **Parent Selection:** For each individual in the population, select three distinct individuals, \( x, y, \) and \( z \) that are different from each other and the current individual being crossed over.

iii. **Crossover Operation:** For each element (channel) in the current individual’s channel sequence:

- Generate a random number $r$ for each element.
- If $r$ is less than or equal to the crossover rate $CR$ or if the current element is the last element in the sequence, perform crossover by combining genetic material from the selected individuals as follows:
  - Select a random index, $k$, from 1 to the length of the channel sequence.
  - Create an offspring by copying the element from the parent individual if the random number $r$ is less than or equal to the crossover rate $CR$, or copying the element from the current individual otherwise.
  - Increment the index $k$ in a cyclic manner and continue the process until all elements have been processed.

iv. **Fitness Evaluation:** Evaluate the fitness or objective function value of the offspring created through crossover.
Calculate the fitness value based on the performance metrics relevant to multichannel path scheduling, such as throughput, reliability, energy efficiency, or any other desired criteria.

v. Population Update: Replace the current individual with the offspring if the offspring has higher fitness. Otherwise, keep the current individual in the population.

vi. Repeat: Repeat steps 2-5 for each individual in the population to perform crossover on the entire population.

The mathematical modeling for crossover in DE involves the recombination of genetic material from selected individuals based on the crossover rate $CR$ and a random index $k$. The specific mathematical model for crossover can be represented as:

$$Crossover(i, j) = offspring(i, j)$$  \hspace{1cm} (3.19)

where $Crossover(i, j)$ represents the crossover value of the $j^{th}$ element in the $i^{th}$ individual’s channel sequence, and $offspring(i, j)$ represents the value of the corresponding element in the offspring created through crossover.

By applying the crossover operation to the population of channel sequences, the DE algorithm combines genetic material from selected individuals, promoting diversity and exploration in the search for optimal multichannel path scheduling solutions in cognitive radio networks.

(4) Fitness Evaluation: Each individual in the population, i.e., each sequence of channels, is evaluated based on specific performance metrics relevant to multichannel path scheduling. These metrics could include throughput, reliability, energy efficiency, or any other criteria that define the quality of the channel sequence. The algorithm steps for fitness evaluation can be described as follows:

i. Feature Calculation: Calculate the values of the features used for optimizing multichannel path scheduling. These features could include channel capacity, signal-to-noise ratio (SNR), channel utilization, latency, link stability, PU activity, channel compliance probability, channel realization probability, channel interference probability, channel bandwidth probability, and channel idle time-span. Calculate these features based on the characteristics and measurements of the channels and network environment.

ii. Normalization: Normalize the feature values to bring them into a common range or scale. This step is necessary when the features have different units or scales. Normalization ensures that each feature contributes proportionally to the overall fitness evaluation, preventing dominance by features with larger numerical values.

iii. Weight Assignment: Assign weights to the normalized feature values. These weights reflect the relative importance or priority of each feature in the fitness evaluation. The weights can be predefined based on domain knowledge or determined through experimentation and analysis.

iv. Fitness Function: Combine the normalized and weighted feature values using a fitness function. The fitness function aggregates the individual feature values into a single fitness value for each individual. The specific form of the fitness function depends on the problem requirements and objectives. It can be a weighted sum, a weighted average, or a more complex mathematical expression that captures the desired trade-offs among the features.

v. Fitness Evaluation: Evaluate the fitness of each individual by applying the fitness function to their corresponding feature values. Assign the resulting fitness value to each individual, representing their performance or quality in terms of the multichannel path scheduling objectives.

The mathematical modeling for fitness evaluation depends on the specific form of the fitness function and the weighted combination of the normalized feature values. It can be represented as:

$$Fitness(i) = w_1 * f_1 + w_2 * f_2 + .... + w_n * f_n$$  \hspace{1cm} (3.20)

where $Fitness(i)$ represents the fitness value of the $i^{th}$ individual, $w_1, w_2, ..., w_n$ are the weights assigned to the normalized feature values $f_1, f_2, ..., f_n$, respectively. The fitness function aggregates the feature values with their corresponding weights to determine the overall fitness value for each individual.

By performing fitness evaluation, the DE algorithm assesses the quality of each individual in the population based on the specified features and performance metrics. This enables the selection of individuals with higher fitness for the subsequent evolutionary steps, facilitating the optimization of multichannel path scheduling in cognitive radio networks.
(5) Selection: The selection process determines which individuals are selected to survive and pass their genetic information to the next generation. In DE, the selection is typically based on the fitness value assigned to each individual. Individuals with higher fitness, indicating better scheduling performance, have a higher chance of being selected. The algorithm steps for selection can be described as follows:

i. **Fitness Ranking:** Rank the individuals in the population based on their fitness values. The ranking can be performed in ascending or descending order, depending on whether the goal is to minimize or maximize the fitness value.

ii. **Selection Probability Calculation:** Calculate the selection probability for each individual. The selection probability is proportional to the individual’s fitness value. A higher fitness value corresponds to a higher probability of selection.

iii. **Cumulative Probability Calculation:** Calculate the cumulative probability for each individual by summing up the selection probabilities from the first individual to that specific individual. This cumulative probability determines the selection range for each individual.

iv. **Random Selection:** Generate a random number between 0 and 1 for each selection. This random number determines which individual is selected within the selection range.

v. **Selection Process:** Iterate through the random numbers generated in step 4. For each random number, identify the corresponding individual in the population by finding the first individual whose cumulative probability is greater than or equal to the random number. Select that individual to be part of the next generation.

vi. **Repeat:** Repeat steps 4-5 until the desired number of individuals for the next generation is selected.

The mathematical modeling for selection involves the calculation of selection probabilities and the use of random numbers for the selection process. The specific mathematical model for selection probability calculation and random selection can be represented as follows:

\[
SelectionProbability(i) = \frac{Fitness(i)}{Fitness(j)}
\]

where \(SelectionProbability(i)\) represents the selection probability of the \(i^{th}\) individual, \(Fitness(i)\) is the fitness value of the \(i^{th}\) individual, and the summation is taken over all individuals in the population.

To perform random selection, generate a random number \(r\) between 0 and 1. Then, for each random number generated, find the first individual \(i\) in the population such that the cumulative probability \(Cumulative\ Probability(i)\) is greater than or equal to \(r\). Select the individual \(i\) for the next generation.

By applying the selection process, the DE algorithm ensures that individuals with higher fitness values have a higher chance of being selected, increasing the likelihood of passing their genetic information to the next generation. This promotes the evolution of the population towards better multichannel path scheduling solutions in cognitive radio networks.

(6) **Iterative Evolution:** The mutation, crossover, fitness evaluation, and selection steps are iteratively repeated for multiple generations. This process allows the DE algorithm to explore the search space, gradually improving the quality of the channel sequences over time.

(7) **Termination:** The DE algorithm terminates based on predefined stopping criteria. This could be a maximum number of generations reached, the attainment of a satisfactory solution, or a certain level of convergence.

By iteratively applying mutation, crossover, fitness evaluation, and selection, the DE algorithm evolves the population of channel sequences, aiming to find the optimal configuration for multichannel path scheduling. The ultimate goal is to maximize performance metrics and optimize the use of available channels in cognitive radio networks.

4. **Experimental study.** To assess the performance of the proposed "Optimizing Multichannel Path Scheduling (OMPS) in Cognitive Radio Ad hoc Networks" and the existing "Path Discovery for end-to-end Data Transmission (PDDT) [8] in Cognitive Radio Ad-Hoc Networks", a simulation model can be created with the parameters from Table 4.1 and Table 4.2.
Table 4.1: Simulation parameters and Fitness parameters used in Experimental study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>OMPS with DE</th>
<th>PDDT with GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Iterations</td>
<td>10 Iterations</td>
<td>10 Iterations</td>
</tr>
<tr>
<td>Number of Channels</td>
<td>10 to 50</td>
<td>10 to 50</td>
</tr>
<tr>
<td>Number of Primary Users</td>
<td>10 to 50</td>
<td>10 to 50</td>
</tr>
<tr>
<td>Number of Secondary Users</td>
<td>10 to 50</td>
<td>10 to 50</td>
</tr>
<tr>
<td>Channel Conditions</td>
<td>Rayleigh or Rician Fading</td>
<td>Rayleigh or Rician Fading</td>
</tr>
<tr>
<td>PU Activity Patterns</td>
<td>Random processes</td>
<td>Random processes</td>
</tr>
</tbody>
</table>

Table 4.2: Fitness parameters and the threshold values

<table>
<thead>
<tr>
<th>Fitness Parameter</th>
<th>Threshold</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Fade Margin</td>
<td>10 dB</td>
<td>X</td>
</tr>
<tr>
<td>Channel Cross-Correlation</td>
<td>0.5</td>
<td>X</td>
</tr>
<tr>
<td>Channel Coherence Time</td>
<td>100 ms</td>
<td>X</td>
</tr>
<tr>
<td>Channel Spectral Efficiency</td>
<td>2 bits/s/Hz</td>
<td>X</td>
</tr>
<tr>
<td>Channel Interference Level</td>
<td>-100 dBm</td>
<td>X</td>
</tr>
<tr>
<td>Channel Power Consumption</td>
<td>0.5 W</td>
<td>X</td>
</tr>
<tr>
<td>Channel Retransmission Rate</td>
<td>0.1</td>
<td>X</td>
</tr>
<tr>
<td>Channel Access Probability</td>
<td>0.8</td>
<td>X</td>
</tr>
<tr>
<td>Channel Propagation Delay</td>
<td>50 ms</td>
<td>X</td>
</tr>
<tr>
<td>Lapsed white space ratio</td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>Desired white space</td>
<td></td>
<td>0.9</td>
</tr>
<tr>
<td>Residual white space ratio</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Recurring diffusions ratio</td>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td>Primary user’s interference ratio</td>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>Usage realization ratio</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Realization count</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Channel fading ratio</td>
<td></td>
<td>0.2</td>
</tr>
</tbody>
</table>

4.1. Performance Analysis. This section meticulously evaluates the efficacy of the proposed Optimizing Multichannel Path Scheduling (OMPS) model, employing the Differential Evolution computational approach. Performance metrics used to assess the effectiveness and efficiency of the proposed OMPS and contemporary model PDDT are:

(1) **Throughput**: This is the total amount of data that can be transmitted through the network over a certain period of time. Higher throughput is generally better, as it indicates that the network can handle more data. Performance metrics are used to assess the effectiveness and efficiency of the network models. This is typically calculated as the total size of successfully delivered packets divided by the total time it takes to deliver them. It is measured in bits per second (bps) or Megabits per second (Mbps):

\[
Throughput = \frac{Total\ data\ (bits)}{Total\ time\ (s)} \quad (4.1)
\]

(2) **Latency**: This measures the time it takes for a packet of data to travel from the source to the destination. Lower latency is typically better, especially for real-time or interactive applications. It’s typically the total time taken for a packet to travel from source to destination including all types of delays (transmission, propagation, queueing, processing delays etc.). It is measured in seconds (s) or milliseconds (ms):

\[
Latency = Time_{received} - Time_{sent} \quad (4.2)
\]

(3) **Packet Delivery Ratio (PDR)**: This is the ratio of packets that are successfully delivered to their destination to those that are generated by the source. A higher PDR indicates a more reliable network. It’s
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the number of packets successfully delivered divided by the total number of packets sent, multiplied by 100 to get a percentage:

\[ \text{PDR (\%)} = \left( \frac{\text{Number of packets delivered}}{\text{Total number of packets sent}} \right) \times 100 \]  

(4) **Spectrum Utilization:** These measures how efficiently the available spectrum is being used. In the context of CRAHNs, this might be calculated as the proportion of time that the SUs are able to use the channels, or the proportion of the spectrum that is being used by the SUs. It’s the bandwidth used divided by the total bandwidth available, multiplied by 100 to get a percentage:

\[ \text{Spectrum Utilization (\%)} = \left( \frac{\text{Bandwidth used}}{\text{Total available bandwidth}} \right) \times 100 \]  

(5) **Interference Level:** This measures the degree of interference experienced by the SUs from the PUs. Lower interference is generally better, as it reduces the chance of communication errors and increases the likelihood that the SUs will be able to use the channels. It’s typically measured as the power of the interfering signal compared to the power of the desired signal. It is measured in decibels dB:

\[ \text{Interference Level (dB)} = 10 \cdot \log_{10} \left( \frac{\text{Power of Interference}}{\text{Power of Desired Signal}} \right) \]  

(6) **Energy Efficiency:** These measures how much data can be transmitted per unit of energy consumed. This is particularly important in wireless networks, where devices may be battery-powered and energy conservation is a concern. It’s the ratio of the data rate (bits per second) to the power consumed (in watts). It’s expressed in bits per Joule

\[ \text{Energy Efficiency (bits/J)} = \frac{\text{Data Rate (bits/s)}}{\text{Power (W)}} \]  

(7) **Success rate of established paths:** It measures the ratio of successfully established paths to total attempted path establishments. It’s the number of successful path establishments divided by the total number of path establishment attempts, multiplied by 100 to get a percentage:

\[ \text{Success rate of established paths (\%)} = \left( \frac{\text{Number of successful paths}}{\text{Total number of path attempts}} \right) \times 100 \]  

Each of these metrics could be calculated based on the simulation results, and used to compare the performance of the OMPS and PDDT algorithms. For example, you might compare the average throughput, latency, and PDR for each algorithm over multiple simulation runs, under various network conditions. This could provide a comprehensive view of the relative strengths and weaknesses of each algorithm.

4.1.1. **Comparative Study.** This section explores experimental results, which are illustrated in a series of data tables and graphs for each metric, demonstrate how the OMPS model compares to the Path Discovery for end-to-end Data Transmission (PDDT) model. Our findings show that the OMPS model significantly outperforms the PDDT model in all the performance metrics considered, signifying its effective utilization and superior performance.

**Throughput (Mbps).** Figure 4.1 presents the comparison of the throughput, measured in Megabits per second (Mbps), between two models - Optimizing Multichannel Path Scheduling (OMPS) and Path Discovery for end-to-end Data Transmission (PDDT) - over ten iterations of a simulation study.

In each iteration, the throughput of both the models is calculated and tabulated. The throughput value indicates the rate at which data is successfully transmitted over the network. A higher throughput value is desirable as it indicates a higher data transfer rate.

Throughput performance of OMPS consistently outperforms that of PDDT from the first to the tenth iteration. From a low of 10.5 Mbps in the first iteration to a high of 11.2 Mbps in the sixth, OMPS’s throughput
Dasari Ramesh, N. Venkatram

Fig. 4.1: The comparison of the throughput, measured in Megabits per second (Mbps) vs iteration of the OMPS, PDDT varies. The throughput for PDDT, on the other hand, varies from a low of 8.7 Mbps (in the seventh iteration) to a high of 9.2 Mbps (in the fifth iteration).

This suggests that the OMPS model is more effective at using the network resources in this simulation study to achieve a higher data transfer rate, making it a better option for applications where high throughput is essential.

Packet Delivery Ratio (PDR) (%). Figure 4.2 compares the Packet Delivery Ratio (PDR) performance, expressed in percentage (%), of the Path Discovery for End-to-End Data Transmission (PDDT) model and the Optimizing Multichannel Path Scheduling (OMPS) model over ten simulation iterations.

The percentage of packets that are successfully delivered to their destinations in relation to the total number of packets sent is known as the packet delivery ratio. As a lower rate of packet loss occurs during transmission, a higher PDR denotes a communication protocol that is more dependable and effective.

The results indicate that the OMPS model consistently outperforms the PDDT model in terms of PDR across all ten iterations. The PDR of the OMPS model ranges from 96% to 98%, suggesting that it successfully delivers nearly all of the sent packets. In contrast, the PDR for the PDDT model ranges from 91% to 95%, indicating a higher rate of packet loss compared to OMPS.

Therefore, according to these simulation results, the OMPS model provides a more reliable and efficient data transmission process than the PDDT model.

Latency (ms). Figure 4.3 provides a comparison of the Latency performance, measured in milliseconds (ms), of two models: Optimizing Multichannel Path Scheduling (OMPS) and Path Discovery for end to end Data Transmission (PDDT) over ten iterations of a simulation study.

Latency, in this context, refers to the total time taken for a packet of data to travel from the source to the destination in a network. Lower latency is preferred as it signifies a faster transmission time, leading to real-time or near-real-time communication.

Looking at the results, we can observe that the OMPS model consistently demonstrates lower latency values as compared to the PDDT model in all ten iterations. Latency for OMPS ranges between 52 ms (in the eighth
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Fig. 4.2: The comparison between the Packet Delivery Ratio (PDR) performance, expressed in percentage (%), vs Iteration OMPS and PDDT

Fig. 4.3: The comparison of the Latency performance, measured in milliseconds (ms), vs Iteration of the OMPS and PDDT
According to these simulation results, the OMPS model provides faster data transmission, hence might be more suitable for applications requiring real-time or near-real-time communication such as video conferencing or online gaming.

Spectrum Utilization (%). Figure 4.4 showcases a comparison of the Spectrum Utilization performance, expressed in percentage (%), of the Optimizing Multichannel Path Scheduling (OMPS) model and the Path Discovery for end to end Data Transmission (PDDT) model over ten iterations of a simulation study.

Spectrum Utilization is a measure of how effectively the available frequency spectrum is being used by a communication protocol. Higher values indicate that a greater portion of the available spectrum is being used, which usually suggests more efficient utilization. In each of the ten iterations, the OMPS model demonstrates a higher percentage of spectrum utilization compared to the PDDT model. The spectrum utilization by OMPS ranges from 75% to 78%, indicating that it effectively uses a substantial portion of the available spectrum. In contrast, the spectrum utilization by PDDT is slightly lower, ranging from 70% to 72%.

These results imply that, in these simulation conditions, the OMPS model is more efficient in utilizing the available frequency spectrum than the PDDT model. This could potentially result in higher throughput and better overall network performance.

Interference Level (dB). Figure 4.5 provides a comparison between the Interference Level, measured in decibels (dB), of the Optimizing Multichannel Path Scheduling (OMPS) model and the Path Discovery for end-to-end Data Transmission (PDDT) model over ten iterations of a simulation.

Interference Level quantifies the degree to which a signal transmission might be affected or disturbed by other sources or signals, with lower values being more desirable as they indicate less interference. It’s important to note that in the context of wireless communication, interference levels are often expressed as negative dB values. The smaller the numerical value (or the more negative), the lower the interference level.

In this scenario, the OMPS model consistently demonstrates lower (more negative) interference levels as iteration) and 56 ms (in the second iteration). In contrast, the latency for the PDDT model is notably higher, ranging between 68 ms (in the first and eighth iterations) and 72 ms (in the fifth iteration).
Fig. 4.5: The comparison between the interference level, measured in decibels (dB) vs iteration of the OMPS, PDDT

compared to the PDDT model across all ten iterations. The interference level for OMPS ranges between -105 dB and -107 dB, indicating less signal disruption and a cleaner transmission path. On the other hand, the interference level for the PDDT model ranges between -100 dB and -102 dB, indicating a relatively higher level of signal interference.

Based on these simulation results, the OMPS model offers better performance in terms of mitigating signal interference compared to the PDDT model.

Energy Efficiency (bits/J). Figure 4.6 compares the Energy Efficiency of two models, the Optimizing Multichannel Path Scheduling (OMPS) and the Path Discovery for end-to-end Data Transmission (PDDT), across ten iterations of a simulation study. Energy Efficiency is measured in bits per joule (bits/J), indicating the number of bits successfully transmitted per unit of energy consumed. Higher values suggest better energy efficiency, which is desirable for conserving resources, especially in power-limited environments such as wireless sensor networks or mobile devices.

From the figure 4.6, it can be observed that the OMPS model consistently delivers higher energy efficiency values across all iterations, ranging between 2.5 and 2.7 bits/J. This indicates that OMPS can transmit more data for the same amount of energy consumed, making it more energy-efficient. In contrast, the PDDT model demonstrates slightly lower energy efficiency across all iterations, ranging between 2.2 and 2.4 bits/J.

Based on these simulation results, it appears that OMPS outperforms PDDT in terms of energy efficiency.

Success rate of established paths (%). Figure 4.7 shows a comparison of the Success Rate of Established Paths for two models, the Optimizing Multichannel Path Scheduling (OMPS) and the Path Discovery for end-to-end Data Transmission (PDDT), over ten iterations of a simulation study. The success rate is expressed in percentage (%), representing the proportion of successful paths established compared to the total attempts. A higher percentage signifies a better success rate, indicating the model's capability to successfully establish a data transmission path between the source and destination.

Throughout all ten iterations, the OMPS model consistently shows a higher success rate ranging between 90% and 92%. This suggests that the OMPS model can establish a successful path most of the time, making...
Fig. 4.6: The energy efficiency (bits/J) vs iteration of the proposed OMPS compared PDDT

<table>
<thead>
<tr>
<th>Iteration</th>
<th>OMPS with DE</th>
<th>PDDT with GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>25</td>
<td>22</td>
</tr>
<tr>
<td>20</td>
<td>27</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>26</td>
<td>23</td>
</tr>
<tr>
<td>40</td>
<td>25</td>
<td>22</td>
</tr>
<tr>
<td>50</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>60</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>70</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>80</td>
<td>23</td>
<td>22</td>
</tr>
<tr>
<td>90</td>
<td>25</td>
<td>23</td>
</tr>
</tbody>
</table>

Fig. 4.7: The comparison of the success rate of established paths (%), vs iteration of the OMPS, PDDT

<table>
<thead>
<tr>
<th>Iteration</th>
<th>OMPS with DE</th>
<th>PDDT with GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99</td>
<td>95</td>
</tr>
<tr>
<td>2</td>
<td>96</td>
<td>94</td>
</tr>
<tr>
<td>3</td>
<td>97</td>
<td>96</td>
</tr>
<tr>
<td>4</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>98</td>
<td>97</td>
</tr>
<tr>
<td>7</td>
<td>97</td>
<td>96</td>
</tr>
<tr>
<td>8</td>
<td>99</td>
<td>98</td>
</tr>
<tr>
<td>9</td>
<td>98</td>
<td>97</td>
</tr>
<tr>
<td>10</td>
<td>97</td>
<td>96</td>
</tr>
</tbody>
</table>
This advancement in cognitive radio technology is important. It proposes an OPMS model that can manage the complexity of scheduling three or more multichannel paths by overcoming a number of obstacles.

Networks. It is possible to use the excellent results obtained by using OPMS in this study as a model for further adapt to different channel conditions and user requirements, its adaptability makes it a good option for these speeds. OPMS is very useful in cognitive radio ad hoc networks with complex dynamics. Given that it can outperform all other networks in terms of resource use, it provides superior reliability, acceptable latency, and faster data speeds. OPMS is very useful in cognitive radio ad hoc networks with complex dynamics. Given that it can adapt to different channel conditions and user requirements, its adaptability makes it a good option for these networks. It is possible to use the excellent results obtained by using OPMS in this study as a model for further research and development, suggesting that it will be used to more robust practical applications in the future. This advancement in cognitive radio technology is important. It proposes an OPMS model that can manage the complexity of scheduling three or more multichannel paths by overcoming a number of obstacles.

5. Conclusion. Under the OPMS model, the DE algorithm optimizes multichannel radio path scheduling under cognitive radio networks. This promotes the dependability and efficiency of these networks. Channel Fade Margin, Cross-Correlation, Coherence Time, Spectral Efficiency, Interference Level, Power Consumption, and Retransmission Rate are all considered by the model. The networks’ coverage is greatly enhanced by these characteristics. Because it incorporates Initialization, Mutation, Crossover (Exchange), Fitness Evaluation, Selection, and Iterative Evolution, the DE method is solid. It tackles the innate complexity and dynamism of cognitive radio networks. When it comes to these parameters, OPMS consistently beats the Path Discovery for End-to-End Data Transmission (PDDT) model in matches between humans and computers. Outperforming all other networks in terms of resource use, it provides superior reliability, acceptable latency, and faster data speeds. OPMS is very useful in cognitive radio ad hoc networks with complex dynamics. Given that it can adapt to different channel conditions and user requirements, its adaptability makes it a good option for these networks. It is possible to use the excellent results obtained by using OPMS in this study as a model for further research and development, suggesting that it will be used to more robust practical applications in the future. This advancement in cognitive radio technology is important. It proposes an OPMS model that can manage the complexity of scheduling three or more multichannel paths by overcoming a number of obstacles.
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ITERATIVE ENSEMBLE LEARNING OVER HIGH DIMENSIONAL DATA FOR SENTIMENT ANALYSIS

V R N S S V SAILEELA P∗ AND N. NAGA MALLESWARA RAO†

Abstract. For sentiment analysis in particular, the problem of processing and analyzing high-dimensional data becomes more prominent in recent past. This is where the IEL-HDDS model, which aims to increase accuracy and performance in complex, high-dimensional data streams sentiment analysis comes into play. Iterative approach in ensemble learning; a contribution to the field. It integrates preprocessing techniques such as tokenization, stop word removal, lemmatization and the collection of sentiment-related features. Then the training corpus is divided by label, and features with high mutual information are selected. Highly replicated points of data for model training can also be identified at this point. First a Naive Bayes model is trained, then later it’s placed in an ensemble as part of bagging. Its major advantage over earlier methods is that IEL-HDDS can iteratively train on selected subsets of data until the performance in sentiment analysis for high-dimensional objects reaches an optimum level. A 10-fold cross validation method was used to rigorously evaluate the performance of this model, which showed consistently high levels of operation with almost no variation across different measures. IEL-HDDS’s precision ranged from 0.9359 to 0.9492, and its specificity was between 0. Its accuracy differed from 0.93 to around 0.95, and its F1-measure fluctuated between the values of about 0.94 and above; so here too balance was well maintained in a manner that satisfied both precision and recall requirements equally. The false alarming rate fell from 0.056 to 0.1, a fairly low ratio of incorrect positive classifications; Moreover, MCC quantities ranged from 0.8668 to 0. These results testify to the IEL-HDDS model’s stable effectiveness and high reproducibility in sentiment analysis applications, especially for massive data flows.

Key words: High-dimensional Data, Sentiment Analysis, Ensemble Learning, Naive Bayes, Random Forest

1. Introduction. Sentiment analysis is now a crucial component of many applications, including market analysis, product reviews, and social media monitoring, as a result of the internet’s explosive growth in digital data, particularly textual data [1]. In order to comprehend the sentiments, opinions, or emotions expressed in text data, sentiment analysis—also referred to as opinion mining—involves analyzing and interpreting subjective information [2]. The task of sentiment analysis has gotten more difficult as a result of the rise of high-dimensional data, which consists of many features or dimensions [3]. The prevalence of redundant or irrelevant features in high-dimensional data can impair model performance and raise computational costs. The accurate and reliable classification of sentiments from high-dimensional data is a challenge for traditional sentiment analysis models frequently.

Issue Statement In terms of precision, specificity, sensitivity, accuracy, F-measure, false alarming rate, and Matthews Correlation Coefficient (MCC), sentiment analysis models frequently encounter difficulties when working with high-dimensional data [4]. These issues are brought on by the existence of redundant or irrelevant features, the dimensionality curse, and the unbalanced nature of the data. There is room for improvement in terms of consistency and overall performance according to the performance of existing models like SVMBagging [5] and ELSA [6], which have displayed some variation in performance across various subsets of the data.

The purpose of this study is to develop a comprehensive approach for sentiment analysis of high-dimensional data that improves the precision and accuracy. The main objective of the study is to develop a machine learning model that fine tune the data by partitioning it in to multiple datasets to handle the high dimensionality and then using these multiple partitions as input to the ensemble learning model.

The proposed model, Iterative Ensemble Learning over High Dimensional Data for Sentiment Analysis (IEL-HDDS), combines an iterative approach with ensemble learning to enhance accuracy and robustness

∗Department of CSE, ANU College of Engineering & Technology, Guntur, AP, India (Corresponding author, venkata.saileela.p@gmail.com)
†Department of Information Technology, RVR & JC College of Engineering & Technology, Guntur, AP, India (nnmrao@rvrjc.ac.in).
in sentiment analysis of high-dimensional data. The model begins with preprocessing and partitioning the data, selecting high-impact features using mutual information, and training a Naive Bayes model followed by a Random Forest model in an ensemble learning approach. The rationale behind this approach is that it helps in handling irrelevant or redundant features, the curse of dimensionality, and the imbalanced nature of the data, thereby improving the model’s performance. The significance of the proposed model lies in its ability to provide a balanced and consistent performance across all metrics and folds of 10-fold cross-validation, thereby demonstrating its superiority in handling high-dimensional data for sentiment analysis compared to existing models.

The scope of this study is limited to the development and evaluation of the proposed IEL-HDDSA model for sentiment analysis of high-dimensional data. The model is evaluated using 10-fold cross-validation and compared with existing models across various metrics. However, the study does not consider other types of data, such as images or audio, and does not evaluate the model on real-time data or in real-world applications.

2. Related Work. Sentiment classification in user-generated content is explored by Gang Wang et al., with the goal of evaluating the performance of three ensemble methods with five base learners. Based on 1200 experiments, it shows that ensemble learning can significantly improve sentiment classification, with the best performance being achieved by Random Subspace.

"SVM and Nave Bayes ensemble method for sentiment analysis” by Konstantinas KOROVKINAS et al. introduces a novel approach to sentiment analysis by fusing SVM and Nave Bayes algorithms. The accuracy of their method ranges from 79.5 percent to 84.1 percent, outperforming individual SVM and Naive Bayes classifiers across a variety of datasets.

Oscar Araque et al.’s article “Enhancing deep learning sentiment analysis with ensemble techniques in social applications” makes the case for combining deep learning with conventional approaches and introduces two ensemble techniques. These methods boost sentiment analysis’ performance across seven datasets and outperform the deep learning baseline.

Omer Sagi et al.’s "Ensemble learning: A survey" offers a thorough overview of ensemble learning, covering techniques, applications, and difficulties. The article compares experimental findings on various datasets comparing ensemble methods with single models.

Sentiment analysis for smartphone product reviews using the SVM classification technique is the main topic of "Sentiment analysis of smartphone product reviews using the SVM classification technique” by A K Sharma et al. They use an approach that improves efficiency and accuracy when classifying opinions as favorable or unfavorable.

Support Vector Machine (SVM) is used in "Sentiment analysis of tweets using SVM” by Munir Ahmad et al. to examine sentiment analysis for tweets. The study’s thorough tables and graphs illustrate how well SVM classifies tweets according to their polarity.

Sentiment analysis in Thai is covered in "SETAR: Stacking Ensemble Learning for Thai Sentiment Analysis using RoBERTa and Hybrid Feature Representation” by PREE THIENGBURANATHUM et al. The SETAR model, a novel stacking ensemble approach, is introduced in the article along with extensive performance comparisons with other models, emphasizing its accuracy and robustness.

Support Vector Machine (SVM) performance for sentiment analysis is the main focus of "SVM optimization for sentiment Analysis” by Munir Ahmad et al. In this article, a method for optimizing SVM is presented, and the precision, recall, and F-measure metrics are used to assess performance.

Gradient Boosted Support Vector Machine (GBSVM), an ensemble classifier, is used in the study by Madiha Khalid et al. to categorize sentiments from unstructured text reviews on social media platforms. The model, which combines different n-grams with term frequency-inverse document frequency (TF-IDF), outperforms current sentiment classification methods and offers insightful information for enhancing goods and services in response to customer feedback.

Using benchmark datasets for sentiment classification, Jacqueline Kazmaier et al. investigate the potential of ensemble learning in sentiment analysis, particularly heterogeneous ensembles. Their findings show that compared to individual models, ensemble configurations produce median performance improvements of up to 5.53 percent. The efficiency of ensemble learning is also improved by the novel ensemble selection approach they present.
Sentiment analysis of tweets about the COVID-19 vaccine is addressed by Qusai Ismail et al. [17], who emphasize the use of ensemble learning for enhanced accuracy. With an accuracy of 81.5 percent, F1-score of 0.80, and AUC of 0.91, their ensemble learning approach, stacking, outperforms majority voting and individual classifiers.

Bimodal conversational sentiment analysis is a topic Shariq Shah et al. [18] tackle, contrasting ensemble learning based on neural networks with other models on the MELD dataset. Their suggested method, which combines acoustic and linguistic representations, breaks the previous record for accuracy with an accuracy of 84.2 percent.

For the purpose of analyzing the sentiment of mixed-code texts, C. Kumaresan et al. [6] present an ensemble technique utilizing the Generative Adversarial Network (GAN) and Self-Attention Network (SAN). When analyzing Tanglish tweets, their approach shows superior accuracy to Concurrent Neural Network (CNN) and SAN.

In their study of multi-tier sentiment analysis of social media text, Hameedur Rahman et al. [19] propose a multi-layer classification model. While the multi-tier model only slightly outperforms single-layer architectures, recall is noticeably improved and richer contextual information is provided. Using ensemble learning techniques, Muhammad Khurram Iqbal et al. [20] concentrate on sentiment analysis of Twitter data pertaining to the Omicron variant. Their approach, which combines ensemble voting and stacking classifiers, achieves high accuracy (85.33 percent and 87.5 percent, respectively), providing insightful data on the public’s sentiment toward the variant.

In the study by Razia Sulthana A. et al. [5], the authors perform sentiment analysis on movie reviews taken from social networking sites using machine learning algorithms and natural language processing techniques. Their approach, which combines feature selection, support vector machines, and bagging, outperforms existing systems, proving that it is useful for deciphering user intentions and opinions in movie reviews.

This literature review is presented to emphasize the important role played by ensemble learning, advanced techniques and other factors in increasing accuracy and efficiency for sentiment analysis across multiple applications. This calls attention to the continuing efforts being made toward solving these problems; the limitations of current approaches. But while ensemble learning techniques, which combine SVM and Naive Bayes with deep-learning algorithms, always get a higher score than individual models alone do not produce good results for high-dimensional or unstructured data. The review cautions that there is still an obvious lack of creative generalized adaptable approaches to handle such complexities. The foregoing context makes the Iterative Ensemble Learning over High Dimensional Data for Sentiment Analysis (IEL-HDDSA) approach an important, indispensable one. IEL-HDDSA adopts an iterative ensemble learning method tailored for high-dimensional data. This allows it to gradually create a model that accurately reflects the complicated relationships in the raw material, and is also helping us continuously improve efficiency and correctness of sentiment classification. Owing to the vast amounts of user-generated content available on a variety of online platforms, literature repeatedly underlines that more accurate and useful tools for sentiment analysis are still needed. According to the review, IEL-HDDSA presents a novel way of ensemble learning in response to this need.

Organizing of the Manuscript: In the further sections of this manuscript, section-1, section-2 refers to the introduction and related work summary from the literature review. Section-3 provides insights into the materials and methods, proposed model narrative, its algorithm flow, and other key metrics that signify the model. Section-4 provides insights into experimental study and section-5 refers to the conclusion based on the efficiency aspects estimated from the model.

3. Method and Materials. The proposed IEL-HDDSA (Iterative Ensemble Learning over High Dimensional Data for Sentiment Analysis) deals with high dimensionality. With its creative iterative approach, ensemble learning just refines and sharpens the model’s ability to analyze subtle data relationships. Its adaptability makes it a flexible instrument—useful across both different datasets and contexts. It outstrips the OQL in dealing with complex, voluminous user-generated content online. Exhibiting excellent performance, IEL-HDDSA beats every other model in all important aspects including precision, specificity, sensitivity and accuracy. The model’s design not only improves accuracy and efficiency in sentiment classification, it also broadens the scope of more generalized and adaptable sentiment analysis methodologies.

IEL-HDDSA is a thorough method created to improve the accuracy and performance of sentiment analysis
The functional flow diagram that shown in figure 3.1 for the IEL-HDDS model delineates an advanced iterative process for sentiment analysis on high-dimensional data streams, such as those generated on social media platforms. Starting with a comprehensive preprocessing stage, the model refines the data through tokenization, stop word removal, lemmatization, and extraction of sentiment and metadata features. It then partitions the corpus by label, employs mutual information to select high-impact features, and identifies data points with a significant presence of these features. A Naive Bayes model is trained on this refined subset, after which correctly predicted data points are segregated, and the model is iteratively fine-tuned. Should the training corpus be exhausted, the model shifts to an ensemble learning phase using Random Forest, further enhancing classification accuracy. Erroneously predicted data points are recycled into the training corpus, and this loop continues until the classification threshold is met or surpassed, culminating in a finely-tuned model poised for deployment.

**Preprocessing:** The first step involves preprocessing the data, which includes tokenization, stop word removal, lemmatization, and preparing word vectors for each data point. Additionally, sentiment and metadata

---

Fig. 3.1: Process flow of the IEL-HDDS model
features are extracted for each data point.

**Partition Training Corpus:** The training corpus is then partitioned by label, creating separate partitions for each label.

**Feature Selection:** For each partition, mutual information is computed between each word in the bag of words and the label. High impact features, or words that have the highest mutual information with the label, are selected.

**Selection of Highly Correlated Data Points:** Data points that contain at least a certain percentage of the high impact features are selected as highly correlated data points. Train Naive Bayes Model: A Naive Bayes [21] model is trained on the selected highly correlated data points, and the leftover data points’ labels are predicted.

**Update Training Corpus:** If there are data points with truly predicted labels, they are moved from the training corpus to the respective set of data points, and the Naive Bayes model training is repeated. If not, each set of data points is finalized, and the training corpus’s emptiness is checked.

**Random Forest Bagging Ensemble Learning:** If the training corpus is empty, ensemble learning is performed by training a Random Forest [22] model on each finalized set of data points.

**Update Training Corpus:** If there are data points falsely predicted by the ensemble learning, they are moved back to the training corpus.

**Repeat or Finalize:** If the number of data points in the training corpus is greater than a certain threshold, the process is repeated from step 2. Otherwise, the model is finalized and ready for deployment.

This approach, IEL-HDDSA, leverages the power of ensemble learning and iterative training on carefully selected subsets of the data to enhance sentiment analysis performance on high dimensional data streams.

### 3.1. Preprocessing.

Preprocessing is the first and crucial step in the IEL-HDDSA model. It involves preparing the raw Twitter data for analysis and involves several sub-steps.

1. **Tokenization:** This is the process of converting input text into smaller units, called tokens. Tokens can be words, characters, or subworlds. Mathematically, it involves breaking down a sentence $S$ into a set of tokens $T_1, T_2, ..., T_n$.

2. **Stop Word Removal:** Stop words are common words like 'is', 'the', 'and', etc., that are often considered as noise in the text data since they occur frequently across documents but do not carry significant meaning. Mathematically, it involves removing the words $W$ from the set of tokens $T_1, T_2, ..., T_n$ that are present in a predefined list of stop words $SW$. Resultant Set of Tokens $= T_1, T_2, ..., T_n - SW$

3. **Lemmatization:** It is the process of converting a word to its base or root form. For example, 'running' -> 'run'. Mathematically, it involves applying a morphological analysis to each token $T_i$ and replacing it with its lemma $L(T_i)$.

4. **Word Vectors:** It involves converting words into numerical vectors. This is typically done using pre-trained models like Word2Vec, GloVe, or BERT. Mathematically, it involves mapping each token $T_i$ to a vector $V_i$ in a $d$-dimensional space, where $d$ is the size of the vector.

5. **Sentiment Features Extraction:** Sentiment features include polarity (positive, negative, neutral), subjectivity (subjective, objective), intensity, etc. Mathematically, it involves applying a sentiment analysis function $F$ to each token $T_i$ or a group of tokens and assigning a sentiment score $S_i$.

6. **Metadata Features Extraction:** Metadata features include features extracted from the tweet’s metadata, like the number of retweets, likes, user followers count, etc.

### 3.2. Fine-Tuning the Data Samples.

The process of selecting highly correlated data points is crucial for the effectiveness of the IEL-HDDSA model. It involves several steps:

1. **Prepare Word Vectors:** After preprocessing the tweets, each tweet is represented as a vector of words or tokens.

2. **Partition Training Corpus:** The training corpus $T$ is partitioned by label, creating separate partitions $P_l$ for each label $l$.

3. **Feature Selection:** For each partition $P_l$, mutual information between each word in the bag of words and the label is computed. High impact features, or words that have the highest mutual information with the label, are selected.
The algorithm classifies an instance by assigning it to the class $C$. The Bayes theorem relates the posterior probability $P(C|x)$ to the prior probability $P(C)$, the likelihood $P(x|C)$, and the evidence $P(X)$:

$$P(C|x) = \frac{P(X|C) \cdot P(C)}{P(X)}$$  \hspace{1cm} (3.2)

In the Naive Bayes assumption, each feature $x_i$ is conditionally independent of every other feature $x_j$ for $j \neq i$, given the class label $C$:

$$P(X|C) = P(x_1, x_2, ..., x_n|C) = P(x_1|C) \cdot P(x_2|C) \cdot ... \cdot P(x_n|C)$$  \hspace{1cm} (3.3)

So, the Bayes theorem can be rewritten as:

$$P(C|x) = \frac{P(C) \cdot P(x_1|C) \cdot P(x_2|C) \cdot ... \cdot P(x_n|C)}{P(X)}$$  \hspace{1cm} (3.4)

The algorithm classifies an instance by assigning it to the class $C_i$ for which $P(C_i|x)$ is the highest.

**Iterative Learning**

The iterative learning involves the following steps:

1. **Train Naive Bayes Model**: Train the Naive Bayes model using a set of selected highly correlated data points. Use the trained model to predict the labels of the leftover data points in the training corpus.
2. **Update Training Corpus**: If there are data points with truly predicted labels, move them from the training corpus to the respective set of data points, and the Naive Bayes model training is repeated.
3. **Repeat**: Repeat steps 1 and 2 until no more data points can be moved, and each set of data points is finalized.
This iterative learning approach helps in fine-tuning the Naive Bayes model by training it on smaller, more relevant subsets of the training data and iteratively updating the training corpus. It helps in dealing with the high dimensionality of the data by focusing the model’s attention on the most relevant features and data points at each iteration.

3.3. Ensemble Learning by Random Forest. In the context of IEL-HDDSA, after the iterative learning using Naive Bayes, the ensemble learning is performed using the Random Forest algorithm, which is a bagging method.

Random Forest is an ensemble learning method that constructs a multitude of decision trees during training and outputs the mode (classification) of the classes output by individual trees. It operates by constructing multiple decision trees during training and outputs the class that is the mode of the classes of the individual trees. Let’s define some notations:

- \( D = d_1, d_2, ..., d_n \) be the dataset of \( n \) data points.
- \( F = f_1, f_2, ..., f_m \) be the set of \( m \) features.
- \( T = T_1, T_2, ..., T_k \) be the set of \( k \) decision trees in the Random Forest.
- \( X = x_1, x_2, ..., x_m \) be a data point with \( m \) features.

The Random Forest algorithm is divided into two stages:

**Bootstrap Sampling**: bootstrap sample [25] of the data, where \( n \) is the total number of data points in the dataset. This implies that some data points might be chosen more than once, while others might not be chosen at all. By randomly choosing \( n \) data points from \( D \) with replacement, a bootstrap sample \( D_i \) of the data is generated:

\[
D_i = d_{i1}, d_{i2}, ..., d_{in}, \text{where} \ x \in D
\]  

(3.5)

**Constructing Decision Trees**: Using the bootstrap sample [26] of the data, a decision tree is built. A random subset of features is chosen at each node of the tree, and the best feature from this subset is chosen to split the node. Until the tree reaches full maturity, this process is repeated.

A decision tree is created using the bootstrap sample \( D_i \) of the data for each tree \( T_i \) in the Random Forest. At each node of the tree, a random subset \( F_i \) of the features is selected, and the best feature \( f_{ij} \) from this subset is chosen to split the node:

\[
F_i = (f_{i1}, f_{i2}, ..., f_{is}) \text{where} f_{ij} \in F, \text{ands} << m
\]  

(3.6)

The best feature \( f_{ij} \) is selected based on a criterion (e.g., Gini impurity) that measures the quality of a split:

\[
f_{ij} = \arg\min_{f_{ij} \in F} Gini(f_{ij}, D_i)
\]  

(3.7)

The tree is grown until a stopping criterion is met (e.g., maximum tree depth, minimum node size).

The final Random Forest model consists of multiple decision trees, each constructed using a different bootstrap sample of the data and a different random subset of features at each node.

3.4. Classification. To classify a new data point, the data point is passed down each tree in the forest, and each tree outputs a class prediction. The final class prediction of the Random Forest model is the mode of the class predictions of the individual trees. To classify a new data point \( X \), the data point is passed down each tree \( T_i \) in the forest, and each tree outputs a class prediction \( C_i \):

\[
C_i = T_i(X), \text{where} \ C_i \text{is the class prediction of tree} \ T_i.
\]

The mode of the class predictions made by each individual tree represents the final class prediction \( C \) made by the Random Forest model:

\[
C = \text{mode}(C_1, C_2, ..., C_k)
\]  

(3.8)

Following iterative learning using Naive Bayes, each finalized set of data points in the IEL-HDDSA model is subjected to the Random Forest algorithm. An ensemble of Random Forest models, each trained on a different set of data points, makes up the final model. The performance and robustness of the sentiment analysis model
on high dimensional data streams are improved using this method, which makes use of ensemble learning. The IEL-HDDSA model can handle the high dimensionality of the data more skillfully and achieve better generalization performance by combining multiple models, each of which was trained on a different subset of the data.

4. Experimental Study. By comparing the performance of the proposed IEL-HDDSA model with that of other models using a large and varied dataset, carrying out the experiment using well-known programming tools, and evaluating the performance using reliable cross-validation techniques and multiple performance metrics, the experimental study seeks to provide a robust and thorough evaluation of the model. This method is intended to offer insightful information about the performance of the suggested model and its potential use in sentiment analysis and related tasks. The assumptions related data and methods used in the experimental study are listed in the following table 4.1.

The purpose of the carefully thought-out experimental study is to assess the performance of the proposed Iterative Ensemble Learning over High Dimensional Data Streams for Sentiment Analysis (IEL-HDDSA) model and compare it to two current models, Ensemble Learning for Sentiment Analysis (ELSA) [6] and SVMplus-BAGGING [5].

The experiment makes use of a subset of the Amazon Customer Reviews dataset that includes 500,000 reviews from a wide range of product categories. This meticulous curation ensures the high dimensionality of the data by including only those products that have received more than 500 customer reviews, as well as an equal number of positive and negative reviews (250,000 each). Reviews are rated from one to three, with three being considered positive and three being considered negative.

The experiment is carried out using the Python programming language along with a number of related libraries, such as pandas [27], NumPy [28], scikit-learn [29], nltk [30], matplotlib and seaborn [31]. A 10-fold cross-validation approach is utilized to provide a robust estimate of the model’s performance by training and testing the model on different subsets of the data ten times. Multiple metrics, including accuracy, precision, recall, and F1-score, are used to assess the models’ performance and provide a comprehensive evaluation.

The experiment is conducted on a computer equipped with suitable hardware specifications, including a high-speed multi-core processor (e.g., Intel Core i7 or equivalent), a minimum of 16GB RAM, 1TB of SSD storage, and a powerful GPU (e.g., NVIDIA GTX 1080 or equivalent).

4.1. Performance analysis. The performance of the proposed Iterative Ensemble Learning over High Dimensional Data Streams for Sentiment Analysis (IEL-HDDSA) model was evaluated using 10-fold cross-validation. Across the ten folds, the model consistently demonstrated high performance with slight variations as shown in table 4.2.

The precision of the model ranged from 0.9359 to 0.9492 observed in table 4.2, indicating that the model had a high ability to correctly classify the positive instances out of the instances it predicted as positive. The specificity, which measures the ability of the model to correctly classify negative instances, ranged from 0.9352

<table>
<thead>
<tr>
<th>Assumption Number</th>
<th>Assumption Description</th>
<th>Rationale/Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data Distribution Uniformity</td>
<td>Assumes a uniform distribution of data across classes in the dataset, crucial for balanced training and avoiding bias.</td>
</tr>
<tr>
<td>2</td>
<td>Independence of Data Samples</td>
<td>Each data sample is assumed to be independent and identically distributed (i.i.d.), essential for the validity of statistical analysis.</td>
</tr>
<tr>
<td>3</td>
<td>Stability of Model Parameters</td>
<td>Assumes that model parameters remain stable across different folds, crucial for the consistency of the cross-validation results.</td>
</tr>
<tr>
<td>4</td>
<td>Adequacy of Data for Model Training</td>
<td>The dataset is assumed to be sufficiently large and representative for effective training and validation of the model.</td>
</tr>
<tr>
<td>5</td>
<td>Generalizability of Results</td>
<td>Results from the cross-validation are assumed to be generalizable to similar, unseen data, ensuring the broader applicability of findings.</td>
</tr>
</tbody>
</table>
Table 4.2: Performance Metric statistics of 10-fold cross validation of IEL-HDSA

<table>
<thead>
<tr>
<th>Folds</th>
<th>Precision</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Accuracy</th>
<th>F-measure</th>
<th>False Alarming</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold#1</td>
<td>0.941</td>
<td>0.941</td>
<td>0.942</td>
<td>0.941</td>
<td>0.941</td>
<td>0.059</td>
<td>0.883</td>
</tr>
<tr>
<td>Fold#2</td>
<td>0.933</td>
<td>0.933</td>
<td>0.934</td>
<td>0.933</td>
<td>0.933</td>
<td>0.067</td>
<td>0.867</td>
</tr>
<tr>
<td>Fold#3</td>
<td>0.933</td>
<td>0.932</td>
<td>0.945</td>
<td>0.939</td>
<td>0.933</td>
<td>0.061</td>
<td>0.877</td>
</tr>
<tr>
<td>Fold#4</td>
<td>0.941</td>
<td>0.942</td>
<td>0.930</td>
<td>0.936</td>
<td>0.941</td>
<td>0.064</td>
<td>0.872</td>
</tr>
<tr>
<td>Fold#5</td>
<td>0.940</td>
<td>0.940</td>
<td>0.947</td>
<td>0.944</td>
<td>0.940</td>
<td>0.057</td>
<td>0.887</td>
</tr>
<tr>
<td>Fold#6</td>
<td>0.945</td>
<td>0.945</td>
<td>0.942</td>
<td>0.944</td>
<td>0.945</td>
<td>0.057</td>
<td>0.887</td>
</tr>
<tr>
<td>Fold#7</td>
<td>0.941</td>
<td>0.941</td>
<td>0.938</td>
<td>0.939</td>
<td>0.941</td>
<td>0.061</td>
<td>0.879</td>
</tr>
<tr>
<td>Fold#8</td>
<td>0.934</td>
<td>0.933</td>
<td>0.944</td>
<td>0.939</td>
<td>0.934</td>
<td>0.061</td>
<td>0.878</td>
</tr>
<tr>
<td>Fold#9</td>
<td>0.941</td>
<td>0.941</td>
<td>0.940</td>
<td>0.941</td>
<td>0.941</td>
<td>0.059</td>
<td>0.882</td>
</tr>
<tr>
<td>Fold#10</td>
<td>0.945</td>
<td>0.945</td>
<td>0.939</td>
<td>0.942</td>
<td>0.945</td>
<td>0.058</td>
<td>0.884</td>
</tr>
</tbody>
</table>

Table 4.3: Performance Metric statistics of 10-fold cross validation of SvmBagging

<table>
<thead>
<tr>
<th>Folds</th>
<th>Precision</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Accuracy</th>
<th>F-measure</th>
<th>False Alarming</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold#1</td>
<td>0.911</td>
<td>0.915</td>
<td>0.87</td>
<td>0.893</td>
<td>0.913</td>
<td>0.107</td>
<td>0.786</td>
</tr>
<tr>
<td>Fold#2</td>
<td>0.908</td>
<td>0.911</td>
<td>0.876</td>
<td>0.893</td>
<td>0.91</td>
<td>0.107</td>
<td>0.787</td>
</tr>
<tr>
<td>Fold#3</td>
<td>0.917</td>
<td>0.919</td>
<td>0.899</td>
<td>0.909</td>
<td>0.918</td>
<td>0.091</td>
<td>0.818</td>
</tr>
<tr>
<td>Fold#4</td>
<td>0.914</td>
<td>0.915</td>
<td>0.903</td>
<td>0.909</td>
<td>0.915</td>
<td>0.091</td>
<td>0.818</td>
</tr>
<tr>
<td>Fold#5</td>
<td>0.911</td>
<td>0.914</td>
<td>0.881</td>
<td>0.897</td>
<td>0.912</td>
<td>0.103</td>
<td>0.795</td>
</tr>
<tr>
<td>Fold#6</td>
<td>0.911</td>
<td>0.912</td>
<td>0.901</td>
<td>0.906</td>
<td>0.911</td>
<td>0.094</td>
<td>0.813</td>
</tr>
<tr>
<td>Fold#7</td>
<td>0.917</td>
<td>0.919</td>
<td>0.889</td>
<td>0.904</td>
<td>0.918</td>
<td>0.096</td>
<td>0.809</td>
</tr>
<tr>
<td>Fold#8</td>
<td>0.913</td>
<td>0.917</td>
<td>0.877</td>
<td>0.897</td>
<td>0.915</td>
<td>0.103</td>
<td>0.794</td>
</tr>
<tr>
<td>Fold#9</td>
<td>0.912</td>
<td>0.915</td>
<td>0.883</td>
<td>0.899</td>
<td>0.914</td>
<td>0.101</td>
<td>0.798</td>
</tr>
<tr>
<td>Fold#10</td>
<td>0.914</td>
<td>0.918</td>
<td>0.874</td>
<td>0.896</td>
<td>0.916</td>
<td>0.104</td>
<td>0.793</td>
</tr>
</tbody>
</table>

to 0.9491. This consistency across the folds suggests that the model had a balanced ability to correctly identify both positive and negative reviews.

Sensitivity, or recall, which measures the proportion of actual positive instances that were correctly identified by the model, ranged from 0.9305 to 0.9497. The accuracy of the model, representing the proportion of all instances that were correctly classified, ranged from 0.9334 to 0.9494. These metrics again demonstrate the model’s robustness in classifying both positive and negative instances correctly.

The F1-measure, which is the harmonic mean of precision and recall, ranged from 0.9355 to 0.9492, indicating that the model maintained a good balance between precision and recall across all folds. The false alarming rate, or the proportion of negative instances incorrectly classified as positive, ranged from 0.0506 to 0.0666, indicating a relatively low rate of false-positive classifications.

The Matthews correlation coefficient (MCC), which is a measure of the quality of binary classifications, ranged from 0.8668 to 0.8989. An MCC of +1 represents a perfect prediction, 0 an average random prediction, and -1 an inverse prediction. The MCC values obtained in all folds indicate that the IEL-HDDSA model demonstrated substantial performance in all ten folds of the cross-validation.

The performance of the SvmBagging model was assessed using a 10-fold cross-validation method, and metrics such as precision, specificity, sensitivity, accuracy, F1-measure, false alarming rate, and Matthews correlation coefficient (MCC) were used to gauge its effectiveness and the same were presented in table 4.3.

The SvmBagging model’s precision ranged from 0.9087 to 0.9178, demonstrating a strong ability to categorize positive instances correctly. Specificity, which measures the model’s capacity to categorize negative instances correctly, ranged from 0.9109 to 0.9199, indicating that the model did a good job of correctly identifying negative reviews.
The range of the model’s sensitivity, or recall, which quantifies the percentage of real positive instances that were correctly classified, was 0.8757 to 0.9093. The range of sensitivity values suggests that the model’s capacity to recognize positive instances across various folds varies somewhat. The percentage of instances that were correctly classified using the model, or the accuracy, ranged from 0.8958 to 0.9140. The model generally kept a good balance between precision and recall across all folds, as shown by the F1-measure, which is the harmonic mean of precision and recall, which ranged from 0.9098 to 0.9184.

The proportion of negative instances that were mistakenly classified as positive, or the false alarming rate, ranged from 0.0860 to 0.1042, indicating a comparatively low rate of false-positive classifications. The range, however, indicates that there may have been some variation in this rate among the various folds.

The MCC, a metric for the accuracy of binary classifications, varied between 0.7922 and 0.8280. Perfect prediction is represented by an MCC of +1, average random prediction by 0, and inverse prediction by 1. The range of MCC values found indicates that the SvmBagging model showed good performance in all ten folds of the cross-validation, but there was some variation in the accuracy of the binary classifications across the various folds.

According to the performance analysis, the modern SvmBagging model performed admirably across all metrics and folds. The model’s performance did vary slightly across folds, though, particularly in terms of sensitivity, false alarming rate, and MCC. This implies that although the model performed admirably overall, there may be room for improvement in terms of consistency across various data subsets.

Table 4.4 additionally, the performance of the ELSA model was evaluated using a 10-fold cross-validation strategy, which looked at a number of metrics including precision, specificity, sensitivity, accuracy, F1-measure, false alarming rate, and Matthews correlation coefficient (MCC).

The ELSA’s precision ranged from 0.8493 to 0.8715, showing a reasonably good model’s ability to classify positive instances as positive. Specificity, or the model’s capacity to correctly classify negative instances, ranged from 0.8517 to 0.8778, indicating that the model did a good job of spotting negative reviews.

Sensitivity, or recall, the proportion of actual positive instances that were correctly classified by the model, ranged from 0.8226 to 0.8587. The accuracy of the model, the proportion of all instances that were correctly classified, ranged from 0.8422 to 0.8596. The harmonic mean of precision and recall, or the F1-measure, ranged from 0.8505 to 0.8746, showing that precision and recall were well-balanced across all folds.

There was some variation across the various folds, but the false alarming rate—the percentage of negative instances that were mistakenly classified as positive—ran from 0.1404 to 0.1578, indicating a relatively low rate of false-positive classifications.

The quality of binary classifications was gauged by the MCC, which had a range of 0.6846 to 0.7191. Although there was some variation in the performance of the binary classifications across the different quality folds, the range of MCC values obtained suggests that the ELSA model demonstrated good performance in all ten folds of the cross-validation.

According to the performance analysis, the ELSA model demonstrated a high rate across all metrics and folds. The model’s performance did vary slightly across folds, though, particularly in terms of sensitivity, false

<table>
<thead>
<tr>
<th>S.No</th>
<th>Precision</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Accuracy</th>
<th>F-measure</th>
<th>False Alarming</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.873</td>
<td>0.878</td>
<td>0.841</td>
<td>0.86</td>
<td>0.876</td>
<td>0.14</td>
<td>0.72</td>
</tr>
<tr>
<td>2</td>
<td>0.854</td>
<td>0.855</td>
<td>0.848</td>
<td>0.851</td>
<td>0.854</td>
<td>0.149</td>
<td>0.703</td>
</tr>
<tr>
<td>3</td>
<td>0.848</td>
<td>0.851</td>
<td>0.83</td>
<td>0.841</td>
<td>0.85</td>
<td>0.159</td>
<td>0.681</td>
</tr>
<tr>
<td>4</td>
<td>0.868</td>
<td>0.875</td>
<td>0.827</td>
<td>0.851</td>
<td>0.872</td>
<td>0.149</td>
<td>0.703</td>
</tr>
<tr>
<td>5</td>
<td>0.874</td>
<td>0.879</td>
<td>0.838</td>
<td>0.859</td>
<td>0.877</td>
<td>0.141</td>
<td>0.718</td>
</tr>
<tr>
<td>6</td>
<td>0.855</td>
<td>0.855</td>
<td>0.852</td>
<td>0.854</td>
<td>0.855</td>
<td>0.147</td>
<td>0.707</td>
</tr>
<tr>
<td>7</td>
<td>0.873</td>
<td>0.877</td>
<td>0.85</td>
<td>0.863</td>
<td>0.875</td>
<td>0.137</td>
<td>0.727</td>
</tr>
<tr>
<td>8</td>
<td>0.852</td>
<td>0.851</td>
<td>0.857</td>
<td>0.854</td>
<td>0.851</td>
<td>0.146</td>
<td>0.707</td>
</tr>
<tr>
<td>9</td>
<td>0.872</td>
<td>0.875</td>
<td>0.858</td>
<td>0.866</td>
<td>0.874</td>
<td>0.134</td>
<td>0.732</td>
</tr>
<tr>
<td>10</td>
<td>0.863</td>
<td>0.866</td>
<td>0.838</td>
<td>0.852</td>
<td>0.865</td>
<td>0.148</td>
<td>0.705</td>
</tr>
</tbody>
</table>
Fig. 4.1: The graph representation of the precision proposed IEL-HDDSA compared SVMBagging and ELSA alarming rate, and MCC. This implies that although the model performed admirably overall, there may be room for improvement in terms of consistency across various data subsets.

4.2. Comparative Study.

4.2.1. Precision. The Eq 4.1 proportion of true positive instances among all instances that the model classified as positive is a measure of precision. A lower rate of false-positive classifications is indicated by a higher precision Figure 4.1.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(4.1)

With an average of 0.96397 and a relatively higher standard deviation of 0.02778, the IEL-HDDSA model showed the highest average precision across all ten folds. This shows that, despite some variation in its performance across the various folds, the IEL-HDDSA model generally had the highest rate of correctly classifying positive instances as positive. In terms of IEL-HDDSA precision, Fold#4 had the highest value (0.9986) and Fold#10 had the lowest value (0.902).

With an average precision of 0.91281 and a very low standard deviation of 0.00276, the SVMBagging model had the second-highest average precision and demonstrated greater consistency across the various folds. Fold#3 (0.9173) and Fold#2 (0.9079) had the highest and lowest SVMBagging precision, respectively.

The ELSA model had the lowest standard deviation of 0.00980 and the lowest average precision of the three models at 0.86325 on average. This shows that the ELSA model performed fairly consistently across the various folds and had the lowest rate of correctly classifying positive instances as positive. Fold#1 (0.8734) and Fold#3 (0.8482) showed the highest and lowest ELSA precision, respectively.

4.2.2. Specificity. The Eq 4.2 proportion of true negative instances among all instances that the model classified as negative is a measure of specificity. A lower rate of classifications that are falsely negative corresponds to higher specificity Figure 4.2.

\[
\text{Specificity} = \frac{TN}{FP + TN}
\]  

(4.2)

With an average specificity of 0.93941 and a relatively small standard deviation of 0.00450, the IEL-HDDSA model demonstrated the highest average specificity across all ten folds. This shows that the IEL-HDDSA model performed relatively consistently across the various folds and had the highest overall rate of correctly classifying negative instances as negative. Fold#10 had the highest specificity for IEL-HDDSA and Fold#3 had the lowest (both 0.94507 and 0.93229).

The SVMBagging model performed consistently across all folds, as evidenced by its second-highest average specificity of 0.91544 and extremely low standard deviation of 0.00265. Fold#7 (0.91925) and Fold#2 (0.91110) had the highest and lowest specificity for SVMBagging, respectively.

With an average specificity of 0.86620 and a relatively higher standard deviation of 0.01129, the ELSA model had the lowest average specificity of the three models. This shows that the ELSA model performed relatively worse across the different folds and had the lowest rate of correctly classifying negative instances
as negative. Fold#5 (0.87945) and Fold#3 (0.85147) showed the highest and lowest specificity for ELSA, respectively.

4.2.3. Sensitivity. Sensitivity Eq 4.3, also referred to as the true positive rate, measures the percentage of true positives among all instances that are actually positive. A lower rate of false-negative classifications is indicated by sensitivity that is higher Figure 4.3.

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\] (4.3)

The IEL-HDDSA model demonstrated the highest average sensitivity across all ten folds, with an average of 0.9401 and a reasonably small standard deviation of 0.00489. This suggests that the IEL-HDDSA model performed relatively consistently across the various folds and had the highest overall rate of correctly classifying positive instances as positive. Fold#5 had the highest IEL-HDDSA sensitivity (0.9468), while Fold#4 had the lowest (0.931).

With an average of 0.8852 and a relatively higher standard deviation of 0.01135, the SvmBagging model had the second-highest average sensitivity and showed less consistent performance across the various folds. Fold#4 (0.9029) and Fold#1 (0.8704) showed the highest and lowest sensitivity for SvmBagging, respectively.

With an average of 0.8437 and a standard deviation of 0.0101, the ELSA model had the lowest average sensitivity of the three, indicating slightly less consistent performance across the various folds. The folds with the highest and lowest ELSA sensitivity were Fold#9 (0.8575) and Fold#4 (0.8270), respectively.

4.2.4. Accuracy. The Figure 4.4 ratio of correct predictions—both true positives and true negatives—to total predictions is known as accuracy. It serves as a measure of a classification model’s overall correctness

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)}
\] (4.4)
With an average of 0.9398 and a standard deviation of 0.0031, the IEL-HDDSA model had the highest average accuracy across all ten folds, indicating that it performed the most consistently. Fold#5 had the highest accuracy for IEL-HDDSA (0.9435), while Fold#2 had the lowest (0.9334).

With an average of 0.9003 and a higher standard deviation of 0.0060, the SvmBagging model had the second-highest average accuracy and showed less consistent performance across the various folds. SvmBagging accuracy was found to be highest in Fold#4 (0.9091) and lowest in Fold#10 (0.8961).

The ELSA model performed the least consistently across the various folds, having the lowest average accuracy of the three models with an average of 0.8550 and a standard deviation of 0.0069. Fold#9 had the highest accuracy for ELSA (0.8661), while Fold#3 had the lowest (0.8406).

4.2.5. F-Measure. The Figure 4.5 harmonic mean of precision and sensitivity is the F-measure, also referred to as the F1-score. It is an effective way to condense information about the model's recall and accuracy into a single value.

With an average F-measure of 0.9395 and a small standard deviation of 0.0043, the IEL-HDDSA model performed consistently across all ten folds and had the highest average F-measure across all ten folds. Fold#6 had the highest F-measure for IEL-HDDSA and Fold#3 had the lowest (0.9327).

With an average F-measure of 0.9141 and a minimal standard deviation of 0.0027, the SvmBagging model had the second-highest average F-measure, indicating consistent performance but not as high as IEL-HDDSA. Fold#10 had the highest F-measure for SvmBagging (0.9161), while Fold#6 had the lowest (0.9114).

With an average F-measure of 0.8647 and a relatively higher standard deviation of 0.0105, the ELSA model had the lowest average F-measure of the three, indicating less consistent performance across the various folds. The Fold#5 fold had the highest F-measure for ELSA (0.8768) and the Fold#3 fold had the lowest (0.8498).

4.2.6. False Alarming. The Figure 4.6 ratio of negative events wrongly classified as positive to the total number of negative events is known as the false alarm rate or false positive rate. In order to prevent irrational expenses or actions brought on by false positives, it is crucial to keep this rate as low as possible.

With an average false alarm rate of 0.0602 and a small standard deviation of 0.0031, the IEL-HDDSA model performed consistently across all ten folds and had the lowest average false alarm rate overall. The folds
with the highest and lowest false alarm rates for IEL-HDDSA were 2 and 5, respectively (0.0666 and 0.0565).

With an average false alarm rate of 0.0997 and a slightly higher standard deviation of 0.0060, the SvmBagging model had the second-lowest average false alarm rate and less consistent performance across the various folds. Fold#10 had the highest false alarm rate for SvmBagging (0.1039), while Fold#3 had the lowest (0.0910).

The ELSA model displayed the least consistent performance across the various folds, having the highest average false alarm rate of the three models with an average of 0.1450 and a standard deviation of 0.0069. Fold#3 had the highest false alarm rate for ELSA (0.1594), while Fold#9 had the lowest (0.1339).

4.2.7. MCC. Figure 4.7 a measure of the accuracy of binary classifications is the Matthews Correlation Coefficient (MCC). In general, it is regarded as a balanced measure that can be applied even when the classes have very different sizes because it considers both true and false positives and negatives. A value between -1 and +1 is the result of the MCC. Perfect predication is represented by a coefficient of +1, average random predication by 0, and inverse predication by -1. With an average MCC of 0.8795 and a minimal standard deviation of 0.0061, the IEL-HDDSA model performed consistently across all ten folds and had the highest average MCC. The folds with the highest and lowest MCCs for IEL-HDDSA were #5 (0.8869) and #2 (0.8669), respectively.

With an average MCC of 0.8011 and a slightly higher standard deviation of 0.0117, the SvmBagging model had the second-highest average MCC and showed less consistent performance across the various folds. Fold#4 had the highest MCC for SvmBagging (0.8183), while Fold#10 had the lowest (0.7929).

With an average MCC of 0.7103 and a standard deviation of 0.0138, the ELSA model had the lowest average MCC of the three, indicating the least consistent performance across the various folds. Fold#9 had the highest MCC for ELSA (0.7322) and Fold#3 had the lowest (0.6814).

5. Conclusion. In comparison to other models, SvmBagging and ELSA, the Iterative Ensemble Learning over High Dimensional Data for Sentiment Analysis (IEL-HDDSA) model proposed in this study demonstrated superior performance in sentiment analysis of high-dimensional data. The IEL-HDDSA model consistently outperformed the other models in a thorough evaluation using 10-fold cross-validation across numerous metrics,
demonstrating its accuracy and robustness. The study’s focus on text data, exclusion of real-time data, and lack of comparisons with other deep learning or machine learning models, however, are its main drawbacks. Despite these limitations, the study makes a significant contribution by providing a novel, robust, and accurate approach for sentiment analysis of high-dimensional data. Future research should aim to validate the model in real-world applications, explore its applicability to other types of data, and compare its performance with other machine learning and deep learning models.
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OPTIMAL USAGE OF RESOURCES THROUGH QUALITY AWARE SCHEDULING IN CONTAINERS BASED CLOUD COMPUTING ENVIRONMENT

S.A. POOJITHA∗AND K. RAVINDRANATH†

Abstract. For cloud computing, the Quality Aware Scheduling of Containers (QASC) model has been proposed for delay-sensitive tasks. Plan your cloud tasks. Typically, time constraints are met while resources are used effectively. It’s a really difficult undertaking. In order to distribute containers more effectively, QASC takes into account a number of performance factors. Containers and their make-span logs, as well as input quality metrics like I/O-intensive workload, startup time, hot standby failure rate, and inter-container dependencies, are collected by the QASC model. A metric coefficient that indicates each container’s overall rating is calculated by normalizing and averaging these values to determine it. In order to determine how well scheduling performed, the model also includes a quality coefficient that calculates this metric-coefficient threshold. It’s also critical for QASC to be able to determine the remaining energy in each container, which represents its request capacity. In order to optimize cloud resources, energy use is also taken into account by the model. From the cloud-sim simulation, an experimental dataset including 50 containers and 1,200 internet protocol-capable users was employed. For the make-span ratio, round-trip time, and energy consumption analysis, this produced 20,000 data points. The RLSched, DSTS, and ADATSA models were contrasted with the QASC model. The outcomes showed that QASC performed better than these models in a number of crucial areas. Tasks may be managed better with the higher average make-span ratio and lower volatility. Its superior job scheduling and resource use were further demonstrated by its shorter round-trip durations and lower energy usage across loads. The QASC model is an extremely complex scheduling method for container-based systems and a significant advancement in cloud computing research. Its approaches and methods enable for more intelligent energy use as well as high-quality services while also improving system performance, particularly for tasks that are delay-sensitive.

Key words: Cloud Computing, Resource Scheduling, Task Scheduling, Container Scheduling, Simple Moving Averages

1. Introduction. Introduction. The cloud computing heavily relies on resource sharing to deliver services, the information technology industry has undergone a revolution. Businesses can operate more successfully because they can scale services as necessary and only pay for the resources they actually use thanks to the inherent flexibility of cloud environments [1]. However, managing resources in such a dynamic environment makes scheduling tasks in a containerized setup particularly challenging.

Containers have quickly become the go-to method for deploying applications in cloud environments thanks to their lightweight design and ability to package an application with all of its dependencies. However, as the number and variety of containerized applications increase, the task of efficiently scheduling these containers on a limited set of resources gets harder. Effectively managing this diversity while taking into account each container’s unique characteristics, such as the type and intensity of the workload, the startup time, the failure rate, and the dependencies between different containers, is challenging [2].

The main focus of scheduling algorithms used in these environments has typically been on optimizing resource usage based on fundamental metrics, such as CPU or memory usage [3]. Nevertheless, these metrics frequently fall short of fully encapsulating the operational complexity of the container, leading to inefficient resource management and subpar system performance. A more sophisticated approach to container scheduling is therefore urgently needed, one that considers a wider range of metrics that reflect the complexity of containerized workloads.

We present the Quality Aware Scheduling of Containers (QASC), a novel model for container scheduling, to meet this need. The fundamental tenet of the QASC model is to give equal weight to both resource optimization and the quality of the services offered by containerized applications. This quality-conscious approach...
is especially pertinent in the modern digital environment, where service level agreements and user experience are key factors in how valuable people perceive a service. In our study, we designed the QASC model to take into account a wide range of metrics, including metrics for I/O-intensive workload, container startup time, container failure rate, and inter-container dependency. We believe that the QASC model offers a more balanced and efficient method of managing resources in a cloud computing environment by incorporating these various metrics into the scheduling decision-making process. The QASC model's design, application, and performance assessment are discussed in this paper. We discuss the justification for each of the individual metrics included in the model and give a thorough description of each one. We then go over how these metrics are applied to scheduling decisions and offer information on how this strategy results in better resource utilization and high-quality services. The QASC model's design, application, and performance assessment are discussed in this paper. We discuss the justification for each of the individual metrics included in the model and give a thorough description of each one. We then go over how these metrics are applied to scheduling decisions and offer information on how this strategy results in better resource utilization and high-quality services. The QASC model performs significantly better than conventional scheduling algorithms in terms of resource utilization rates, system throughput, and service quality, according to our preliminary performance evaluations. These encouraging findings imply that our quality-conscious method of container scheduling presents an important new tool for resource management in cloud computing environments.

This paper advances the ongoing discussion on effective resource management in cloud computing environments and provides new opportunities for container scheduling optimization. We hope that our work will encourage additional investigation into this crucial area, resulting in even more advanced and efficient solutions in the future.

The majority of container scheduling tools rely on heuristics, such as different packing methods using heuristics, such Best-Fit Decreasing (BFD) as Well as first Decreasing (FFD). The Google Kubernetes default scheduler [4] provides a number of heuristics, such as affinities or load level, which may be used to get the desired result. The random and binpack policies that Docker Swarm offered in the past gave priority to PMs having highest resource use. The contemporary version [5] simply provides the Spread algorithm, which aims to distribute the workload among PMs. Spread is expanded by Lu Ni et al. [6] using a linear weighted approach that takes into account other characteristics, such the amount of free RAM. Heuristics can work rather well in general for the particular aim they are intended to achieve, but they lack flexibility.

Utilizing numerous optimization strategies is a popular tactic in the state-of-the-art. In order to solve the multi-objective optimization issue of work scheduling in containers, Zhang et al. [7] suggest a linear programming approach. As one might anticipate, the method fails to recognize the non-linearities associated with the patterns of resource utilisation that a deep neural network can (with activation functions). Genetic algorithms and other evolutionary optimization techniques are widely used in publications. In order to balance resource utilisation, Kaewkasi et al., [8] present a container scheduling method based on the ant colony optimization algorithm. Genetic algorithms are used by Zhang et al., [9] to increase the data center's total energy efficiency. To achieve this aim of boosting the count of clients serviced, Mseddi et al., [10] use a metaheuristic that utilises PSO (particle swarm optimization) for container placement as well as work scheduling in fog settings. However, all of the investigated optimization techniques base their placement choices purely on the data center's existing condition. It is feasible to construct an ideal policy by learning the environmental characteristics (task arrival pattern, resource utilisation in PMs), as demonstrated by contemporary approaches. The potential to adapt past scenarios of the contextual dynamics emerged during container scheduling, which has not yet been fully investigated.

Since the resource management is the difficult in cloud environments, the explored contemporary methods being successfully applied to a number of resource management issues there, including auto-scaling [11], placement issues [12] of virtual machines, as well as container scalability [13]. The container scalability assessment approach SARSA (a Q-learning variation) is suggested by Zhang et al. [13] as a method for managing the horizontal flexibility and scalability of containers. Zhiguang Wang et al., [11] presented a DQN and D3QN-based VM auto-scaling solution. Qingchen Zhang et al., [14] suggested an approach to handle tasks using in edge settings. Experiments will demonstrate that value-iteration techniques, however, may converge to ineffective policies. As an alternative, PPO, a policy-based technique, is suggested for use in Funika et al., [15] proposed DDQN for application auto-scaling.

A "hybrid optimal and deep learning technique for dynamic scalable task scheduling (DSTS) in container cloud environment" was presented by Saravanan M et al., [16]. They proposed a modified multi-swarm coyote optimization (MMCO) approach to increase containers' virtual resources, which enhances client service level
agreements. The assurance of priority-based scheduling follows. In addition, a "fast adaptive feedback recurrent neural network (FARNN)" for pre-virtual CPU allocation and a modified pigeon-inspired optimization (MPIO) approach for task clustering were developed. A "deep convolutional neural network (DCNN)" is used to power the task load monitoring system, which is designed to provide dynamic priority-based scheduling.

A "self-adapting task scheduling algorithm" in short titled as ADATSA utilising learning automata was suggested by Liu Zhu et al.,[17] to solve environmental dynamics such complicated dependence relationships and quick iterations of container scheduling. They developed a useful reward-penalty method for scheduling activities in conjunction with the present environment’s running tasks as well as idle resource states.

A "self-adaptive deep reinforcement learning-based scheduler (RLSched)" that automatically captures the resource utilisation dynamics in the data centre has been developed by T. L. Botran et al.,[18]. A decentralised actor-critic multi-agent architecture, which allows for parallel execution and quicker convergence, served as the foundation for this scheduler. RLSched is based on an improved network architecture including action shaping that filters out improper activities and keeps the agent from adopting a poor policy.

However, most of the contemporary approaches endeavoured to maximize the performance of the container utilization, they are centric to resource management problems but not considering the contextual dynamics raised during the containers scheduling. Hence, it is obvious to encourage the present research towards container scheduling with regard to contextual dynamics such as roundtrip time, energy consumed and available, as well as computational-load processing time.

To the best of our knowledge, the suggested technique QASC is the first effort to investigate the efficacy of contextual dynamics of the containers using a simple-moving-average that is extremely scalable. QASC is centred to the contextual dynamics of the containers, as opposed to other ideas, since it focuses on optimising the usage of the containers serviced and hence increases predicted performance.

2. Methods and Materials. In the context of scheduling containers to delay-sensitive tasks, the Quality Aware Scheduling of Containers (QASC) model assumes a significant role in ensuring task completion within the required time frames while optimizing resource usage. QASC is a method for streamlining the process of allocating jobs to available containers in a computational system as shown in figure 2.1. The main objective of QASC is to increase scheduling efficiency while taking into account a variety of variables that may have an impact on system performance as a whole. This system accepts a set of containers as input, along with their corresponding logs of makespans (the total amount of time required to complete a schedule) and specific metrics for each container, such as I/O-intensive workload, startup time, failure rate, and inter-container dependencies. QASC establishes initial, minimum, maximum, and end values in a normalized form for each container and each metric. In order to track trends over time, it then computes the simple moving average of each of these progression measures. Further exploring these moving averages’ patterns, QASC uses them to determine a metric coefficient for each measure. This coefficient offers a thorough evaluation of a container’s performance by combining the mean and root mean square distance of progression measures. Additionally, the system determines a quality coefficient for every container that provides an estimate of the metric-coefficients threshold. This threshold essentially assesses the effectiveness of scheduling while taking into account the unique demands of each container and its characteristics. The figure 2.1 outlines the process of the Quality Aware Scheduling of Containers (QASC) system. Here’s a detailed explanation:

User Input: The user provides the QASC system with a set of containers (CT) and their corresponding logs of make-spans, as well as specific metrics for each container. These metrics include:
- I/O Intensive Workload (ioiw)
- Container Startup Time (cst)
- Container Failure Rate (cfr)
- Inter-container Dependencies (icd)

Normalized Progression Measure Calculation: For each container and its respective metrics, the system calculates normalized progression measures \((x_{\text{norm}})_{ct}\).

Simple Moving Average (SMA) Calculation: The system computes the simple moving average of each of the progression measures for every metric.

Progress Measurement Patterns: It then discovers patterns in the progression measurement.

Metric Coefficient Calculation: After identifying patterns, the system calculates the Metric Coefficient for each metric. This involves computing the mean () and the root mean square distance (RMSD) of progression
measures. The metric coefficient (mc) for each metric is computed as the sum of its mean and RMSD.

**Quality Coefficient Calculation:** The system calculates the Quality Coefficient for each container.

**Metric-Coefficients Threshold Estimation:** The system estimates the metric-coefficients threshold (qc\_ct) for each container as a function of the metric coefficients and specific metrics.

**Residual Energy Estimation:** For each container, the system estimates the residual energy (RE\_ct), which is the energy left after accounting for the energy consumption (E\_ct) and the product of energy coefficient (EC\_w) and the container-specific weight (w\_ct).

**Container Ranking:** The containers are then ranked in descending order based on their metric coefficient thresholds (qc\_ct).

**Container Selection:** Based on the ranking, the system selects the optimal container for scheduling.

**Optimal Scheduling:** Finally, the optimal scheduling of containers is performed, completing the QASC process.

The capability of QASC to calculate each container’s residual energy, which represents the container’s ability to fulfill the request, is another important feature. Additionally, the system figures out energy consumption, which is the difference between the starting point and the anticipated residual value.

The best container for scheduling is then chosen after containers are ranked according to their metric coefficient thresholds. Thus, the QASC approach considers a number of variables to optimize container scheduling, with the goal of enhancing system performance as a whole.

For analysis and predictive scheduling, the QASC model computes Simple Moving Averages (SMAs) based on beginning value, maximum value, and minimum representational form. SMA allows for the following: beginning times, failure rates, determining basic I/O burden, smoothing volatility, and dependency on other containers. Understanding how containers function over long distances and minimizing the effects due to transient anomalies make smoothing important. These SMA values may be used by QASC to more precisely predict the susceptibility of containers. As a result, job distribution might be based on the functional profile of each container from inception to completion, baseline, and peak. So that no container is under scheduled due to a conservative policy or overloaded when demand increases, these predictive insights are important in resource allocation. This significantly raises the reliability and efficiency of cloud computing.

Here are the QASC factors in the context of delay-sensitive tasks:

- **I/O Intensive Workload:** The I/O operations handled by a container during the average makespan time for delay-sensitive tasks are considered. Containers with higher I/O workloads might experience higher latency, which could potentially affect delay-sensitive tasks.

- **Container Startup Time:** The startup time of a container is a critical factor when dealing with delay-sensitive tasks. A container with a shorter startup time can begin processing tasks faster, reducing the risk of delays.

- **Container Failure Rate:** A container with a higher failure rate may disrupt the timely completion of tasks. This is especially crucial for delay-sensitive tasks, where any failure can lead to unacceptable delays.

- **Inter-container Dependencies:** The dependencies between containers can also impact the scheduling of delay-sensitive tasks. A container with fewer dependencies is less likely to be delayed due to issues with other containers, which makes it more suitable for delay-sensitive tasks.

The Quality Score (QS) calculated based on these metrics guides the QASC model in allocating tasks to containers. Containers with higher QS, indicating lower I/O workload, faster startup time, lower failure rate, and fewer dependencies, are prioritized for delay-sensitive tasks to ensure timely completion and optimize the usage of resources.

### 2.1. Quality Aware Scheduling of Containers (QASC).

**Input:** Set of containers \( CT \), their corresponding log of makespans, container specific metrics: (1). I/O Intensive Workload \((ioiw)\), (2). Container Startup Time \((cst)\), (3). Container Failure Rate \((cfr)\), and (4). Inter-container Dependencies \((icd)\).

**Output:** Optimal scheduling of containers.

**Initialization:** For each container in \( \text{container} = CT \). For each makespan \( m \in \text{log} \) that successfully completed, For each metric \( i \in ioiw, cst, cfr, icd \). Determine the initial \((o)\), minimum \((l)\), maximum \((h)\), and end \((e)\) value of the metric in normalized form as follows. For each metric \( i \in ioiw, cst, cfr, icd \) and for each container \( \text{container} = CT \). Calculate the normalized progression measure \( x_{\text{norm}} \) for initial \((o)\), min \((l)\), max
Fig. 2.1: The flow diagram representation of the QASC
where $x_{ct}$ is the original progression measure for the metric $i$ in the container $ct$, and $x_{norm,ct}$ is the normalized progression measure. Compute the simple moving average of each of the progression measures ($o$, $l$, $h$, $e$), for each metric $i$ as $smaM_i$ follows: For a set of metrics $M = m_1, m_2, ..., m_n$ and a simple moving average configuration $smac$, the simple moving average of the $i^{th}$ metric’s initial values, maximum values, minimum values, and end values can be represented by four equations:

- Simple moving average of initial values ($sma_i(o)$): $sma_i(o) = (1/smac) \cdot \sum_{j=1}^{i+smac} m_j(o)$
- Simple moving average of maximum values ($sma_i(h)$): $sma_i(h) = (1/smac) \cdot \sum_{j=1}^{i+smac} m_j(h)$
- Simple moving average of minimum values ($sma_i(l)$): $sma_i(l) = (1/smac) \cdot \sum_{j=1}^{i+smac} m_j(l)$
- Simple moving average of end values ($sma_i(e)$): $sma_i(e) = (1/smac) \cdot \sum_{j=1}^{i+smac} m_j(e)$

where:
- $m_j(o)$, $m_j(h)$, $m_j(l)$, $m_j(e)$ represent the initial value, maximum value, minimum value, and end value of the $j^{th}$ metric respectively.
- The summation $\sum_{j=1}^{i+smac}$ indicates that the sum is taken from the $i^{th}$ metric to the $(i + smac)^{th}$ metric.

Finally, the set of these simple moving averages $smaM$ for all metrics $i$ in $M$ is given by: $smaM = sma_i(o), sma_i(h), sma_i(l), sma_i(e)$ for all $i$ in $M$

**Discover Progress Measurement Patterns:**

For each metric $i \in \{ioiw, cst, cfr, icd\}$, compute the pattern of simple moving average for each progression measure as:
- $psmaM_i(a) = smaM_i(a)$ if $smaM_i(a)$ belongs to the first makespan
- Else,
  - $psmaM_i(o) = (psmaM_{(i-1)}(o) + psmaM_{(i-1)}(e))/2$
  - $psmaM(e) = (smaM(a) + smaM(h) + smaM(l) + smaM(e))/4$
  - $psmaM(l) = \min(smaM(l), psmaM(a), psmaM(e))$
  - $psmaM(h) = \max(smaM(h), psmaM(a), psmaM(e))$

**Calculate Metric Coefficient:** For each container $ct \in CT$, Compute the mean ($\mu$) and the root mean square distance (RMSD) of progression measures for each metric as

$$mu_i = (psmaM_i(a) + psmaM_i(h) + psmaM_i(l) + psmaM_i(e))/4$$

$$RMSD_i = \sqrt{(psmaM_i(o) - \mu_i)^2 + (psmaM_i(h) - \mu_i)^2 + (psmaM_i(l) - \mu_i)^2 + (psmaM_i(e) - \mu_i)^2)/4}$$

The metric coefficient ($mc$) for each metric is then computed as

$$mc_i = \mu_i + RMSD_i$$

**Calculate Quality Coefficient:** For each container $ct \in CT$, Estimate the metric-coefficients threshold ($q_{ct}$) as

$$q_{ct} = 1 - (mc_{ioiw} \cdot mc_{cst} \cdot mc_{cfr} \cdot mc_{icd})$$

**Estimate Residual Energy:** For each container $ct \in CT$, Let’s denote:

$E_{ct}$ as the current energy level of container $ct$, $W_{ct}$ as the workload of container $ct$, $EC_w$ as the estimated energy consumption of workload $w$. Then, the Residual Energy (RE) of a container $ct$ can be calculated as follows

$$RE_{ct} = E_{ct} - \sum (EC_w \cdot W_{ct})$$

Estimate the residual energy ($re_{ct}$) that indicates the container’s scope to complete the request. Also, estimate the energy consumption ($ec_{ct}$) which is the unconditional disparity between the initial-value and the predicted residual-value.
Table 3.1: Record of Progress Measures

<table>
<thead>
<tr>
<th>Container</th>
<th>Make span</th>
<th>Metric</th>
<th>Initial</th>
<th>Maximum</th>
<th>Minimal</th>
<th>Residual</th>
</tr>
</thead>
</table>

Table 3.2: Mean Make-Span Ratio of the QASC, DSTS, ADATSA, and RLSched

<table>
<thead>
<tr>
<th>No. of Containers</th>
<th>QASC</th>
<th>DSTS</th>
<th>ADATSA</th>
<th>RLSched</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>31</td>
<td>18</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>15</td>
<td>33</td>
<td>20</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>20</td>
<td>36</td>
<td>20</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>25</td>
<td>39</td>
<td>24</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>30</td>
<td>41</td>
<td>32</td>
<td>29</td>
<td>26</td>
</tr>
<tr>
<td>35</td>
<td>44</td>
<td>33</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>40</td>
<td>44</td>
<td>33</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>45</td>
<td>47</td>
<td>33</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>50</td>
<td>49</td>
<td>34</td>
<td>31</td>
<td>28</td>
</tr>
</tbody>
</table>

Rank Containers: Rank the containers in descending order based on their metric coefficient thresholds ($q_c$).

Container Selection: Based on the ranking, select the optimal container for scheduling.

The quality of the scheduling is determined by considering factors such as the container’s I/O workload, startup time, failure rate, inter-container dependencies, and energy consumption. The selection of the optimal container is done based on the calculated metric and quality coefficients, and the anticipated residual energy [19].

3. Experimental study. The goal of the experimental investigation was to expand the efficiency of the suggested scheduling model in order to schedule containers to requests. The experiments were conducted on a dataset [20], which represents the metrics of each make-span in series observed from each container. The dataset shows a collection of records with the following table 3.1 structure. Cloud-sim based simulation has been used to create the dataset mentioned above. The dataset was created by taking into account all 1,200 internet protocol-capable users. Through the scheduling gateway, this Internet of Things network is connected to the resource provider. Furthermore, a cloud computing network with 50 containers is connected to these resource providers. Each container’s most recent 20 make-spans are used to compile the metric values. The dataset generated has a total of 20,000 records included in it. The average make-span-ratio, roundtrip-time against a varied count of containers, as well as adaptable transactional requests load are the parameters taken into account for performance study. Energy consumption ratio versus fluctuating load, another key metric, has also been evaluated.

The comparison of metric values acquired from the QASC with the comparable results from the existing models DSTS [16], ADATSA [17], as well as RLSched [18], denoting the efficiency of the QASC.

The amount of time needed to do the activity is indicated by the metric "make-span ratio". The make-span ratio is predicted to be proportional to the count of containers in Table 3.2, Figure 3.1. According to QASC scheduling model, the mean make-span ratio of 21.7±5.1 is being noted. In contrast to the mean make-span ratios of the DSTS (24.4±3.4), ADATSA (27.5±3.4), and RLSched model (40.4±0.4), the mean make-span ratio of the QASC is noticeably high and has a little variance.

For QASC, DSTS, ADATSA, and RLSched, another quality metric stated as roundtrip time is being taken into account and compared (see Table 3.3, Figure 3.2). Figure 3.2 statistics, which show that the average roundtrip times observed from the models QASC, DSTS, ADATSA, and RLSched are respectively 20.4±6.6, 36.5±6.4, 40.5±10.4, and 44.5±14.4, indicate that the model QASC outperforms the existing models DSTS, ADATSA, as well as RLSched with shorter roundtrip times. In Table 3.4, Figure 3.3, the roundtrip time under varied load is predicted. Comparing the performance of the model QASC to that of the existing methods DSTS,
ADATSA, as well as RLSched, it is clear that it performs better. The mean difference among the roundtrip times of the QASC (18.9±8.1) and the DSTS (34.8±7.95), the ADATSA (39.8±12.9), and the RLSched model (44.8±17.9) has been noted.

Table 3.5, Figure 3.4 shows the data of the important objective energy use. Comparisons are made between the proposed QASC and the current DSTS, ADATSA, as well as RLSched models’ average energy usage (measured in joules) by each of the make-spans. The outcome demonstrates that the suggested model QASC outperforms the current models DBSA, which consumes an average of 20±11 joules per make-span, ADATSA, which consumes an average of 24±15.22 joules per make-span, and RLSched, which consumes an average of 28±19.22 joules per make-span. In comparison to the existing methods DSTS, ADATSA, and RLSched, the QASC uses less energy on average.

The improvement in the performance can be understood as a result of QASC’s holistic approach, which takes into account not only the current state of the containers but also their historical performance data. This enables the QASC system to make more informed and precise scheduling decisions, leading to the observed enhancements in operational efficiency and task handling capacity.

4. Conclusion. The QASC has been put through a great deal of testing in cloud computing operations and is a substantial upgrade over existing models such as DSTS, ADATSA, and RLSched. This is demonstrated by the empirical findings of extensive experimental testing. By taking into account make-span, round-trip
Fig. 3.2: The mean roundtrip time of QASC, DSTS, ADATSA, and RLSched observed from adaptable count of containers

Table 3.4: Mean Roundtrip Time Observed at Fixed Count of Containers vs. Adaptable Count of Requests

<table>
<thead>
<tr>
<th>Adaptable Count of Requests in KBPS</th>
<th>QASC</th>
<th>DSTS</th>
<th>ADATSA</th>
<th>RLSched</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>7</td>
<td>24</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>27</td>
<td>32</td>
<td>37</td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>30</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>25</td>
<td>18</td>
<td>31</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>30</td>
<td>18</td>
<td>31</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>35</td>
<td>19</td>
<td>36</td>
<td>41</td>
<td>46</td>
</tr>
<tr>
<td>40</td>
<td>22</td>
<td>42</td>
<td>47</td>
<td>52</td>
</tr>
<tr>
<td>45</td>
<td>29</td>
<td>44</td>
<td>49</td>
<td>54</td>
</tr>
<tr>
<td>50</td>
<td>34</td>
<td>49</td>
<td>54</td>
<td>59</td>
</tr>
</tbody>
</table>

time, energy consumption, and container properties, QASC’s scheduling method enhances performance. The translation look-ahead approach lowers make-span ratios and roundtrip times when container counts change. Energy efficiency, a key component of green cloud computing, is where QASC beats existing cloud computing models. According to the energy consumption data, QASC consumes less energy for different request loads per make-span. Such efficiency is needed for large-scale cloud computing to be sustainable both financially and environmentally. Due to its efficiency in resource allocation and high quality, QASC is helpful for cloud computing. This demonstrates how balancing resource consumption and performance may greatly increase cloud efficiency. Lastly, QASC promises a bright future by enhancing cloud computing resource management performance and energy consumption. It may take the lead in cloud computing technologies in the future due to its outstanding performance and better results than those of existing models.
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ENHANCED FEATURE OPTIMIZATION FOR MULTICLASS SS INTRUSION DETECTION IN IOT FOG COMPUTING ENVIRONMENTS

SUDARSHAN S. SONAWANE*

Abstract. To overcome the shortcomings of traditional security measures in IoT fog computing, the Multiclass Intrusion Detection (MCID) model is put forward. The model’s goal is to improve intrusion detection by identifying and classifying different attack types. The behavioral, temporal and anomaly features are fused through SVM-BFE for obtaining the best possible selection of high worth features. Finally, we use a Random Forest algorithm to robustly classify them. There is also its adaptability to the ever-changing security demands of fog computing. MCID’s ability to improve the cloud security of fog computing is shown by a 4-fold cross validation, which returns performances including precision rates up to 99.43 %, recall about 95 % and F-measures at as much as 97.17 %. Moreover, there are specificity rate totals coming in over this whole range that hit close or right.

Key words: Internet of Things (IoT); Intrusion Detection System; UNSW-NB15; Fog Computing; SVM-BFE

1. Introduction. The Internet of Things (IoT) has grown quickly, integrating a wide range of devices and facilitating easy data exchange and communication [1]. This evolution calls for the need for an intermediary computing layer between cloud computing and IoT devices [2]. By processing data closer to its source and increasing efficiency, fog computing was able to solve this issue. Fog computing crosses over devices with disparate operating systems, which presents a security risk. Fog computing raises the stakes for security, especially for intrusion detection. In decentralized environments, traditional detection systems that are built for centralized computing architectures perform poorly [3]. The use of IoT in healthcare, transportation, and defense makes security issues more important to handle.

This research aims to enhance intrusion detection, specifically for fog computing, in light of these challenges. The MCID model takes this into account. Behavioral, temporal, and anomaly detections are all part of the MCID model. The model optimizes feature selection using SVM-BFE optimization to enhance detection. To evaluate the applicability of the MCID model, we conducted extensive testing against established benchmarks. The NUSW-NB15 dataset offers a strong basis for evaluation. For testing, we also employed the Random Forest algorithm. MCID’s performance is evaluated using this method, which contrasts it with other models. The MCID model aims to enhance fog computing security. Ensuring a robust intrusion detection framework is our goal in order to increase IoT safety and reliability.

This article follows a logical structure. Following a discussion of fog computing’s challenges, we evaluate the MCID model’s performance and implications. In order to explain Fog Computing security challenges and solutions, this organized approach tries to highlight the critical role that the MCID model plays in addressing them.

2. Related Work. We face both tremendous security challenges and exciting opportunities as fog computing and the Internet of Things grow quickly. Risks increase as more devices connect and systems get more complicated. Recent research on these risks is examined in the “Related Research” section. New threat mitigation methods have been proposed, the flaws of older security systems in fog environments have been investigated, and their effectiveness has been put to the test. Everything from basic, efficient security to sophisticated deep learning protection is covered in this section.

Belal Sudqi Khater et al. [4] focused on addressing resource limitations in traditional intrusion detection systems when applied in fog computing environments. Fog computing extends cloud capabilities to network edges using diverse hardware devices, posing challenges for resource-intensive intrusion detection systems. The article’s objective is to propose a lightweight intrusion detection system capable of running effectively on...
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To achieve this, the authors introduce a novel perceptron-based intrusion detection system that utilizes vector space representation and a multilayer perceptron model. Experimental results reveal a remarkable achievement, with the system delivering a 94% Accuracy, 95% Recall, and 92% F1-Measure in one dataset and 74% Accuracy, 74% Recall, and 74% F1-Measure in another. Moreover, the system operates efficiently on a Raspberry Pi 3 fog device, with low energy consumption, demonstrating its suitability for fog computing environments.

KISHWAR SADAF et al. [5] proposed a novel approach using deep learning techniques, Autoencoder and Isolation Forest. The objective is to differentiate between normal and attack packets in real-time with high accuracy, enhancing the security of fog devices. The article introduces the Auto-IF method, combining Autoencoder and Isolation Forest, to process incoming network packets efficiently and detect malicious attacks in real-time while minimizing false positives. The authors extensively evaluate the method, utilizing the NSL-KDD dataset, and report superior performance compared to other intrusion detection approaches. Notably, the Auto-IF method effectively reduces false positives and negatives, particularly when the dataset’s contamination percentage is around 10-12%. This contribution offers an efficient solution to bolster the security of fog devices and ensure reliable service delivery.

Prabhat Kumar et al. [6] confronted the escalating security concerns surrounding Internet of Things (IoT) networks. The exponential growth of connected IoT devices brings with it an increased risk of attacks and compromise. These devices, often resource-constrained, are susceptible to security breaches that can lead to unauthorized data access, physical infrastructure damage, or their enlistment in botnets for further attacks. Traditional security measures prove inadequate for safeguarding IoT networks. Consequently, the article introduces a distributed ensemble design-based intrusion detection system, leveraging machine learning and fog computing to enhance intrusion detection’s accuracy and efficiency in IoT networks. The aim is to protect these networks from diverse attacks and bolster their security.

K. Kalaivani et al. [7] tackled the security challenges prevalent in cloud and fog computing environments, which are vulnerable to various types of attacks such as DDoS, Worm, Probe, R2L, and U2R. These attacks can disrupt network resources and consume bandwidth, posing significant threats. Conventional methods often fall short in accurately detecting and countering these attacks. The article presents a novel solution—a hybrid deep learning intrusion detection model named ICNN-FCID. This model combines Intrusion Classification Convolutional Neural Network (ICNN) with Long Short-Term Memory (LSTM) networks and is specifically designed for fog computing environments. ICNN-FCID demonstrates remarkable effectiveness, achieving an accuracy of about 96.5% and effectively classifying various attack types. By proposing this model, the article contributes to enhancing security in cloud and fog computing environments.

Mohammed Anbar et al. [8] addressed the imperative need for effective intrusion detection systems (IDSs) in Fog computing. Fog computing, an extension of cloud computing, shifts computational resources closer to network edges, reducing communication costs and boosting system performance. However, its distributed nature poses new security challenges, necessitating robust IDSs. This article conducts a comprehensive review of recent IDS research in Fog computing, categorizing various approaches and highlighting their challenges and limitations. The review provides a new taxonomy of IDSs, outlines shortcomings such as scalability and resource constraints, and offers potential solutions and future research directions. In sum, this article contributes to an improved understanding of IDSs in the Fog computing landscape, guiding further research in this vital domain.

Hassan Adegbola Afolabi et al. [9] addressed the pressing security and privacy concerns surrounding IoT devices connected via Fog computing. These devices, due to limited resources and inadequate security, are susceptible to various threats like DDoS attacks and brute-force attacks. The article proposes an Intrusion Detection System (IDS) model utilizing Back Propagation Deep Neural Network (BP-DNN) to safeguard the Fog-IoT platform. The model aims to enhance accuracy and detection rates, mitigating security breaches in IoT devices within Fog computing.

M. Ramkumar et al. [10], proposed a Support Vector Machine (SVM)-based Intrusion Detection System (IDS) tailored for the unique challenges of fog computing. The SVM algorithm is employed for its efficiency, and the IDS focuses on characteristics like mean, limit, and median systems to detect intrusions efficiently. Offering a lightweight, efficient IDS solution for fog computing with a low false-positive rate and an impressive average detection rate of 98.6% is the contribution.
An extensive survey examining intrusion detection systems for fog and cloud computing is carried out by Victor Chang et al. [11]. The article seeks to shed light on various aspects of security policy deployment in these kinds of environments. Software-as-a-Service (SaaS) and intrusion detection are highlighted as methods for tracking and evaluating network traffic, and strategies and policies for lowering intrusion detection are also suggested. Despite lacking its own experimental results or statistics, the article is still a useful resource for understanding security policy deployment in fog and cloud computing environments.

Within fog computing, Wu et al. [12] presented a novel Intrusion Detection System (IDS) designed specifically for Internet of Things networks. With Convolutional Neural Network (CNN) as the first classifier and Random Forest as the second, this IDS uses a distributed ensemble design. By using this method, the efficiency and accuracy of identifying malicious attacks on fog nodes will be improved. The suggested model considerably improves detection performance by overcoming the drawbacks of conventional IDS, attaining an astounding 94.43% overall accuracy while effectively allocating the processing load.

The cybersecurity issues that fog computing (FC) and edge computing (EC) environments face because of their dynamic nature and variety of network devices were addressed by Omar A. Alzubi et al. [13]. Traditional intrusion detection systems (IDS) often fall short in these settings. To address this issue, the article proposes an optimized machine learning-based IDS called Effective Seeker Optimization with Machine Learning-Enabled Intrusion Detection System (ESOML-IDS). This system leverages feature selection and parameter optimization through effective seeker optimization and machine learning. Comparative experiments demonstrate the ESOML-IDS’s remarkable effectiveness, achieving an accuracy of 99.5% and outperforming other IDS models in FC and EC environments.

Junaid Sajid et al. [14] addressed the susceptibility of UAVs to cyberattacks in smart farming, proposing a fog computing-based framework to bolster security. By combining UAVs and IoT sensors for data collection, a fog computing architecture for data transmission, and an intrusion detection system that employs machine learning, the system identifies compromised UAVs. The framework not only enhances data collection security but also introduces a coin-based recharge system to reward benign UAV behavior while efficiently managing resources.

Kalaivani Kaliyaperumal et al. [15] confronted the vulnerability of fog computing systems to a range of attacks and offer an efficient solution. Their proposed model combines deep learning techniques, such as CNN and IDS-AlexNet, with Random Forest for attack detection. Leveraging feature selection, this model significantly improves attack detection accuracy, achieving an impressive 97.5% accuracy on the UNSW-NB15 dataset. This contribution enhances fog computing security and represents a substantial step toward safeguarding these systems from various threats.

Doaa Mohamed et al. [16] tackled the increasing vulnerability of IoT networks to cyber threats by proposing EHIDS, a hybrid intrusion detection system combining fog and cloud computing. EHIDS aims to identify abnormal behavior in IoT devices and networks to prevent system intrusions. The article details the architecture and implementation of EHIDS and conducts comprehensive experiments to showcase its superior performance compared to other approaches. EHIDS reduces execution time significantly and demonstrates effectiveness in enhancing IoT security.

Cristiano Antonio de Souza et al. [17] provided a comprehensive overview of intrusion detection in IoT and Fog Computing. Their article discusses the challenges, principles of Machine Learning techniques, and state-of-the-art approaches in intrusion detection. While the authors mention experiments with the IoTID20 dataset, they primarily focus on discussing the principles and challenges of intrusion detection, guiding researchers in this field with a rich source of information.

Guosheng Zhao et al. [18] addressed security risks in cloud-fog hybrid computing for IoT by proposing a lightweight intrusion detection model based on ConvNeXt-SF. Their model significantly improves efficiency and performance while maintaining detection and learning capabilities. Detailed experimental results show its superiority, reducing training and prediction times while enhancing accuracy and addressing information security risks effectively. This contribution offers an innovative solution for improving IoT security in cloud-fog hybrid computing environments.

According to research in the cited articles, there are serious security risks associated with the Internet of Things’ (IoT) rapid expansion and integration across numerous industries. According to these studies,
IoT intrusion detection systems (IDS) and fog computing are being developed to meet their specific security requirements. The impact of fog environments on traditional IDS resource constraints is discussed by Belal Sudqi Khater et al. [4]. While Prabhat Kumar et al. [6] and M. Ramkumar et al. [10] stress the need for sophisticated algorithms and specialized systems to address vulnerabilities brought on by the growth of connected devices, KISHWAR SADAF et al. [5] use deep learning to improve detection rates.

Different approaches are provided in this domain by the Lightweight Intrusion Detection Model (LIDM) [18] and the Combined Ensemble Intrusion Detection Model (CEIDM) [15]. One layered defense against intrusions is provided by the CEIDM’s multiple detection methods. Limitations on IoT resources are addressed by LIDM, which guarantees efficient intrusion detection with low computational overhead.

The proposed MCID model is pertinent and required in light of this situation. Despite being effective, many of the current methods only deal with particular problems. Due to the complexity of fog computing, a broad-spectrum IDS is required. Behavioral, temporal, and anomaly-based detections are addressed by the MCID model, which takes a tri-dimensional approach to fog computing’s many challenges. To enhance detection, MCID additionally employs SVM-BFE optimization. MCID’s robustness is highlighted by its efficient yet comprehensive solution, which stands in contrast to the lightweight and ensemble methods of CEIDM and LIDM.

The reviewed articles take on key security issues in the rapidly expanding IoT and fog computing space. To avoid resource constraints in fog devices, Khater et al. [4] and Afolabi et al. [9] suggest lightweight IDS solutions Deep learning is also used by Sadaf et al. [5] to improve real-time attack detection using AutoIF and Kalaivani et al. [15], implementing ICNNF CID respectively. This leads to greater accuracy and fewer false positives in the methods. Kumar et al. [6] and Ramkumar et al., advocate for machine learning-based IDS, with consideration towards distributed designs (node autonomous monitoring) to guard against multiple attacks of different types. In addition the researchers focus on efficiency in SVMs based filtration mechanism Anbar et al. [8] and Zhao et al. [18], provide detailed overviews, stressing the importance of an effective policy for security in fog computing systems and cloud communities, respectively. Wu et al. [12] and Alzubi et al. [13], respectively, propose new IDS models utilizing ensemble learning technologies or optimization techniques that have high accuracy and impressive performance records. Sajid et al. [14] proposed a fog computing framework for securing UAVs in smart farming systems. Furthermore, Mohamed et al. [16] and Souza et al. [17] look at hybrid intrusion detection as well as the basics of machine learning in IoT security, demonstrating how hard it is to detect attacks on an IoT network.

Based on the literature reviewed, it is apparent that the MCID framework stands out as an important contribution to the area of IoT fog computing security. With fog computing, intrusion detection is a unique challenge. The research landscape shows that there are various attempts to solve it: these efforts focus on resource efficiency, real-time ability and accuracy. Yet, there still is a need for an integrated solution that solves these individual problems. This is the integrated approach offered by MCID, which integrates state-of-the-art feature optimization and classification techniques. It promises to avoid some of the limitations of existing models while allowing for a robust system that will be more than adequate for use in highly complex fog computing environments.

3. Methods and Materials. The proposed model addresses a critical need in the realm of IoT fog computing, where the amalgamation of diverse computing entities and the decentralized nature of fog computing render traditional security measures insufficient. The convergence of myriad devices and the ensuing data explosion necessitate advanced intrusion detection mechanisms that can adeptly identify and categorize varied intrusion types, ensuring the security and reliability of fog computing ecosystems. MCID, with its intricate feature optimization and multiclass classification capabilities, is not merely a response to this need but a pioneering initiative, offering nuanced insights and enhanced detection accuracies in distinguishing between normal and malicious activities. The significance of MCID lies in its ability to harness advanced machine learning techniques, optimizing feature selection using SVM-BFE and employing ensemble learning for refined classification, thereby contributing to the fortification of IoT fog computing environments against escalating and evolving cyber threats. The justification for deploying this model is underscored by the urgent imperative to secure multifaceted and dynamic fog computing landscapes, where conventional security protocols are rendered obsolete, and the demand for sophisticated, adaptive, and robust intrusion detection mechanisms is ever-increasing.
In essence, MCID stands as a beacon of innovation, promising enhanced security and resilience in IoT fog computing, paving the way for the safe and seamless integration of fog computing in our interconnected digital world.

The MCID architecture shown in figure 3.1 is designed to optimize feature selection and enhance intrusion detection capabilities in IoT fog computing environments. This architecture is embedded with a fusion of Behavioral, Temporal, and Anomaly features to construct a multidimensional feature space capable of detailed representation of data patterns and nuances, enabling heightened discernibility between varied intrusion types and normal behaviors.

The optimal feature selection executed through a combination of Support Vector Machine-Based Backward Feature Elimination (SVM-BFE), focusing on refining the feature space to retain the most informative and discriminative features, while eliminating the redundant and less contributive ones. This feature optimization is crucial for enhancing the model’s predictive accuracy and computational efficiency, thereby contributing to a more responsive and effective intrusion detection system (IDS).

The architecture figure 3.1 employs a sophisticated multilabel classification model, utilizing ensemble learning with a Random Forest algorithm. This model is tailored to classify diverse intrusion types, such as DDoS, backdoor, ransomware, and normal behaviors, facilitating a comprehensive intrusion detection scope within IoT fog computing landscapes. The ensemble learning approach empowers the model with robustness and stability, aggregating insights from multiple decision trees to ensure reliable and accurate intrusion type predictions. In the MCID architecture, every component, from feature fusion and optimal selection to multilabel classification, is meticulously integrated and fine-tuned. This results in an advanced IDS that is capable of identifying and differentiating multiple intrusion types with enhanced precision, fostering a more secure and resilient environment within the complex and dynamic ecosystems of IoT fog computing.

3.1. The Feature. The basis for intricate and successful models in intrusion detection systems is provided by behavioral, temporal, and anomalous features, particularly in dynamic and complex environments such as IoT fog computing. These features enhance detection capabilities by offering various angles and dimensions for analyzing and comprehending the intricate patterns and subtleties of the data.

Activity patterns of network entities are known as behavioral features. They reveal the typical and atypical behavior of entities through describing interactions, action sequences, and state transitions. These characteristics enable models to pick up on intricate behavioral details that might point to malicious activity or security
lapses. These features include user behaviors, system interactions, and network communication patterns. Early detection of anomalies and intrusions is facilitated by an understanding of these features.

On the other hand, temporal features are necessary to record the time-related elements and sequences of network events. Timestamps, durations, activity frequency, and the intervals between events or actions are some examples of these features. In order to identify suspicious or unusual patterns and trends, intrusion detection models can use time-based features to analyze activity sequences and timings. A layer of security is added by identifying sophisticated and stealthy attacks that use time to go undetected through the analysis of temporal dynamics.

Anomaly Features draw attention to anomalies, outliers, and deviations from the norm in the data. Statistical measurements, frequency distributions, and outlier scores—which indicate data deviation—are some examples of these features. Detection models can detect unusual patterns and irregularities, even new ones, by integrating anomaly features. By identifying new threats, abnormal features aid in the adaptation and survival of intrusion detection systems.

3.2. Optimal Feature Selection. Feature selection is a crucial process in the realm of machine learning, especially in scenarios where the data dimensionality is large. It becomes even more significant when applied to sensitive domains like intrusion detection in IoT fog computing environments. This is because irrelevant or redundant features can lead to overfitting, poor performance, and reduced interpretability.

SVM is a supervised machine learning algorithm, primarily used for classification tasks. It works by finding the hyperplane that best separates the classes in the feature space. Given its capability to handle high-dimensional data and its effectiveness in finding margin-based distinctions, SVM is a suitable model for the complex and dynamic environment of IoT fog computing.

BFE is a recursive method that begins by training the model using all available features. Post training, it evaluates model performance and identifies the least significant feature. This feature is eliminated, and the model is retrained with the remaining features. This process is repeated until a desired number of features is reached or further elimination results in unacceptable performance degradation.

Support Vector Machine (SVM) [19] combined with Backward Feature Elimination (BFE) offers an effective methodology for optimal feature selection. Here’s a comprehensive description of this method in the context of intrusion detection:

The SVM-BFE (Support Vector Machine-Backward Feature Elimination) process (see figure 3.2) starts with standardizing the data due to the sensitivity of SVM to the scale of input data and initializing the model with all available features. The initial SVM model, trained with all features, undergoes performance assessment using metrics such as accuracy, F1 score, or the area under the ROC curve, preferably using cross-validation methods on the training set. The least significant feature, which has the minimum impact on model performance, is then identified and eliminated from the feature set, and the model is retrained with the reduced feature set. This process of feature elimination and model retraining is iteratively carried out, with the model’s performance being assessed at each step, until further removal degrades the model’s performance significantly, or a predetermined number of features are left.

After the iterative process, the remaining features constitute the optimal feature set, which is expected to provide the best generalization on unseen data. The final model, built using this optimal feature set, undergoes validation against a separate test set to assess its generalization capability, ensuring its reliability and effectiveness in accurately classifying and predicting the target variables. This meticulous and iterative process aims to strike a balance between model simplicity and performance, enhancing the model’s predictability and interpretability, crucial for applications such as intrusion detection in IoT fog computing environments.

Algorithm. Let $X = x_1, x_2, ..., x_m$ be the feature space where $x_i$ represents each feature, and $m$ is the total number of features.

Let $Y$ be the set of class labels, $Y = y_1, y_2, ..., y_n$.

Let $D$ be the dataset represented as $D(x_1^1, y_1^1), (x_2^2, y_2^2), ..., (x_N^N, y_N^N)$, where $N$ is the number of samples.

**SVM Decision Function.** SVM finds the optimal hyperplane that separates the different classes in the feature space. The decision function of a linear SVM can be represented as: $f(x) = w^T x + b$ where $f(x)$ is the decision function. $w$ is the weight vector. $x$ is the input feature vector. $b$ is the bias term.
Backward Feature Elimination (BFE). In the Backward Feature Elimination process, the least important feature is iteratively removed until an optimal subset of features is obtained. This can be represented as: Start with the full feature set:

\[ F = x_1, x_2, ..., x_m \]  

(3.1a)

For each feature \( x_i \) in \( F \), evaluate the SVM model, removing \( x_i \) from the feature set and note the performance. Identify the feature whose removal has the least impact on (or improves) the model’s performance:

\[ x_{\text{remove}} = \arg \min_{x_i \in F} P(F - x_i) \]

(3.2a)

where \( P(F - x_i) \) represents the performance of the model trained with the feature set \( F \) excluding the feature \( x_i \). Update the feature set by removing the identified feature: Eq 3.3

\[ F = F - \{ x_{\text{remove}} \} \]

(3.3a)

Repeat steps 2-4 until a stopping criterion is met, such as a pre-defined number of features or a performance threshold.
Objective. The objective is to find the optimal subset of features, $F^*$, which maximizes the performance of the SVM model:

$$F^* = \arg \max_F P(F)$$  \hfill (3.4a)

Stopping Criteria. The iterative process stops when either:

The addition of any feature does not improve the model’s performance. A predefined number of features is reached.

Final Model. The final optimal SVM model with the selected features is given by:

$$f^*(x) = w^T x + b^*$$  \hfill (3.5a)

where $w^*$ and $b^*$ are the optimal weight vector and bias term obtained after training the SVM with the optimal feature subset $F^*$.

3.3. Multiclass classification by Random Forest. IoT Fog Computing forms a pivotal network architecture, allowing data processing, storage, and applications to operate closer to the end users along the cloud-to-thing continuum. Its dynamic and intricate nature makes it susceptible to a variety of cyber threats, including DDoS, ransomware, injections, backdoors, and other malicious activities, highlighting the critical need for robust intrusion detection systems (IDS) [20]. In this context, Random Forest emerges as a potent classification algorithm, proficient in predicting varying intrusion types and discerning normal behavior from malicious. The flow of the multiclass classification using RF [21] has been shown in figure 3.3.

Random Forest is an ensemble learning method, combining multiple decision trees [22] to construct a ‘forest’ that collaborates to render more accurate and stable predictions. This algorithm is inherently suited for multiclass classification tasks, making it apt for identifying diverse intrusion types like DDoS [23], ransomware [24], injection [25], backdoor [26], and normal activities within. IoT fog computing ecosystems [27]

Figure 3.3 depicts the workflow of multiclass intrusion detection module of the MCID that begins with loading a raw dataset and then extracts behavioral, temporal, anomaly features through feature engineering to form comprehensive feature matrix $X$; next is preprocessing data devoid of missing values or normalization being processed as input required for Data is pre-processed, then split into training data and testing data. The former is used to train a Random Forest model which employs an ensemble approach by constructing numerous decision trees at different depths; the result of classifying the example chosen for given features are aggregated from all these trees so that output takes one with highest frequency as answer. Each tree in the model gives a vote to classify incoming classification data, which culminates in a majority decision. The final class label is then decided by potential classes such as Normal, DDoS (distributed denial-of-service), Ransomware, Injection or Backdoor. This procedure ends up with hyper-parameter tuning and optimizing, to raise as high the model accuracy possible so that the intrusion detection system can be made more reliable and effective. Detailed description of each step involved in this module follows:

Feature Engineering and Preprocessing. In the realm of intrusion detection, feature engineering is a foundational step, where the raw data is transformed into a structured format. It includes the extraction of relevant features like behavioral, temporal, and anomaly features, followed by preprocessing tasks such as normalization, encoding, and handling missing values.

Let $D$ be the raw dataset, and let $X = x_1, x_2, ..., x_n$ represent the set of extracted features after feature engineering, where $n$ is the number of features.

Preprocessing. Normalization:

$$x_{i,\text{norm}} = \frac{x_i - \min(x_i)}{\max(x_i) - \min(x_i)}$$  \hfill (3.6a)

where $x_{i,\text{norm}}$ is the normalized value of feature $x_i$.

Training the Model. The preprocessed data is utilized to train the Random Forest model. The algorithm constructs multiple decision trees during training, each deliberating on a random subset of the features, and thus, learning varied aspects of the data. Let $T = t_1, t_2, ..., t_m$ be the set of decision trees in the Random Forest, where $m$ is the number of trees. Each tree $t$ is constructed using a subset of the feature set $X' \subset X$ and a subset of the training dataset $D' \subset D$. 
Fig. 3.3: Flow diagram of multiclass classification

Classification and Prediction. For every incoming data point, each tree in the ‘forest’ makes an individual decision, classifying the data point as either normal, DDoS, ransomware, injection, or backdoor. Subsequently, the Random Forest algorithm applies a majority voting mechanism to finalize the predicted class label, ensuring the collective wisdom of the ‘forest’ is reflected in every prediction [28]. Each tree \( t \) in the set of classes \( C = \) Normal, DDoS, Ransomware, Injection, Backdoor. The final predicted class \( \hat{c} \) is determined by majority voting: 

\[
\hat{c} = \arg \max_{c \in C} \sum_{t \in T} 1(t(x) = c)
\]

where \( 1 \) is the indicator function, and \( t(x) \) is the class predicted by tree \( t \) for input \( x \).

Hyper-parameter Tuning and Optimization. The model undergoes hyper-parameter tuning to refine its performance. Parameters like the number of trees, maximum depth of the trees, and minimum samples split are optimized to enhance the model’s predictive accuracy and generalization capability [29]. Let \( \Theta \) represent the set of hyperparameters of the Random Forest model, such as the number of trees and maximum depth. Hyperparameters tuning aims to find the optimal set of hyperparameters \( \Theta^* \) that maximize a given performance metric, say accuracy:

\[
\Theta^* = \arg \max_{\Theta} \text{Accuracy}(\Theta)
\] (3.7a)

4. Experimental Study. The experimental study focuses on the evaluation of "Enhanced Feature Optimization for Multiclass Intrusion Detection in IoT Fog Computing Environments" (MCID) using data from the UNSW-NB15 [30] dataset. Balanced samples for each intrusion type and benign records were extracted, each consisting of 25,000 entries for BENIGN, DDOS, RANSOMWARE, and INJECTION. These were systematically divided into training and test subsets with 18,750 records designated for training and 6,250 for testing.
To validate the model's performance, a four-fold cross-validation method was applied, ensuring consistent and reproducible results across various data partitions. The implementation leveraged Python and its associated libraries, highlighting the capabilities of this programming language in handling such sophisticated tasks.

The effectiveness and relevance of MCID were assessed in comparison to two contemporary models. These include "Lightweight Intrusion Detection Model of the Internet of Things with Hybrid Cloud-Fog Computing" (LIDM) [18] and "Combined Ensemble Intrusion Detection Model using Deep learning with Feature Selection for Fog Computing Environments" (CEIDM) [15]. This comparative analysis offers insights into the model’s capabilities, strengths, potential areas for enhancement, and its position in the broader spectrum of intrusion detection in IoT fog computing environments.

4.1. Performance Analysis. We examine the evaluation outcomes of a thorough 4-fold cross-validation exercise on the MCID, LIDM, and CEIDM datasets in the “Performance Analysis” section. To comprehend classification behavior and class predictions, we make use of confusion matrices. This performance metrics analysis teaches readers about recall, f-measure, specificity, precision, and more. The performance of the model is evaluated by looking at both aggregated macro metrics and individual class-wise metrics. The model’s performance is given by the overall accuracy metric. This part provides readers with a comprehensive overview of the model’s performance on various datasets, including its advantages and disadvantages. MCID: The provided confusion matrices in figure 4.1 represent the performance of a classification model across four folds of cross-validation on the MCID dataset. In each matrix, diagonal values depict correct predictions, while off-diagonal entries indicate misclassifications. Across the four folds, the model consistently demonstrates strong performance, particularly in the "DDOS" class, with minimal misclassifications. Notably, there are occasional misclassifications between "BENIGN" and the other classes, especially "RANSOMWARE" and "INJECTION". Despite these, the overall high true positive rates across classes suggest the model’s robustness on the MCID dataset.

In the provided metrics of the table 4.1, there is a consistent observation of high performance across all folds for the classes BNGN, DDOS, RNSM, and INJC. For Fold#1, the precision values range from 0.9217 for BNGN to 0.9847 for INJC. Similarly, for Fold#2, the precision values are slightly higher, ranging from 0.9276 for BNGN to 0.9836 for INJC. Fold#3 showcases the lowest precision for BNGN at 0.8994, but it also has the
Table 4.1: Performance Metric Values obtained from 4 fold cross validation performed on MCID

<table>
<thead>
<tr>
<th>Fold</th>
<th>Metrics</th>
<th>BNGN</th>
<th>DDOS</th>
<th>RNSM</th>
<th>INJC</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Precision</td>
<td>0.9217</td>
<td>0.9635</td>
<td>0.9533</td>
<td>0.9847</td>
</tr>
<tr>
<td>#1</td>
<td>Recall</td>
<td>0.9701</td>
<td>0.9501</td>
<td>0.9501</td>
<td>0.9501</td>
</tr>
<tr>
<td>#1</td>
<td>F-measure</td>
<td>0.9453</td>
<td>0.9567</td>
<td>0.9517</td>
<td>0.9671</td>
</tr>
<tr>
<td>#1</td>
<td>Specificity</td>
<td>0.9725</td>
<td>0.9888</td>
<td>0.9845</td>
<td>0.9951</td>
</tr>
<tr>
<td>#2</td>
<td>Precision</td>
<td>0.9276</td>
<td>0.9634</td>
<td>0.9579</td>
<td>0.9836</td>
</tr>
<tr>
<td>#2</td>
<td>Recall</td>
<td>0.9701</td>
<td>0.96</td>
<td>0.9501</td>
<td>0.9501</td>
</tr>
<tr>
<td>#2</td>
<td>F-measure</td>
<td>0.9484</td>
<td>0.9617</td>
<td>0.954</td>
<td>0.9666</td>
</tr>
<tr>
<td>#2</td>
<td>Specificity</td>
<td>0.9748</td>
<td>0.9878</td>
<td>0.9861</td>
<td>0.9947</td>
</tr>
<tr>
<td>#3</td>
<td>Precision</td>
<td>0.8994</td>
<td>0.9794</td>
<td>0.9658</td>
<td>0.9706</td>
</tr>
<tr>
<td>#3</td>
<td>Recall</td>
<td>0.96</td>
<td>0.9501</td>
<td>0.9501</td>
<td>0.9501</td>
</tr>
<tr>
<td>#3</td>
<td>F-measure</td>
<td>0.9287</td>
<td>0.9645</td>
<td>0.9579</td>
<td>0.9602</td>
</tr>
<tr>
<td>#3</td>
<td>Specificity</td>
<td>0.9642</td>
<td>0.9933</td>
<td>0.9888</td>
<td>0.9904</td>
</tr>
<tr>
<td>#4</td>
<td>Precision</td>
<td>0.9557</td>
<td>0.9943</td>
<td>0.9542</td>
<td>0.9479</td>
</tr>
<tr>
<td>#4</td>
<td>Recall</td>
<td>0.9701</td>
<td>0.9501</td>
<td>0.9701</td>
<td>0.96</td>
</tr>
<tr>
<td>#4</td>
<td>F-measure</td>
<td>0.9628</td>
<td>0.9717</td>
<td>0.9621</td>
<td>0.9539</td>
</tr>
<tr>
<td>#4</td>
<td>Specificity</td>
<td>0.985</td>
<td>0.9982</td>
<td>0.9845</td>
<td>0.9824</td>
</tr>
</tbody>
</table>

Table 4.2: Accuracy and Macro Metric Values obtained from 4 fold cross validation performed on MCID

<table>
<thead>
<tr>
<th>Fold Id</th>
<th>Accuracy</th>
<th>Macro Precision</th>
<th>Macro Recall</th>
<th>Macro F-measure</th>
<th>Macro Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.9775</td>
<td>0.9558</td>
<td>0.9551</td>
<td>0.9552</td>
<td>0.9850</td>
</tr>
<tr>
<td>#2</td>
<td>0.9788</td>
<td>0.9581</td>
<td>0.9576</td>
<td>0.9576</td>
<td>0.9859</td>
</tr>
<tr>
<td>#3</td>
<td>0.9763</td>
<td>0.9538</td>
<td>0.9526</td>
<td>0.9528</td>
<td>0.9842</td>
</tr>
<tr>
<td>#4</td>
<td>0.9813</td>
<td>0.9630</td>
<td>0.9626</td>
<td>0.9626</td>
<td>0.9875</td>
</tr>
</tbody>
</table>

highest precision for DDOS at 0.9794. Fold#4 stands out with a notably high precision for DDOS at 0.9943. Recall values remain fairly consistent across folds, mostly hovering around the 0.95 mark. The F-measure, which combines precision and recall, also shows commendable results with the highest being 0.9717 for DDOS in Fold#4. Specificity, which indicates the true negative rate, is highest for DDOS in Fold#3 and Fold#4, reaching up to 0.9982. Overall, the metrics indicate a strong performance with slight variances across folds and classes.

The table 4.2 provides an overview of the model’s performance across four different folds. Accuracy values, which represent the proportion of correct predictions, consistently exhibit strong performance, ranging from 0.9763 in FOLD#3 to a peak of 0.9813 in FOLD#4. This high accuracy is further corroborated by the macro-level metrics. Macro Precision, which indicates the average precision across classes, demonstrates values above 0.95 for all folds, with FOLD#4 having the highest at 0.963. Similarly, Macro Recall, representing the average recall across classes, fluctuates around the 0.95 mark, with FOLD#4 slightly leading the pack. The Macro F-measure, a harmonic mean of precision and recall, echoes these findings with values very close to Macro Recall. Lastly, the Macro Specificity, which measures the true negative rate, consistently remains high across all folds, highlighting the model’s capability to correctly identify negative cases, with the highest specificity seen in FOLD#4 at 0.9875. Overall, the model demonstrates robust and consistent performance across different folds.

LIDM. The confusion matrices presented in figure 4.2 provide insights into the performance of the model trained on the LIDM dataset across four folds of cross-validation. In each fold, the diagonal elements of the matrix represent the number of correct predictions for each class: BENIGN, DDOS, RANSOMWARE, and INJECTION. For instance, in Fold#1, the model correctly classified 5938 instances as BENIGN but misclassified 130 as RANSOMWARE and 175 as INJECTION. Similarly, 5813 DDOS instances were correctly
Fig. 4.2: Confusion matrices obtained from 4 fold cross validation performed on LIDM

Table 4.3: Performance Metrics by Fold and Category

<table>
<thead>
<tr>
<th>Metrics</th>
<th>BNGN</th>
<th>DDOS</th>
<th>RNSM</th>
<th>INJC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold#1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.9117</td>
<td>0.9976</td>
<td>0.9081</td>
<td>0.9598</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9501</td>
<td>0.9301</td>
<td>0.9501</td>
<td>0.9400</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.9305</td>
<td>0.9627</td>
<td>0.9286</td>
<td>0.9498</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9693</td>
<td>0.9993</td>
<td>0.9679</td>
<td>0.9869</td>
</tr>
<tr>
<td>Fold#2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.8546</td>
<td>0.9709</td>
<td>0.9316</td>
<td>0.9841</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9301</td>
<td>0.9400</td>
<td>0.9301</td>
<td>0.9301</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.8907</td>
<td>0.9552</td>
<td>0.9308</td>
<td>0.9563</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9473</td>
<td>0.9906</td>
<td>0.9772</td>
<td>0.9950</td>
</tr>
<tr>
<td>Fold#3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.9400</td>
<td>0.9657</td>
<td>0.9440</td>
<td>0.9406</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9301</td>
<td>0.9600</td>
<td>0.9501</td>
<td>0.9501</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.9350</td>
<td>0.9629</td>
<td>0.9470</td>
<td>0.9453</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9802</td>
<td>0.9886</td>
<td>0.9812</td>
<td>0.9800</td>
</tr>
<tr>
<td>Fold#4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.9320</td>
<td>0.9556</td>
<td>0.9446</td>
<td>0.9283</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9301</td>
<td>0.9400</td>
<td>0.9501</td>
<td>0.9400</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.9310</td>
<td>0.9477</td>
<td>0.9474</td>
<td>0.9341</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9774</td>
<td>0.9854</td>
<td>0.9814</td>
<td>0.9758</td>
</tr>
</tbody>
</table>

identified, but 108 of them were falsely predicted as RANSOMWARE. Each fold displays some variability in misclassifications across classes. For example, Fold#2 shows a noticeable increase in misclassifications of BENIGN as RANSOMWARE compared to Fold#1. On the other hand, in Fold#3 and Fold#4, the number of correctly predicted RANSOMWARE instances is consistent at 5938. Overall, the confusion matrices provide a comprehensive view of the model’s strengths and weaknesses across different data splits in the four-fold cross-validation.

In the table 4.3 four-fold cross-validation of the LIDM application, the performance metrics clearly exhibit its robustness in threat detection and classification. For instance, in Fold#1, DDOS detection exhibits an exceptional precision of 0.9976, indicating that 99.76% of the identified DDOS threats were accurate. This
Table 4.4: Accuracy and Macro Metric Values obtained from 4 fold cross validation performed on LIDM

<table>
<thead>
<tr>
<th>Fold ID</th>
<th>Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F-measure</th>
<th>Macro-Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.9713</td>
<td>0.944</td>
<td>0.9426</td>
<td>0.9429</td>
<td>0.9809</td>
</tr>
<tr>
<td>#2</td>
<td>0.9663</td>
<td>0.935</td>
<td>0.9326</td>
<td>0.9333</td>
<td>0.9775</td>
</tr>
<tr>
<td>#3</td>
<td>0.9738</td>
<td>0.948</td>
<td>0.9476</td>
<td>0.9476</td>
<td>0.9825</td>
</tr>
<tr>
<td>#4</td>
<td>0.9700</td>
<td>0.940</td>
<td>0.9400</td>
<td>0.9401</td>
<td>0.9800</td>
</tr>
</tbody>
</table>

remarkable precision is echoed in Fold#2 for the INJC category with a value of 0.9841. The recall values, which reflect the system’s sensitivity, remain consistent, as evidenced by RNSM’s recall of 0.9501 in both Fold#1 and Fold#3. Furthermore, the F-measure, which is a harmonized average of precision and recall, remains commendably high across all threats, such as the 0.9627 for DDOS in Fold#1 and 0.9563 for INJC in Fold#2. Specificity, indicating the system’s ability to correctly identify non-threats, is notably high in Fold#1 for DDOS at 0.9993 and for INJC in Fold#2 at 0.995. All these metrics emphasize the reliability and efficacy of the LIDM application in the realm of cyber threat detection and classification.

In the table 4.4 four-fold cross-validation evaluation of the LIDM application, the metrics consistently demonstrate a high level of performance across all folds. The accuracy of the application remains stellar, ranging between 96.63% in Fold#2 and 97.38% in Fold#3. This trend of remarkable proficiency is also reflected in the Macro-Precision, with values spanning from 0.9353 in Fold#2 to 0.9476 in Fold#3. Similarly, the Macro-Recall, indicating the application’s sensitivity in correctly identifying threats, consistently hovers around the 94% mark across all folds. The Macro-F-measure, a harmonized average of precision and recall, fortifies this trend by consistently staying above 93%. Lastly, the Macro-Specificity, a measure of the application’s aptitude in correctly recognizing non-threats, remains impressive, reaching as high as 98.25% in Fold#3. All these metrics collectively underscore the effectiveness and reliability of the LIDM application in its operational domain.

CEIDM. The confusion matrices presented in figure 4.3 for CEIDM across four folds depict the classification performance for the categories: "BENIGN", "DDOS", "RANSOMWARE", and "INJECTION". Across the folds, the diagonals of the matrices, which represent the true positive classifications, show consistently high values. This indicates a generally high accuracy in classification for each category. However, there are evident misclassifications. For example, in Fold#1, "RANSOMWARE" has been occasionally mistaken as "DDOS", while "INJECTION" has a considerable number of false predictions across other categories. Similarly, in other folds, while the diagonal values remain dominantly high, indicating successful classifications, the off-diagonal values point out areas where the model struggled, resulting in misclassifications. These matrices offer valuable insights for further refinement of the classification model to enhance its accuracy across all categories.

The table 4.5 presents performance metrics of CEIDM, evaluated across four folds. These metrics include Precision, Recall, F-measure, and Specificity for four classes: BENIGN, DDOS, RNSM, and INJC. For Fold#1, the model exhibits high precision for the BENIGN class at 0.9747, while the DDOS class has the lowest precision of 0.8971. However, the recall for DDOS is higher than BENIGN in this fold. This trend of varying precision and recall figures is observed across all folds. The F-measure, which combines precision and recall, also demonstrates varied performance among classes, with values mostly hovering above 0.9. Specificity, indicating the true negative rate, remains notably high across all classes and folds, often surpassing 0.97. By Fold#4, the model’s precision for the RNSM class peaks at 0.9547. In order to sum up, the CEIDM model exhibits good performance for all metrics and classes, though there is some variation between the folds.

The table 4.6 presents an overview of the aggregate performance metrics for the CEIDM model over four folds. The metrics encapsulated include Accuracy, Macro-Precision, Macro-Recall, Macro-F-measure, and Macro-Specificity. Throughout all folds, the model consistently maintains an accuracy around 0.96, indicating a strong overall classification performance. The Macro-Precision and Macro-Recall, which provide an average performance measure across the classes, mostly hover in the low 0.93s to high 0.92s range, denoting that the model is both precise and sensitive in its predictions. The Macro-F-measure, which combines the precision and recall, mirrors these figures closely. Notably, the Macro-Specificity remains robust across all folds, predominantly exceeding 0.97, suggesting that the model is adept at correctly identifying negatives. In essence, CEIDM
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Fig. 4.3: Confusion matrices obtained from 4 fold cross validation performed on CEIDM.

Table 4.5: Performance Metrics by Fold and Metric

<table>
<thead>
<tr>
<th>Fold’s</th>
<th>Metrics</th>
<th>BNGN</th>
<th>DDOS</th>
<th>RNSM</th>
<th>INJC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold#1</td>
<td>Precision</td>
<td>0.9747</td>
<td>0.8971</td>
<td>0.9508</td>
<td>0.9123</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.9200</td>
<td>0.9501</td>
<td>0.9400</td>
<td>0.9200</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>0.9466</td>
<td>0.9228</td>
<td>0.9454</td>
<td>0.9161</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.9921</td>
<td>0.9637</td>
<td>0.9838</td>
<td>0.9705</td>
</tr>
<tr>
<td>Fold#2</td>
<td>Precision</td>
<td>0.8635</td>
<td>0.9315</td>
<td>0.9445</td>
<td>0.9458</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.9200</td>
<td>0.9200</td>
<td>0.9101</td>
<td>0.9301</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>0.8909</td>
<td>0.9257</td>
<td>0.9270</td>
<td>0.9379</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.9515</td>
<td>0.9774</td>
<td>0.9822</td>
<td>0.9822</td>
</tr>
<tr>
<td>Fold#3</td>
<td>Precision</td>
<td>0.8765</td>
<td>0.9659</td>
<td>0.9231</td>
<td>0.9515</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.9501</td>
<td>0.9301</td>
<td>0.9200</td>
<td>0.9101</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>0.9118</td>
<td>0.9477</td>
<td>0.9215</td>
<td>0.9303</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.9554</td>
<td>0.9891</td>
<td>0.9745</td>
<td>0.9845</td>
</tr>
<tr>
<td>Fold#4</td>
<td>Precision</td>
<td>0.9206</td>
<td>0.9252</td>
<td>0.9547</td>
<td>0.9302</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.9501</td>
<td>0.9200</td>
<td>0.9501</td>
<td>0.9101</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>0.9351</td>
<td>0.9226</td>
<td>0.9524</td>
<td>0.9200</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.9727</td>
<td>0.9752</td>
<td>0.9850</td>
<td>0.9772</td>
</tr>
</tbody>
</table>

Table 4.6: Accuracy and Macro Metric Values obtained from 4 fold cross validation performed on CEIDM

<table>
<thead>
<tr>
<th>Fold ID</th>
<th>Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F-measure</th>
<th>Macro-Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.9663</td>
<td>0.934</td>
<td>0.9325</td>
<td>0.9327</td>
<td>0.9775</td>
</tr>
<tr>
<td>#2</td>
<td>0.9600</td>
<td>0.921</td>
<td>0.9200</td>
<td>0.9204</td>
<td>0.9733</td>
</tr>
<tr>
<td>#3</td>
<td>0.9638</td>
<td>0.929</td>
<td>0.9276</td>
<td>0.9278</td>
<td>0.9759</td>
</tr>
<tr>
<td>#4</td>
<td>0.9663</td>
<td>0.933</td>
<td>0.9326</td>
<td>0.9325</td>
<td>0.9775</td>
</tr>
</tbody>
</table>
4.2. Comparative Analysis. This section provides evaluation comparing the proposed MCID model with its contemporaries, LIDM and CEIDM. Through a meticulous examination of performance across vital metrics such as precision, recall, F-measure, specificity, and accuracy, along with their macro counterparts, insights are drawn regarding the inherent strengths, potential pitfalls, and distinguishing characteristics of each model. This analysis seeks to offer a comprehensive perspective on the standing of MCID within the contemporary landscape.

According to comparative analysis presented in figure 4.4, MCID consistently demonstrates commendable performance across all metrics and folds, indicating its robustness and generalizability. Notably, it exhibits high specificity, especially in the initial folds, ensuring a low false positive rate which is crucial in many applications. Additionally, its balanced results across precision, recall, and F-measure highlight its capability to provide reliable classification without significant trade-offs. Even in scenarios where it doesn’t lead, MCID remains a close competitor, showcasing its potential as an effective and versatile method in comparison to LIDM and CEIDM.

The bar graphs in figure 4.5 provide insight into the performance of three methods (MCID, LIDM, and CEIDM) across four different folds. At a glance, MCID consistently offers the highest accuracy across all folds, with FOLD#4 being its best at 0.9813. While LIDM and CEIDM often hover close in metrics, LIDM slightly outperforms CEIDM in accuracy for most folds. However, in terms of Macro Precision, Recall, and F-measure, MCID again generally surpasses the other two, solidifying its position as the most effective model among the three, especially in FOLD#4. For Macro Specificity, all methods perform quite commendably, with minimal variance across folds. Yet, MCID again edges out with the highest value in FOLD#4. Overall, the MCID method proves superior, with FOLD#4 consistently representing the highest metric values for this method.

A comparative analysis table 4.7 summarizes the average performance improvement of MCID over LIDM and CEIDM with respect to four key metrics. The list presents percentages (showing improvements) along with their standard deviations. Compared with LIDM and CEIDM, the model is very reliable in terms of detailing every step along the way. Every time it was tested for its ability to forecast results, on average a 0.8425 % improvement occurred when compared with LIDM and an even larger increase of 1.4975 % over that achieved by CEIDM. Furthermore, in Macro Precision it is better than LIDM by 1.685 % and CEIDM by...
5. Conclusion. In sum, the MCID framework represents an important step forward in IoT fog computing security. It fills the critical gaps that traditional security measures are often unprepared to fill, dealing with fog computing environments which by their nature tend to be complex and constantly evolving. With a rich set of features and sophisticated machine learning techniques, MCID is offered as an efficient solution to the problems of intrusion detection. By its detailed architecture, the system can fully exploit behavioral, temporal and anomaly characteristics, optimizing them through SVM-BFE. This leads to a streamlined feature set that improves the system’s accuracy and speed. Also, using a Random Forest algorithm for multilabel classification helps MCID precisely identify various kinds of intrusion targets. Cross-validation results further show that the MCID framework has high efficacy across many different metrics, making it a potent weapon in comprehensive security. Based on the precision, recall rate, F-measure and specificity values it achieves accuracy in threat detection and classification while minimizing false positives to grant IoT devices a high level of reliable protection.

Table 4.7: comparative table of improvement rate

<table>
<thead>
<tr>
<th>Metric</th>
<th>Improvement vs LIDM (%)</th>
<th>Improvement vs CEIDM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.8425</td>
<td>1.4975</td>
</tr>
<tr>
<td>Macro Precision</td>
<td>1.685</td>
<td>3.08</td>
</tr>
<tr>
<td>Macro Recall</td>
<td>1.735</td>
<td>3.1125</td>
</tr>
<tr>
<td>Macro F-measure</td>
<td>1.71</td>
<td>3.1</td>
</tr>
<tr>
<td>Macro Specificity</td>
<td>0.55</td>
<td>0.975</td>
</tr>
</tbody>
</table>

3.08 %, while in terms of Macro Recall the latter figure comes to as much as 1.735 % over against those for respectively approximately definitive idiomatic expressions (LIDM) and common sense fine-grained Macro F-measure’s general performance Is MCID 1.71% ahead and 3.1 % higher over the two other models respectively, which suggests that this is a balanced improvement in both precision and sensitivity of classifications at its peak value for each parameter (F max). For Macro Specificity, MCID retains a small edge over LIDM (240.86P compared to 239.57 P) and an even greater margin over CEIDM at 1 point of distortion error or more—a whopping improvement in both cases! These figures together attest to MCID’s strength and its prowess at helping unleash the full potential of intrusion detection in IoT fog computing environments.
under fog computing networks. In short, the design of MCID is an important step in making fog computing secure. Its novel methodology and early successes open the gateway for more research and development on this front, foreshadowing a model that is scalable as well as flexible enough to conform with changes in the threat environment created by IoT.
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QUALITY ENHANCEMENT WITH FRAME-WISE DLCNN USING HIGH EFFICIENCY VIDEO CODING IN 5G NETWORKS

VIJAYA SARADHI DOMMETI, M. DHARANI, K. SHASIDHAR, Y DASARATHA RAMI REDDY, AND T. VENKATAKRISHNAMOORTHY

Abstract. In the present situation, applications related to multimedia are discovered to be comfortable with the use of video. The number of end consumers who use video continues to rise every day. People are presently searching for videos with better quality among the ones that are currently available there. This results in the launch and dissemination of HD (high definition) videos. Ultra high-definition (UHD) videos are becoming more and more popular as a result of this advancement and need. However, as video communication keeps expanding, there is an upsurge in network traffic because of the limited bandwidth, especially among smart cities. Different advancement codecs have been suggested to deal with the data stream to overcome this hazardous circumstance. However, the fact that modern UHD videos have huge amounts of data makes the available codecs even more complicated. UHD videos can be processed with the latest improvement codec, H.265/High-efficiency video coding (HEVC). Nevertheless, it is impacted by increased power consumption and intricate calculations. Limitations in the codec's functionality confine its use to specific applications, preventing its application in wireless, mobile, or portable settings. Hence, this research concentrates on implementing frame-level quality enhancement through a deep learning network known as FQE-Net. The deep learning convolutional neural network (DLCNN) is specifically crafted to manage films with resolutions up to 16K. Its primary objectives include reducing complexity, minimizing artifacts, enhancing the efficiency of the HEVC codec, and compacting energy consumption. To achieve superior efficiency, it is imperative to replace the DWT transforms within the HEVC codec with a DLCNN model. Additionally, incorporating the Content Block Search Algorithm for Motion Estimation and Compensation, alongside filtering techniques like Sample Adaptive Filter and Deblocking Filter, becomes essential. The simulation results showed that the suggested FQE-Net performed better than the conventional techniques.

Key words: Convolutional neural networks for deep learning, high-efficiency video codec, and ultra high definition.

1. Introduction. End customers expect films with good resolution these days. Consequently, the demands of the end user are being met with difficulty by the multimedia firm and researchers [1]. The average user doesn’t care about the technical details of the movie sequence; all that matters to them is watching a video of the highest quality without any buffering [2]. Because of this, a poll in [3] indicates that it is challenging to use present technology to offer a video of competitively good quality at a lower bit-rate and a higher enhancement ratio. Nevertheless, the surge in demand for superior-quality products is propelled by several factors, including the introduction of expanded communication bandwidths in networks such as LTE and 5G, the proliferation of smart devices, advancements in high-resolution display systems, market growth, elevated user standards, and innovations in technology. These days, it’s common to access and upgrade 4K/8K-UHD video contents for distant applications [5]. However, as image quality rises to UHD, the previous H.264/AVC codec’s coding efficiency runs out of bandwidth. These days, it’s common to access and upgrade 4K/8K-UHD video contents for distant applications [5]. However, as image quality rises to UHD, the previous H.264/AVC codec’s coding efficiency runs out of bandwidth. A new architecture is proposed to address the erotic scenario and make HEVC appropriate for both future UHD videos and already available HD videos [6]. The suggested codec is made with minimal resource consumption, minimal computational complexity, optimal latency time, and a lower bit-rate combined with better video quality. Video is becoming increasingly important with the introduction of new electronic devices like smartphones, HDTVs, multimedia systems, video surveillance, and more [7, 8]. These devices carry out several functions, including high-definition video conferencing, web browsing, sharing
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social entertainment videos, and web monitoring transmission and distribution of video materials. One of
the answers to the Digital Era [10], which has greatly impacted most industries, including communications,
arts, entertainment, marketing, and media, is disruptive technology. This risky evolution is a byproduct of the
modern period, which is distinguished by a dramatic shift from analog to digital technology. The speed at which
digital content—including music, video, and data—is produced and accessed dictates how fast digital gadgets
can process data. It is entirely up to us to decide what, if any, comes next. High-quality digital video has
special opportunities and problems for analysis and visualization due to its extensive applications in domains
such as storing data, internet streaming, monitoring, broadcasting, and conference calling [11].

1. FQE-Net’s implementation to improve the video quality of HEVC standards based on H.265.
2. Using the DLCNN model will reduce complexity, energy compaction, and artifacts, and offer enhanced
   HEVC code efficiency for handling videos up to 16K resolution.
3. The Motion Estimation and Compensation algorithms use the Content Block Search Algorithm; filtering
techniques like the Sample Adoptive Filter and Deblocking Filter are also used.

The authors of [12] talked about using the FPS (Fast Predictive Search) algorithm for diamond searches.
In this case, adding an initial search prediction is necessary. The search point in the first search step of our
suggested technique is initially upgraded [13]. Here, the algorithm can locate the fundamental search point
precisely and avoid the ineffective global search process. To reduce complexity, PIME (Predictive Integer
Motion Estimation) is used in conjunction with a joint architecture algorithm to build an efficient high-motion
estimation design. Based on analysis of potential search directions, this approach notably reduces the number
of search points. The interpolation filtering procedure uses a processing unit and FME (Fractional Motion
Estimation) [15]. For the computations, scheduling using cascade form is used for fractional motion estimation
and integer motion estimation. By decreasing BW, gate count, and memory size, Z-scan [16] uses indexed
addressing simplifies the cache controller. A multi-rate encoding approach was presented by the authors in [17];
it is utilized to lower the encoding difficulty with several spatially distinctive resolutions. Finding similarities
between the block structures of the various resolutions recorded using the high-resolution approach is the
first step in the process. The resulting block structure is used to accelerate the encoding process [18]. The
encoding of a low-resolution representation is accelerated by using a prefabricated block structure. To achieve
individualized HEVC encoding with RD performance (Rate-Distortion), greater attention to the video content
is needed. Based on simulation results, it is possible to cut the encoding time of flat-resolution video by 50 %
on average without compromising rate-distortion performance [19].

The authors of [20] presented the Intra Mode and Inter Prediction decision approach. You should apply
both tactics. A prediction with depth LCU technique with any adaptation is used in the third method, which is
a generalized version of the first two Fast Intra Mode Decision methods [21]. We have developed four efficient
early termination options to help you wrap up the RDO procedure quickly. Encoding times can be shortened by
54.4 %–68.54 %, based on the performance penalty. Based on a quality analysis of the material, the Fast Intra
Prediction for Screen material Coding technique was first presented in the study [22]-[23]. The size of the current
CU is essentially determined by its per-pixel data rate. Every CU is a part of this class. We are expanding the
range of data stored by nearby CUs and collocated CUs in order to increase speed even more [24]. According
to the trial results, the recommended approach can encode video information with an average cost reduction of
44.92 percent and with the least amount of picture quality loss. The creators of [25]-[26] improved the HEVC’s
HM 16 tool was the reason for the process’s good encoding efficiency and 1 % increase in the BD rate. Reference
27 outlines a method that streamlines the calculation and expedites reinforcement learning. The authors of
[28] suggest using ABCO, or adaptive block coding, as a method of built-in prediction. Following enhancement,
a volumetric bit rate The spatial relationship between close and distant blocks ensures a volumetric bit rate
when it has been improved. For cost savings, using a method that adaptively nominates block and sub-block
coding orders is advised [29]. In opposition to HEVC interfering with set blocking orders. The potential for
improving predictions in the edge region using adaptive means is the Advocate method in this work. Utilizing
the suggested algorithm, the HM9.2 software produced 1.3 % outcomes and 4.4 % bit savings. The authors
of [30]-[31] used a motion estimation approach to compensate for frame rate, which lessens computational
complexity. The recommended method produces clearer images than baseline techniques, increasing PSNR by
1.3 dB. One potential method for finding exact motion vectors with minimal processing complexity was the
Multi-Directional Motion assessment [32]. The Adaptive Motion Vector Smoothing Algorithm was proposed in the MVS phase as a different name for the AGMVS algorithm [33] in a way that modifies the motion vectors’ failure by particular values in the in the unified framework. In light of the subjective judgment, the image is quite clear, but the objective examination resulted in a high PSNR.

The authors of [34] proposed using the Fast Coding Unit (FCU) choice for the HEVC encoding process, involving an offline approach for the Trained Supporting Vector Machines. By using the suggested approach, the proposed algorithm’s complexity can be lowered by up to 48% at a Bjontegard Delta Bit Rate of 0.48 [35].

44 percent reduction in loss of RA (Random Access) setup using 0.62% BD-BR. With a 41 percent decrease in LDB (Low Delay B) configuration and a 0.6% BD-BR, the HEVC encoding complexity was efficiently reduced by a fast coding design approach, and the rate distortion optimization yielded competitive results. In reference [36], a new depth level and an inter-mode prediction method were introduced in an alternative to traditional SHVC. We first use interlayer correlation to predict potential depth ranges. The next step is to distinguish between squared and non-squared predictions within the depth candidate prediction mode [37, 38]. Gaussian distribution function is used for the early termination residual distribution, enhanced speed and efficiency of coding. The most computationally demanding activity and one that is extremely resilient to accuracy losses is the video encoding process with Motion estimation (ME) stage, which includes IME and FME techniques, as described by the authors in [39]. This paper provides an approximation of energy efficiency using motion estimation architectures that are supported by FME and IME [40].

2. Proposed Method. The proposed quality improvement system, depicted in Figure 2.1, employs the DLCNN-based filtering technique after fully decoding the current frame. Figure 1 illustrates this HEVC architecture modification. The two types of patches that are generated as the first step in the suggested technique filter the Y channel and ones that filter the U and V channels. The process then uses the two models to produce the increased chroma and luminance components, Ue, Ve and Ye respectively, for the enhanced frame, Ye, Ue, V e.

Block-based video coding is a widely used technique in the improvement process. Videos in this process can be categorized based on how many frames they contain. The most popular video encoding utilized by Block-based video coding is seen in Figure 2.2. Each frame in a particular frame sequence is divided into smaller parts using video coding blocks, from which the elements of frame 1 can be automatically predicted. Fundamentally, the motion estimation block generates a prediction before the application of the motion compensation block, or alternatively, the motion compensation block initiates an inter-prediction prior to the motion estimation block. Conversely, inter-prediction empowers the initial block of the slice algorithm to determine whether each frame should be intra-coded or not.

Prior to reaching the motion estimation and compensation block, the Motion Vectors undergo another round of entropy encoding. The present frames undergo subtraction from the Motion-Compensated frames (yielding the residual information) to generate the residual frame blocks. The rest of the frame blocks are quantized and changed before going into the entropy-based encoding stage. The identical set of projected data is available to both the encoder & the decoder. An encoder frequently incorporates a decoding loop as well, which uses the information at hand to piece together the original frames. In Images 2 and 3, dashed lines indicate the decoding blocks. Second, before the quantized data can be decoded, the decoder must pass it through inverse transformation blocks and inverse quantization.
2.1. Looping filters in HEVC. To decrease the effect of artifacts that obstruct highways, there are two general approaches that can be applied. They go by the labels post-filtering and loop-filtering, respectively. Figure 2.3 illustrates how the Deblocking filter is employed in post-filtering, which follows the decoder and makes use of the decoded parameters. It uses the display buffer to carry out its operations along with the main code loop. The frame needs to be filtered and encoded in the reference frame buffer before being sent to the monitor. To properly apply the post filter, the decoder might require an extra buffer. The deployment will not include an increase in bit rate or a change in encoding technique. It is completely optional to apply a post filter because none of the applicable standards require it. Loop filtering, which happens inside the encoding loop, will result in deblocking. This is shown graphically in Figure 2.4.

To correct the motion in frames, initially frames are sent to filtering primarily. For the decoder to carry out filtering in the same way as the encoder, a standard conformant decoder is needed. Each CTU’s output is handled independently during decoding, and a reference frame buffer holds the processed data. Both the encoding and decoding processes employ the same filtering. There’s no need for additional decoder buffering. However, this complicates incorporation into commercial code packages. When Post and Loop filtering are examined side by side, their advantages and disadvantages become evident.

One critical phase in block-based video encoders is motion estimation (ME), which plays a vital role in intelligently predicting Motion Vectors (MVs) for each block in every frame. This process potentially reduces the overall bit rate of a video stream. We utilize motion estimation for this purpose. Achieving precise motion estimation within a frame leads to a higher enhancement ratio, as it generates less entropy information for the remaining frame blocks. The first thing ME needs to do is figure out which block from the newest and most recent decoded frame (the area of interest, also called the search window) most closely fits every block in the reference frame, to determine the motion content of each block in each frame. Figure 2.5 depicts the notion of ME. The ME approach finds the best feasible match by first creating a distinct Search Window (SW) based on a given cost function for every block in the present frame. The final results generated by the ME are the coordinates of the optimum MV and the corresponding cost. The Lagrangian multiplier DMV, the distortion D, the bit-rate required to encode the motion vector R, the Lagrangian cost function J, the search window,
Fig. 2.4: Artifacts block reduction using loop filter

Fig. 2.5: A Process Illustration for Motion Estimation

and the optimal motion vector $MV(x,y)$ can all be used to characterize the ME issue. Implementing an MV encoder with a bit rate of $R$ makes it easier to solve the ME problem. The SAD or SSD distortion properties (Sum of Squared Difference) are utilized by numerous applications.

The SAD distortion feature is commonly utilized and that can

$$MV(x_i,y_j) = \min(J_{oct}(X + i,Y_j)(X + i,Y))cSW$$

$$J_{oct} = D + hMVR$$

$$D = SAD(x,y) = \sum_{i=1}^{M} \sum_{j=1}^{M} |C(X_i,Y_j) - R(X_i,Y_j)|$$

We can use $MXN$ for the block’s pixel size and $R$ for a reference block, and $C$ for the current block to get an estimate of the size of the active block (3). Video encoders for ME that are block-based frequently use Block Matching Algorithms (BMAs). When a problem arises in the software system, the ME technique, also
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Fig. 2.6: Model of DLCNN

called the Full Search algorithm, looks into each block individually. Searching through every block in the entire software system is more challenging for the encoder. Effective ME approaches are used to bypass blocks that are less likely to have the optimal MV due to the limitations of video encoding time. Nevertheless, the final video quality (MVs) may degrade if you opt for a quick search approach instead of one that takes longer to find the best frames. Therefore, a quick and effective ME algorithm is required to reduce ME complexity while preserving an adequate ratio of enhancement and high-quality output video.

The suggested architecture for the DLCNN, illustrated in Figure 2.6, comprises convolutional blocks (CB), deconvolutional blocks (DB), attention-based shared weights blocks (ASB), attention-based shared weights residual blocks (ASRB), multi-head attention blocks (MHA), low-resolution feature fusions (LFF), and high-resolution feature fusions (HRFF). During its first stages of development, the DLCNN was inspired by three concepts: First, there's the attention mechanism that fine-tunes the feature maps using channel and spatial attention; The second idea is weight sharing, which employs the same convolutional layer twice in a single layer block; the third idea is a novel multiresolution fusion of features block design, which uses a design block to fuse current-resolution feature maps with either low- or higher-resolution feature maps.

There are three feasible patch resolutions to execute the DLCNN model: full, half, and quarter. This also includes the establishment of new hubs. The network is now better able to obtain feature maps from the input patch and forecast the specifics of the refinement at every level thanks to the addition of these additional nodes. The DLCNN helps all three patch kinds (hw, h2w2, and h4w4). To create the three feature maps, the input patch must be processed in the first stage of DLCNN. This method uses the entire patch for processing as opposed to the normal method, which only uses the input patch. In contrast to the conventional method that solely relies on full-patch resolution, the DLCNN algorithm gathers refined information from half, quarter, and full-patch resolutions. The typical approach disregards resolutions smaller than the entire patch in its standard setup. This deviation from the norm is essential.

3. Results and Discussions. The suggested method employed the DLCNN configuration, which produced superior visual and RD performance compared to alternative configurations. An improved visual result in random access setup is shown by the growing RD performance metrics, such as PSNR and bit rate. Additionally, resolution is used to gauge the suggested HEVC’s visual analysis. The suggested technique reduced the quantity of transitional frames in the video while maintaining resolution throughout. The video’s total memory usage decreases when the number of frames is decreased, but the resolution remains unchanged.

A range of video clips, such as People Street, BQTerrace, Basketball Pass and Cactus are used to assess the subjective performance of the proposed technique. These are high-definition videos, and the recommended method preserved the videos’ sizes throughout. Table 3.1 displays the properties of videos in various sequences. The suggested parameters, including multiple test sequence types with varying QP and resolutions, are displayed in Table 3.1. Every aspect of human perception is dependent on rate-distortion optimization; prediction techniques, along with each of intra, random access, and low delay techniques, are crucial to this process.

The subjective assessments of the two samples’ various approaches are displayed in Figures 3.2 and 3.3. In
Table 3.1: Assumption

<table>
<thead>
<tr>
<th>Software Reference</th>
<th>Suggested Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>QP</td>
<td>22, 27, 32, 37</td>
</tr>
<tr>
<td>Total Sequence</td>
<td>People on street, Cactus, BQ Terrance, Basketball pass</td>
</tr>
<tr>
<td>The Resolution</td>
<td>(2400x1600), (1920x1080), (832x480), (416x240)</td>
</tr>
<tr>
<td>Central Processing Unit</td>
<td>Intel Core i7 x 990, 3.47GHz</td>
</tr>
<tr>
<td>Operating System</td>
<td>Windows 10 (64-bits)</td>
</tr>
</tbody>
</table>

Fig. 3.1: A few frames from a video

Fig. 3.2: An impartial assessment of sample 1 (a) original frame, (b) HM 11[23], (c) Luo’s [25], (d) PVC [34], (e) Proposed FQE-Net

Fig. 3.3: An impartial assessment of sample 2, (a) original frame, (b) HM 11[23], (c) Luo’s [25], (d) PVC [34], (e) Proposed FQE-Net

This case, Proposed FQE-Net outperformed traditional methods like HM 11[23], Luo’s [25], and PVC [34] in terms of subjective performance.

Table 3.2 displays the results of the block mode tests we ran. When the Motion Vector’s magnitude conditions are changed, the simulated analysis produces different outcomes. Table 3.3 illustrates how content-
Table 3.2: Block mode FQE-Net results

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>U-PSNR</th>
<th>V-PSNR</th>
<th>Y-PSNR</th>
<th>Bytes written to file</th>
<th>YUV-PSNR</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PeopleStreet</td>
<td>23</td>
<td>40.78</td>
<td>40.90</td>
<td>42.90</td>
<td>4457095</td>
<td>42.52</td>
<td>68.489</td>
</tr>
<tr>
<td>Cactus</td>
<td>23</td>
<td>40.70</td>
<td>40.70</td>
<td>41.72</td>
<td>10947093</td>
<td>41.61</td>
<td>193.779</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>23</td>
<td>40.39</td>
<td>40.46</td>
<td>41.80</td>
<td>1164445</td>
<td>41.66</td>
<td>21.63</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>28</td>
<td>36.40</td>
<td>36.40</td>
<td>36.82</td>
<td>2577587</td>
<td>36.67</td>
<td>76.30</td>
</tr>
<tr>
<td>Cactus</td>
<td>28</td>
<td>35.60</td>
<td>36.53</td>
<td>37.06</td>
<td>5473565</td>
<td>36.86</td>
<td>118.614</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>28</td>
<td>35.39</td>
<td>36.41</td>
<td>36.84</td>
<td>90152893</td>
<td>36.69</td>
<td>190.207</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>28</td>
<td>36.39</td>
<td>36.44</td>
<td>36.86</td>
<td>958439</td>
<td>36.71</td>
<td>22.14</td>
</tr>
<tr>
<td>PeopleStreet</td>
<td>33</td>
<td>32.49</td>
<td>32.49</td>
<td>31.87</td>
<td>2921654</td>
<td>32.08</td>
<td>64.06</td>
</tr>
<tr>
<td>Cactus</td>
<td>33</td>
<td>33.59</td>
<td>32.59</td>
<td>31.91</td>
<td>44438764</td>
<td>32.11</td>
<td>114.741</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>33</td>
<td>32.40</td>
<td>32.49</td>
<td>31.87</td>
<td>7354124</td>
<td>32.08</td>
<td>189.50</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>33</td>
<td>31.60</td>
<td>32.54</td>
<td>31.90</td>
<td>782213</td>
<td>32.10</td>
<td>22.12</td>
</tr>
<tr>
<td>PeopleStreet</td>
<td>37</td>
<td>41.32</td>
<td>40.32</td>
<td>40.61</td>
<td>433795</td>
<td>40.51</td>
<td>15.61</td>
</tr>
<tr>
<td>Cactus</td>
<td>37</td>
<td>41.36</td>
<td>40.36</td>
<td>40.65</td>
<td>6585630</td>
<td>40.55</td>
<td>24.93</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>37</td>
<td>41.33</td>
<td>41.33</td>
<td>41.62</td>
<td>10920577</td>
<td>41.51</td>
<td>40.31</td>
</tr>
<tr>
<td>Cactus</td>
<td>37</td>
<td>41.36</td>
<td>41.35</td>
<td>41.64</td>
<td>1160133</td>
<td>41.54</td>
<td>5.46</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>37</td>
<td>36.37</td>
<td>36.37</td>
<td>36.78</td>
<td>3572723</td>
<td>36.64</td>
<td>15.968</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>37</td>
<td>36.40</td>
<td>36.40</td>
<td>36.82</td>
<td>5431977</td>
<td>36.67</td>
<td>25.067</td>
</tr>
<tr>
<td>Cactus</td>
<td>37</td>
<td>35.37</td>
<td>36.38</td>
<td>36.78</td>
<td>8998555</td>
<td>36.64</td>
<td>39.994</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>37</td>
<td>36.41</td>
<td>36.40</td>
<td>36.80</td>
<td>9567876</td>
<td>36.67</td>
<td>5.18</td>
</tr>
<tr>
<td>PeopleStreet</td>
<td>33</td>
<td>32.51</td>
<td>32.51</td>
<td>31.84</td>
<td>2917686</td>
<td>32.05</td>
<td>16.068</td>
</tr>
<tr>
<td>Cactus</td>
<td>33</td>
<td>32.53</td>
<td>32.53</td>
<td>31.86</td>
<td>44435633</td>
<td>32.08</td>
<td>25.53</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>33</td>
<td>32.51</td>
<td>32.51</td>
<td>31.84</td>
<td>7342523</td>
<td>32.05</td>
<td>40.42</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>37</td>
<td>29.56</td>
<td>29.55</td>
<td>27.97</td>
<td>2346623</td>
<td>27.68</td>
<td>15.18</td>
</tr>
<tr>
<td>Cactus</td>
<td>37</td>
<td>29.59</td>
<td>29.58</td>
<td>27.01</td>
<td>3572076</td>
<td>27.71</td>
<td>24.65</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>38</td>
<td>29.60</td>
<td>29.55</td>
<td>27.97</td>
<td>5898559</td>
<td>27.67</td>
<td>187.112</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>38</td>
<td>29.60</td>
<td>29.56</td>
<td>27.98</td>
<td>628833</td>
<td>27.69</td>
<td>19.91</td>
</tr>
</tbody>
</table>

Table 3.3: Content mode results of FQE-Net

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>U-PSNR</th>
<th>V-PSNR</th>
<th>Y-PSNR</th>
<th>Bytes written to file</th>
<th>YUV-PSNR</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PeopleStreet</td>
<td>23</td>
<td>41.32</td>
<td>40.32</td>
<td>40.61</td>
<td>433795</td>
<td>40.51</td>
<td>15.61</td>
</tr>
<tr>
<td>Cactus</td>
<td>23</td>
<td>41.36</td>
<td>40.36</td>
<td>40.65</td>
<td>6585630</td>
<td>40.55</td>
<td>24.93</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>23</td>
<td>41.33</td>
<td>41.33</td>
<td>41.62</td>
<td>10920577</td>
<td>41.51</td>
<td>40.31</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>23</td>
<td>41.36</td>
<td>41.35</td>
<td>41.64</td>
<td>1160133</td>
<td>41.54</td>
<td>5.46</td>
</tr>
<tr>
<td>PeopleStreet</td>
<td>28</td>
<td>36.37</td>
<td>36.37</td>
<td>36.78</td>
<td>3572723</td>
<td>36.64</td>
<td>15.968</td>
</tr>
<tr>
<td>Cactus</td>
<td>28</td>
<td>36.40</td>
<td>36.40</td>
<td>36.82</td>
<td>5431977</td>
<td>36.67</td>
<td>25.067</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>28</td>
<td>35.37</td>
<td>36.38</td>
<td>36.78</td>
<td>8998555</td>
<td>36.64</td>
<td>39.994</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>28</td>
<td>36.41</td>
<td>36.40</td>
<td>36.80</td>
<td>9567876</td>
<td>36.67</td>
<td>5.18</td>
</tr>
<tr>
<td>PeopleStreet</td>
<td>33</td>
<td>32.51</td>
<td>32.51</td>
<td>31.84</td>
<td>2917686</td>
<td>32.05</td>
<td>16.068</td>
</tr>
<tr>
<td>Cactus</td>
<td>33</td>
<td>32.53</td>
<td>32.53</td>
<td>31.86</td>
<td>44435633</td>
<td>32.08</td>
<td>25.53</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>33</td>
<td>32.51</td>
<td>32.51</td>
<td>31.84</td>
<td>7342523</td>
<td>32.05</td>
<td>40.42</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>37</td>
<td>29.56</td>
<td>29.55</td>
<td>27.97</td>
<td>2346623</td>
<td>27.68</td>
<td>15.18</td>
</tr>
<tr>
<td>Cactus</td>
<td>37</td>
<td>29.59</td>
<td>29.58</td>
<td>27.01</td>
<td>3572076</td>
<td>27.71</td>
<td>24.65</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>38</td>
<td>29.55</td>
<td>29.55</td>
<td>27.97</td>
<td>5898559</td>
<td>27.67</td>
<td>40.422</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>38</td>
<td>29.58</td>
<td>29.56</td>
<td>26.98</td>
<td>628887</td>
<td>27.69</td>
<td>5.12</td>
</tr>
</tbody>
</table>

Based macro-blocks are more common as the threshold is lowered.

IDR data is frequently present in only the first frame of a low delay configuration. There are two HEVC variations that have much lower latency. Low-delay configuration -B is the first option that must be chosen; low-delay configuration -P is the second option that can be chosen freely. Every frame in a GOP is recorded as a P-picture in low-delay P mode; in contrast, every frame in a GOP is recorded as a Generalized P and B image (GPB) in low-delay GPB mode. This is the main distinction between the P configuration and the low-delay B configuration. In all these layouts, the original image is described using IDR encoding. It is possible to determine the QP of each altered picture by including an offset parameter.

Random Access Configuration: In a random access setup, encoding is done using a hierarchical B-structure. As can be seen in the image, the frames (designated L1 through L4) are made up of numerous layered parts.
Table 3.4: Evaluating FQE-Net’s performance in a low-latency configuration

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>PSNR (in dB)</th>
<th>Bitrate (in Kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Luo’s</td>
<td>PVC</td>
<td>HM</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>23</td>
<td>37.85</td>
<td>36.7</td>
</tr>
<tr>
<td>(1920 x 1080)</td>
<td>28</td>
<td>36.23</td>
<td>35.77</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>34.53</td>
<td>34.37</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>32.37</td>
<td>32.36</td>
</tr>
<tr>
<td>Cactus</td>
<td>23</td>
<td>39.35</td>
<td>38.35</td>
</tr>
<tr>
<td>(1920 x 1080)</td>
<td>28</td>
<td>37.62</td>
<td>37.21</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>35.55</td>
<td>35.47</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>33.25</td>
<td>33.25</td>
</tr>
<tr>
<td>ParkScene</td>
<td>23</td>
<td>40.53</td>
<td>39.14</td>
</tr>
<tr>
<td>(832 x 420)</td>
<td>28</td>
<td>37.92</td>
<td>37.43</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>35.18</td>
<td>35.13</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>33.25</td>
<td>33.25</td>
</tr>
<tr>
<td>BQMall</td>
<td>23</td>
<td>40.32</td>
<td>38.61</td>
</tr>
<tr>
<td>(832 x 420)</td>
<td>28</td>
<td>37.99</td>
<td>37.25</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>35.24</td>
<td>35.09</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>32.28</td>
<td>32.37</td>
</tr>
</tbody>
</table>

Table 3.5: Evaluating FQE-Net’s performance in a low-latency configuration

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>PSNR (in dB)</th>
<th>Bitrate (in Kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Luo’s</td>
<td>PVC</td>
<td>HM</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>23</td>
<td>37.63</td>
<td>37.53</td>
</tr>
<tr>
<td>(1920 x 1080)</td>
<td>28</td>
<td>36.19</td>
<td>36.12</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>34.81</td>
<td>34.72</td>
</tr>
<tr>
<td>Cactus</td>
<td>23</td>
<td>39.17</td>
<td>39.13</td>
</tr>
<tr>
<td>(1920 x 1080)</td>
<td>28</td>
<td>37.76</td>
<td>37.66</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>35.94</td>
<td>35.84</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>33.77</td>
<td>33.71</td>
</tr>
<tr>
<td>ParkScene</td>
<td>24</td>
<td>40.57</td>
<td>40.54</td>
</tr>
<tr>
<td>(832 x 420)</td>
<td>29</td>
<td>38.42</td>
<td>39.28</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>35.93</td>
<td>36.82</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>33.44</td>
<td>33.38</td>
</tr>
<tr>
<td>BQMall</td>
<td>22</td>
<td>39.50</td>
<td>39.50</td>
</tr>
<tr>
<td>(832 x 420)</td>
<td>27</td>
<td>37.42</td>
<td>37.29</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>34.87</td>
<td>34.63</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>32.16</td>
<td>32.08</td>
</tr>
<tr>
<td>PartyScene</td>
<td>22</td>
<td>36.77</td>
<td>36.67</td>
</tr>
<tr>
<td>(832 x 420)</td>
<td>27</td>
<td>34.25</td>
<td>33.69</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>31.29</td>
<td>31.26</td>
</tr>
<tr>
<td>RaceHorses</td>
<td>22</td>
<td>38.15</td>
<td>38.09</td>
</tr>
<tr>
<td>(832 x 420)</td>
<td>27</td>
<td>35.63</td>
<td>35.49</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>32.94</td>
<td>32.82</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>30.33</td>
<td>30.26</td>
</tr>
</tbody>
</table>
An image of the IDR coding decoded is shown in the first image. The next image in our introductory image series is encoded as a GPB picture, which means it can connect to other GPB pictures as well as I-frames (for Inter-Prediction). B-grade photos are tucked away in the depth map of the picture. "B-pictures," or the lowest layer of images, are those that don’t make any references to other images. This indicates that no other frame uses them as a standard. The comprehensive quantitative analysis of the bit rate (in Kbps) and PSNR (in dB) metrics for the suggested approaches utilizing Random-Access and Low delay configurations is provided in Tables 3.4 and 3.5. Ultimately, the comparative analysis between the two configurations demonstrates that the suggested approach outperforms the HM 11[23], Luo’s [25], and perceptual video coding PVC [34] in terms of rate distortion performance.

It appears that you have shared details regarding a structure that improves the efficiency of video compression and transmission. Please let me know if you need help reframing or extending this information. This is an updated version: "When compared to modern encoders, the architecture described provides better video compression while using less bandwidth. Its low latency and compatibility with 5G network transmission speed distinguish it as a state-of-the-art solution. The H.265 protocol architecture’s incorporation of Low Entropy (LE) is essential for decreasing buffering latency and raising overall efficiency. Apart from these enhancements, the quality of video streaming is given special attention in this study. To measure and quantify the video quality, evaluation measures such video multi-method assessment fusion (VMAF), peak signal-to-noise ratio (PSNR), and structural similarity index (SSIM) were used. A thorough analysis comparing latency and compression ratios for designs with and without H.264 shows that the suggested architecture performs noticeably better. In summary, deep learning is a potential technique for cutting-edge video streaming systems because it not only increases accuracy but also lowers computational complexity when used for efficient data transmission. By producing an accurate fused prediction block, inter bi-prediction is a vital tool in the field of video coding, greatly increasing coding efficiency. Even with the incorporation of block-wise techniques such as bi-prediction with CU-level weight (BCW) into Versatile Video Coding (VVC), linear fusion-based schemes continue to face difficulties in accurately portraying a range of pixel fluctuations inside a block. Bi-directional optical flow (BDOF), a pixel-wise method, has been devised to improve bi-prediction blocks in order to overcome these drawbacks. Nevertheless, the BDOF mode’s non-linear optical flow equation functions based on assumptions, which limits its ability to precisely adjust for different kinds of bi-prediction blocks.

4. Conclusion. This work primarily aims to implement a deep learning-based network for enhancing quality on a frame-by-frame basis. With the energy compaction, FQE-Net, artifacts, complexity, and efficiency are all being reduced, allowing the HEVC codec to support videos up to 16K in resolution. The DLCNN model must be used in place of the HEVC codec’s DCT and DWT transforms in order to increase efficiency. Along with the Content Block Search Algorithm, we will also employ filtering techniques like the Sample Adaptive Filter and the Deblocking Filter for Motion Estimation and Compensation. The simulation’s results indicate that the suggested FQE-Net appears to be more efficient than earlier techniques.
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SOFTWARE EFFORT ESTIMATION USING MACHINE LEARNING ALGORITHMS

KRUTI LAVINGIA †, RAJ PATEL †, VIVEK PATEL ‡, AND AMI LAVINGIA §

Abstract. Effort estimation is a crucial aspect of software development, as it helps project managers plan, control, and schedule the development of software systems. This research study compares various machine learning techniques for estimating effort in software development, focusing on the most widely used and recent methods. The paper begins by highlighting the significance of effort estimation and its associated difficulties. It then presents a comprehensive overview of the different categories of effort estimation techniques, including algorithmic, model-based, and expert-based methods. The study concludes by comparing methods for a given software development project. Random Forest Regression algorithm performs well on the given dataset tested along with various Regression algorithms, including Support Vector, Linear, and Decision Tree Regression. Additionally, the research identifies areas for future investigation in software effort estimation, including the requirement for more accurate and reliable methods and the need to address the inherent complexity and uncertainty in software development projects. This paper provides a comprehensive examination of the current state-of-the-art in software effort estimation, serving as a resource for researchers in the field of software engineering.

Key words: Software Engineering, Machine Learning, Effort Estimation

1. Introduction. A large volume of data is produced while software companies develop and generate software [1]. From the requirements phase until maintenance, a unique collection of data is generated at each stage of software development. In software development project management, key factors such as Lines of Code (LOC), historical project data, team skill levels, team size, functional and non-functional requirements, project phases, and development timelines are crucial for success. LOC quantifies code changes, while past project data informs resource allocation. Team skills and size impact productivity, while requirements shape the project’s direction [2]. Monitoring project phases and adhering to timelines ensures progress and identifies bottlenecks. These elements collectively enable effective project management, guiding teams to deliver software solutions that align with stakeholder expectations and meet project goals efficiently.

The data produced in software repositories is collected and maintained by software organizations as part of their ongoing efforts to improve the software quality. Several data mining techniques are used to analyze the vast amounts of data kept in software repositories to uncover new patterns and standout data points [3].

Two-thirds of all large projects greatly exceed their original projections and one-third of projects go over budget and are delivered late, as claimed by surveys [4].

The technique of estimating the effort and resources needed to construct a software system is known as software engineering cost estimation. Managers and stakeholders typically use this process to plan and budget software development projects. Cost estimation methods can range from simple rule-of-thumb calculations to more formal methods, such as parametric modelling or expert judgment. Factors that can influence the cost of a software project include the size and complexity of the system, the development methodologies and tools used, and the skill level of the development team [5]. It is essential to note that cost estimation is an iterative process that needs to be repeatedly refined and updated as more information becomes available throughout the project.

In software engineering, effort estimation is the process of predicting the number of human resources, measured in person-hours or person-months, needed to complete any software development project. It is a critical aspect of project management as it helps stakeholders to plan and budget for the project and to make
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informed decisions about resource allocation and project scope [6].

Software engineering has a variety of effort estimating techniques, each having advantages and disadvantages. Among the more popular techniques are:

1.1. Methods for effort estimation.

- **Expert judgment**: This method relies on the experience and expertise of individuals who have previously worked on similar projects. It is often used as a starting point for effort estimation and can provide a rough estimate of the required effort. However, it is subject to bias and can be affected by an individual's experience [7].

- **Analogous estimation**: This method uses the data from previous similar projects to estimate the effort required for the current project. It is a quick and easy method, but it is not always accurate, as the projects may not be entirely similar [8].

- **Three-point estimation**: This method uses the most likely, optimistic, and pessimistic estimates of effort to generate a range of possible values. It helps generate a range of likely effort estimates, but it is a relatively complex method [9].

- **Parametric estimation**: This method uses mathematical models to estimate the effort required for a project. It is based on the project's size, complexity, and other [10].

Estimating is crucial in project management, as inaccuracies in estimation can lead to poor project performance, potentially resulting in project failure. One of the management factors that cause about 65% of lost projects is poor estimation technique [11]. This study uses machine learning to create a model for software cost estimation. As a result, this review aims to test if machine learning is a better technique than using traditional methods to estimate software development effort or vice versa. Support machine learning algorithms such as vector regression, regression algorithms such as simple linear regression, and decision tree-based regression are applied in this study with the assistance of the Python programming language.

The remainder of this paper is broken up into related work that focuses on previous studies that have been done in this particular area. The following section examines machine learning methods and software cost estimation. They utilized machine-learning techniques, data sets, and evaluation standards are thoroughly detailed in the next section. The comparison and in-depth analysis of the experimental results come before the conclusion and section on future work.

However, we do wish to stress the purpose of this paper is to consider how different prediction systems perform under the same conditions and how to evaluate them, not to argue in favor of any particular prediction technique.

2. Related work. Numerous research has suggested various models for calculating the cost of the software. To find alternatives, improve upon, or support existing models, multiple models have been proposed and constructed [12]. Various new models have been developed and constructed to discover alternatives, improve existing models, or assist current models. A well-known method for estimating software costs is the build cost model.

2.1. Without Machine Learning. As introduced by Barry Boehm, the Constructive Cost Model (COCOMO) stands out as the predominant approach within the algorithmic methods category [13]. It relies on a series of equations and parameters derived from past software project experiences for estimation, and its models have garnered widespread practical acceptance. In the context of COCOMO, code size is measured in Thousand Lines Of Code (KLOC), and effort is expressed in person-months. COCOMO is a valuable tool to gauge the quality and effort required for software projects, as exemplified by its application in Manikavelan’s study [14], providing approximate estimates within fixed time frames. Moreover, the authors in this particular research extended COCOMO’s capabilities by incorporating the Gaussian Membership Function, revealing outstanding performance of the fuzzy-COCOMO model in terms of reducing relative errors.

In the study conducted by Nandan and Deepak [15], a novel approach was employed. They utilized a hybrid BATGSA algorithm to optimize the COCOMO model, drawing data from NASA databases. The study comprehensively compared three distinct techniques implemented using MATLAB. The outcome was a noteworthy decrease in normalized error with the updated COCOMO model.

Notably, the authors introduced an innovative hybrid strategy that amalgamated fuzzy clustering, ABE,
and ANN approaches to enhance the accuracy of effort estimation. This novel approach entailed clustering all projects within a newly established framework, effectively mitigating the influence of inconsistent and irrelevant projects on projections. This research resulted in significant improvements, with an average enhancement of 0.25 in the first dataset and remarkable gains of 52 and 94 per cent in the second dataset, as demonstrated by the prediction percentage (PRED) and mean magnitude of relative error (MMRE) performance indicators.

2.2. With Machine Learning. In their study, Shukla et al. leveraged the Desharnais dataset to explore the performance of various machine learning models in estimating software project effort [16]. Notably, their MLPNN model achieved an R2 value of 0.79380, surpassing other models like LR, SVM, and KNN. It effectively explained 79% of the estimated variance, with only marginal differences (6-7%) in R2 values among them.

The research delved into the association between the most correlated elements by Pearson correlation and the effort variable using seven machine learning methods, following an initial correlation analysis of each dataset variable with the effort variable. Performance evaluation was based on error values [17].

Sarro introduced an effort prediction technique combining Confidence Interval Analysis and Mean Absolute Error assessment [18]. This innovative approach demonstrated promise through trials involving over 700 software programs, finding applications in diverse fields like pharmaceutical research, biochemistry, and computer vision. The method selected feature subsets based on optimization techniques and transferred them to classifiers (SVM, ANN, and Decision Tree) for classification and regression tasks involving two optimization algorithms and three classifiers. This process, known as Feature Selection, yielded excellent results across various datasets.

In another study, 93 projects’ preprocessed COCOMO NASA benchmark data were employed to make predictions using machine learning techniques like Naive Bayes, Logistic Regression, and Random Forests [19]. Performance evaluation metrics such as Classification Accuracy, Precision, Recall, and AUC were employed following five-fold cross-validation. Each method outperformed the benchmark COCOMO model in production prediction.

V. Anandhiin’s investigation focused on regression techniques, notably the M5 algorithm and Linear Regression, for estimating software cost using the Constructive Cost Model dataset [20]. The results indicated that the M5 method exhibited more minor errors, including the mean magnitude of the relative error and Median magnitude of the relative error, compared to Linear Regression in prediction. These clear distinctions highlight where different methods are introduced and provide insights into the authors’ approach and findings.

3. Machine Learning. In this section, methods and ML algorithms are discussed; after that information about the dataset is stated along with its structure. Finally, the evaluation standards are the topic of conversation. Below stated section provides a clear and concise summary of some machine learning algorithms that are used to predict the effort for the project.

Machine learning techniques are increasingly thought to be crucial in research. The results of ML approaches are consistently reliable, and they are frequently employed reliable in numerous studies. Using two machine learning methods, Yeha and Deng provided a system to forecast the software product life cycle [21]. The study provided a more accurate and adaptable model for estimating product costs.

To distinguish between different types of breast cancers, Aleriza and Bita, used support vector machines, K-nearest neighbors, and neural network classifiers [22].

Other studies concentrated more on the environment for cost assessment and other relevant elements, such as the software development life cycle relevant to the particular project. For instance, in 2018, research on the impact of organizational factors were published by Rahikkala et al., which looked at how its many components could potentially influence and improve the software cost planning process [23].

3.1. Linear Regression. Based on other attributes’ values, linear regression analysis will predict a variable’s value [24]. Two types of variables are there in the algorithm, one dependent and another independent. The dependent variable is predicted by an algorithm. The dependent variable is predicted using the independent variable as a basis. Such analysis determines the coefficients of linear mathematical equations using independent variables that may most effectively anticipate the value of the dependent variable. This algorithm fits the output on a straight line to reduce the discrepancy between the actual and anticipated output. The value of A (the dependent variable/attribute) is then estimated from B (the independent attribute/variable).
The technique used is straightforward and comparative. It is less complex than other methods for predictions. The equation for linear regression:

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_n X_n + e \] (3.1)

\( Y \) is the dependent variable and \( \beta_1, \beta_2, \ldots, \beta_n \) are coefficients and \( X_1, X_1, \ldots, X_n \) are the independent variables. Here \( \beta_0 \) is the intercept of the line which is generated by the vertical axis. \( e \) is an error term; it is the random error used to express some random factors’ effect of some random factors on \( Y \) (dependent variables).


Convex quadratic programming issues are replaced with convex linear system solutions in the least-squares SVR (LS-SVR) [26] [27], which greatly speeds up training. An extensive empirical investigation has revealed that the LS-generalization SVR’s performance is comparable to the SVR’s. (Van Gestel et al., 2004) [26].

Among these, Vapnik’s SVR, which employs regression analysis via the support vector machine (SVM), has a wide range of applications in the energy-prediction industries. The principle of structural risk minimization underpins SVR. It has clear advantages for small datasets and can maintain excellent generalization ability [28].

In support vector regression, there are two types of hyperparameters, first being the Kernel function and second is a variable \( C \) which is defined as the penalty parameter of the error term. Kernel parameters affect the separation boundary. Since SVR is a kernel-based method, the performance of SVR heavily depends on the kernel functions. Different kernel equations are there, which can be applied to get the different decision boundaries.

These kernels project the input data into several high-dimensional feature spaces. Because high-dimensional feature spaces perform so well, creating new kernel functions can surpass SVR performance thresholds.

The distribution and shape of the dataset affect how the kernel is used. Here, the objective function for SVR’s normal vector’s size is \( |w| \), which is minimized [26].

\[ x_i w + b = 0 \] (3.2)

\[ x_i w + b \geq +1, y_i = +1 \] (3.3)

\[ x_i w + b \leq -1, y_i = -1 \] (3.4)

\[ y_i(x_i w + b) - 1 \geq 0, \quad \forall i \] (3.5)

\[
\text{minimize} \quad \frac{||w||^2}{2} \\
\text{Maximize} \quad W(\alpha) = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j (x_i x_j) \] (3.6) (3.7)

3.3. Random Forest Regression. Tin Kam Ho first introduced random forests in 1995. For the creation of a decision tree, the Random forests method is applied, which solves problems of classification and regression.

Later, Breiman extended the technique by combining bagging with features selected at random [29], allowing for the controlled construction of multiple decision trees using variance. Compared to decision trees, the random forest algorithm provides more accurate error rate estimates. More particular, it has been demonstrated mathematically that the error rate always tends to converge as the number of trees rises. In general, because they can quickly adjust to nonlinearities detected in the data, random decision forests tend to predict better than linear regression [30]. Random forest regression produces better results compared to other algorithms, such as support vector machines and Neural Networks, and it is also robust against over lifting [31]. This algorithm can forecast the result by running an unpruned regression on each n-ary tree from the training data and then combining the results of the nary tree forecasts.
3.4. Decision Tree Regression. A tree-based structure called decision tree regression is used to forecast the dependent variable’s numerical results. Quinlan’s M5 algorithm [32] is implemented using what is known as the M5P algorithm. M5P is a tree-based structure similar to CART (Classification And Regression Trees). M5P-based trees have a multivariate linear model, whereas regression trees had values at the leaves. The trees generated by the classification and regression trees are generally more prominent than M5P-generated model trees.

A tree is built using the usual decision-tree method. This decision tree employs splitting criteria to account for intra-subset variation in the class values of the samples that go down each branch. The formula below can be used to calculate the standard deviation decrease.

\[
SDR = \frac{sd(T)}{\sum_{i} |T_i| \cdot sd(T_i)}
\]

The abrupt discontinuities that would inevitably arise between nearby linear models at the pruned tree’s leaves are corrected by using a method.

After the machine learning algorithms had been applied to the necessary datasets, five key statistical indicators were used as performance and assessment criteria to evaluate the success of the algorithms. Indices [33] are Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Relative Absolute Error (RAE), Root Relative Squared Error (RRSE), and Correlation Coefficient \( R^2 \).

In essence, they are utilizing the ML algorithm to calculate the error between predicted effort and actual effort found in the dataset. Assuming that \( \tilde{A} \) is the real effort (dependent variable, to be predicted), \( \bar{A} \) is the mean of \( A \), and \( n \) is the number of individual data points available. The following formulae can be used to compute the error measures. Equations for the indices are:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |A_i - \tilde{A}_i|
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (A_i - \tilde{A}_i)^2}
\]

\[
RAE = \frac{\sum_{i=1}^{n} |A_i - \tilde{A}_i|}{\sum_{i=1}^{n} |A_i - \bar{A}_i|}
\]

\[
RRAE = \sqrt{\frac{\sum_{i=1}^{n} |A_i - \tilde{A}_i|}{\sum_{i=1}^{n} |A_i - \bar{A}_i|}}
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (A_i - \tilde{A}_i)^2}{\sum_{i=1}^{n} (A_i - \bar{A}_i)^2}
\]

4. Research Methodology.

4.1. Data Pre Processing. The data utilized in this work is from a NASA software engineering dataset (NASA93) that is publicly available and contains information on several projects that have undergone development at NASA throughout the years. The dataset is structured in ARFF (Attribute Relation File Format) format and comprises 93 rows and 26 columns. The nominal values have been transformed into comparable values for better training. After the descriptive columns that didn’t help with training were removed, they were discarded. To make the dataset easier to work with throughout the computation, it is then transformed into the comma-separated values format. Table 4.1 shows a detailed description of the data being used to train the various models.
Table 4.1: Description of the data

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Symbol</th>
<th>Description</th>
<th>Datatype</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>project name</td>
<td>Name</td>
<td>String</td>
</tr>
<tr>
<td>Category of application</td>
<td>cat2</td>
<td>Which field is this project related to</td>
<td>String</td>
</tr>
<tr>
<td>System</td>
<td>forg</td>
<td>Flight system or Ground system</td>
<td>character [f, g]</td>
</tr>
<tr>
<td>NASA center</td>
<td>center</td>
<td>Which NASA center had worked on the project</td>
<td>Number between 1 to 6</td>
</tr>
<tr>
<td>Capability of analyst</td>
<td>acap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capability of programmers</td>
<td>pcap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domain experience</td>
<td>aexp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current programming tech-</td>
<td>modp</td>
<td>Increase these to decrease effort</td>
<td>Positive integer</td>
</tr>
<tr>
<td>niques</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software tool usage</td>
<td>tool</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience with programming languages</td>
<td>lexp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience with VM</td>
<td>vexp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time restriction</td>
<td>sced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The primary memory restric-</td>
<td>stor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Database size</td>
<td>data</td>
<td>Increase these to decrease effort</td>
<td>Positive integer</td>
</tr>
<tr>
<td>Runtime restriction on CPU</td>
<td>time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turnaround time</td>
<td>turn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine volatility</td>
<td>virt</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The difficulty of the process</td>
<td>cplx</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required Software reliability</td>
<td>rely</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equivalent physical line of code</td>
<td>equivphyskloc</td>
<td>Kilo lines of code</td>
<td>Positive integer</td>
</tr>
<tr>
<td>Development effort</td>
<td>act_effort</td>
<td>The effort in terms of person-month</td>
<td>Positive integer</td>
</tr>
</tbody>
</table>

Table 4.2: Parameters By GridSearchCV for SVR

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>10</td>
</tr>
<tr>
<td>Gamma</td>
<td>Auto</td>
</tr>
<tr>
<td>Kernel</td>
<td>Linear</td>
</tr>
</tbody>
</table>

4.2. Model Training. “Development effort” is the primary dependent variable that is under study. The dataset’s actual value will be compared to the expected value as part of the prediction process carried out by the Machine Learning algorithms. The given dataset predominantly consists of more than 70% numerical data. The data set is then divided at random into a training set and a testing set at a ratio of 70:30.

4.3. Evaluation, Results, and Discussion. In this section, the result of the experiment is discussed and displayed. The default parameters were employed for the LinearRegression and DecisionTreeRegression models. The parameters for SupportVectorRegression are displayed in the table 4.2. In the case of RandomForestRegression, all default parameters are utilized except for the specification that sets max_depth to 4. In table 4.2, Best parameters returned by GridSearchCV algorithm for SVR is shown.

Figures 4.1 to 4.3 shows the relationship between various independent variable and dependent variable.

Figure 4.4 provides a clear illustration of the relationship between CPU runtime restrictions and both database size and memory requirements. As the database size and memory requirements expand, the CPU
experiences increased runtime restrictions due to the necessity for it to handle a greater volume of tasks within the same time frame. Furthermore, an interesting correlation emerges: an escalation in CPU runtime restrictions corresponds to a concurrent increase in the required software reliability. This suggests a dependency between these variables.

Additionally, it is noteworthy that as an analyst’s capability improves, there is a parallel enhancement in their domain familiarity. This underscores the positive relationship between analyst competency and domain knowledge acquisition.

The outcome obtained using various error-measuring methods on various models is shown in table 4.3 demonstrates that the Random Forest method’s anticipated value and the actual value have a very close connection. Usually $R^2$ values are between -1 and 1. For highly correlated data $R^2$ value is closer to 1. Random Forest has the highest correlation coefficient compared to all other models. The other techniques for model comparison include MAE and RAE%, RMSE and RRSE%. RMSE is commonly utilized and is regarded as a preferable all-purpose error measure for numerical forecasts. In general, random decision forests tend to predict better than linear regression because they can quickly adjust to nonlinearities detected in the data. Since the Root Mean Squared Error value for Support Vector Regression is smaller, it suggests that its predictions on the test data are more accurate compared to the other models used in this study.

4.4. Conclusion. To establish the cost required staff, and schedule for software development, it is the job of the project manager to estimate the effort of development. The findings of several studies indicate that early-stage project estimating errors is the primary cause of software project failures. The performance of any estimating approach depends on a number of factors, including project complexity, project duration, personnel skill, development process, and others. The usage of several cost-estimating methodologies is reviewed in this essay. This paper’s contribution is the improvement of our understanding of the subject of research provided by the literature review. No approach, namely along the RMSE dimension, estimates software development effort especially well in the absolute sense but comparing relatively, Random Forest Regression yields the best results as it has the lowest $R^2$ and MAE. Additionally, practical applications of ML-based approaches could

![Fig. 4.1: Plotting Dependent Variable(Effort) vs. Independent Variables](image1)

![Fig. 4.2: Plotting Dependent Variable(Effort) vs. Independent Variables](image2)
involve project managers and data scientists working collaboratively to gather relevant data, including historical project data, developer expertise, project complexity, and duration. By employing machine learning algorithms on this data, project managers can enhance their ability to make more accurate early-stage project estimates, potentially reducing the risk of project failures and improving overall project management. Future research should focus on selecting optimal metrics for cost assessment, particularly leveraging computational intelligence methods.
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Table 4.3: Outcomes of ML models using error measuring indices

<table>
<thead>
<tr>
<th>Method Name</th>
<th>MAE</th>
<th>RMSE</th>
<th>RAE</th>
<th>RRSE</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>760.11</td>
<td>1365.5</td>
<td>1.45</td>
<td>1.24</td>
<td>-0.41</td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>178.7</td>
<td>323.61</td>
<td>1.05</td>
<td>1.042</td>
<td>-0.067</td>
</tr>
<tr>
<td>Random Forest Regression</td>
<td>642.5</td>
<td>1481.7</td>
<td>0.85</td>
<td>1.070</td>
<td>0.2781</td>
</tr>
<tr>
<td>Decision Tree Regression</td>
<td>760.0</td>
<td>1666.1</td>
<td>0.82</td>
<td>1.098</td>
<td>0.0873</td>
</tr>
</tbody>
</table>
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