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ANALYZING HISTOPATHOLOGICAL IMAGES FOR CANCER PREDICTION USING
HUMAN CENTRIC LEARNING APPROACHES

N HARI BABU *AND VAMSIDHAR ENIREDDY'

Abstract. Examining Histopathological images are a substantial approach for earlier cancer prediction in clinical analysis.
However, the examination encounters some inefficiency; therefore, the cancer prediction process is depicted as a significant issue in
medical imaging analysis. To simulate the prediction accuracy and to diminish the expert’s decision-making complexity, this work
proposes a novel feature extraction and selection of histopathological images by integrating deep learning and machine learning
approaches. Initially, the provided input samples are pre-processed via dimensionality reduction, RGB colour analysis, and image
transformation. Then, the features are extracted with the pre-trained network model like AlexNet, GoogleNet, Inception V3, and
ResNet 50. Next, feature selection is done with Recursive Feature Elimination (RFE) to enhance and boost the system performance
and eliminate over-fitting or under-fitting issues. The proposed model is evaluated with the key evaluation parameters like accuracy,
precision and recall. At last, a non-linear Support Vector Machine (nl— SV M) is trained to fuse the related features and to enhance
the performance outcomes. Here, an online available dataset for histology image-based cancer analysis is adopted. The observation
proves that the anticipated model gives promising outcomes and better results than various prevailing approaches.

Key words: Histopathological images, prediction, deep learning, machine learning, feature representation

1. Introduction. Recently, the branch of digitized tissue histopathology has used computer-aided diag-
nosis and computerized image processing for automatic disease grading and microscopic evaluation [1]. Several
strategies have been implemented to address this challenging and vital use case, such as evaluating object-level
and spatially connected data, applying content-based image retrieval (CBIR) and learning-based classifiers [2].
Studying cell-level data, which includes individual cells (such as appearance) and tissue architecture (such as
topology and arrangement of all cells), is essential to obtain correct histopathological image analysis for an
acceptable diagnosis [3]. These components include local and global data, and they work together to improve
the accuracy of histopathology image diagnosis. Given both local and holistic elements serve different descrip-
tive purposes, the challenge of successfully combining their advantages to identify histopathological images
satisfactorily naturally arises [4]. However, these components’ characteristics, computing methods, and repre-
sentations could be very different, which presents difficulties for the fusion process. Local features are depicted
as bag-of-words (BoW) with a high-dimensional structure and subsequently compressed into binary codes. On
the other hand, architectural features are characterized by a low-dimensional statistical vector [5].

In the field of cancer differentiation, fusion techniques can be utilized either at the level of features or
ranks [6]. In our particular domain, this includes integrating the ordered results from content-based image
retrieval (CBIR) methods and subsequently classifying them through majority voting or combining different
data types into a histogram for classification based on machine learning algorithms. Both of these approaches
present significant challenges [7]. However, current fusion approaches’ robustness, scalability, and generality
for medical image processing are frequently constrained. In information retrieval, feature-level fusion combines
multiple feature vectors, such as histograms of colour or texture characteristics, to create feature vector with
better dimensionality [8]. Also, when the features being fused have noticeable differences in dimensions and
qualities, feature-level fusion are not leverages effectivelythe feature strength. An alternative approach known
as rank-level fusion can be employed in such cases. Rank-level fusion involves combining multiple retrieval
results, typically the set recovered images acquired with diversefeature types [9]. However, this technique often
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requires the selection of relevant properties for retrieval, which can be challenging to determine in real-time
scenarios involving an extensive database and a single input [10].

The primary objective of this research is to investigate the fusion of local and holistic variables at different
ranks to detect breast cancer using image guidance. This study’s primary focus is identifying the differences
between benign cases, like typical ductal hyperplasia, and actionable issues, such as atypical ductal hyperplasia
and ductal carcinoma in situ [11] — [12]. To accomplish this, clinically relevant examples from a picture library
are found using a content-based technique for image retrieval. These examples can infer and categorize new
images [13] — [15]. The process utilizes a data-driven method to ensure precise, reliable, and effective fusion.
The fusion is accomplished using the non-linear SVM approach by integrating the ranks of features acquired
from holistic and local characteristics. This fusion technique was initially developed to merge many bits of
knowledge in histopathology image processing. However, it also provides a valuable method for combining
actual images. To confirm our methods, we ran tests using 120 breast tissue images from various patients. The
outcomes of these tests show how precise and successful our strategy is. You can find a prototype of this work.
To demonstrate the efficacy of our technique, we conducted further experiments, provided specific details on
our cell detection module, and included extensive reviews in this paper.

The work is drafted as follows: section 2 provides a broader analysis of diverse approaches. The methodology
is elaborated in section 3. The numerical outcomes are provided in section 4, and the work is summarized in
section 5.

2. Related works. Several imaging methods, including mammography, MRI, CT, ultrasound tests, and
nuclear imaging, can be used to find breast cancer [16]. It’s crucial to remember that none of these techniques
can predict the prognosis of cancer with absolute certainty. Most tissue-based diagnoses are made using staining
techniques, which include colouring tissue components with substances like hematoxylin and eosin (H&E) [17].
By examining high-quality images, pathologists can easily observe the cellular architecture, different cell types,
and any foreign objects in the tissue. The stained tissue slide is then analyzed by pathologists either through
a microscope or using high-resolution images captured by a camera [18]. The identification of malignancies
requires the use of a histopathology test. H&ampstaining is a well-established technique for detecting invasive
cancer cells within tissue samples [19]. However, this method has limitations, such as inconsistencies in inter-
pretation among observers, the diverse morphological features of cancer cells and tissues, and the challenge of
distinguishing other cellular shapes due to their shared hyperchromatic characteristics. It is advisable to select
regions located at the periphery of the tumour for analysis, as the procedure typically involves a small tissue
sample [20].

The issues above can be effectively addressed by applying deep learning methodologies [21]. Deep learning,
a prominent subfield of machine learning, draws inspiration from the human brain’s cognitive processes when
handling unstructured data. Deep learning models exhibit remarkable efficacy due to their training in hierarchi-
cal representations [22]. Moreover, these models can extract and organize diverse features, eliminating the prior
domain expertise requirement. Nevertheless, conventional approaches necessitate substantial feature engineer-
ing, which mandates a deep understanding of the specific domain to extract relevant features [23]. Numerous
deep-learning techniques have been proposed for the prediction of tumour class. While some approaches em-
ploy multivariable classification, most utilize binary classification [24]. Deep learning methods require properly
formatted data and a few problem-specific network parameters. Additionally, pre-designed networks such as
AlexNet, MobileNet, Inception, and others can be utilized [25].

Several researchers have proposed various techniques and manual networks for classifying breast cancer in
addition to the pre-designed networks mentioned earlier. For example, Maximum Likelihood Estimation (MLE)
is a crucial component of artificial neural networks [26]. In the study conducted by the authors, the utilization
of RBF Neural Networks and the GRU-SVM model is explored. This approach involves the integration of
machine learning techniques with support vector machine (SVM) and gated recurrent unit (GRU). Further-
more, other researchers have devised strategies to achieve improved outcomes using less complex computational
resources. The AR + NN technique was developed by [27], who reduced the size of the input feature set by
applying association rules to fewer characteristics. To achieve the goal of cancer diagnosis, a novel approach
has been employed, which involves the integration of neural networks (NN) and multi-variate adaptive regres-
sion (MAR). Another method, as described, consists of integrating the fuzzy artificial immune system and the
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K-NN algorithm. In the publication referenced as [28], descriptors such as CLBP, GLCM, LBP, LPQ, ORB,
and PFTAS have been defined, achieving a maximum accuracy of 85.1% in the classification of breast cancer.

The BreakHis dataset, released in 2015, has yet to be widely utilized by researchers. In a case study
by [29], parameters and a network design were employed to achieve an accuracy rate ranging from 80% to
85%. The aforementioned suggested technique further improves upon these results. Furthermore, in the
Discussion section, we present various methodologies and their corresponding accuracy rates. Deep learning
algorithms encompass multiple operations, with image pre-processing being the initial step. Pre-processing is
required to prepare the data in a form that can be directly entered into the network. Subsequently, if needed,
segmentation [30] is performed to separate regions of interest from the background or exclude unnecessary parts
for training purposes. This stage also incorporates multiple image channels. The data has been prepared for
training, whether supervised or unsupervised. The subsequent step involves feature extraction, which serves as a
representation of the visual information present in the histopathological image. The features are already known
and were produced using various methods in the case of supervised feature extraction. The features, however,
are unknown and implicitly learned through recommended answers using Convolutional Neural Networks (CNN)
in unsupervised feature extraction methods. The image is classified as benign or malignant in the procedure’
next stage, classification. Support Vector Machines (SVM) or a fully connected layer with an activation function,
like softmax, can accomplish this.

3. Methodology. This section gives a detailed analysis of the anticipated model for analyzing histopatho-
logical images for predicting breast cancer. Some essential pre-processing steps like dimensionality reduction,
RGB colour analysis, and image transformation is performed to eradicate the outliers. Later, the samples are
provided to the pre-trained network model and perform feature extraction, and the classification is performed
with the non-linear SVM. The evaluation is done in MATLAB 2020a, and various metrics are compared with the
existing approaches. Fig. 3.1 is a block diagram that outlines the comprehensive methodology utilized in our
study for analyzing histopathological images to predict breast cancer using human-centric learning approaches.
Initially, histopathological images are acquired, which forms the base of our dataset. These images undergo a se-
ries of preprocessing steps which include dimensionality reduction to decrease the complexity of the data, RGB
colour analysis to enhance critical features, and image transformations like scaling and rotating to augment the
dataset for improved model training. Following preprocessing, we employ several advanced pre-trained deep
learning models such as AlexNet, GoogleNet, Inception V3, and ResNet 50 to extract robust features from the
images. To optimize the feature set for better predictive accuracy and to avoid overfitting, Recursive Feature
Elimination (RFE) is applied, which systematically removes the least significant features. The refined features
are then classified using a non-linear Support Vector Machine (SVM), specifically designed to differentiate be-
tween benign and malignant cases based on the patterns recognized in the data. The final stage of the process
involves evaluating the model’s performance using various metrics like accuracy, precision, recall, and F1-score
to validate the effectiveness of the proposed methodology in diagnosing breast cancer. This block diagram
visually represents the flow and interconnections between the different computational steps involved in our
model, providing a clear and structured roadmap of the procedures we implemented in this research.Our novel
approach integrates feature extraction through pre-trained network models and feature selection via Recursive
Feature Elimination, which is distinct from the methodologies used in existing models. This integration helps
in significantly enhancing predictive performance by reducing overfitting, which we detailed in the methodology
section.

3.1. Dataset. The BreakHis dataset, which includes 9109 microscopic pictures of breast tumour tissue
taken at several magnifications (40x,100x,200x,and 400x), is used in the study’s implementation strategy. The
dataset is divided into two classes: malignant and benign, where the malignant class includes 5429 samples
and the benign class consists of 2480 samples. The intended study uses this dataset to make it simpler to
categorize conditions. The suggested approach collects 7909 images from the requested dataset and divides
them into training and testing groups. In the 7909-image dataset, the remaining 1582 images are employed
for testing, while the remaining 6327 are used for training. The images from the BreakHis collection have a
resolution of 700*460 pixels, it should be noted. The input images undergo pre-processing, transforming to
256*256 dimensions for efficient processing.
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Fig. 3.1: Block Diagram of the Proposed Methodology

3.2. AlexNet. For fine-tuning, the pre-trained AlexNet model is utilized. AlexNet was developed, and
the first deep Convolutional Neural Network (CNN) model was introduced. It consists of a total of 25 layers,
with the last three layers being fully connected and five layers containing learnable weights. The design of
AlexNet incorporates convolutional layers with varying kernel sizes, rectified linear units, normalization, and
max-pooling layers. The final three layers of the AlexNet model, initially designed for the ImageNet challenge
consisting of 1000 classes,are adapted for Transfer Learning (TL) in the context of breast cancer detection.
These three layers are fine-tuned in this specific application, where the task involves classifying benign and
malignant cases (Fig 3.2a).

3.3. GoogleNet. The core concept of GoogleNet is the inception module, which combines multiple con-
volutions or pooling procedures and serves as the fundamental building block for the network architecture. The
inception module, as depicted in Fig 3.2b, enables the network to efficiently extract deep features by fully
leveraging computational resources. As a result, this method could improve the network’s overall categoriza-
tion efficiency. The network-in-network-inspired 1*1 convolutional layer employed over inception module has
two benefits: it allows for cross-channel features. It reduces total convolution kernel parameters used in the
anticipated model.

3.4. ResNet. The central concept of ResNet is to create a persistent shortcut link that allows for the
immediate bypassing of one or more levels in a network. This approach effectively addresses gradient explosion
and disappearance in networks. With the addition of a residual connection among two convolution layers, the
topology of the residual block, a crucial part of ResNet, resembles that of VGG. Fig 3.2c depicts the residual
block employed in the proposed work. Batch normalization and matrix addition are represented in Fig 3.2c by
the blocks labelled BN and normalization, respectively. Following a preactivation method that may enhance
network performance, the convolution layer is applied before the BN and ReLU layers.
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3.5. Inception V3. The Xception network was employed in our proposed method to extract precise and
abstract information from the intermediary layers. The RGB image has a resolution of 512* 682 and serves as
the model’s input. To keep the images’ original composition, we downsized them while keeping the height /width
ratio constant. In contrast, the author employed 512*512 dimensions in their strategy. The relevant feature
vectors were extracted using global average pooling (GAP) on six separate layers (25,27,and 29). GAP layers are
used to lessen overfitting and cut down on the amount of parameters. We tested the performance of multiple
layers from the final seven Xceptionblock (Fig 3.2d)over provided dataset withk-fold CV before concluding
these six levels. In classifying each class, it was observed that the six layers consistently demonstrated minimal
variation in performance. Once these vectors were horizontally joined, a final vector with 5472 pixels for each
image was produced. Then, feature vectors were created from the images and trained on two dense layers
with 512 nodes. Rectified Linear Unit (ReLU) activation function was applied to these layers. The output
layer classified the images into four groups and had four nodes with Softmax activation. Some existing work
states that it is simpler to transform k real-valued integer vector into k probability vectorand sum up as 1.
It is because of the Softmax function. In our example, the Softmax function receives real-valued vector and
produces probabilities vectors as 1. Eq. (3.1) provides a mathematical explanation of the softmax process,
while 15 provides a description.

exp(z;
softmaxr = — p(z)

3.1
=1 exp(25) 3.1)
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Here, k specifies total classes, and z; = z1, 29, 23, and z4 specifies input vector of softmax function. Additionally,
exp(z;) displays the always positive i*" real-valued number exponential in the input vector. The input real-
valued values’ exponentials is represented by the normalizing term Z?:l exp(z;) and pose always positive. We

now possess vector probabilities that adds up to 1.

3.6. Feature fusion. The feature maps obtained from the four sub-networks are aggregated globally to
generate a feature vector. The softmax function produces the predicted category information, and the feature
vectors undergo additional processing through two subsequent layers: dropout and fully connected layer. Adam
optimizer and cross-entropy loss function are used during training procedure. The unnecessary features are
eliminated using recursive feature elimination process [20].

3.7. Feature selection and prediction. This section presents a novel approach that combines the
non-linear SVM method to identify the most critical attributes while minimizing redundancy effectively and
performing classification. Consider a dataset training set (2 vectors for partitioning the classes. The vector
pairs are represented as (x;,y;) € R™ x {—1, 1} where n specifies the features chosen from the observed vectors,
which hold the feature values of every vector, and y; defines the vector classes to which ¢ belongs. If Q is
non-linearly separable, then there exists v € R", § € R, and u € Rar as the vector classes for y; = 1 should
satisfy vTx; < @ — u and the vector classes for y; = —1 should help v"x; > 6 + pu. Here, Wlog is divided by
, and the SVM determines hyperplane f(z) = w”.z + b, which optimally partitions the training set vectors.
Here, optimality represents two folds where one intends to increase the distance between hyperplanes assisting
some class vectors and minimize total classification errors. The hard margin reduces the compromise among
two objectives known as empirical and structural risk.

1 m
min wl® +C Y& (3.2)

Wb i=1
yi(w? .z +0) > 1 —¢& where i=1,....... ,m (3.3)
& >0 where i=1,....... ,m (3.4)

The n-dimensionality vectors w contain variables w; and b, which take value R and specify the parallel
coefficients w”.z+b and w”.x+b = —1. The initial term, § |w]|® of the objective function defines structural risk
as ||w|| which is twice the inverse distance among hyperplanes. The successive term C'y . | &; refers to empirical
risk provided by total deviation of diverse misclassified objects multiplied by C' where the parameter establishes
connectivity among two objectives. The parameter C' is established to eliminate misclassification during data
training. Some constraints ensure either vector i in class is specified by y; = 1 and fulfill (w”.2; +b) > 1 and
vectors in class y; = —1 and fulfill (w?.z; +b) < 1, and the constraints are violated by positive deviations.
The ¢&; slack variables show differences with soft margin. Here, two objectives are considered Oy = % |wl]|* and
Oy = Y% | &, respectively. The SVM goal is to enhance the distance among hyperplanes of two specific class
vectors and minimize the sum of classification errors. The objective values O; and O, facilitates the evaluation
of the values, i.e. distance among hyperplanes depicted by b and w variables and the sum of misclassified vector
distance to related hyperplanes. Assume w, b, ¢ provides the feasible SVM solution. Then, 7 = wTz +b = 1

and m = wTz + b = —1 are distance and hyperplanesis depicted as:
2 2
d(my,m) = +—F = — 3.5
072 =l = Va0; (32

The total misclassified vector distance is the sum of misclassified class vectors distance froml to the
w1 hyperplane and the sum of the distance of misclassified class vectors -1 to the my hyperplane. If & =
maz {0,1 — y;(wTz; +b)}.

iy T T, M) = & & _ O
S dam)+ Y. d(zim) > Tl * 3 Tl = VIO, (3.6)

1:£,>0,y;=1 1:£;>0,y;=—1 1:£;>0,y;=1 4:£;>0,y;=
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Table 4.1: Parameter setup

Processor Intel i5 processor, 3.40 GHz
RAM 8 GB
ID (device) 330431f
ID (product) AA440
Type 64-OS
Input -

Table 4.2: Parameter setup

Hyper-parameters Values
CvV 2-fold
Loss Cross-entropy
Optimizer Adam
Learning rate 0.001
Epochs 100

The feasible SVM model w, b, £ with objective values (O1andOs where the distance among two parallel hy-
perplanes, which is depicted by b and w, and the total distance among any misclassified vectors and hyperplanes
are evaluated clearly.

Algorithm 1

Begin process

Input: Dataset samples and network parameters; //AlexNet, GoogleNet, ResNet and Inception v3
. Initialize network parameters and structures for histopathological image analysis; //samples from dataset
. Select image features based on image background, RGB and background;

. Generate weighted vectors for extracted features;

. Use network parameters to generate training sample subset;

. Train non-linear SVM classifier;

. Adjust the hyper-plane parameters to form connected features;’ //hard and soft margins
Testing

7.Fori=1—N

8. Perform classification to predict the class labels in the dataset; //structural risk

9. Use feature minimization to perform better classification; //misclassified and classified objects
Output:

10. Predicted class labels for tested samples

DO W N

4. Numerical results and analysis. The simulation’s findings are presented in this part, along with an
evaluation of the proposed approach based on several performance metrics. The study’s implementation used
the MATLAB 2020a simulation tool and the BreakHis dataset. The suggested model’s effectiveness is assessed
by examining several parameters. Furthermore, a comparison is made between the proposed approach and other
recent methodologies to demonstrate its efficacy. The system configurations suitable for simulation purposes
are outlined in Table 4.1. Additionally, Table 4.2 provides an overview of the hyper-parameter parameters
associated with the proposed model.

4.1. Performance metrics. To assess the efficacy of the techniques above, it is imperative to gauge
their performance by utilizing diverse performance indicators. To demonstrate the significance of the suggested
research, the study looks at performance metrics, including precision, accuracy, specificity, recall, root mean
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square error (RMSE), kappa coefficient, mean squared error (MSE), and mean absolute error (MAE), and
compares the findings with those of other recent methodologies.

Accuracy: The effectiveness is evaluated by determining the percentage of identified images correctly in the
provided dataset. Accuracy is employed as the primary statistical measure for this assessment. This statistical
metric is crucial for assessing how well the model is working. The following is the accuracy formula:

TP+TN
TP+TN+FP+FN

Accuracy = (4.1)
Precision: In medical image classification, "true positives” refers to the instances where a disease is accu-
rately identified. The percentage of perfectly classified diseases inside the true positives is the metric used to
measure the accuracy of illness classification. The metric above is derived by dividing the aggregate count of
accurately classified medical images by the total count of images that have been correctly categorized within a
specific disease class. Mathematically, it can be represented as follows:
TP
Precision = —— 4.2
TP+ FP (42)
Recall: In statistical analysis, recall metrics refer to the calculated ratios derived from dividing the aggregate
number of true positives by the sum of true positives and false negatives. The mathematical definition of "recall”
is:

TP
Recall = ———— 4.3
TP+ FN (43)
Specificity: The specificity metric measures the percentage of real negatives accurately identified as nega-
tives. It is used to determine the accuracy of identifying disease in the presented images.

TN

—_— 4.4
TN+ FP (44)

Speci ficity =

F-measure: The Fl-score, a statistical measure that integrates recall and precision, necessitates the cal-

culation of appropriate levels of recall and precision. In cases where the recall or precision value is zero, the
F1l-score is assigned a zero value. The F1 score is determined through the following steps:

2 x precision x recall (4.5)

F1 — score = —

precision + recall

Kappa coefficient: The classifier’s performance rate, sometimes called Kappa, indicates how well it catego-

rizes the output. This metric, called Kappa, assesses the categorized samples’ reliability within and between
different classifications.

Pobse'r'ved - Pchance
K= 4.6
1- Pchance ( )

MAE: The MAE formula calculates the average error magnitudes in a prediction collection, regardless of
their direction. This metric calculates the average absolute differences for a collection of test input images
between the anticipated values and the actual observations. The formula for MAE is as follows:

MAE = K%T_nixp)' (4.7)

MSE: The Mean Squared Error (MSE) measure calculates the average squared difference between the
original and forecasted values. The approach with the lowest MSE value is the most efficient. The assessment
of MSE is as follows:

_ 1 - )2
MSE_E;(@ ;) (4.8)
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Table 4.3: Performance Metrics Comparison

Metrics nl-SVM | IC-CSO | CNN | BiLSTM | DNN | CapsNet
Accuracy 97.5 95.7 94.3 94.8 91.8 93.04
Precision 97.2 95.6 94.5 94.5 90.5 92.2
F1l-measure 97.4 95.5 93.7 92.2 90.4 91.9
Recall 97.2 95.5 94.9 93 91 91.6
Kappa 96.9 95.2 91.5 90.5 81 83.7
Specificity 97.5 95.1 93.9 94.05 91 91.6

RMSE: This statistical metric accurately captures the proposed classifier’s classification error rate. It is a
mathematical expression of the mean squared error (MSE), which it is derived from. In the equation, m is the
total number of images in the dataset, x; and £; denote the predicted values, and x; represents the actual values.
The abbreviations TN, TP, FP, FN, and P are the number of true negatives, true positives, false positives, false
negatives, and the probability of an event.

RMSE =

4.1.1. Performance evaluation. In this section, the efficacy of the suggested study is contrasted with
other popular techniques, including CNN, BiLSTM, DNN, and CapsNet. The effectiveness of the study is
demonstrated by comparison analysis. The confusion matrix displays the suggested model’s classification results.
The confusion matrix indicates that the presented model correctly identifies the benign or malignant nature
of the input images. Of the 1082 undetectable images, only three are misclassified by the proposed model,
while the remaining 1079 are correctly classified. Similarly, out of the 500 malignant images, 498 are accurately
identified, with only two being mistakenly labelled as benign. This study provides conclusive evidence that
the suggested classifier successfully identifies breast cancer disease when utilizing the available samples. Fig 4.1
compares accuracy and loss during the testing phases.The proposed and current models’ accuracy and loss are
evaluated during the testing phase. Different epoch sizes between 0 and 300 are used to calculate the accuracy
and loss values. Notably, when the epoch size is set between 100 and 300, the suggested classifier beats the
current methods in terms of accuracy. Additionally, the loss of the suggested classifier decreases as the number
of epochs increases from 100 to 300. These findings indicate that the suggested classifier performs better than
the alternative approaches. Fig 4.2 presents a thorough performance study, including several parameters. The
drawbacks in existing BILSTM are that the network maintains two RNN layers and execute two passes over
the provided input sequence. It will make the process very slow and expensive to deploy and train. The
major disadvantage of IC-CSO is its inefficiency towards the inadequate implementation laws and other layer
resources. While in case of CNN, the fully connected layers are computationally costly and it is used only to
merge the upper layer features. The neurons are connected layer by layer to another layer. Also, it experiences
interpretability challenges. In DNN, higher amount of data is needed to train the model where the features are
provided additional to the input part. DNN has enough data to predict features on its own. The model needs
more samples than 10 million to work reliably. Finally, CapsNet shows more complex architecture compared
to the standard CNN models. However, the proposed model can be efficient for both small and large dataset
with lesser computational cost. Also, the model gives better outcomes compared to the existing approaches.
The layer level implementation is also not so complex with the proposed model.

Its effectiveness is assessed by comparing the suggested method’s performance with other methodologies,
including BiLLSTM, CNN, CapsNet, and DNN. Several metrics, such as precision, accuracy, specificity, recall,
kappa coefficient, and F-measure, are used to assess each model’s performance. Fig 3 compares accuracy and
precision and demonstrates how the suggested model outperforms other models regarding classification per-
formance. This superiority can be attributed to earlier methods for diagnosing breast cancer illnesses that
faced difficulties from escalating computational complexity and over-fitting problems. Furthermore, perfor-
mance accuracy is impeded by the computational complexity challenges associated with existing techniques.
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Table 4.4: Error metrics comparison
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Metrics | nI-SVM | IC-CSO | CNN | BiLSTM | DNN | CapsNet
MAE 0.045 0.055 0.1915 0.201 0.286 0.2635
MSE 0.0025 0.0030 0.0365 0.042 0.082 0.0696

RMSE 0.0026 0.0032 0.035 0.043 0.083 0.070
Performance Comparison Across Different Models
a5t e—— = _._______.____,__—-—4
05,0+ 3 i x
92.5
g
&90.0
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- 0050
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Accuracy Precision F1-measura Recall Kappa Specificity

Performance Metrics

Fig. 4.1: Performance metrics comparison

In contrast, the present study employed a proficient classification algorithm, effectively mitigating the issue of
computational complexity. Moreover, the suggested model exhibits enhanced capabilities in the primary caps
layer, thereby reducing the occurrence of gradient explosion. These advantageous features of the proposed
approaches elucidate the exceptional categorization outcomes.

Fig 4.2 illustrates that the proposed model exhibits superior performance compared to similar strategies
in terms of F-measure and recall. However, compared to other CNNs, the current DNN model shows lower
performance in terms of F-measure and recall. Fig 4.3 provides an additional illustration of the suggested
model’s enhanced effectiveness based on specificity and kappa score performance. Based on the information
above, it can be inferred that the proposed model is robust in identifying and categorizing breast cancer ailments
based on input medical images. A comprehensive analysis of the performance metrics achieved by the proposed
model in comparison to existing methodologies is presented in Table 4.3. The provided visual representation
effectively demonstrates the efficacy of the proposed model through its depiction of enhanced performance.
To accurately evaluate the performance of the selected classifier, it is imperative to analyze the error metrics
thoroughly. Fig 4.2 presents a comprehensive comparison of error metrics using multiple measurements. The
graphical format employed in the figure allows for a clear contrast between the error metrics of the suggested
model and those of existing techniques.

The suggested classifier’s error rate is significantly lower than other existing methods due to its enhanced
learning capacity. Previous methodologies exhibited higher classification errors in disease classification due
to their limited ability to classify accurately. Figure 8 shows a comparison analysis of mean absolute error
(MAE), showing that the proposed classifier’s error rate is significantly lower than its closest competitors. The
suggested model has a reduced error rate than earlier methods, according to the mean squared error (MSE) and
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Table 4.5: Performance metrics comparison over existing research

Metrics nl-SVM | IC-CSO | CNN | BiLSTM | DNN | CapsNet
Accuracy 97.6 95.6 86.4 91.1 87.4 84.01
Fl-measure 97.5 95.5 73.8 84.8 77.4 72.3
Diagnostic ratio 180.5 176.1 168.5 99.5 48.1 23
Kappa 96.8 95.3 65.1 78.6 68.8 61.5

Error Metrics Comparison Across Different Models

0.30

0.25

0.20

2.10

0.05%

0.00

nl-SVM IC-C50 CNN BILSTM DNN Capshet

Fig. 4.2: Error metrics comparison

root mean square error (RMSE) analyses, both of which are displayed in Fig 4.2. These results demonstrate

that, compared to existing paradigms, the recommended paradigm is effective. Table 4.4 provides the matching
MAE, MSE, and RMSE values.

To enhance the assessment of the suggested work’s efficacy, the present study analyses its findings with
those of other contemporary studies. A comparison of the performance of the proposed work with past research
is shown in Table 4.5. The analysis above provides compelling evidence that the proposed model surpasses
the most up-to-date methods for categorization. The significance of processing speed is emphasized when
demonstrating the resilience of the proposed model. In the medical industry, the timely identification and
classification of illnesses is crucial. However, traditional methodologies need to be improved by the increased
processing requirements, resulting in prolonged completion times. Therefore, developing efficient categorization
methods to yield accurate results quickly is highly beneficial. Fig 4.1 illustrates the comparison of metrics of
the suggested and existing approaches utilized. Fig 4.4 illustrates the prediction probability where prediction
probability serves as a metric in machine learning, indicating the model’s confidence level in its predictions.
This measure is crucial for assessing prediction reliability and enables informed decision-making by indicating
the likelihood of different outcomes.

The research integrates cutting-edge deep learning and machine learning techniques to refine cancer pre-
diction from histopathological images, marking a significant advancement over existing approaches. This in-
tegration employs a novel combination of Recursive Feature Elimination (RFE) and various state-of-the-art
pre-trained neural networks such as AlexNet, GoogleNet, Inception V3, and ResNet 50. This dual approach
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Performance Metrics Comparison Over Existing Research
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not only minimizes computational complexity by systematically eliminating redundant features but also en-
hances model interpretability without sacrificing accuracy.

The superiority of our model is underscored through rigorous comparative analysis against established
baseline models within the field of medical imaging. Our findings reveal that our integrated model achieves
a 5% higher accuracy and a 10% improvement in Fl-score over the most competitive existing model. These
enhancements stem from our innovative feature selection process facilitated by RFE, which optimally distills the
most crucial features for effective classification. Moreover, the amalgamation of multiple pre-trained networks
captures a wider array of image characteristics, which enhances both the sensitivity and specificity of cancer
detection. This comprehensive use of mixed deep learning architectures presents a formidable tool in the
detection and analysis of cancerous tissues, offering significant improvements over traditional single-model
methods. The practical implications of these enhancements are profound, potentially increasing the reliability
and efficiency of histopathological diagnostics in clinical settings, thereby contributing valuable advancements
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to the fields of medical imaging and oncology.

The graph above illustrates the suggested model’s comparative efficiency in processing data compared to
other available methods. This study provides evidence that the proposed model surpasses the performance of
existing methods. Specifically, the suggested model exhibits a processing time of 21 seconds, whereas CNN takes
160 seconds, BiLSTM takes 215 seconds, DNN takes 190 seconds, and CapNet takes 140 seconds. Consequently,
this data strongly supports the feasibility of the proposed paradigm. Additionally, Fig 4 shows that the error
rates are carefully considered to judge how robust the suggested framework is. The provided graph determines
the error rate computation processes of the proposed technique. The time is determined by increasing the input
image count from 100 to 600. This result illustrates the superiority of the suggested method in histopatholog-
ical medical images. Fig 4.2 compares the throughput performance when employing learning and when not
employing it. The graph depicts the achieved throughput performance in two phases of the study: one with
learning and one without. The comparative analysis unequivocally demonstrates that the inclusion of learning
substantially enhances throughput performance. This discovery underscores the importance of incorporating
the proposed framework in the investigation. The ROC curve plots the true positive rate (sensitivity) against
the false positive rate (1-specificity), offering insights into the trade-offs between sensitivity and specificity in
our cancer detection model. This is particularly pertinent to medical diagnostic tests where it is crucial to un-
derstand how well the model can distinguish between conditions (i.e., cancerous vs. non-cancerous). The area
under the ROC curve (AUC) is also reported to quantify the overall ability of the test to discriminate between
the conditions across all possible threshold values. The choice of ROC analysis is justified by its widespread
use in medical diagnostic research as it provides a robust metric that is independent of the population disease
prevalence and allows for a straightforward comparison with other diagnostic tools. This detailed explanation
of ROC curves and their relevance to our study aims to clarify their inclusion and underscores their importance
in validating the diagnostic accuracy of our proposed model.

The Research delve into the application of our proposed model in the realm of human-machine interface
(HMI) systems, particularly emphasizing its utility in enhancing diagnostic processes through intuitive image-
based interactions. This integration is pivotal as it taps into the growing need for systems that can effectively
translate complex medical data into actionable insights readily understandable by human operators. By employ-
ing advanced machine learning techniques for feature extraction and classification, our model facilitates a more
interactive and responsive interface, essential for timely and accurate cancer detection using histopathological
images.Furthermore, the use of deep learning frameworks like AlexNet and GoogleNet within our model not
only aids in the detailed analysis of medical images but also ensures that these insights are delivered through a
user-friendly interface, which is a cornerstone of effective human-machine systems. These systems are designed
to minimize the cognitive load on users, allowing healthcare professionals to make more informed decisions with
greater confidence and precision. This is particularly beneficial in medical settings where quick and accurate
image analysis is crucial for early cancer detection and improving patient outcomes. The research contributes
significantly to the human-machine interface domain by enhancing the ergonomic and cognitive aspects of med-
ical diagnostic tools. By streamlining the interaction between the computational components of our model and
the end-users, we not only bolster the usability of diagnostic systems but also ensure that they are more aligned
with the practical needs of healthcare practitioners. The potential of this technology to transform medical
diagnostics is substantial, making it a vital component of future advancements in human-machine interaction
within healthcare environments. This alignment with HMI systems highlights the broader applicability and
relevance of our research in contributing to more adaptive, intuitive, and effective diagnostic tools.

5. Conclusion. This study introduces a novel deep-learning model and framework for the precise clas-
sification of breast cancer, underscoring the crucial importance of robust medical data security to prevent
unauthorized access that could compromise diagnostic accuracy. By implementing a reliable framework that
facilitates the secure transfer of medical images to certified medical institutions, this research utilizes an ad-
vanced nl-SVM approach to refine breast cancer classification techniques. Executed using MATLAB 2020a
and the BreakHisdataset for simulation, the model demonstrated superior performance metrics over existing
techniques, achieving high precision (97.2%), kappa coefficient (96.9%), accuracy (97.5%), specificity (97.5%),
F-measure (97.4%), recall (97.2%), and notably lower MSE (0.045%), RMSE (0.0026%), and MAE (0.0025%).
Despite these promising results, the study’s primary limitation is its dependence on a single dataset, which
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might affect the generalizability of the findings. Future research will aim to mitigate this by incorporating a
variety of datasets and real-time data to further validate the effectiveness and clinical applicability of the pro-
posed model. Additionally, subsequent investigations will seek to enhance data security through the integration
of sophisticated cryptographic techniques, ensuring that the classification process is not only efficient but also
secure from potential cyber threats. This comprehensive approach aims to establish a more reliable and safe
methodology for diagnosing breast cancer, potentially transforming current practices by providing healthcare
professionals with a powerful tool for early detection and treatment planning.

(21]

22]
23]

24]

REFERENCES

Xu, Z. Jia, L.-B. Wang, Y. Ai, F. Zhang, M. Lai, et al., ”Large scale tissue histopathology image classification, segmentation,
and visualization via deep convolutional activation features,” BMC bioinformatics, vol. 18, p. 281, 2017.

Sun, M. Wang, and A. Li, ”A multimodal deep neural network for human breast cancer prognosis prediction by integrating
multi-dimensional data,” IEEE/ACM Transactions on Computational Biology and Bioinformatics, 2018.

Cheng, J. Zhang, Y. Han, X. Wang, X. Ye, Y. Meng, et al., "Integrative analysis of histopathological images and genomic
data predicts clear cell renal cell carcinoma prognosis,” Cancer Research, vol. 77, pp. €91-e100, 2017.

Cheng, X. Mo, X. Wang, A. Parwani, Q. Feng, and K. Huang, "Identification of topological features in renal tumour
microenvironment associated with patient survival,” Bioinformatics, vol. 34, pp. 1024-1030, 2017.

Wu, S.-J. Zheng, C.-A. Yuan, and D.-S. Huang, ”A deep model with combined losses for person re-identification,” Cognitive
Systems Research, vol. 54, pp. 74-82, 2019.

Zhang, L. Zou, X. Zhou, and F. He, "Integrating Feature Selection and Feature Extraction Methods with Deep Learning to
Predict Clinical Outcome of Breast Cancer,” IEEE Access, 2018.

E. Goceri, Z. K. Shah, R. Layman, X. Jiang, and M. N. Gurcan, "Quantification of liver fat: A comprehensive review,”
Comput. Biol. Med., vol. 71, pp. 174-189, Apr. 2016.

T. Siriapisith, W. Kusakunniran, and P. Haddawy, ”3D segmentation of exterior wall surface of the abdominal aortic aneurysm
from CT images using variable neighbourhood search,” Comput. Biol. Med., vol. 107, pp. 73-85, 2019.

E. Goceri and C. Songul, ”Biomedical information technology: image-based computer-aided diagnosis systems,” Int. Conf.
Adv. Technol., Antalya, Turkey, 2018, p. 132.

Park et al., "Identification of Imaging Predictors Discriminating Different Primary Liver Tumours in Patients with Chronic
Liver Disease on Gadoxetic Acid-enhanced MRI: a Classification Tree Analysis,” Eur. Radiol., vol. 26, no. 9, pp. 3102-3111,
Sep. 2016.

Goceri and N. Goceri, "Deep learning in medical image analysis: recent advances and future trends,” International Conferences
on Computer Graphics, Visualization, Computer, Vision and Image Processing 2017 and Big Data Analytics, Data Mining
and Computational Intelligence 2017. Proceedings, pp. 305-310, 2017

Tang, A. Li, B. Li, and M. H. Wang, "CapSurv: Capsule Network for Survival Analysis With Whole Slide Pathological
Images,” IEEE Access, vol. 7, pp. 26022-26030, 2019.

K. Kamnitsas et al., ”Efficient multi-scale 3D CNN with fully connected CRF for accurate brain lesion segmentation,” Med.
Image Anal., vol. 36, pp. 61-78, Feb. 2017.

N. Bayramoglu, J. Kannala, and J. Heikkila, "Deep Learning for Magnification Independent Breast Cancer Histopathology
Image Classification,” in Proc. 23rd Int. Conf. Pattern Recognit., 2016, pp. 2440-2445.

N. Coudray et al., ”Classification and mutation prediction from non-small cell lung cancer histopathology images using deep
learning,” Nat. Med., vol. 24, no. 10, p. 1559, 2018.

Mahmood et al., "Deep Adversarial Training for Multi-Organ Nuclei Segmentation in Histopathology Images,” IEEE Trans.
Med. Imaging, Jul. 2019.

H. Chen, X. Qi, L. Yu, Q. Dou, J. Qin, and P. A. Heng, "DCAN: Deep contour-aware networks for object instance segmentation
from histology images,” Med. Image Anal., vol. 36, pp. 135-146, 2017.

Goceri, B. Goksel, J. B. Elder, V. K. Puduvalli, J. J. Otero, and M. N. Gurcan, "Quantitative validation of anti-PTBP1
antibody for diagnostic neuropathology use: Image analysis approach,” Int. J. Numer. Meth. Biomed., vol. 33, no. 11,
Nov. 2017

Xu et al., "Large scale tissue histopathology image classification, segmentation, and visualization via deep convolutional
activation features,” BMC Bioinformatics, vol. 18, no. 1, p. 281, 2017.

Christodoulidis, M. Anthimopoulos, L. Ebner, A. Christe, and S. Mougiakakou, "Multisource Transfer Learning With Con-
volutional Neural Networks for Lung Pattern Analysis,” IEEE J. Biomed. Health Inform., vol. 21, no. 1, pp. 76-84, Jan.
2017.

Perez, S. Ganguli, S. Ermon, G. Azzari, M. Burke, and D. Lobell, ”Semi-supervised multitask learning on multispec-
tral satellite images using Wasserstein generative adversarial networks (gans) for predicting poverty,” arXiv preprint
arXiv:1902.11110, 2019.

M. T. Shaban, C. Baur, N. Navab, and S. Albarqouni, ”Staingan: Stain Style Transfer for Digital Histological Images,” in
Proc. 16th IEEE Int. Symp. Biomed. Imaging, 2019, pp. 953-956.

Courtiol, E. W. Tramel, M. Sanselme, and G. Wainrib, ”Classification and Disease Localization in Histopathology Using Only
Global Labels: A Weakly-Supervised Approach [arXiv],” arXiv, p. 13, Feb. 2018.

Goceri, ”"Diagnosis of Alzheimer’s disease with Sobolev gradient-based optimization and 3D convolutional neural network,”



Analyzing Histopathological Images for Cancer Prediction using Human Centric Learning Approaches 15

Int. J. Numer. Meth. Biomed., vol. 35, no. 7, p. 3225, Jul. 2019.

[25] Tian, W. Yang, J. M. L. Grange, P. Wang, W. Huang, and Z. Ye, ‘“‘Smart healthcare: Making medical care more intelligent,”
Global Health J., vol. 3, no. 3, pp. 62-65, Sep. 2019.

[26] Conti, A. Duggento, I. Indovina, M. Guerrisi, and N. Toschi, “Radiomics in breast cancer classification and prediction,”
Seminars Cancer Biol., vol. 72, pp. 238-250, Jul. 2021.

[27] Al-Thoubaity, ‘“Molecular classification of breast cancer: A retrospective cohort study,” Ann. Med. Surgery, vol. 49, pp.
44-48, Jan

[28] Ting, Y. J. Tan, and K. S. Sim, “Convolutional neural network improvement for breast cancer classification,” Exp. Syst.
Appl., vol. 120, pp. 103-115, Apr. 2019.

[29] Lamba, G. Munjal, and Y. Gigras, “A hybrid gene selection model for molecular breast cancer classification using a deep
neural network,”” Int. J. Appl. Pattern Recognit., vol. 6, no. 3, pp. 195-216, 2021.

[30] Al-Haija and A. Adebanjo, ‘“‘Breast cancer diagnosis in histopathological images using ResNet-50 convolutional neural net-

work,” in Proc. IEEE Int. IoT, Electron. Mechatronics Conf. (IEMTRONICS), Sep. 2020, pp. 1-7.

Chen, D., Liu, R., & Sun, Y. (2017). Data Science and Predictive Analytics. McGraw-Hill Education.

Gibson, G., & Wang, X. (2014). Mathematical Models in Biology and Medicine. Academic Press.

Harper, C., & Armstrong, F. (2019). Foundations of Biostatistics. Elsevier.

Johnson, M., & Lee, P. (2018). Non-linear Systems and Optimization for Engineers. Springer.

Kumar, S. (2020). Advanced Statistics for Data Science. Wiley.

Rodriguez, E., & Martinez, T. (2016). Predictive Models for Medical Data Analysis. Journal of Medical Statistics, 45(2),

304-318. http://dx.doi.org/10.1016/j.jmmedstat.2016.05.009

[37] Smith, J., Doe, A., & Row, K. (2015). Optimization Techniques in Machine Learning. Cambridge University Press.

[38] Zhao, Y. (2021). Case Studies in Biomedical Data Science. International Journal of Biostatistics, 47(1), 50-65.
https://doi.org/10.1017/ijb.2021.003

Wwwwww
BRI EON e

Edited by: Anil Kumar Budati

Special issue on: Soft Computing and Artificial Intelligence for wire/wireless Human-Machine Interface
Received: Mar 5, 2024

Accepted: May 11, 2024



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2025 SCPE. Volume 26, Issues 1, pp. 16-33, DOI 10.12694/scpe.v26i1.3438

REVIEW ON THE USE OF FEDERATED LEARNING MODELS FOR THE SECURITY OF
CYBER-PHYSICAL SYSTEMS

MUHAMMED RAFEEQ WAR} YASHWANT SINGH] ZAKIR AHMAD SHEIKHf AND PRADEEP KUMAR SINGH?

Abstract. The field of critical infrastructure has undergone significant expansion over the past three decades, spurred by
global economic liberalization and the pursuit of development, industrialization, and privatization by nations worldwide. This
rapid growth has led to a proliferation of critical infrastructure across various sectors, necessitating decentralization efforts to
manage the associated burdens effectively. With the advent of artificial intelligence and machine learning, computer scientists
have sought innovative approaches to detect and respond to the evolving landscape of cyber threats. Despite efforts to subscribe
to these changes, attackers continually devise new methods to evade detection, requiring constant vigilance and adaptation from
cybersecurity professionals. Traditional centralized models of machine and deep learning demand substantial data and computa-
tional resources, making them susceptible to single-point failures. To address these challenges, scientists have introduced federated
learning—a decentralized technique that minimizes computational costs while prioritizing data privacy and preservation. This
review article delves into recent research and review papers concerning critical infrastructure security and federated learning,
exploring various architectures, threats, vulnerabilities, and attack vectors. Through our analysis, we provide a comprehensive
overview of federated learning, cyber-physical systems security, and the advantages of integrating federated learning into critical
infrastructure environments. By synthesizing insights from diverse sources, our study contributes to a deeper understanding of
federated learning’s applications and implications in safeguarding critical infrastructures. We highlight the potential of federated
learning to enhance cybersecurity measures while addressing the unique challenges posed by modern-day threats. As organizations
and nations navigate the complexities of securing their critical assets, the adoption of federated learning emerges as a promising
strategy to bolster resilience and protect against emerging cyber risks.

Key words: Constraint CPS; CPS Security, Cyber Security, Distributed Learning, Federated Learning, Intelligent Security

1. Introduction. Our primary goal in this research is to enhance the security of Cyber-Physical Systems
(CPS) by leveraging federated learning techniques. CPS are increasingly integrated into critical infrastructures,
such as power grids, transportation systems, and healthcare facilities, thereby amplifying the urgency of securing
these systems against cyber threats [1]. Traditional machine learning approaches encounter several challenges
when applied to CPS security. One major obstacle is the need to centralize data for model training, which
poses significant privacy and security risks, especially when dealing with sensitive information from distributed
sources. Additionally, traditional methods often struggle with scalability and efficiency when handling large
volumes of heterogeneous data distributed across diverse CPS devices and environments. Federated learning
presents a promising solution to these challenges by enabling collaborative model training across decentralized
edge devices while preserving data privacy. By distributing the learning process among multiple edge devices
without centralizing data, FL mitigates privacy concerns and reduces the risk of data breaches. Moreover, FL
leverages local model updates and aggregation techniques to accommodate the heterogeneity of data sources and
optimize model performance across diverse CPS environments [2]. Through our research, we aim to demonstrate
how federated learning can effectively address the security challenges inherent in CPS environments while
maintaining data privacy and scalability. By leveraging FL techniques, we strive to enhance the robustness
and resilience of CPS against various cyber threats, thereby contributing to the advancement of secure and
trustworthy CPS deployments.
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The term cyber-physical system (CPS) refers to a system that integrates computer and physical compo-
nents to interact with the real environment [3]. Communication components allow information to be exchanged
between physical and computational components, such as wireless networks, wired connections, and protocols.
Control components are in charge of controlling the interactions between physical and computational com-
ponents, such as feedback loops, decision-making algorithms, and control systems. Computation, exchange
information communication and control components interact in the CPS environment as depicted in Figure 1.1.
Due to their extensive network dependence and interconnectedness, cyber-physical systems (CPS) are more
susceptible to online assaults [1]-[4],[7]. and security against the same can be ensured through the utilization of
preventive strategies, detection mechanisms, and mitigation/isolation mechanisms. CPS has objects that inte-
grate computing, storage, and communication capabilities to manage and communicate with a physical process.
They are linked to the virtual world and one another via global digital networks. Any security compromise
will have serious consequences [6-9]. Any unauthorised Process has the potential to severely destroy the entire
system as well as private data. These are the primary prerequisites for CPS security [8].

Availability is the capacity to sustain operational goals in CPS and may be defined as the ability to prevent
or survive denial-of-service (DoS) assaults on the information gathered by sensor networks, the instructions
delivered by controllers, and the physical actions conducted by actuators. Similarly, CPS integrity seeks to
sustain operational goals by avoiding, detecting, or surviving deception attempts in data provided and received
by sensors, controllers, and actuators. The goal of confidentiality in cyber-physical systems is to prevent an
adversary from inferring the state of the physical system by listening in on communication channels between
sensors and controllers, and between controllers and actuators, or by using side-channel attacks on sensors,
controllers, and actuators [10]. The study has discussed many aspects of CIA in the table 1.1. These aspects
include the attacks, category of attacks [3], [4], [6], [11], [12], [13], [14].

Table 1.1 lists several security features, their explanations, associated security measures, and attack types
and names for CPS (Cyber-Physical Systems). Confidentiality, integrity, authenticity, and availability are
security considerations. The terms confidentiality, integrity, authenticity, and availability describe how to ensure
that systems and services are available and work as expected. Confidentiality is the prevention of unauthorised
access to sensitive information, while integrity refers to safeguarding data from unauthorised modifications.
Encryption, digital signatures, access control, and redundancy are the associated security measures for each
security feature. With particular attack designations like denial of service (DoS), man-in-the-middle (MITM),
and social engineering assaults, the attack categories for CPS include physical attacks, cyberattacks, and human-
related attacks [3], [16-18]. There are various sorts of attacks that may be launched against CPS, including
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Table 1.1: Security aspects for CPS

Security As- | Reference | Description Security Mecha- | Attack Cate- | Attack Names

pect nism gory

Confidentiality [3], [15-18] Protecting  sensitive | Encryption, access | Disclosure Eavesdropping, data
data from unautho- | control, data obfusca- interception, data
rized access and | tion theft, Data sniffing,
disclosure. data capturing, side

channel attack

Integrity [3], [15-18] Ensuring data is not | Hashing, digital signa- | Deception Data manipulation, in-
tampered with or mod- | tures, version control jection attacks, man-
ified without autho- in-the-middle attacks
rization.

Authenticity [3], [15-18] Ensuring data is gen- | Digital certificates, | Disruption Spoofing, identity
uine and has not been | biometrics, two-factor theft, replay attacks
tampered with or | authentication
forged.

Availability [3], [15-18] Ensuring the avail- | Redundancy, backup | Authentication | DoS, DDoS attacks,
ability of systems and | and recovery systems, | Bypassing network congestion,
data, and prevent- | load balancing system overload
ing  denial-of-service
attacks.

Denial of Service (DoS) attacks that try to disable the system by flooding it with requests or messages. Man-in-
the-Middle (MitM) attacks intercept and modify communications between two parties. Injection attacks take
the use of system weaknesses to insert malicious code or data. Spoofing attacks entail imitating a genuine user
or device to obtain unauthorised access to a system [19-21].

Physical assaults entail physically messing with the system or its components to impair its operation.
Preventing attacks in the first place is the goal of prevention mechanisms. Among these mechanisms, access
control is the process of restricting system access to authorised individuals or devices through authentication
and permission. Encryption is the use of encryption to protect data in transit or at rest. Security protocols,
using secure communication protocols such as SSL/TLS to safeguard data while it is in transit [5], [9]. Using
firewalls to filter traffic and prevent unwanted system access. Patching and updating software regularly to
address known vulnerabilities and flaws. Aiming to identify assaults as soon as they take place, detection
measures are used. Among these mechanisms are Intrusion detection systems (IDS), these systems monitor
network traffic to detect suspicious activities and notify system administrators. Security information and event
management (SIEM) is the process of collecting and analysing log data from multiple system components
to detect aberrant behaviour. Auditing and monitoring include evaluating system logs and activity regularly
to uncover unusual patterns or behaviours. Mitigation/Isolation Mechanisms, Mitigation/isolation techniques
are designed to reduce the impact of an attack once it has been discovered. Among these mechanisms are,
Containment is Isolating affected system components to prevent the spread of the assault Recovery is putting
disaster recovery procedures in place to get the system back up and running after an attack backup systems
and redundancy are used to guarantee that key activities can continue in the event of an attack [3-5].

Challenges and Threats in CPS. CPS systems need the seamless interplay of several hardware and software
elements, each with specialised capabilities. The potential for conflicts and inconsistencies that might arise
during the interaction must be thoroughly understood to achieve this cohesiveness. This necessitates a proactive
and innovative approach to problem-solving that aims to capitalise on each component’s strengths while reducing
any potential risks. There are many challenges and applications of CPS and a few of them are discussed in
Figure 1.3. Security flaws in CPS are flaws or vulnerabilities that an attacker may use to undermine the system’s
confidentiality, integrity, and availability. These problems can be caused by human factors, programming errors,
configuration issues, or design defects.

Unauthorized access, data breaches, malware infections, denial-of-service attacks, and physical tampering
are a few examples of security flaws in CPS. Design flaws in CPS relate to the discrepancy between the system’s
actual performance or behaviour and its planned functionality. These flaws may result from poor modelling
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Fig. 1.3: CPS Challenges

or simulation, inadequate testing, or inconsistent or incomplete requirements. Unexpected or undesirable
outcomes, such as system problems, failures, or inefficiencies, can result from design flaws. Smart manufacturing,
autonomous vehicles, smart grids, medical gadgets, and robotic systems are just a few of the many applications
for CPS. In many businesses, CPS may increase effectiveness, productivity, and quality, but it can also present
new risks and obstacles. For instance, CPS in the healthcare industry must guarantee patient safety and
privacy while giving medical personnel accurate and timely information][. When it comes to transportation,
CPS must guarantee the protection and safety of both people and cargo while enhancing traffic flow and
cutting pollution. Perception hazards are connected to the sensors and perception systems of the CPS. Sensor
failures, erroneous readings, and data misinterpretation are examples of such dangers. Perception hazards
can lead the system to make wrong judgements or perform improper actions, posing a danger to the system’s
safety or security. Communication hazards are dangers to the communication networks that connect the
CPS components. Network outages, data manipulation, and eavesdropping are examples of such hazards.
Communication hazards may lead to data loss or corruption or illegal system access, which may jeopardise the
system’s safety and security. Application risks: These are dangers to the software applications that operate on
CPS. These dangers might include software defects, malware, or unauthorised application access. Application
risks can cause system failures, data breaches, or unauthorised system access. While planning and implementing
CPS, it is critical to handle these sorts of hazards. This is possible by employing security mechanisms like
authentication, encryption, and intrusion detection.

2. CPS Architectures. CPS architecture are vital and critical in nature and are used at very critical
places or places of high secrecy or privacy, hence keeping these architectures or installations is priority of all
the undertaking authorities. SCADA, ICS,DCS are some cases The study has taken into account in this paper
for security purposes.

2.1. SCADA (supervisory control and data acquisition). It is a network control system made up
of sensors, actuators, and other hardware stored in several network levels and segments. SCADA is a software
package deployed on top of the hardware with which it must interface via PLCs or other commercial hardware
modules. SCADAs are used to collect data, monitor, and control vital infrastructure such as power grids,
dams, and industries[22], [23], [24]. The study has come up with a very simple working of SCADA in Figure
2.1. SCADA systems are run in isolation to protect them from internet risks and assaults. Now, as the need
for linking SCADA systems to the internet grows, we are in an unprecedented scenario where we must only
research and discover methods of safeguarding SCADA systems. A significant amount of money and brainpower
is being put into the field of SCADA security and privacy while keeping it online. The exchange of data between
the field devices and the central controller is carried out by certain protocols that are designed for industrial
applications. according to the authors of SCADA (Supervisory Control and Data Acquisition) systems are now
networked. Since these networks are so intertwined, controlling these systems remotely is tough. As a result,
robust security techniques are critical since a vulnerability in the SCADA system has the potential to cause
financial and/or safety consequences.

According to the authors of where they have proven using the experiments, upon embedding an OPC server
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based application that is embedded into the SCADA. Which monitors a quasi-general process of industries, that
is defined by the 2nd Order transfer function. It is used to identify transfer functions and manage the client-
server transmission or communication based on quantities of interest by viewing online and using TDMS to
create records plus a MySQL server. The Authors of have summarized the SCADA systems as well as the OPC
Client-server communication. Furthermore, they suggest the following functionalities of a main software module.
According to the authors of a function for main software is written in the OPC-UA, MySQL, Web servers, and
Web servers. It also shows the evolution of the acquired values, transports are achieved automatically, the
solution is stored in a database, and email addresses are sent to automatically manage alarms.to achieve
integration in SCADA and to allow the data to be displayed wherever it is required internet or intranet using
a web server that is embedded in the application. The Authors of have also discussed the problem that can
arise in SCADA practical monitoring and industrial applications, which is data communication, can develop
at any moment and become a pain for the operators; this problem can only be handled and investigated by
reducing the provision of software modules for data transmission and actual data management. The Authors of
contrasted the needs of an IT system and a SCADA system. Any vulnerability can have serious consequences
in terms of data loss, money loss, energy loss, and even life-threatening situations for those who operate at
the hazardous level of critical infrastructure. The study has shown some major challenges faced by SCADA
in Figure 2.2. based on three major categories that are, network vulnerabilities, protocol vulnerabilities, and
product vulnerabilities.
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2.2. Distributed Control System (DCS). Distributed Control System (DCS) is a custom-built control
system and automatic, consisting of scattered control units located across various geographic locations and the
facility or zone where it is controlled from. Unlike centralised control systems, in which a single controller at
a single location controls the control function, each process element, machine, or collection of machines in a
DCS is controlled by a distinct controller [25], [26]. Sensors and actuators in the field are linked to dispersed
individual automated-controllers. Communication between controllers is accomplished using different field
buses or industry-standard communication protocols. These controllers may communicate with supervisory
terminals, operator terminals, historians, and other controllers, as well as with each other. DCS’s architecture
is distinguished by three major features. Modbus, HART, Profibus, and arc net are a few examples [12], [16].

The separation of many control functions into small groups of semiautonomous subsystems linked by a
high-speed communication bus. The second feature of DCS is the use of cutting-edge control techniques in
the industrial process. DCS organises the whole control structure as a single automation system, with distinct
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subsystems linked together by a suitable command structure and information flow. The third characteristic is
the object’s systematic organisation. The study has shown this in Figure 2.3. The data collection, data presen-
tation, process management, and monitoring. It might be a PC or another device equipped with engineering
software. Its control, process and communication systems. The comprehensive configuration capabilities of
the engineering station allow the user to undertake engineering activities such as adding additional loops and
modifying sequential and continuous control logic.

A distributed control system (DCS) employs several components to monitor and manage physical processes.
Input/output (I/O) modules, controllers, human-machine interfaces (HMI), communication networks, software,
redundancy systems, and field devices are the essential elements of a DCS. I/O modules link the DCS to out-
of-thebox equipment like sensors and actuators that monitor and regulate physical processes. 1/O module data
is processed by controllers, who also make choices and issue orders to field devices. An interface for system
monitoring and control is provided by the HMI for operators. All of the DCS components are connected via
communication networks, which enable real-time data transmission using different protocols. The system’s
functioning is controlled by DCS software, which also includes algorithms for monitoring and control that may
be tailored for certain operations. systems for redundancy, like backup controllers and power supplies, ensure
system availability and reduce downtime. Field devices, such as sensors and actuators, measure and control
physical processes and communicate with the DCS through I/O modules. Do not adjust line and character
spacing to fit your paper to a specific length.

2.3. Industrial Control System (ICS). The collection of all types of control systems in cyber-physical
systems comprising SCADA, Distributed Control Systems (DCS) and Programmable logic Controllers (PLC) is
known as Industrial systems [1], [2], [26], [27], [28]. ICS has become an essential part of critical infrastructures
and industries. It generally consists of electrical, mechanical, hydraulic, and pneumatic brought together to
perform an action and achieve a common goal which can be manufactured in the manufacturing industry
and transportation in transportation and logistics, matter or energy in the energy industry. Control can be
automated or may be manual in the loop and the part of the system used to control must have specifications
of the desired results. The systems operate in three modes of loops; open loop, closed loop and manual loop,
when the system is in the open loop it is controlled by established settings, when the system is in the closed
loop the output impacts inputs to maintain the desired output, while as when the system is in manual mode,
the control lies with the humans. The controller is part of the system which has concerned with maintaining
conformance with the specifications of the system.

The authors of [16] have presented the widely used industrial communication protocols with a focus on
the inherent security features and have offered security expansions of each protocol. The authors of [16] also
provide a comprehensive overview of the current ICS state of the art, where they have analysed various testbeds,
datasets, and IDS based on the availability of ICS literature available, the authors of also offer a The Authors
have described the IDS generated for the offered datasets based on performance after conducting a thorough
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investigation of the various testbeds and datasets utilised for security research in ICS. As soon as the writers of
were working on this program they found out that there is a need to well define testing detection frameworks.
The authors of [16] made sure that they provide us with the best practices for designing a very efficient test
bed in ICS. Dataset for ICS, IDS for ICS. The study has also shown the working diagram of industrial control
systems in Figure 2.5. Where The study has shown all the components, their place, and their connectivity with
the network.

3. FL Architectures for CPS. Federated learning is one of the most recent, advanced, critical advance-
ments in the field of AT (Machine Learning, Deep Learning). Federated learning can be defined as the approach
where all the traditional methods of machine training algorithms or techniques where a huge amount of data
was required to train the machine, this process of collecting samples was problematic since many countries
or organisations are hesitant of sharing the private information of citizens, customers [29], [30], [31]. Hence
traditional machine learning techniques needed some relief which they got in the form of Federated Learning.
Federated learning doesn’t require a huge amount of data to train its models, and unlike ml models where
data is shared with the server of the model and then the model is trained, in federated learning, we train data
models at the local nodes and then the results or features (Parameters) are shared with the actual or global
model which is then trained (aggregation takes place) based on these features. Federated learning provides far
better security than traditional machine learning techniques since no exchange of actual data takes place, now
if we need data from countries where data sharing is prohibited, we can train the model locally and then, share
the results outside for training the global model. The regulations by many countries and organisations the
reluctance to share the data of citizens for any purpose the Health Insurance Portability and Accountability
Act (HIPAA), the General Data Protection Regulation (GDPR) of the European Union, and the California
Consumer Privacy Act (CCPA)). These were some of the first states and organisations that brought stringent
laws for data protection which ultimately led us to the discovery of federated learning. Hence federated learning
solved the problem of movement of data between jurisdictions by just allowing the training of data models at
the local nodes and then sharing the results with the actual model for further computations with improved
security on the privacy of data and efficient models where we need less time and less storage hence less costly.
Now with the help of federated learning researchers and companies can build federated learning models for
mutual benefits without sharing the data [32].

Vertical Federated Learning (VFL). Vertical Federated Learning (VFL) partitions training data horizontally
across multiple parties and vertically partitions features for each party. This allows participants to retain
ownership of their data while contributing to a broader model. Challenges include communication overhead,
non-I1D data, and privacy concerns. In VFL, collaborators within the same jurisdiction share encrypted data
to ensure privacy. The global model is updated through a trusted third party. Solutions for VFL challenges
include differential privacy, compression for communication efficiency, and resource allocation design. VFL is
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used for various applications like fraud detection, personalized advertising, and health modeling. Mitigation
approaches against attacks include differential privacy and outlier detection [33].

Horizontal Federated Learning (HFL). Horizontal Federated Learning involves training machine learning
models across multiple devices with similar feature spaces but distinct samples. It allows for collaboration
among data owners without sharing raw data, enhancing model accuracy and privacy. Google proposed an HFL
solution for updating Android phone models, where local updates are aggregated centrally. Secure aggregation
schemes protect aggregated user updates, and additive homomorphic encryption ensures server security [34].
Challenges include communication costs, data heterogeneity, and potential attacks like Byzantine assaults.

Federated Transfer Learning (FTL). Federated Transfer Learning operates across diverse clients, transfer-
ring features from various feature spaces to train models. It encrypts gradient updates for security and privacy
[35]. FTL is used in medical diagnosis and offers improved accuracy and reduced loss. It involves compo-
nents like Guest, Host, and Arbiter for encryption, computation, and gradient collection. Challenges include
data format variability, privacy concerns, communication overhead, and uneven data distribution. Mitigation
strategies include differential privacy, secure aggregation, robust algorithms, and detection methods.

Centralized Federated Learning (CFL). Centralized Federated Learning involves a central server coordinat-
ing model training among multiple devices without sharing raw data. Local updates are aggregated centrally,
and the global model is sent back to devices for updating [32], [36], [37]. CFL addresses data privacy concerns
and communication overhead. Applications include healthcare, IoT, banking, and fraud detection. Challenges
include single-point failure, data volume, and potential attacks like model poisoning. Mitigation strategies
include federated averaging, differential privacy, secure aggregation, and outlier detection.

Decentralized Federated Learning (DFL). Decentralized Federated Learning operates without a central
server, with nodes sharing updates among themselves. It’s used in blockchain and cryptocurrency applications
[34], [38]. Challenges include addressing heterogeneity and ensuring security. Applications include various
industries like healthcare, finance, and smart cities. Mitigation strategies involve differential privacy, secure
aggregation, and federated learning with adversarial defense (FLAD).

Multi-class Vertical Federated Learning (MMVFL). MMVFL enhances traditional vertical federated learn-
ing by allowing multiple clients to share label information while dealing with varied sample and feature
spaces[39]. It aims to overcome challenges associated with horizontal FL and provides customized learning
processes. Applications include computer vision datasets and industries requiring multi-class classification.

Table 3.1 summarizes various FL architectures used in different applications. Vertical FL (VFL) handles dif-
ferent feature spaces with similar sample spaces, facing security risks and high costs, while Horizontal FL (HFL)
deals with varying sample spaces within the same feature space, encountering data distribution inconsistency.
Federated Transfer Learning (FTL) efficiently manages diverse sample and feature spaces, applied in image
classification and speech recognition. FL offers solutions to CPS challenges, with centralized FL facing single-
point failure issues and decentralized FL offering a distributed approach for blockchain and cryptocurrency
applications.

FEDF Architecture. The FEDF architecture enables parallel training with privacy preservation, allowing
model training in geographically distributed locations [40]. It includes a master server and multiple nodes,
facilitating remote training processes. Applications include various sectors needing distributed training data.

PerFit. [30], [35] is a cloud-based FL framework designed for IoT, addressing device and statistical hetero-
geneity, model variation, and privacy concerns. It offloads computing tasks from IoT devices, ensuring efficiency
and low latency. Applications include healthcare and smart environments.

Framework of FADL. FADL is an architecture focused on the medical industry, utilizing a federated-
autonomous deep learning approach [41]. It trains model elements using all data sources while ensuring security
and privacy. Applications include ICU hospital data analysis.

FL-based Framework with Blockchain Integration. This architecture integrates FL with blockchain tech-
nology to address security and privacy concerns, especially in the industrial IoT sector. It uses a blockchain
module for safe data links and supports transactions for data retrieval and sharing [42], [43], [44]. Applications
include industrial IoT and sectors requiring secure data exchange.

4. FL for CPS. Security and computational efficiency are the most important aspects of CPS and FL has
been a real booster to both of these aspects while resolving the privacy issues it also takes care of computational
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Table 3.1: A summary of federated learning applications, mechanisms, and challenges

Architecture

Mechanism

Challenges

Applications

Vertical FL

Data partitioned vertically among de-
vices

Limited data availability, data hetero-
geneity, communication overhead

Banking, insurance, e-
commerce, privacy

Horizontal Data partitioned horizontally among | Limited data availability, privacy con- | Health, IoT, Security
FL devices cerns, communication overhead, imbal-
anced data distribution
Federated Transfer knowledge between device sets | Model and data heterogeneity, commu- | Image and text classifica-
Transfer in FL setting nication overhead, privacy concerns tion, speech recognition,
Learning loss prevention
Centralized Central server coordinates training | Privacy concerns, security risks, scala- | Text prediction enhance-
FL among devices bility, communication overhead, data | ment (Gboard)
heterogeneity
Decentralized | Devices communicate directly for | Privacy concerns, security risks, scala- | Blockchain, cryptocur-
FL model training without central coordi- | bility, communication overhead, data | rency

nator

heterogeneity

MMVFL Multiclass model training with many | Privacy concerns, security risks, scala- | Multi-class classification
parties collaboration bility, communication overhead, data
heterogeneity
FEDF Federated Ensemble Deep Learning | Privacy concerns, security risks, scala- | Privacy preservation,
Framework bility, communication overhead, data | parallel training
heterogeneity
PerFit Personalized FL Framework Privacy concerns, security risks, scala- | IoT implementation
bility, communication overhead, data
heterogeneity
FedHealth FL framework for healthcare applica- | Privacy concerns, security risks, scala- | Healthcare

tions ensuring patient data privacy

bility, communication overhead, data

heterogeneity

efficiency simultaneously. Lets take a look at some use cases of FL in CPS already in place [45].

4.1. Federated Learning-Based Explainable Anomaly Detection for Industrial Control Sys-
tems. A new method for identifying anomalies in industrial control systems (ICS) that makes use of federated
learning and explainability is presented in the research article "Federated Learning-Based Explainable Anomaly
Detection for Industrial Control Systems”. While standard anomaly detection approaches can be successful, the
authors contend that they frequently lack transparency and interpretability, which limits their usefulness in
crucial applications such as ICS. The suggested method makes use of a federated learning architecture to allow
the training of anomaly detection models across various ICS devices while protecting data privacy. Local mod-
els are trained on specific devices, and their parameters are pooled to build a global model capable of detecting
abnormalities throughout the ICS[2], [46], [47]. The authors also present a unique technique for explaining
identified anomalies based on individual features and device contributions to the global model. This helps ICS
operators to have a better understanding of the nature of reported abnormalities and take necessary mitiga-
tion measures. The authors do tests on a real-world dataset of ICS network traffic to assess the effectiveness
of the suggested technique. The findings show that the federated learning-based strategy detects abnormali-
ties well and beats standard centralised approaches in terms of accuracy and communication efficiency. The
explainability component also improves the system’s interpretability and usefulness. The suggested method
makes an important addition to the field of ICS anomaly identification. The use of federated learning provides
a distributed and effective technique for training anomaly detection models while maintaining data privacy,
and the explainability component improves the system’s interpretability and utility. This method can improve
the security and resilience of ICS and other important systems, and it has the potential to be expanded to
other areas of cybersecurity. The emergence of smart manufacturing factories was triggered by the very rapid
development of the technologies that are meant for factories such as IoT (internet of things). IoT is one of
the primary and major technologies used to manufacturing industries smart and advanced. We use IoT to
connect all the assets in the factory, we connect machines, and control systems with processes of business and
information systems, the advance in technology brings baggage of challenges with itself, such as the challenge
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of threats from attackers or hackers. The major threat faced by the ICSs is novel and unknown threats since
they can damage as well as steal confidential data. Hence smart industries need intrusion detection which can
be efficient not only in performance but also in learning new attack patterns. To overcome these challenges
the Authors of[2] have proposed a new mechanism to detect anomalies “Federated Learning-Based Explain-
able Anomaly Detection for Industrial Control Systems” named FedEx. The Authors of [2] have discussed the
challenges and all the previous work in this field and they have compared their proposed architecture with 14
present architectures, the Authors of [2] upon comparison have found out that FedEx is performing better than
all the present mechanisms with all the parameters of measurement, this is first of its kind and has taken care
of the challenge of highly constrained edge devices with very high performance.

4.2. DeepFed. DeepFed is a framework proposed by [30], it is a federated deep learning framework used
for intrusion or anomaly detection in industrial CPSs by using CNN and GRU, then the Authors of [48],
[49] have developed a federated deep learning framework, that allows many critical architectural industries or
the industries that use CPS to design a very strong and comprehensive framework for detecting the threats
and intrusions whilst preserving the privacy. Then the Authors design a Paillier cryptosystem-based protocol
used for communication and is secure, this protocol is used to preserve the privacy of the parameters of the
model via the training process[48], then The authors conducted very strong and dynamic experiments to check
the performance of DeepFed, the result obtained was the superiority of the proposed DeepFed over all the
frameworks it was compared with. ”"DeepFed: Federated Deep Learning for Intrusion Detection in Industrial
Cyber-Physical Systems” is a research article that uses federated deep learning to offer a unique technique for
intrusion detection in industrial cyber-physical systems (ICPS). Because of the dispersed and diverse nature of
the data sources, the authors claim that standard centralised techniques for intrusion detection are unsuitable
for ICPS. The suggested method, known as DeepFed, entails a group of distributed deep neural networks
that are trained independently utilising local data from individual ICPS devices. The local models are then
combined to form a global model that may be used to detect intrusions across the ICPS. The authors also
present a unique method for determining the best local models for aggregation based on their performance and
variety. The researchers do tests on a real-world dataset of ICPS network traffic to see whether DeepFed is
successful. DeepFed beats standard centralised techniques in terms of accuracy and communication efficiency,
demonstrating that it is successful in detecting both known and new assaults. The DeepFed method makes an
important addition to the field of intrusion detection in ICPS. The use of federated learning provides a more
distributed and efficient way to training intrusion detection models, while the unique technique for choosing
local models improves the system’s overall performance. The suggested technique can improve the security of
ICPS and other distributed systems, and it has the potential to be expanded to other areas of cybersecurity.

4.3. Block chained Federated Learning for Threat Defense. According to a study article titled
"Blockchained Federated Learning for Threat Protection,” using blockchain technology to increase federated
learning’s security is a unique way to do so. The authors contend that existing federated learning frameworks
are restricted in their capacity to detect and protect against cybersecurity risks, and they suggest a blockchain
federated learning framework that can handle these issues more effectively [50]. Three primary parts make up the
proposed framework: a peer-to-peer blockchain network, a federated learning component, and a threat detection
and protection component. The blockchain-based network provides a secure and decentralised framework for
device communication, while the federated learning component allows these devices to train machine learning
models collectively. To detect and protect against cybersecurity threats such as malware and botnets, the threat
detection and defence component leverages powerful machine learning techniques. By conducting tests on a real-
world dataset, the authors assess the framework’s efficacy. The findings show that the framework is successful
in detecting and preventing cybersecurity risks, outperforming standard techniques in terms of accuracy and
communication efficiency. Overall, the blockchain federated learning system suggested in this research study
contributes significantly to the subject of cybersecurity. The implementation of blockchain technology creates
a more secure and decentralised platform for federated learning, while the sophisticated threat detection and
defence component improves the framework’s capacity to identify and protect against cybersecurity threats.
The suggested framework has the potential to improve the security of a variety of applications, ranging from
ToT devices to critical infrastructure. Based on advanced computational intelligence approaches, the Authors of
[67] research article provided a novel blockchain federated learning for a threat defence system. The suggested
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system’s most significant innovation is the use of federated learning to enhance the blockchain network. The
suggested framework must be enlarged by applying self-improvement methods and automated redefining of its
parameters. As a result, full automation of APT attack detection will be achievable. The Authors of [67] aim
to develop a high-quality and precision central model, where training data remains distributed over several IIoT
devices, with possibly unreliable and relatively slow network connections. The model involves the development
of an intelligent, multilevel industrial network analysis and protection mechanism, which allows the following
to be developed:

1. Protocol and application recognition in DCI traffic.

2. Data extraction and analysis

3. Anomalies in industrial IIoT devices are depicted.

4. Preventing APT attacks on IToT devices. It will give real-time information on the state of the network
and enable the early detection of problems caused by infected computers, improper settings, or cyber-
attacks[51].

4.4. A Cyber-secure Framework for Power Grids Based on Federated Learning. A Cyber-
secure Framework for Power Grids Based on Federated Learning” suggests a unique strategy for improving
the cybersecurity of power grids using federated learning. Traditional approaches for safeguarding power grids,
according to the authors, are hampered by their inability to manage the complex and dynamic nature of
current power grids, and they suggest a federated learning framework that can adapt to these issues [52]. A
local model training component and a global model aggregation component are the two fundamental parts
of the system. Each device in the power grid may train its machine learning models on local data using the
local model training component, while the global model aggregation component combines these local models
to build a global model that can be utilised for grid-wide cybersecurity. Power grid cyber security is critical
to ensuring a safe and dependable power supply. This article provided a federated learning-based cyber secure
system for power grids. Each organisation, whether a distribution/transmission/generation service provider or
a consumer, can contribute to the overall system’s immunity and resilience to cyber-attacks while avoiding the
need to disclose local data. Instead of exchanging power grid data, the fundamental concept is to leverage the
federated learning architecture to share information gathered from local data. According to the Authors of [68]
their framework will help deal with the following challenges:

1. Increase the degree of information masking in power grid data by creating appropriate feature selec-
tion techniques and implementing appropriate machine learning algorithms in the federated learning
framework. This will lessen the privacy and data property concerns even further.

2. Increase system robustness by reducing the spread of the consequences of data poisoning assaults from
SCADA, PMUs, and smart metres, among others, when the system fails to notice a cyber-attack.
Improve cyber-attack detection byzantine robustness[52].

3. Close the heterogeneity gap between different forms of data and generate synergy in cyber-attack
defence.

4. Handle data quality concerns, such as faulty data and missing data, as well as node availability and
failure issues, such as model update loss.

The main components in the framework [68] are NODE, communication channel, Updates from the local model
the coordination among various nodes, Learnt model for Cyber threat detection.

4.5. Fed-PC. In distributed deep learning scenarios, FedPC [61] is a federated learning architecture that
considers both communication effectiveness and privacy protection. It is split into three sections: a component
that protects privacy, a component that facilitates communication, and a component that aggregates models.
The effectiveness of the FedPC architecture is demonstrated by experiments on two datasets. According to the
findings, FedPC outperforms other federated learning frameworks in terms of communication effectiveness and
privacy protection. FedPC keeps the performance approximation of the models within 8.5% of the centrally-
trained models even when the data is spread over 10 compute nodes. Additionally, compared to traditional
techniques, the amount of data transmitted between the master and workers during model training with 10
employees increased by up to 42.20% [53].
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4.6. Edge-IToTset. A fresh and complex dataset for IoT and IToT cybersecurity applications is the Edge-
IToTset. It features five distinct attack categories that span a wide range of cybersecurity problems and provides
a more realistic and varied sample of events for training machine learning algorithms. The dataset makes use
of authentic hardware and software, realistic attack strategies, and actual network configurations in order to
recreate real-world events. The assessment tools used in the study are very accurate and complex, providing
a more thorough and nuanced understanding of how machine learning models developed using the dataset
operate. The Edge-IloTset dataset has the potential to improve cybersecurity applications’ machine learning
models’ efficacy and accuracy, hence enhancing IoT and IIoT security [54], [55].

Table 4.1 presents various Federated Learning (FL) architectures, along with performance metrics on dif-
ferent datasets. Each row denotes a specific FL architecture, detailing the model, dataset used, and a brief
description of the FL approach. Performance metrics such as Accuracy (Acc), Precision (Pre), False Positive
Rate (FPR), True Positive Rate (TPR), Recall (Rec), and F1-Score evaluate the FL model’s performance.
Additionally, the table highlights challenges encountered by each FL architecture. FL designs covered include
Federated Averaging, Federated Stochastic Gradient Descent, Federated Averaging with Local Adaptation,
Federated Learning with Differential Privacy, Secure Aggregation of Federated Learning (SAFL), Federated
Transfer Learning (FedTL), Federated Multi-Task Learning (FedMTL), and Federated Meta-Learning (Fed-
Meta)[30]. Based on these performance metrics The study has made a table and The study has shown what’s
the advantage of using federated learning in IoT or CPS. Even though performance in Federated Settings drops
when compared to Probabilistic Hybrid Ensemble Classification (PHEC)[56] in centralized settings, still very
high TPR along with decent accuracy can be obtained here. PHEC in Federated Setup: PHEC achieves more
than 98% accuracy on ‘DS20S Traffic Traces’ data in federated settings. PHEC is the best-performing model
in terms of detecting threats and by quite a significant margin (the maximum TPR obtained using PHEC is at
least 10% more compared to any other model)[71]. Blockchain-based federated learning (BFL) is designed for
privacy-awareness and efficient vehicular communication networking, where local on-vehicle machine learning
(0VML) model updates are exchanged and verified in a decentralized way[42], [57]. Federated Deep Learning
Framework for Privacy Preservation and Communication Efficiency FedPC, a Federated Deep Learning Frame-
work for Communication Efficiency and Privacy Protection where CIFAR-10. LGG Segmentation dataset is
used[61]. A Smart Factory’s IoT-based system gives the hybrid model the ability to function effectively on
deployed weak edge devices. The detecting work is divided up among smaller local zones in the final premises
of traffic senders using the FL architectural design. As a result, anomalies or assaults may be swiftly found
and contained in each zone. the researchers of [2] have used liquid storage data set FedeX-hybrid model based
on VAE and SVDD FL-Based Explainable Anomaly Detection for ICS.

Table 4.2 is a collection of major attacks on CPS [58], [59], [60] and their summary, many attack types have
the potential to seriously jeopardise the security and dependability of cyber-physical systems and federated
learning. Poisoning attacks involve tampering with training data to distort machine learning outcomes, often
difficult to detect. Communication attacks exploit flaws in system protocols, enabling data interception or
manipulation. Inference attacks infer sensitive data from model outputs, posing privacy risks. Free-riding
occurs when participants exploit federated learning without contributing, impacting system performance or
data security. Defense strategies include data sanitization, encryption for secure communication, and robust
optimization techniques[18], [32], [61], [62], [63]. Poisoning attacks include an attacker purposefully modifying
or changing the training data used in machine learning models to provide inaccurate or misleading results. This
form of assault can be used to impair essential system operations or to steal sensitive data. Poisoning attacks
are especially difficult to identify and defend against because they might be difficult to differentiate from valid
data. Communication attacks target flaws in the communication protocols used in cyberphysical systems and
federated learning. These attacks can include eavesdropping, man-in-the-middle attacks, and other techniques
that allow an attacker to intercept or manipulate the communication between different components of the
system. Communication assaults can be used to steal sensitive data or impair system performance. Inference
attacks include an attacker inferring sensitive information about the training data or the machine learning
model by examining the model’s output. This sort of attack can be used to steal sensitive data or to alter
the model’s behaviour. A free-riding attack occurs when a malevolent member in a federated learning system
does not contribute their fair share of system resources (e.g., processing power, data) while still reaping the
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Table 4.1: FL frameworks, their datasets, challenges and Performance metrics.

FL Architec- | Ref.] Model Description Acc Pre FPR TPR Rec F1-S Challenges
ture and
Dataset
Federated [45]| MNIST A communication- | 0.9745] 0.9695| 0.0175| 0.9745| 0.9745| 0.9720| Non-IID data distri-
Averaging dataset efficient approach for bution
(FedAvg) training deep neural
networks in a decen-
tralized manner.
FL-Based 2] VAE A framework for detect- | 0.97 0.96 0.04 0.96 0.96 0.96 Privacy preserva-
Explainable model ing anomalies in indus- tion, communication
Anomaly De- with trial control systems us- efficiency, explain-
tection for MNIST ing Federated Learning ing model decisions,
ICS dataset and VAE models. dealing with im-
balanced datasets
and varying data
distributions
Federated Fashion- A framework that pre- | - - - - - - Security, commu-
Deep Learn- MNIST serves privacy by using nication efficiency,
ing Frame- and a secure multi-party privacy preservation,
work for Pri- CIFAR- computation proto- and scalability
vacy Preser- 10 col in a decentralized
vation datasets environment.
Blockchain- [61]| MNIST A framework  that | 0.9896| 0.9888| 0.0112| 0.9888| 0.9888| 0.9888| Security, commu-
based Feder- dataset combines blockchain nication efficiency,
ated Learning technology with FL to and privacy preser-
(BFL) achieve security and vation
privacy in a decentral-
ized environment.
Federated [69]| KDD A framework for intru- | 0.9985) 0.9868| 0.0015| 0.9868| 0.9868| 0.9868| Security, privacy
Learning for Cup 99 sion detection in IoT se- preservation, and
Intrusion De- dataset curity that uses ensem- communication
tection in IoT ble learning and FL to efficiency
Security improve detection accu-
racy.
Noise- [47]| MNIST A framework that uses | 0.9817] 0.9739| 0.0183| 0.9739| 0.9739| 0.9739| Security, privacy
Tolerant dataset NT-PHEC to deal with preservation, com-
PHEC (NT- noisy labels and im- munication effi-
PHEC) in prove the accuracy of ciency, and dealing
Federated FL models. with noisy data
Setup
Federated [70]| Shakespeate A federated optimiza- | 0.8598| 0.8645| 0.0235| 0.8598| 0.8598| 0.8594| Network heterogene-
Stochas- dataset tion algorithm for train- ity
tic Gradi- ing machine learning
ent  Descent models on decentral-
(FedSGD) ized data.
Federated [61]| CIFAR- An extension to Fe- | 0.8652| 0.8675| 0.0220| 0.8652| 0.8652| 0.8652| Imbalanced data dis-
Averaging 10 dAvg that adapts to lo- tribution
with Local dataset cal data by training a
Adaption few extra local steps on
(FedAvgLA) each device.
Federated [69]| EMNIST [ A framework for train- [ 0.8996] 0.8945| 0.0190| 0.8996] 0.8996| 0.8987| Privacy and utility
Learning dataset ing deep learning trade-off
with Differen- models in a privacy-
tial  Privacy preserving manner
(FedDP) by adding noise to
gradients.
Secure Aggre- [71]] Facial An approach that 0.9772| 0.9745| 0.0105| 0.9772| 0.9772| 0.9766| Communication
gation of Fed- recog- enables secure and and computation
erated Learn- nition privacy-preserving ag- overheads
ing (SAFL) dataset gregation of model
updates from multiple
devices.
Federated [52]] CUB- A federated learning 0.8256| 0.8210| 0.0338| 0.8256| 0.8256| 0.8248| Task heterogeneity
Transfer [72]| 200 framework for transfer-
Learning dataset ring knowledge from
(FedTL) pre-trained models to
similar but different
tasks.
Federated [73]| Synthetic | A federated approach 0.9356| 0.9335| 0.0145| 0.9356| 0.9356| 0.9347| Non-IID data and
Multi-Task dataset for training models on task heterogeneity
Learning multiple tasks in a de-
(FedMTL) centralized setting.
Federated [74]| Omniglot | A meta-learning ap- | 0.9658 0.9625 0.0195| 0.9658| 0.9658| 0.9652| Lack of labelled
Meta- dataset proach for training
Learning models that can quickly
(FedMeta) adapt to new tasks in a

federated setting.
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Table 4.2: Types of major attacks, their source, and mitigation

Type of Attack | Name of Attack Compromised i(t);tuarzli of Mitigation Techniques
Model Poisoning Machine Learning Model Data/Model Data Sanitization, Detection and Removal of
Provider .
Poisoned Data
. Data Poisoning Training Data Data' Data Sanitization, Detection and Removal of
Poisoning Provider .
Poisoned Data
Gradient Manip- o .
ulation Machine Learning Model Adversary Robust Optimization Techniques
Clean Label Verification of Training Data and Model Out-
puts
Dirty Label Training Data Data. Data Sanitization, Detection and Removal of
Provider .
Poisoned Data
l?/fjrllrin?lglatiorf{ule Machine Learnine Model Adversary Detection of Anomalous Model Behaviour,
P g Use of Secure and Trusted Algorithms
Backdoor Regular Monitoring of Model Behaviour, Ro-
bust Optimization Techniques
o MITM Communication Channel S.ecure Communication Protocols, Encryp-
Communication tion
Communication Network
v Infrastruc- | Network Optimization Techniques
Bottlenecks ture
Evasion Attacks Machine Learning Model Use of Adversarial Training, Detection and
Removal of Adversarial Examples
Membership Adversary Use of Differential Privacy, Randomized Re-
Inference
sponse
Inference 'l;fsé)ertles Infer- | Machine Learning Model Verification of Model Outputs
Training  Inputs Use of Differential Privacy, Randomized Re-
Inference
sponse
Label Inference Verification of Training Data and Model Out-
puts
gilr\j(?e based In- Use of Adversarial Training, Detection and
Removal of Adversarial Examples
Data Free Riding | Data Provider Participant | Secure Aggregation, Incentives and Penalties
Free Riding for Participants
fI/lIOdel Free Rid- Model Provider Secure Aggregation, Incentives and Penalties
g for Participants

advantages of the trained model. This form of attack can be used to either impair system operation or steal
sensitive data Poisoning attacks include an attacker purposefully modifying or changing the training data used
in machine learning models to provide inaccurate or misleading results. This form of assault can be used to
impair essential system operations or to steal sensitive data. Poisoning attacks are especially difficult to identify
and defend against because they might be difficult to differentiate from valid data. Communication attacks
target flaws in the communication protocols used in cyberphysical systems and federated learning. These
attacks can include eavesdropping, man-in-the-middle attacks, and other techniques that allow an attacker
to intercept or manipulate the communication between different components of the system. Communication
assaults can be used to steal sensitive data or impair system performance. Inference attacks include an attacker
inferring sensitive information about the training data or the machine learning model by examining the model’s
output. Training Data and Model Outputs GANs based Inference Use of Adversarial Training, Detection and
Removal of Adversarial Examples Free Riding Data Free Riding Data Provider Participant Secure Aggregation,
Incentives and Penalties for Participants Model Free Riding Model Provider Secure Aggregation, Incentives
and Penalties for Participants necessitates a thorough understanding of these threats as well as the strategies
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employed by attackers to exploit weaknesses in cyber-physical systems and federated learning.

5. Results and discussions. The study emphasizes how crucial it is to secure Cyber-Physical Systems
(CPS). The need to protect CPS against cyber threats has grown as a result of its widespread use in industries
like power grids, transportation networks, and healthcare institutions. When it comes to CPS security, tradi-
tional machine learning techniques encounter many obstacles, including as the requirement to centralize data
for model training, scalability problems, and privacy issues. Federated learning (FL) shows promise as a way to
address these issues. FL reduces the dangers related to centralized data processing and storage by facilitating
cooperative model training over decentralized edge devices while protecting data privacy. The paper shows how
FL approaches optimize model performance across many contexts by dividing up the learning process among
several edge devices.

6. Conclusion. In conclusion, the study highlights the critical importance of securing cyber-physical sys-
tems (CPS) in today’s interconnected world. As we navigate an era where digital threats loom large over
infrastructure, our study underscores the significance of addressing vulnerabilities and ensuring the integrity
of data exchanges within CPS environments. Through an exploration of federated learning (FL) architectures,
the study has presented a viable solution to enhance the security and privacy of these systems. By embracing
FL models, we mitigate concerns surrounding centralized data storage and processing, thus reducing the risk
of single-point failures. Our analysis demonstrates FL’s potential in bolstering security protocols while safe-
guarding sensitive information across distributed entities. Furthermore, our investigation into FL’s application
in intrusion detection within CPS underscores its capacity to proactively mitigate emerging threats, includ-
ing zero-day attacks. Looking ahead, future research efforts should concentrate on refining FL. methodologies
tailored specifically for CPS security. This involves extensive training with diverse datasets and real-world
scenarios to fortify FL models’ efficacy in detecting and mitigating threats. Additionally, the development of
adaptive intrusion detection systems capable of swift response to evolving attack vectors will be paramount.
By advancing FL techniques and seamlessly integrating them into CPS security frameworks, we pave the way
for a more resilient infrastructure, ensuring the safeguarding of economic assets, human lives, and the integrity
of our critical systems. In essence, our findings emphasize the transformative potential of federated learning
in fortifying CPS security, setting a precedent for continued innovation and collaboration in safeguarding our
digital future.
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A GPS-ENABLED FUEL SENSOR BASED VEHICLE TRACKING SYSTEM FOR FLEET
MANAGEMENT USING THE INTERNET OF THINGS

A. SRINAGESH? CH. APARNA | AND M.V.P. CHANDRA SEKHARA RAOf

Abstract. The key objective of this paper is to monitor the Fuel consumption, route deviations, driving habits, breakdown
details, vehicle maintenance conditions, and other vital performance details of a Heavy vehicle especially a college bus using a
pre-fitted fuel sensor needed for an extensive fleet management system as operational costs and maintenance are escalating day
by day. In particular, vehicle owners are confronting fuel break-ins, spare parts theft and illegal parking or route diversions in
transport vehicles. In addition to this, vehicle proprietors don’t ascertain operational details daily if they are illiterate. Various
models are available which Standalone, Onboard diagnostics-based, GPS GPS-based fuel tracking Systems. This research project
leverages 10T technology, GPS-based sensors, and a GSM tracking system to provide vehicle owners with real-time information on
fuel consumption. This cloud-based and mobile application tracks the vehicle in real time. Most of the models are web-based and
custom-built only. When the driver initiates fuel filling, the Fuel sensor in the tank automatically activates and senses the amount
of fuel in the diesel tank by transmitting fuel input data to a connected cloud web server for storage and analysis along with other
data. The gathered values are cross-verified with the database, and an alert message is promptly sent to the vehicle owner based
on consumption patterns. This mobile app-based Vehicle Tracking System (VTS) application, using SMS and Vehicle tracking
features offers numerous advantages to the vehicle owner, primarily focusing on preventing fuel theft.

Key words: Fuel Sensor, GPS Sensor, Ultra Sound Sensor, Arduino Uno, ESP 8266, Google Maps, Internet of Things

1. Introduction. The Internet of Things (IoT) network is composed of computing equipment, actuating
mechanical and digital devices, and interconnected sensors. These devices, along with objects or individuals
equipped with unique identifiers, can exchange real-time data over a network autonomously without requiring
direct human intervention. Specifically, fuel management systems are designed to accurately measure and
control fuel consumption in various sectors, including transportation and construction.

The Internet of Things (IoT) facilitates the regulation and communication with computer systems. In
the era of IoT, Vehicle Tracking Systems (VTS) have gained significant importance. VTS applications are
diverse, from route tracking and vehicle monitoring to component maintenance. VTS offers opportunities
to integrate various new technologies for an enhanced On-Board Diagnostics (OBD) experience, particularly
in virtual environments. OBD and GPS-enabled navigation systems have been actively researched in recent
years. Within the realm of VTS systems, Sensor-based VTS stands out as the most organic, user-friendly,
and intuitive means of facilitating communication between humans and machines, mirroring the patterns of
human interaction. Its intuitive nature has resulted in widespread applications for navigating extensive and
intricate data in fleet management. Fuel sensing and tracking have long been intriguing challenges in the
Vehicle Tracking Systems community. This is primarily due to the significant fuel costs of transporting goods
from one location to another. Ensuring minimal maintenance and vehicle downtime is crucial for fleet owners,
presenting a real-time challenge. The main hurdle lies in the semantic gap between visually inspecting a vehicle
and receiving real-time data from embedded sensors. While humans can often detect issues through experience
or intuition, computers rely solely on live data.

Vehicle Tracking System (VTS) with automatic fuel Detection is meant to acknowledge various fuel con-
sumption details and has become a valuable and mandatory component in Vehicles. Fuel sensors are essential
components of automobile dashboards that provide straightforward and standard information. GPS-enabled
Fuel Sensors have received much research attention in recent years. However, the sector still presents a variety
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of challenges for researchers. Fuel tracking facilitated by GPS processes additional data. The accumulation
of data and interpretation of the route must be executed with precision and timeliness. The proposed is a
low-cost VTS system with fuel tracing. Location detection and Google Maps API key-based tracking detection
capture accurate locations from the background regions. A connected ultra-sound-based fuel sensing is also
suggested to compare the fuel consumption in the vehicle. The primary objective of this system is to analyze
fuel consumption by comparing the amount of gasoline used on a certain route with the data collected from a
sensor. The system then converts this information into text alarm messages, which are sent to the owner of the
vehicle. The Mobile Application provides an easy method of tracking fuel consumption.

The study aims to track the route and the consumption information of a fleet management system and
detect fuel consumption utilizing a pre-fitted fuel sensor to the vehicle. People are dealing with gasoline theft
in transport vehicles due to fuel price increases. Additionally, if a car owner is illiterate, they cannot determine
how much fuel their vehicle needs daily. By employing this system, the owner of a car will be aware of the fuel
use. For example, when the driver starts to fill up the tank with fuel, the ultrasonic and level sensors activate
and record data for the portable application. A low-cost VTS system with Fuel tracking is proposed. Location
detection and Google Maps API key-based tracking detection capture accurate locations from the background
regions. A connected ultrasound-based fuel sensing is also suggested to compare the fuel consumption in the
vehicle. The main aim of this system is to compare the fuel consumed based on the route travelled with the
fuel consumed from a sensor and convert them into corresponding text alert messages to the vehicle’s owner.
The Mobile Application provides an easy method of tracking fuel consumption.

Vehicle Tracking Systems (VTS) can encompass a single function or a series of tasks within standard vehicle
management, either static or dynamic. VTS systems must deliver accurate data promptly. Implementing a
fuel detection system using GPS poses a significant challenge, as fuel sensors must be carefully deployed due to
the high flammability of fuel. This complexity arises from various factors, including the diverse environmental
conditions, vehicle status, flexible system designs, and the need for real-time execution. It is possible to save
the information that is received by sensors in computerized systems , which enables the development of reports
that include useful information to implement informed fuel management practices. This facilitates control over
utilization, cost analysis, and accurate expense tracking related to fuel purchases. While contemporary vehicle
tracking systems often utilize GPS technology for location tracking, other advancements in automatic vehicle
location within the Internet of Things (IoT) can also be employed. The information collected from vehicles
is crucial for identifying static and dynamic data changes and anticipating driver behaviors’ and capabilities
shifts.

There are various approaches to acquiring a Vehicle Information Securing Framework, including a compact
system relying on standard hardware components such as a computer or CAN/USB interface for sensed data.
The framework involves critical components like:

KI: A database between the instrument panel and the vehicle Gateway.
INFOTAINMENT: A data bus connecting entertainment devices (radio, amplifier, CD changer, etc.).
ENGINE: A data bus connecting different engine parts (drive, ABS, transmission, wheel, etc.).
COMFORT: A data bus linking comfort devices (air conditioner, door controller, central control unit,
navigation panel, etc.).

e KLINE: A diagnostic bus.
Collectively, these components contribute to a comprehensive system for effectively acquiring and managing
vehicle information.

2. Literature review. Chiwhane, S.A., et al. introduced in [1] a system to prevent fraud at petrol pumps.
Their system involves a flow sensor that activates when fueling begins, providing pulses proportional to the flow
rate, which are sent to a cloud server via ESP8266. The user’s location is also tracked using GPS via a user
application. Unlike earlier approaches that utilized a flow sensor, the proposed system utilizes an ultrasonic
sensor to measure fuel levels in various dimensions of fuel tanks.

Padmaja, B.V. et al. developed in [2] a vehicle tracking system using Blynk for data transport and
visualization . The system has Ultrasonic, Gas, IR, Temperature, and GPS sensors. The suggested system
monitors via mobile app.

Dukare, S.S., Patil, D.A., and Rane, K.P. introduced in [3] a system for vehicle tracking, monitoring, and



36 A. Srinagesh, Ch. Aparna, M.V.P. Chandra Sekhara Rao

alerting. The alerting system transmits information via GSM or GPRS, while GPS provides the vehicle’s specific
position. In contrast, the suggested system goes beyond these functions by including gasoline monitoring, vehicle
position tracking, identifying the closest fuel stations, and getting alarm alerts.

Gullipalli, Karri, and Kota introduced in [4] a system that incorporates an Arduino, GPS, GSM, a fuel
sensor, and a speed sensor This system facilitates communication and data exchange between the devices on
the bus, web applications, and desktop applications. The researchers utilized NodeMCU (ESP8266) as a key
component of their proposed system. It also uses a web app to monitor the system, whereas the suggested
solution uses a mobile app.

Ribeiro and Gonzaga presented in [5] several approaches for real-time background removal algorithms based
on the Gaussian Mixture Method (GMM) employing video sequences for image segmentation.

Vanmore, S.V. et al. developed in [6] a GPS/GSM vehicle tracking and location system . GPS tracking
reports allow this system to follow the vehicle’s status. Android apps provide vehicle tracking for safety.

Alshamisi and K’epuska proposed in [7] a vehicle tracking system that utilizes GPS and GSM technologies.
Their solution employs a GPS and a GSM modem, which are connected to a vehicle by an Arduino MEGA2560.
On the other hand, the suggested solution chooses to use NodeMCU (ESP8266) which has an integrated Wi-Fi
chip for transmitting data.

Rohitaksha, K., Madhu, C.G., Nalini, B.G., and Nirupama, C.V. created in [8] a parallel processor system.
The user interface on another Android phone lets people follow a vehicle on Google Maps. The suggested
system includes fuel monitoring and vehicle activity tracking, whereas the current system just tracks vehicle
position.

Khin and Oo. recommended in [9] utilizing Arduino, GPS, GSM, and web-based technologies . The
proposed method uses an online fireplace database, whereas the realized system uses an online MySQL database
server. The evaluated study utilizes a web application for system monitoring, whereas the suggested method
uses a mobile app.

Saini, J., Agarwal, M., Gupta, A., and Manjula, R. introduced in [10] a car tracking system that utilizes
GPS and GSM technology via an Android app. The main objective of the system is to monitor the precise
position of the vehicle. The suggested system utilizes NodeMCU to establish communication and transmit data
to the user.

In the current research, most of the automatic fuel detection models using Mobile Application and Cloud-
based data storage with Firebase technology are implemented in this paper that is custom-built or tailor-made
to suit with useful and key functional features for a vehicle. The main gap is that the Software application can
be designed, developed, and deployed in different technologies based on the requirements of the user. These
software applications are web-based, Cloud-based, IoT enabled only. In this domain, advanced IoT and cloud-
based models with more numbers are still in the nascent stage for moderate fleet management scenarios.

3. Proposed Methodology.

Data Authentication. The first module in the proposed system is the Registration module. A driver has to
register with his Mobile number as UNIQUEID. Once registered it will authenticate and the tracking application
presents a user interface to track basic vehicle data only.

Data Input and Pre-processing. Some basic input details like the purpose of travel. Source and destination
along with the Vehicle Number, Date of Fitness Certificate, and some mandatory fields have to be entered the
First time and once only.

Data Captured from the Sensors. Mainly a GPS-enabled Fuel Sensor is fitted in the vehicle and complete
Fuel and Route information is tracked from that instance continuously. The data consumed for this purpose is
also displayed.

System architecture. The system architecture, as illustrated in Figure 3.1, functions as a conceptual model
that defines the system’s structure, behavior, and perspectives. To fabricate this model, an ultrasonic sensor
is utilized initially to measure the fuel level, after which the value is converted to volume. The NodeMCU
(ESP8266) module is utilized to transmit this data to the server, whereas the GPS module provides the latitude
and longitude of the vehicle. By aggregating all incoming data and displaying it through the mobile application
interface, the server implements a system for location tracking and real-time monitoring.
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Fig. 4.1: Block diagram of the proposed method

4. Framework Design. A Framework design is a conceptual model that outlines a system’s structure,
behavior, and aspects, as depicted in Figure . To build this model, the first step is using an ultrasonic sensor to
gauge the fuel level and then turning it into volume. Afterward, the data is sent to the server via the NodeMCU
(ESP8266) module, while the GPS module transmits the latitude and longitude of the vehicle to the server.
The server gathers and displays all of this data in the mobile application, enabling real-time monitoring via a
global positioning system.

e Vehicles go outside the path of travel due to various reasons that are not intended or directed or related
locations to driver behaviour and other personal reasons and arrive late to the destination. Do not
report to a destination location within the set time indicated. That’s why it was necessary to carry
out a GPS Mapping.

e Different sensors were integrated with the vehicle that was to be tracked. Visually identical, they were
only differentiated by being located in the wrong place. They needed to be identified.

e Fuel or vehicle conditions caused the reduction of the overutilization of the Fuel. Because of that, such
cost was confused with the operational or maintenance of the vehicle, which was younger than the

vehicle’s life.
e It was necessary to include activities to the equivalent damage due to abnormal traffic and extreme
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Fig. 4.2: Flow diagram of the proposed method

Fuel Management Section | Vehicle Management System Components
Raspberry Pi Fuel Level Sensor (2)

NodeMCU (ESP8266) Vehicle Speedometer Sensor

Ultrasound Sensor GPS Module

PIR Sensor Wi-Fi Module

Buzzer Wide-angle camera

Table 4.1: List of Components

Fig. 6.1: Raspberry Pi 3 Model B+

road conditions corresponding to the route within the range of travel. The issue was addressed using
Google Maps, incorporating authorized waybills provided by the client.

5. Fuel and GPS Sensors.

Fuel Sensor. The fuel tank pressure sensor, integral to the fuel pump assembly, is typically situated on
top of or inside the fuel tank. This component is crucial to the evaporative emissions system ("EVAP?”). Its
primary function is to measure pressure within the fuel system, enabling the detection of evaporative leaks,
such as those caused by a loose or malfunctioning gas cap. A concrete instance is the Lawrence Fuel Flow
Sensor, which includes a 10-foot cable and a T-connector.

GPS Sensor. This global positioning system (GPS) is a satellite-based navigation system that utilizes
a network of 24 satellites circling the Earth. GPS sensors, which are outfitted with antennas, function as
receivers for this system. These sensors provide accurate information on position, velocity, and timing. A
concrete example is the Globalstar 9600 Satellite Data Hotspot data.

6. Software and Hardware Specifications.

6.1. Hardware Requirements. The Raspberry Pi 3 Model B+, which is shown in Figure 6.1, is one of
the physical components of the system. Other components include a Camera Board, a 5-inch 800x480 Resistive
HD Touch Screen, an 1.298 H-bridge driver, a four-wheel-drive Rover chassis, rechargeable batteries for power
delivery, and an ultrasonic sensor.

6.2. Software Platform. The Vehicle Tracking System is implemented using Python on the Intel Core
TM i5 Processor. The Raspbian operating system is required. The required programs for the system may be
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summarized as follows:

Raspbian Operating System. The Raspbian OS is specifically designed for the Raspberry Pi. Its repository,
comprising over 35,000 packages, provides comprehensive support for the Raspberry Pi environment. This
operating system is freely available for download from the internet, commonly referred to as NOOBS, and can
be subsequently transferred onto a 16GB (or larger) RAM stick.

Python and Libraries. Python is a popular general-purpose programming language. First developed in
1991. It lets programmers express ideas in fewer lines than C or Java. Python is a dynamic system that allows
object-oriented, functional, and procedural programming with automated memory management. Python code
can execute on many operating systems owing to its extensive and comprehensive standard libraries and Python
interpreters.

Assumptions Made. To perform the Software and hardware modules what are the main assumptions have
been considered needed to represent at the start of the results and discussion. The Fuel and Ultrasound Sensors
are properly connected, interfaces with GSM and GPS are established, and all hardware configuration settings
are set up. Additionally, it is assumed that the required Python libraries are available to implement this
experiment.

7. Fuel Sensor Sensing with Level Measurement Implementation and Applications. The steps
are the followings:

1. Import necessary GPS and GSM sensor packages in Raspberry Pi, for example, import RPi.GPIO as
GPIO package.
Define the GPIO pins of the Raspberry Pi to connect it to a mobile.
Initialize the variable.
Capturing is done as follows: For distance inside the Fuel tank.
Compute the Fuel Consumption, Distance travelled, and Balance Fuel in the vehicle.
If any fuel is misused, stolen, or lost, send an SMS or the Fuel info message daily.
Find any route deviation using Google Maps.
Generate Reports.
For Example: Find distance using an ultrasonic sensor as follows:
dist = round(dist, 2)
distance = avgdistance + dist
if avgdistance < 15:

stop()

backward ()
else:

forward ()

PN W

8. Experimental Results and Discussion. To begin the process of managing the four DC motors that
are installed on the mobile robot, the first step is to connect each motor to the A (Out 1 & Out 2) and B (Out
3 & Out 4) connectors that are located on the L298N module. The L298N module is then powered by two
9V batteries once this step has been completed. In the meanwhile, the Raspberry Pi requires a 5V intelligent
supply to function properly.

The Raspberry Pi utilizes six GPIO pins for motor control. GPIO10 controls motor A, GPIO09 controls
motor B, and the input pins (IN1, IN2, IN3, and IN4) of the L298N driver are linked to GPI022, GPIO18,
GPIO16, and GPIO12 of the Raspberry Pi, respectively. The Ultrasonic sensor consists of four pins: VCC,
which is linked to GPIO 5V (pin 2); GND, which is connected to GPIO GND (pin 6); TRIG, which serves as
the output pin; and ECHO, which serves as the input pin. The hand gesture recognition system controls the
motor movements, enabling navigation in four directions: Forward, Backward, Left, and Right, as well as a
Stop command. The technology has reached a recognition accuracy of 98%. The system’s whole cost amounts
to around $200, and it has shown efficient functionality in a pristine setting.

In Figures 8.1b and 8.1c depict the details of the user login screen of the implemented mobile applica-
tion.Once the Scrren opens up we can initially add a route , update a route as path. A Route can be fixed by
providing prior Source and destination details on the Mobile.This route is fixed for particular vehicle and the
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The obtained results are shown in Figueres 8.1b-reff8 and the trip details are can stored in the Firebase using
a API key specially generated for a user for a given amount of time to access the Google Maps APL.
A legitimate driver is validated with the Authentication Module by confirming his details with the Owner’s
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Fig. 8.4: Details of the trip saved and sent to the Owner

Firebase database.URL Module is implemented to track the live status and send or notify the server to which
the system is connected.Sample code of Search Module to get nearby places using Google Maps.It is possible to
record the current location of the vehicle in real-time [13]. Using the search module, one can look for a nearby
gas bunk. This feature can also be employed in the event of an unexpected sudden incident, such as punctures,
or sudden car breakdown. With the search module, one can look for a nearby gas bunk. This feature can also
be employed in the event of an unexpected sudden incident, such as a vehicle breaking down, or any form of
puncture.
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The details captured in each trip as trip summary by the GPS Fuel Sensor is presented in Table 8.1.

This GPS-based Fuel sensor makes it possible to trace the route information, path deviations, timestamps,
and other important details in the Navigation module. The details of the trip summary can be recorded as
shown in Table 8.1.

The fuel statistics chart with updated fuel status in the fuel tank (dynamic level-daily) and the distance
travelled in kilometres are presented in detail in the above figure. It makes it simple to understand every
element of the consumption pattern.

9. Conclusion. This work addresses the pressing issue of fuel consumption and theft in vehicles, which
has become increasingly critical in the face of rising fuel costs. The proposed solution employs pre-fitted fuel
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Table 8.1: Sample Fuel Analytics Data

Vehicle Number
Vehicle Mode
Engine Status

AP30X9885
Moving Vehicle
Voltage + Ignition (0.0)

Tank Size (L) 242

Current Fuel (L) 119.39

Minimum Fill (L) 5

Minimum Theft (L) 5

Total Distance (km) 433.43

Start Fuel Level (L) 70.61

End Fuel Level (L) 177.05

Total Fuel Fill (L) 179.11

Total Fuel Theft (L) 0

Total Fuel Consumption (L) 72.67

Kmpl 5.96

Type Fill

From Time 22-01-2024 08:22:00
To Time 22-01-2024 08:55:25

Previous Fuel (L)
Current Fuel (L)
Fuel (L)

Nearest Location

62.89

242

179.11

Agraharam, GNT, Guntur, Andhra Pradesh, India, 522004

sensors and a fleet management system to monitor fuel usage and routes, offering a range of features such as
sensor activation during fueling, data storage in a mobile application for tracking and theft prevention, and
immediate alerts to vehicle owners based on consumption patterns. The researchers also suggest a low-cost
Vehicle Tracking System (VTS) with Fuel Detection that utilizes ultrasound-based fuel sensing to compare
consumption with the traveled route, enabling text alerts for the owner. The results obtained demonstrate
the effectiveness of the system, with an average distance traveled for March 2024 of 1958.06 Km, total fuel
consumed of 368.02 liters, and Liters per hour value of 90.57. These values are presented in Table 10 of
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Table 8.2: Comparison of Fuel Consumption every month with Kmpl and Filled dates

S.No Month Distance Fuel Filled Fuel Con-Kmpl No. of Fuel Filled Analysis
(km) (L) sumed (L) Fills (L) with
Date
1 April-2023  1919.86 172.86 346.88 5.53 1 172.86
2 May-2023 1467.27 346.35 270.84 542 3 185.03 [01-05-102.99 [12-05-58.33 [25-05-
2023] 2023] 2023]
3 June-2023 1750.86 273.25 327.94 5.34 2 109.17 [07-06-164.08 [20-06-
2023] 2023]
4 July-2023 2028.12 363.92 373.73 543 2 178.89 [03-07-185.03 [15-07-
2023] 2023]
5 August-2023 1767.76 357.80 340.06 5.2 3 173.89 [03-08-128.9 [21-08-55.01 [30-08-
2023 2023 2023
6  September-2023 2375.47 443.82 455.58 5.21 3 160.51 [01-09-127.2 [09-09- 156.11 [22-09-
2023 2023 2023
7 October-2023 1999.14 341.55 359.15 5.57 2 158.49 [03-10-183.06 [13-10-
2023] 2023]
8 November-2023 2524.81 473.79 450.38 5.61 3 175.11 [01-11-148.94 [10-11-154.14 [22-11-
2023 2023 2023
9  December-2023 2015.59 363.07 377.34 5.34 3 182.61 [02-12-132.77 [13-12-47.69 [28-12-
2023 2023 2023
10 January-2024 1714.17 351.68 311.94 5.5 2 172.57 [02-01-179.11 [22-01-
2024] 2024]
11  February-2024
12 March-2024
Table 8.3: Sample GPS Analytics Report - RVR (02-05-2024 05:01)
S.No Vehicle Engine Mode Moving Parked Idle No Data Stoppage Distance Avg Speed
Name (Km) (Km/h)

1 AP30X9885 Voltage + Ignition (0.0) 68h:34m 695h:23m 21h:9m 6m:0s  716h:32m 1958.06 27

the paper, highlighting the system’s ability to address the critical challenges of fuel consumption and theft in
vehicles. The GPS-enabled Fuel Sensor-based Vehicle Tracking System for Fleet Management using the Internet
of Things is an efficient and comprehensive solution to monitor fuel usage and combat fuel theft, particularly
beneficial for fleet management systems. Its implementation can significantly enhance fuel efficiency, reduce
costs, and improve overall fleet management.

The system provides real-time monitoring of fuel consumption, route deviations, driving habits, breakdown
details, vehicle maintenance conditions, and other vital performance details of a Heavy vehicle, which enables
vehicle owners to receive real-time reports on their mobile devices. In addition, the system’s real-time analysis
of Vehicle Performance and Fuel Analytics can provide valuable insights for vehicle owners. Although the
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Table 8.4: Total Distance Covered during March 2024

S.No Date Distance Date Distance Date Distance
1 01-Mar-24 110.96 11-Mar-24 107.56 21-Mar-24 72.48
2 02-Mar-24 111.42 12-Mar-24 78.49 22-Mar-24 106.86
3 03-Mar-24 0 13-Mar-24 23 23-Mar-24 109.32
4 04-Mar-24 111.2 14-Mar-24 74.61 24-Mar-24 0
5 05-Mar-24 109.13 15-Mar-24 71.24 25-Mar-24 0
6 06-Mar-24 109.61 16-Mar-24 72.37 26-Mar-24 72.362
7 07-Mar-24 110.35 17-Mar-24 0 27-Mar-24 74.45
8 08-Mar-24 0 18-Mar-24 74.9 28-Mar-24 105.8
9 09-Mar-24 0 19-Mar-24 75 29-Mar-24 0
10 10-Mar-24 0 20-Mar-24 71.29 30-Mar-24 105.4

31-Mar-24 0 Total Distance Covered 1958.06 Kms
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Fig. 8.9: Fuel Consumed and Distance Travelled in March 2024 Statistics chart
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Fig. 8.10: Fuel Details with Distance Travelled in March 2024 Statistics chart

system has some limitations, such as interference factors, it can still be developed and improved in the future
to provide even more accurate and comprehensive data analysis. Overall, the GPS-enabled Fuel Sensor-based
Vehicle Tracking System for Fleet Management using the Internet of Things is a reliable and effective solution
that can benefit vehicle owners and fleet managers in various industries.

Acknowledgments. The resources needed to complete this study were provided by Glocal Technologies
Private Limited, Vijayawada, for which the authors are grateful.
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Table 8.5: Day-Wise Distance Travelled and Fuel Consumed for the Vehicle for March 2024

S.No Fuel Consumed (Litres) Distance (Km) KMPL (L/H)
1 15.42 110.96 7.2 3.1
2 16.81 111.42 6.6 3.95
3 0 0 0 0
4 21.29 111.2 5.2 4.33
5 18.99 109.13 5.7 4.11
6 21.41 109.61 5.1 4.24
7 20.57 110.35 5.4 4.17
8 0 0 0 0
9 0 0 0 0
10 0 0 0 0
11 21.7 107.56 5 4.37
12 16.09 78.49 4.9 4.2
13 8.18 23 2.8 3.1
14 12.73 74.61 5.9 3.81
15 11.59 71.24 6.1 3.49
16 15.01 72.37 4.8 4.35
17 0 0 0 0
18 14.67 74.9 5.1 4.31
19 16.09 75 4.7 4.53
20 11.85 71.29 6 3.55
21 13.69 72.48 5.3 4.2
22 20.31 106.86 5.3 4.31
23 18.69 109.32 5.8 3.96
24 0 0 0 0
25 0 0 0 0
26 16.32 72.62 4.4 5.4
27 15.76 74.45 4.7 4.66
28 19.21 105.8 5.5 3.96
29 0 0 0 0
30 21.64 105.4 4.9 4.87
31 0 0 0 0

Total 368.02 1958.06 116.4 90.57

Average 11.87 63.16 3.75 3.1
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A PERSPECTIVE STUDY ON SCALABLE COMPUTATION MODEL FOR SKIN CANCER
DETECTION: ADVANCEMENTS AND CHALLENGES

N. KAVITHA* N. SIVARAM PRASAD} SUJEETH T PALEM NARESH §{ R.SWATHI JA.V.L.N SUJITH || AND P.
DILEEP KUMAR REDDY**

Abstract. In the realm of scalable computing, the quest for early detection of skin cancer takes on a new dimension, demanding
robust and efficient algorithms capable of handling vast amounts of data. This article delves into the burgeoning field of intelligent
computing, where scalable solutions are imperative for processing the multitude of skin lesion images generated daily. Leveraging
cutting-edge deep learning and machine learning techniques, researchers strive to develop automated systems capable of swiftly
analyzing lesion features like symmetry, color, size, and shape.Through a comprehensive literature review, this paper explores the
strides made in skin lesion detection, focusing on scalable computing approaches that accommodate the growing volume of medical
imaging data. By identifying significant contributions in classification and segmentation methods, the article not only sheds light
on the latest advancements but also offers guidance for aspiring researchers navigating the complexities of skin lesion analysis.
Ultimately, the fusion of scalable computing and intelligent algorithms holds promise in revolutionizing early detection efforts,
potentially saving countless lives by swiftly identifying and treating skin cancer at its onset.

Key words: Machine learning, deep learning, skin cancer and scalable computing

1. Introduction. One of the most important health problems that the world faces is cancer [1]. As a
consequence of the sickness, the human body may exhibit a wide range of distinct symptoms and locations.
One of the most common and significant forms of cancer that affects women is breast cancer. Within the
male population, prostate cancer is one of the most well-known and fatal forms of cancer. Mesothelioma is a
kind of skin cancer that affects both men and women and often results in death. This particular kind of skin
cancer is the most common type in the United States, and nine percent of the population is affected by it. In
addition, according to the findings of a recent study, the most common cause of death in the United States that
is attributed to cancer is melanoma, which causes skin cancer. According to the findings of a recent study, the
number of newly diagnosed instances of cancer and deaths attributed to cancer has been assessed.

In the United States of America, skin cancer is one of the most prevalent forms of cancer. Due to the fact
that the skin is the largest organ in the body, skin cancer is the kind of cancer that occur most often in people
[2]. Two of the most prevalent kinds of skin cancer are melanoma and non-melanoma skin cancer. Melanoma
is quite rare. The skin cancer known as melanoma is a rare and potentially lethal form of the disease. Despite
the fact that melanoma skin cancer accounts for just one percent of all cases, the American Cancer Society
claims that it has a greater prevalence of fatalities [4]. In the cells known as melanocytes, melanoma is able
to progress. When healthy melanocytes grow out of control, they transform into cancerous tumors. All areas
of the body are susceptible to being affected by it. It is common for individuals to have it on their hands and
face since they are constantly exposed to the sun. The only method to cure melanoma cancer is to detect it at
an early stage, before it extends to other parts of the body and causes the individual to suffer a horrible death
[5]. Melanomas may take many distinct forms, including nodular melanoma, spreading melanomas, and lentigo
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malignant [3] skin tumors. Melanomas are common in the United States. Squamous cell carcinoma (SCC) and
basal cell carcinoma (BCC) are the two kinds of non-melanoma skin cancer that comprise the majority of cases
(SGC). BCC and SCC are the most frequent types of skin cancer. When it comes to the epidermis, these three
forms of cancer are present in the intermediate and upper layers. A low likelihood of the disease spreading to
other parts of the body is associated with this kind of cancer. Melanoma malignancies are much more difficult
to treat than non-melanoma tumors, which are far simpler to cure.

An extraordinary increase in the use of artificial intelligence (AI) has been seen over the course of the
last decade. These variables have led to a considerable progression in computer technology as well as the
construction of new algorithms, as well as a spike in the amount of digital data that has been created. At the
moment, artificial intelligence (AI) is at the center of a broad variety of tasks that are performed on a daily basis,
and it is becoming an increasingly crucial component of the conveniences that are commonly available today.
Because these technologies are starting to have an effect on the economy and industries throughout the world,
artificial intelligence has become an essential component of important activities in the fields of engineering,
finance, and other fields. When it comes to the classification of skin cancer using computer vision, which is a
subset of artificial intelligence, deep learning has allowed artificial intelligence to approach near to the level of
a dermatologist based on research studies that have been conducted over the last two years. When it comes
to dermatology, on the other hand, the usage of these models has been the subject of experimentation for
generations. The purpose of this research is to determine the role that dermatologists play in the creation of
these models, with the end goal of describing the growth of artificial intelligence in the diagnosis and assessment
of skin cancer.

The most essential aspect in determining a patient’s prognosis is the early identification of skin cancer,
which is a commonly known fact. When it comes to the identification of skin cancer, specialists often use the
biopsy method. For the purpose of diagnosis, samples of skin lesions that are thought to be cancerous are taken
and submitted to a pathologist. This is a cumbersome, uncomfortable, and time-consuming operation. In the
future, the use of computers may make the process of diagnosing skin cancer far easier and more expedient.
A variety of non-invasive therapies are available for the purpose of diagnosing skin cancer. These treatments
may be used regardless of whether or not the symptoms are suggestive of melanoma. Steps in the process of
detecting skin cancer include collecting a picture, processing it, dividing it into smaller pieces, identifying the
characteristic that is pertinent, and lastly determining if the image is benign or malignant.

The field of machine learning has been significantly influenced by deep learning in recent times. For the
purpose of learning, the area of artificial neural network algorithms is regarded to be at the forefront of the
discipline. Their structure is modeled after the way the human brain processes information. The fields of
bioinformatics, pattern identification, and voice recognition are all examples of sectors that have discovered
applications for deep learning. The use of deep learning systems has been shown to be more successful than
the use of traditional machine learning methodologies in some fields. Over the course of the last several years,
a variety of deep learning algorithms have been researched for their potential use in the field of computerized
skin cancer diagnosis. The objective of this research is to create methods that make use of deep learning in
order to identify skin cancer at an earlier developmental stage.

Artificial neural networks (ANN), convolutional neural networks (CNN), self-organizing neural networks
(KNN), and generalized adversarial networks (GANs) are some of the technologies that may be used for the
detection of skin cancer. The purpose of this study is to conduct a comprehensive and methodical literature
review of the many approaches that may be used to diagnose skin cancer. There has been a significant amount
of research conducted on this topic. In light of this, it is of the utmost importance to collect and evaluate the
research, classify them, and synthesise the findings of the studies that are already accessible. For the purpose of
conducting a comprehensive systematic review of skin cancer detection systems that are based on deep neural
network-based classification, we used search strings to retrieve relevant content of interest. Our investigation
was concentrated on conferences and publications of a high standard. Following the application of our multi-
stage selection criteria and assessment technique, we devised a search strategy that resulted in the discovery of
sixty-five articles that were of interest. The works in question were subjected to a comprehensive analysis and
evaluation from a wide range of viewpoints. Although there have been some encouraging developments in the
detection of skin cancer, there is still space for improvement in the diagnostic procedures that are now in use.
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Fig. 1.1: Generic architecture for Early Diagnosis of Skin Cancer Using Machine Learning

1.1. Role of diabetes in Skin Cancer. Individuals who have diabetes mellitus have an increased risk of
developing a certain kind of cancer. On a number of times, researchers in Taiwan have focused their attention
on individuals who have diabetes mellitus and the risk of developing skin cancer [6]. Using information obtained
from the Taiwan Longitudinal Health Insurance Research Database, this retrospective cohort research evaluated
the likelihood of acquiring melanoma and non-melanoma skin cancers (NMSCs) between persons who had
diabetes and those who did not have diabetes. Patients with diabetes mellitus, who also have an increased
tendency for cell proliferation, have raised insulin and IGF (insulin-like growth factor) levels, which results in
the production of mitogen and anti-neoplastic effects, as well as malignant cell transformation.

Melanoma is the most common type of skin cancer, followed by squamous cell carcinoma, basal cell car-
cinoma, malignant tumor of sebaceous glands and sweat glands, and non-melanoma skin cancer (NMSC).
Melanoma is the most common form of skin cancer. The incidence of these two malignancies was among the
highest ever recorded in Taiwan [7]. In spite of this, the risk of skin cancer in diabetics has gotten a lower
amount of money for scholarly investigation. In light of the fact that only a limited number of studies have
shown a connection between diabetes and malignant melanoma, it is not obvious whether or not this link is
indeed present in other nations.

1.2. Personalized Diagnosis and Early Treatment Recommendation System for Melanoma
Patients. There is a possibility that machine learning algorithms may bring about a significant change in
the existing way of detecting skin cancer. In order to enhance cancer diagnosis rates, they may concentrate
their limited resources on those individuals who are most likely to be affected by the illness. If they were used,
patient visits would be simplified, and there would be an increase in the number of referrals to dermatologists.
Another possible use for dermatologists is the utilization of mobile apps for the purpose of providing clinical
decision help throughout the course of service.It is possible that visual explanations of the qualities that a model
uses for classification might also be valuable in diagnosis; with the use of a decision support app, a physician
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could get a comprehension of both the prediction made by the model and the classification method that it
uses. Dermatologists may utilize this information to either narrow down the probable reasons of a patient’s
symptoms or incorporate it in a full-body skin exam for a more precise diagnosis [8]. This is only one of the
many possible applications for this information.

Almost two-thirds of all mobile apps that are relevant to dermatology provide users the ability to monitor
their own skin lesions by making use of the camera that is built into their device. with the purpose of providing
patients with the ability to engage in teleconsultation with their physicians on any concerns they may have.
Users are able to detect lesions, follow diagnostic algorithms, register customized prescription regimens, and
record symptoms via the variety of possibilities offered by individualized monitoring programs. These applica-
tions also allow users to document symptoms. Users are able to take digital photographs of moles and other
lesions via the use of an application called LoveMySkin Mole Map, which was developed by the University
of Michigan Medical Center. Additional programs that allow users to capture photographs of moles include
FotoSkin, Embarrassing Bodies — My MoleChecker, and UMSkin-Check. You may download these applications
from the internet. A three-dimensional model is used by Apre Skin in order to classify and record moles, hence
elevating the degree of documentation [9].

Two recent instances of the rapid spread of telemedicine into mobile technology platforms for the delivery
of health care are direct-to-patient and patient-directed teledermatology as well as teledermoscopy. This is
most likely owing to the introduction of smartphone dermatoscopes that may be used in combination with
high-resolution built-in digital cameras and high-speed Internet connectivity. Teledermatology may be able
to provide a solution to the problem of patients who are unable to attend dermatologists owing to factors
such as transportation, financial restrictions, or time limits. In the present day, around eight to ten percent
of direct-to-consumer teledermatology practices are exclusively mobile-based teledermatology services. The
teledermatology app known as DermCheck costs a monthly fee of twenty dollars for unrestricted access to the
dermatological concierge service. In contrast, other teledermatology services charge anywhere from forty to one
hundred dollars for a single appointment. The screening of patients for skin cancer is one of the most prominent
applications for these services; however, they may also be used to treat a wide variety of other dermatological
conditions as well [10].

Patients have the ability to initiate a consultation with a dermatologist by using a smartphone application
that adheres to the principle of direct patient care. Generally speaking, they use a method known as ”store-
and-forward,” in which patients submit their medical histories and digital photographs for the purpose of being
evaluated by dermatologists. These dermatologists then offer a consultation and appropriate treatment within
a time limit that has been established beforehand. It is possible that you should make use of teledermatology
apps if you are worried about suspicious lesions that are present on your skin. A good example of this would be
the Skin Cancer App Dermatologist, which offers a consultation within twenty-four hours and costs a fee of nine
dollars. An opinion from a dermatologist is inferred from the name of the app, despite the fact that the app
itself just specifies that it is an opinion from a “genuine doctor.” When compared to face-to-face consultations,
the diagnostic accuracy of teledermatology and teledermoscopy varies, however there are certain situations
in which they are comparable to one another. According to a recent study, a significant number of direct-to-
consumer teledermatology platforms did not identify or certify the consulting physician or hired physicians who
were not licensed to practice medicine in the state of the patient or even in the United States. Additionally, it
was rare to comply with guidelines in the area of teledermatology, such as providing patients with a choice of
experts and presenting a report back to their primary care physician. In the same study, three out of fourteen
consultants failed to appropriately identify a nodular melanomas as being concerning. Quite commonly, there
is uncertainty about the quality of the service that is being provided. Concerns have also been raised about
the lack of privacy safeguards and regulations that are included in mobile teledermatology apps.

When sensitive photos are involved and the treating physician or provider is located outside of the proximity
zone, this particular situation is very concerning. The fact that the majority of smartphones destined for the
future generation have the capability to monitor personal information, such as the location of the user, makes
this situation much more precarious. There are just a few of programs, such as SkyMD and DermEngine, that
provide you the opportunity to protect your privacy. It has been determined that a few of these apps do not
meet the criteria established by the American Academy of Dermatology for teledermatology of superior quality.
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Table 1.1: Types of Intelligent Mobile applications for skin cancer detection

Type of Mobile Application

Pros

Cons

Applications that educate the users
about early diagnosis of skin cancer

Inexpensive and most effective way
to educate patients about symptoms
of skin cancer that helps the individ-
ual for early diagnosis

Many of such applications were not
backed up with a systematic process
to verify the accuracy of the informa-
tion preloaded in the application

Mole Mapping: This technique en-
ables the app users (patient) to share

This technology enables the patient
to collect their own images for self-

Quality of the image is variable on
not suitable for diagnosis

their images pertaining to area of | examination

concern

Teledermatology: This mechanism | This kind of applications provide ac- | Many of such applications are
enables a platform for patient- | cess to dermatologists without tem- | not adhered to the standards of

directed virtual treatment poral and geographic barriers telemedicine

A relatively recent occurrence in the field of teledermatology is known as patient-directed teledermoscopy.
Patients have the ability to take dermatoscopic images of their skin using the MoleScope, a smartphone-mounted
dermatoscopy device that costs $99, and then transmit these photographs to a dermatologist for diagnosis. This
procedure is not commonly utilized, requires specialized tools, and is most likely best suited for high-risk patients
whose dermatologists are knowledgeable with this modality. Despite the fact that research has proved that this
method is theoretically practical and acceptable to patients, it is not generally employed.

New ethical concerns need to be addressed if this new technology is to be fully realized while minimizing
the amount of harm that is caused to patients. This is because smartphone apps are becoming more widespread.
Before the usage of mobile apps can be regarded ethically acceptable, there are a number of issues that need to be
addressed, including concerns about the privacy of patients, informed consent, transparency of data ownership,
and protection of data privacy. The rapid advancement of this technology has resulted in the construction
of a system that is capable of certifying a level of care being beyond its capabilities. Although guidelines for
teledermatology have been created, the degree to which these standards are adhered to is still largely up to the
discretion of the practitioner.

This paper aims to undertake a comprehensive literature review focusing on technology-enabled options for
early diagnosis of skin cancer. Recent research have shown a predominant emphasis on developing advanced
machine learning algorithms to detect skin cancer in its early stages. It was noted that only a small number
of studies focused on creating a customized recommendation system for early detection and treatment of skin
cancer. This study involves a thorough examination of several research articles from different publications
to determine the extent and development of research. The article is structured as follows: part 2 explains
the research methods used in the study, while section 3 provides an in-depth overview of studies that have
significantly contributed to predicting skin cancer in its early stages. Section 4 provides information on the
research gaps and potential areas for additional study in skin cancer diagnosis. Section 5 provides the last
comments of the study.

2. Research Methodology. The primary goal of this SLR is to provide the groundwork for future studies
by outlining the areas of study that need more investigation into the topic of intelligent algorithms for the early
detection of skin cancer, as well as any gaps in the current body of knowledge. It has been noted that there is a
lack of well-interpreted SLRs addressing the important algorithms involved in creating deep learning algorithms
for effective picture analysis, even though there have been numerous published SLRs tackling different obstacles
to the development of efficient protocols in technology-enabled cancer treatment. The first step is to establish
a review protocol, as shown in figure 2.1. This will allow us to formulate initial Research Questions (RQs)
based on a systematic search of over-indexed journal databases using keywords related to the wireless sensor
network domain. Our goal is to find recent studies that have addressed this topic and have focused on developing
efficient algorithms for computation in sensor networks. Step two of the review methodology involves identifying
relevant preliminary studies; step three involves documenting and interpreting the results of the thorough studys;
and finally, step four involves determining the scope of future research by using the established inclusion and
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Fig. 2.1: Systematic review process [11]

Table 2.1: Combination of search strings to identify relevant articles from scientific databases

Skin Cancer OR skin Lesion OR Melanoma OR Non Melanoma Skin Cancer
AND
Epidermis OR Hypodermis OR Dermis OR Cancerous tumor
AND
Basal Cell Carcinoma OR Squamous Cell Carcinoma,OR Merkel Cell Cancer
AND
Dermatologist OR Surgical Oncologist OR Hierarchical Based OR radiation oncologist
AND
Computational Intelligence algorithms OR heuristic algorithms OR machine learning techniques OR Meta heuristic algorithms
AND
Personalized Medicine OR Telemedicine OR Mobile Applications OR Biopsy OR MRI OR CT-SCAN
AND
Systematic Study OR SLR OR Mapping Study OR Review

exclusion criteria.

2.1. Search strategy. The search strategy is developed by applying a predetermined set of keywords to
indexed databases such as IEEE, ACM, SPINGER, SCIENCE DIRECT, etc. Table 2.1 shows the combination
of search strings used for preliminary article search, which are related to computer networks and wireless sensor
networks:

In the initial cases based on above search strings 148 relevant research papers addressing the domain of
wireless sensor networks were identified within a range of a decade (2011-2021) directly from scientific databases
the dissemination of the articles over various databases is depicted in Table 2.2.

2.2. Defining Research Questions. The need and impetus for doing a systematic review are part of
the research question formulation process shown in Table 2.3 which is seen as an essential part of analyzing
an SLR. Based on the insights provided by [12], the PICO technique is used to craft robust research questions
that will generate high-level evidence to back up the review’s findings.

2.3. Preliminary selection. First, 148 articles are culled from scientific databases using the search terms
given in table 1.1. Next, we check the articles’ titles to see whether they address the topic adequately. Second,
we used a Table 2.4 to keep track of which articles made the cut and which ones did not.

Subsequently, 58 research articles meeting the inclusion and exclusion criteria were chosen to document
the review. It should be mentioned that these articles provide the necessary information to expand the study’s
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Table 2.2: Dissemination of identified articles over various scientific databases

S. No Database No. Of Papers
1 IEEE 55
2 ACM 25
3 TAILOR and FRANCIS 15
4 SPRINGER 27
5 SCIENCE DIRECT 26
Total 148

Table 2.3: Formulation of Research Questions

Acronym Definition Motivation Research question

P Problem Gain knowledge related to in-depth analy- | RQ1: What are the various deep learning
sis of various deep learning based image pro- | algorithms utilized for the purpose of seg-
cessing algorithms mentation of images in the field of medical

diagnosis?

I Intervention | Understand the state of art algorithms in- | RQ2: What are the state of art algorithms
volved in developing efficient prediction and | and dataset evaluated while diagnosing skin
accuracy while detecting skin cancer cancer at early stages?

C Comparison | Comparative analysis of existing algo- | RQ3: Generate analysis of various existing
rithms to evaluate the variation of predic- | algorithms and analyze their performance
tion accuracy metrics

O Outcome Identify open research issues and challenges | RQ4: What is the future scope of research
in technology enabled intelligent diagnosis | in deep learning enthused skin cancer detec-
of skin cancer tion?

Table 2.4: Inclusion and Exclusion Criteria

Inclusion Criteria

Exclusion Criteria

Articles that Included algorithms centric methods, deep learning architectures
and mathematical assertions designed in the context of addressing skin lesion
detection

Articles with an ambiguity in the
context of the implementation tools
and data sets

Articles developed based on the evidential research that is formulated with well
defined implementation details and simulation results along with the inclusion
of tools and datasets required for the segmentation and prediction metrics
relatives to

White papers and lecture nodes re-
garding published in the context of
the architectural perspective of skin
cancer

Articles that are primarily implemented in the computer science domain in
specific to the areas of machine learning, deep learning and Artificial Intelli-

Articles that are written in other
than the English language.

gence.
Articles that are written in the English language.

scope in relation to skin cancer detection.

3. Review of Various Existing Studies. Melanoma is a very dangerous kind of skin cancer that kills
tens of thousands of people every year. If melanoma is to be treated rapidly, the medical community will
need to find solutions to a number of novel challenges. Researchers seeking a better treatment for melanoma
should sift through literature reviews based on previous studies that were carried out in different eras and
places. Conducting a literature assessment of relevant sources is crucial for gaining a better understanding of
the research environment. Using objective methods, researchers may begin studying medical image processing
and how to cure melanoma using new technology.

In this section, we review the segmentation and classification methods, and we address the problems that
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came up when reviewing the literature on sample data. Many studies have investigated the possibility of
improving medical research by identifying melanoma using deep learning techniques for dermoscopy images.

3.1. Review of Studies on Skin Lesion Segmentation. Various methods for segmenting the lesion
region in dermoscopic pictures are described thoroughly in this portion of the paper.

An approach that employs histogram-based clustering estimations and neutrosophic c-means clustering
(NCM) for the input dermoscopy photographs was developed by Amira Ashour and colleagues (2018) [13] for
successful skin lesion diagnosis. Sort the dermoscopy images’ pixels according to neutrosophic criteria first. The
HBCE algorithm calculates using h-v and v-h approaches. The public data set from ISIC 2016 is used for the
implementation; it contains 379 test photos and 900 training photographs. Effective training and testing based
on the availability of ground truth images is necessary since the valuation is done using ISIC 2016 data sets.
In comparison to the gold standard NCM method that does not include HBCE, the results of the proposed
research are much better.

An automated technique for lesion segmentation using semi-supervised learning is described by Seetharan-
iMurugaiyan Jaisakthi et al. (2018) [14]. The method consists of two steps: pre-processing and segmentation.
In the pre-processing step, the bi-linear interpolation technique is used to scale the images, and the CLACHE
algorithm is used to optimize the images with uneven lighting. After that, the Frangivesselness filter from
FMM is used to swap out the pixels that represent hair. In a segmentation procedure, pixels with consistent
color and texture characteristics are used to identify lesion zones. Using this method’s boundary and region
information, which is reinforced by using RGB-based kmeans clustering, we can divide the foreground image
into approximately defined ”lesion areas.”

A fresh approach to addressing this problem was suggested by Sahar Sabbaghi et al. [15] in 2018. With
its expertise in color assessment, the Quad-Tree system can tell if a melanoma is benign or malignant only by
looking at its color. Examining melanomas in this study included using geometric distances and concentratic
quartiles. A higher level of contrast between the lesion and background areas is achieved before processing
begins. Lesions without color contrast may be treated using morphological treatments like top-hat and bottom-
hat surgeries. The hybrid thresholding method divides the segmentation process into two steps, allowing for
accurate identification of lesion borders. In order to find core lesions, we adjust the Otsu threshold. Then, we
use an adaptive histogram algorithm to make them longer. Based on the characteristics of the ROC curve, it
is determined that the SVM classifier performs the best.

Brammya et al. (2018) [16] created a novel meta-heuristic method by using the DHOA-NN approach. The
buck’s eyesight is five times stronger than a human’s, which makes tracking him down much more difficult.
Above the horizon, it is difficult to see what is happening. There seems to be hunting going on in the vicinity.
The goal function is used to iteratively update positions until the best possible location is discovered. It follows
that DHOA-convergent NN outperforms competing methods in terms of performance.

Amira Soudani et al. (2019) [17] presents a segmentation recommender that is built on top of community
sourcing and transfer learning. In order to get features from pre-trained architectures such as ResNet50 or
VGG16, the convolutional parts are used. The CNN serves as a classifier, while the five nodes that make up the
output layer stand in for different segmentation techniques. It is possible to identify local traits from a variety
of angles using the two-dimensional structure of dermoscopy photographs. The results back up our prediction
that our suggested strategy might lead to a segmentation approach for skin lesion detection.

Examining the CNN architecture, Walker et al. (2019)[18] demonstrates the usage of the inception v2
network for dermoscopy image classification as benign or malignant. A technique known as stochastic decent
gradient is used for training the inception v2 parameters inside the deep learning framework. Among the many
possible impacts that dermoscopy pictures might bring about are visual characteristics and sonification. The
research demonstrates that tele-dermoscopy imaging has a very sensitive malignancy detector and enhanced
accuracy in both pigmented and non-pigmented lesions.

Teck Yan Tan and colleagues (2018) [19] created the Particle Swarm Optimization (PSO) method, which
is used to identify skin cancer using dermoscopy photographs. The method’s stages of operation involve tasks
such as segmenting skin lesions and extracting features, optimizing features based on PSO, and performing
classification. Swarm leaders divide the initial population in half and then guide each half to choose the best
possible solution while avoiding the worst. This approach lessens the possibility that a PSO model converges too
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quickly by using international and domestic food and enemy signals, attraction, and mutation-based exploitation.
Subswarm leaders are bolstered using random walks such as Gaussian, Cauchy, and Levy. There is a plethora
of searchability provided by probability distribution and dynamic matrix representation. The proposed method
has enhanced melanoma classification accuracy and has performed well on benchmark problems with either a
uni- or multi-modal structure. If you want further evidence of how great the proposed method is, you may use
the Wilcoxon rank sum test.

According to Mohammed, Al-Masni et al. (2018) [20] , a new approach of segmenting dermoscopy pictures
based on a fully resolution convolution network may investigate the full resolution characteristics of every pixel
in the input image. The cross entropy loss function is employed by CNNs for pixel-wise categorization. There
are no prior or post processing steps required in the suggested method for obtaining full resolution images. On
the network levels, back propagation is used to reduce training error. FrCN outperforms the most recent deep
learning segmentation methods in comparison to two publicly accessible datasets, the ISBI 2017 Challenge and
PH2 datasets.

Image segmentation approaches are compared by Anuj Kumar and his colleagues (2018) [21]. Analysis and
identification of relevant characteristics or objects within an image is known as segmentation. An essential
component of image analysis is edge-based segmentation, which displays discontinuities of the edges in terms
of intensity. An image threshold value is calculated and then compared to the pixel value in order to eliminate
broken edges using the canny edge detector. That an edge exists is based on the higher pixel value. There
must be a boundary around the region chosen for segmentation based on region. First, a pre-processing
phase minimises noise while keeping the picture information that allows them to get a well-segmented image.
Therefore, it can be concluded that the edge detector canny delivers the best performance when employing
region expanding, which speeds up the segmentation process when compared to region splitting and merging.

A novel approach to handling CNN variable tuning for process fine-tuning was proposed by Guotai Wang
and colleagues (2018) [22] and is called Bounding box and Image Tuning-based Segmentation (BIFSeg). Intu-
itive 2D and 3D medical picture segmentation is achieved via a deep learning-based approach. The proposed
weighted loss function in this method lends credence to both supervised and unsupervised image-tuning. The
information in the bounding box teaches a convolutional neural network (CNN) to generalize hidden objects
by learning common structures like saliency, contrast, and hyper-intensity across different objects. As a result,
compared to prior interactive segmentation methods, the suggested framework BIFSeg increases accuracy while
decreasing the amount of time and effort required from the user.

Due to the fine-grained nature of the primary diagnosis of melanoma that may be achieved by early screening
and further dermoscopic investigation, such as biopsy and histological evaluation, automated categorization of
lesion pictures is a tough issue. As inputs, pixels and illness labels are taken into account while training a
single CNN for skin lesion classification. According to this, the Al can categorise skin cancer with improved
accuracy when compared to dermatologists, and so achieves higher performance in the detection of most frequent
malignancies and the worst forms of skin cancer.

Qaisar et al. (2011) proposed unsupervised segmentation of multiple lesions and improved region-based
active contours [23]. Additionally, a level has been automatically chosen using the iterative thresholding ap-
proach. Another factor that has helped keep the curves stable is the application of smoothing constraints to the
Courant-Friedreichs-Lewy function. In order to assess their method, 320 dermoscopy images of the skin were
examined. Their segmentation results, genuine detection rates, and false positive rates have all been enhanced.

In their 2017 publication, Euijoon Ahn and colleagues described a computer-assisted diagnostic method for
automatically identifying melanoma by lesion segmentation [24]. Poor skin lesion segmentation performance is
caused by a number of challenges with standard segmentation algorithms. These include unclear lesion borders,
low contrast between the lesion and surrounding skin, and the lesion touching the image bounds. Improved lesion
categorization from surrounding skin regions is attainable using methods derived from sparse representation
models and novel background detection algorithms. According to the proposed Bayesian framework, lesions
are better described. We validate our approach by comparing it to various traditional lesion segmentation
techniques and unsupervised saliency detection methods, based on a comparison of two public datasets. That
being said, our method is superior than the others. Applying a saliency-optimization approach might further
enhance lesion segmentation.



A Perspective Study on Scalable Computation Model for Skin Cancer Detection: Advancements and Challenges 57

An algorithmic strategy called computational approach was developed by Roberta et al. (2016) [25] to
detect skin lesion sorts based on assessment of the attributes collected from photographs. Their plan includes
using a support vector machine, an anisotropic diffusion filter, and an active contour model devoid of edges.
Researchers have used many techniques to segment and categorize skin lesions. In order to segment skin lesions
in a skin image, Eliezer and Jacob (2016) [26] presented a feature learning method that finds the most essential
parts of the image. An innovative method for learning from dictionaries without human supervision called
Unsupervised Information-Theoretic Dictionary It was explained how learning works and how it has been used
to the segmentation of skin lesions. Results from this research demonstrate that the proposed approach is
generalizable to other image segmentation problems.

Andrea et al. (2016) [27] introduced a fast and completely automated way to segment skin lesions in
dermoscopy pictures. A training phase was omitted from the application of the Delaunay Triangulation to the
skin lesion mask extraction process. Several research have been conducted using the public photo databases.

The co-segmentation methodology was introduced in a study by Leonardo et al. (2017) [28]. It is a new
method for segmenting MR images that combines the segmented Biological Target Volume with the segmented
Gross Target Volume. Jessica and Filipe (2017) offered fuzzy values that were used to construct a new seg-
mentation algorithm called the melanoma segmentation algorithm. They put their method to the test using
571 photographs taken from the standard ISDI dataset; among them, 446 showed benign skin lesions and 125
depicted malignant melanoma. Their method fared better than the existing algorithms when measured using
metrics including balanced accuracy, sensitivity, and Jaccard index. They found that fuzzy-value segmentation
was the most successful method out of the bunch.

Hamidi et al. (2017) [29] created a new method for automatic image segmentation by combining saliency
with the Otsu threshold approach. Their system, which took skin type and other factors into account, generated
a color saliency map and a skin feature saliency map. In addition, a more accurate skin picture was produced
by combining the two saliency maps. In order to get more accurate skin lesion borders using the histogram
distribution of the pictures, their segmentation approach used a new optimization function to change the
usual Otsu threshold strategy. By implementing their algorithm, they demonstrated its superiority in terms
of effectiveness and accuracy. Their novel algorithm outperforms and is more robust than existing methods,
according to the results of their testing.

Mohamed et al. (2018) [30] created a new way to segment data using full-resolution convolutional networks.
The suggested method does not need any pre- or post-processing steps for things like artefact removal, low
contrast adjustment, or further enhancement of segmented skin lesion boundaries. An evaluation of the proposed
method was conducted using the PH2 dataset and the IEEE International Symposium on Biomedical Imaging
(ISBI) 2017 Challenge, both of which are publically available.

Using these highly discriminative qualities in a new segmentation algorithm and a skin lesion detection
search method was proposed by Neda and Babak (2018) [31]. Also, a novel two-component speed function
was used to carry out the segmentation method utilizing the contour propagation technique. Based on data
collected from the skin lesion’s periphery, they further included a fresh set of features. These photographs
were used to map the peripheral areas of the skin lesions to log-polar space using an existing Daugman’s
transformation. A variety of features were then extracted from these pictures. They discovered that both the
new features used and the linear Support Vector Machine (SVM) for melanomat classification were successful
in differentiating melanoma from normal nevus, as compared to other techniques that utilize the existing
RUSBoost classification algorithm. To determine which characteristics are most useful for classification, each
classifier employs a sequential feature selection method.

3.2. Review of Studies on Detection of Melanoma using Medical Dermasocpic Images. Lo-
cal Directional Patterns, Local Binary Patterns, and Convolutional Neural Networks are among the feature
extraction strategies proposed by Manjunath Rao et al. (2020) [32] and processed by an SVM classifier for
effective learning of melanoma lesion pictures. High levels of skin exposure to ultraviolet (UV) radiation are a
major contributor to the development of melanoma. Consider both the melanoma and non-melanoma photos
for assessment. The SVM classifier is used to classify the three extraction methods. Consequently, the LBP
system’s classification using the SVM classifier coupled with the polynomial kernel function is more accurate.
Advanced LBP might be developed in the future to identify melanoma at an early stage.
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There are three high level characteristics that are crucial for the diagnosis of malignant melanoma, and
these features are simplified by adding the human interpretation of data on the suggested features, as discussed
in Vikash Yadav et al. (2018) [33]. Detection at an early stage is critical, since melanoma is a deadly form of
skin cancer that is exacerbated by sun exposure and pre-malignant moles. Comparing the high-level asymmetric
features to the low-level asymmetric ones, the suggested high-level features perform well for concave borders.
Skin cancer detection and classification may be improved by developing them as an additional tool.

Melanoma may be detected at an early stage with the use of a computer-aided detection (CAD) system,
which lowers death rates. Preprocessing, lesion segmentation, feature extraction, feature selection, and classifi-
cation are all parts of the method. The DullRazor is used to remove the hair and pre-process the lesion, making
it easier to see. A more precise segmentation of the lesion is achieved by combining the innovative uniform
distribution approach with the active contour method and using the additive rule of probability. It is possible
to identify the form and appearance of the lesion using the local intensity gradients distribution by using HOG
features derived from the colour, texture and HOG features. It’s hard to argue with the improved accuracy
and efficiency of the newly proposed diagnostic procedures. PH2 is a publicly accessible dataset including 200
photos that dramatically outperforms previous algorithms when compared. As a consequence, it can be stated
that the use of SVM in conjunction with the Boltzman Entropy technique offers better results on entropy-based
characteristics.

Electronic shaving (E-Shaver) is an improved technique for removing hair from dermoscopic pictures than
the Dull Razor, according to the work of Kiani and colleagues (2011) [34]. The detection of hair direction in the
skin using random transform and subsequent Prewitt filters is critical for an effective hair removal procedure.
Dermoscopic pictures may be improved by using average thresholding and smoothing to eliminate noise and
non-hair features. So it is regarded to be the quickest and easiest method for hair removal that works.

Multi-level feature extraction may be performed by executing decomposition and segmentation effectively,
according to a new technique by Sina Khakabi et al. (2012) [35]. There is no need for pre-processing for colour
uniformity or artefact removal with this method. Using spatial and colour data, the development pattern of
the lesion may be obtained. Tree-based depiction of lesion development patterns is generated by matching each
pixel sub-cluster to an individual node in a tree structure. An extensive feature set is made possible by the
model’s capacity to extract information from various levels of the tree structure. As a result, it’s considered an
effective framework for extracting features and training models for accurate lesion segmentation.

By analysing images, Omkar Shridhar Murumdar et al. (2015) [36] provide a non-invasive approach that
is crucial for diagnostic purposes. Image analysis may provide insight into the lesion’s ambiguous information.
Steps 1 and 2 form the basis of the proposed system. The Otsu thresholding segmentation delivers excellent
results since it is unsupervised. Second, the feature extraction tool, which is the second phase, may be used
to evaluate and study photographs appropriately without requiring any type of invasion into the human body.
Dermoscopic pictures are processed using a technology to extract the ABCD rule, which identifies the charac-
teristics as asymmetry, border structure, colour variation, and lesion diameter. The TDV value is computed
using the values derived from features. The greater the TDV number, the more likely it is that melanoma is
present.

Using the ABCD rule, Sharmin Majumder and her colleagues (2018) [37] have devised a framework for
determining whether a lesion is malignant or benign. The existence of hair in skin photographs is regarded to
be the most difficult duty, even if the differences between malignant and premalignant photos are aesthetically
comparable to a greater degree. The difference between the highest and lowest Feret diameters of the best fit
ellipse to the skin lesion is used to extract additional features. In the suggested technique, a Back-propagation
Neural Network is employed as the classifier (BNN). In the suggested technique, the weights evaluated are the
same for all photos and demonstrated to be accurate for all types of photographs.

3.3. Review of Studies on early diagnosis of Skin Cancer using Machine Learning Techniques.
Neural networks play a crucial role in the detection of skin cancer. Their structure is built upon interconnected
nodes. Their architecture is quite similar to the human brain in terms of the connections between neurons. In
order to address specific problems, their nodes collaborate. Once trained, neural networks can execute a certain
task at a very high level. We trained neural networks to classify images and identify various skin cancers as
part of our study. Many different types of skin lesions are part of the ISIC collection.
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According to Xie et al. [38], skin lesions may be classified as either benign or malignant. The proposed
system consisted of three parts. The first step in lesion detection in images was to use a self-generating
neural network. In the second portion of the investigation, details such as the tumor’s border, texture, and
color were collected. In all, the system was able to obtain 57 features, including 7 additional ones associated
with the description of lesion borders. Principal component analysis (PCA) was used to minimize the feature
dimensionality, which led to the selection of the optimal set of features. The last stage was to classify lesions
using a NN ensemble model. Ensemble NN may benefit from the use of fuzzy NN and backpropagation
(BP) NN for better classification results. Various classification algorithms, including KNN and Adaboot, were
also compared to the results of the proposed system. With an accuracy rate of 91.11%, the proposed model
outperformed the other classifiers by 7.5% in terms of sensitivity.

A method for automated skin cancer detection based on artificial neural networks (ANNs) was proposed
by Masood et al. [39]. The article examined the performance of three artificial neural network (ANN) learning
techniques: Levenberg-Marquardt (LM), robust backpropagation, and scaled conjugate gradient. A sensitivity
of 92.6% for benign lesions and a specificity of 95.1% for malignant lesions were achieved by SCG learning with
a doubling of the number of epochs used. We created a mole classification system to help find skin cancer early
on [40]. While extracting features, the proposed method adhered to the ABCD rule of lesions. In the ABCD
model, a mole is defined by its form, borders, color, and diameter. A mole’s asymmetry and borders were
evaluated using the Mumford-Shah algorithm and the Harris Stephen method. Under the new approach, any
mole that wasn’t black, brown, or cinnamon was considered melanoma. Moles that may be malignant melanoma
usually have diameters more than six millimeters (mm). With a backpropagation feed-forward ANN, we were
able to classify moles with an accuracy of 97.51%. One possible approach to skin cancer diagnostics is an
ANN-based backpropagation system [41]. A 2D-wavelet transform was used by this system for the purpose of
feature extraction. The proposed ANN model was used to classify the images as either benign or cancerous. An
further method for diagnosing skin cancer using ANNs was proposed by Choudhari and Biday [42]. To segment
the pictures, an entropy thresholding technique was used. The skin lesion data was analyzed via a gray-level
co-occurrence matrix (GLCM). Photos of skin cancer were accurately classified as either malignant or benign
by using feedforward neural networks; the resulting accuracy rate was 86.66%.

According to Aswin and coworkers [43], genetic algorithms (GAs) and artificial neural networks (ANNs)
may be used to identify skin cancer. The Otsu thresholding approach was used to extract the region of interest
(ROI) from medical imaging software called Dull-Rozar. The segmented pictures were then processed using the
GLCM method to extract their distinctive properties. For the categorization of lesion pictures into malignant
and noncancerous classifications, a hybrid ANN and GA classifier was utilised.

Using digital dermoscopy pictures, Fengying et al. (2016) [44] came up with an innovative method for
determining whether melanocytic tumours are benign or malignant. A self-generating neural network extracts
skin lesions, and picture attributes that describe tumour colour, texture, and boundary are also retrieved and
identified using a neural network ensemble classifier to classify skin lesions. Dermoscopy skin lesion images are
too small in the critical medical context for bigger skin lesions. New border feature methods for assessing border
abnormalities across the full and partial lesions have been presented by authors to address this challenging
presentation. In their novel technique, an ensemble-based classification algorithm has been devised that blends
the normal back propagation neural networks with the fuzzy rules known as fuzzy neural networks in order to
achieve improved classification precision. In order to test the effectiveness of their method, they ran a series of
tests on two different dermoscopy datasets, which included photos of xanthous and caucasian races.

An expert system developed by Suleiman & Akio (2018) [45] is able to identify the presence of skin cancer
from simple photographic photographs of diseased skin patches. The ABCDEs rule has been used to identify
melanoma photos in their system. The GrabCut algorithm was used to accomplish the segmentation of an
input melanoma picture into skin lesions, and image processing techniques were used to extract characteristics
such as the shape feature, colour feature, and geometry feature. Furthermore, the support vector machine and
the Gaussian radial basis kernel were used to classify all of the collected characteristics as either malignant or
non-cancerous. Melanoma and benign photos have also been used in the different tests. At the conclusion of
the research, only six characteristics were shown to be useful in identifying melanoma. In [46,47] the authors
have been used machine learning techniques to classify the images and extracting the features.
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Melanoma classification may now be done utilising the structural co-occurrence matrix of the major frequen-
cies collected from normal dermoscopy pictures, according to Pedro and colleagues (2018). They’ve improved
their classifying abilities. Researchers from Hongming et al. (2018) [48] reported a computer-aided approach for
identifying melanocytic tumours from skin scans. Four modules are included in the suggested technique, as well.
Finally, a multi-class support vector machine containing extracted epidermis and dermis characteristics was
used to classify the skin picture into several categories, such as melanoma, nevus, or normal tissue. When 66
skin cancer photos are used, their experimental findings show that their model delivers a classification accuracy
of more than 95% when used.

4. Observations from the Literature Study. This study aims to identify the most common methods
used to diagnose and treat malignant melanoma, a deadly form of skin cancer that may metastasis (spread to
other parts of the body). The dermoscopic imaging device may magnify lesions, but its complex design makes it
hard to visually inspect. Possible resolution to the problem awaits the implementation of an automated system
for skin lesion segmentation and a clustering approach. The concept that precancerous moles and sun exposure
may develop into melanoma, a kind of skin cancer, is well knowledge. In order to effectively detect melanoma,
the literature study found that segmentation and classification algorithms, with or without pre-processing
stages, may be applied.Various feature extraction approaches may be used to obtain these properties from the
segmented area of the lesion. It is possible to diagnose melanoma.In order to diagnose skin cancer, the majority
of the applications rely on dermoscopyphotographs.Unlike their predecessors, most modern dermatologists rely
on manual pattern recognition to detect lesions, drawing on their prior knowledge and experience. Using the
dermatoscope to extract features from the lesion, also known as ABCD, allows for an accurate diagnosis. It is
possible to use K-means clustering to group together the foreground picture’s RGB color space, which has high
Jacquard indexes and dice coefficients. Convolutional Neural Networks (CNNs) with weight sharing perform
well in image-based skin cancer detection, but they are computationally expensive to train and experience
noticeable slowdowns when presented with a huge volume of input dermoscopy photographs. Training data
sets using the Support Vector Machine (SVM) approach takes a long time, which is one of its downsides.
Using training data to discover new features in the problematic lesion area increases the likelihood that the
deep learning approach will provide high-quality results. The optimization techniques used in these real-time
engineering applications are tested by comparing their results to those of other state-of-the-art optimization
algorithms.

Fuzzy logic-based clustering, pattern classification, image segmentation, fuzzy classification, fuzzy logic un-
der time constraints, and classification have all been extensively studied by several researchers in the past. Nev-
ertheless, no approach has shown to be more effective in reliably identifying melanoma images. The melanoma
skin lesion photographs show an improvement in all image segmentation, grouping, and classification proce-
dures.

There were many different approaches to learning deep learning, such as neural network and hybrid methods
of fully convolutional neural networks, transfer learning, and ensemble approaches. Both automated deep
learning algorithms and more human-centered approaches have shown promising outcomes in the detection of
melanoma. The number of images that can be used for training and testing is restricted since most datasets are
rather small. The proposed methods reliably provide surprising results when tested on large datasets, although
over fitting might be an issue when used to smaller datasets. For instance, there are just 200 images in the PH2
dataset. One possible solution to the problem of training with a small dataset is to use an adversarial generative
network in conjunction with data augmentation and transfer learning. Some researchers utilize private datasets
and images found online. Since these studies and their findings are not available in a replicable format, and
since images seen online can be biased, it would be difficult to reproduce them.

4.1. Open Research Challenges. The extensive training required is a major drawback of skin cancer
detection methods based on neural networks. For this reason, getting the system trained to accurately assess
and understand the features of dermoscopy images is a laborious and resource-intensive process. A further
complicating factor is the fact that lesion sizes may vary greatly. An international group of researchers from
Italy and Austria took countless pictures of skin lesions, both benign and cancerous, throughout the 1990s.
Diagnosis accuracy in locating lesions varied between 95% and 96%. Diagnosing smaller lesions, those measuring
just 1 or 2 millimeters in diameter, at an early stage was much more challenging and prone to errors.
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Regular dermoscopy databases are dominated by images of fair-skinned people from Western Europe, Ocea-
nia, and the Americas. In order for a neural network to correctly detect skin cancer in people with dark skin, it
has to be taught to take skin color into consideration. But this can only happen if black people’s faces are used
to train the neural network. In order to train skin cancer detection algorithms to be more accurate, datasets
should include a sufficient number of images of lesions on people with light and dark skin tones.

There is a significant disparity in the databases used for skin cancer diagnosis in real life. Unbalanced
datasets include wildly different amounts of images for each kind of skin cancer. Because of the small sample
size of the more uncommon skin malignancies seen in dermoscopy images, it is challenging to draw broad
conclusions about the disease based on these images alone. Neural network (NN) software requires robust
hardware resources with strong GPU capabilities to extract particular lesion morphological features from images.
Inadequate processing power hinders deep learning-based skin cancer detection training. Melanoma risk factors
that have been discovered by researchers include a pale complexion, light-colored eyes, red hair, and many
moles on the body. When both hereditary and environmental variables are included, the chances of developing
skin cancer increase dramatically. When combined with existing deep learning approaches, these features have
the potential to improve performance.

5. Conclusion. Methods for identifying and categorizing skin cancers have been investigated in this
comprehensive study. Using any of these techniques will not put you in danger. Picture segmentation and
preprocessing are prerequisites for skin cancer diagnosis, which include feature extraction and classification.
Classification of lesion images using ANNs, CNNs, KNNs, and RBFNs is the main aspect of this study. You
can’t have an algorithm without its drawbacks. Selecting an appropriate classification scheme is crucial for
optimal outcomes. Since CNNs are more often linked with computer vision, they significantly outperform other
methods when it comes to recognizing image data. Many skin cancer detection research focus on determining
whether a certain image of a lesion is cancerous. Unfortunately, patients sometimes wonder whether a certain
skin cancer symptom appears elsewhere on the body, and unfortunately, current research does not provide an
answer to this issue. Classifying the signal image has been the only focus of the investigation so far. One
possible solution to this prevalent question might be to use full-body photography in future studies. Speeding
up and automating the process of image capture is automated full-body photography.

A relatively new idea in deep learning is self-organization. It is an example of unsupervised learning
that uses the dataset’s image samples to look for patterns and correlations. Expert systems may improve
their feature retrieval with the use of convolutional neural networks that employ auto-organization strategies.
Currently, there is an active research and development effort centered on auto-organization. Improving image-
processing systems for the future, when pinpoint diagnosis of disease depends on paying great attention to the
smallest features in medical imaging, may need a better examination of these aspects now.
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DESIGNING AN INTUITIVE HUMAN-MACHINE INTERFACE FOR A SKIN CANCER
DIAGNOSTIC SYSTEM: AN ENSEMBLE LEARNING APPROACH

PRASANNA LAKSHMI AKELLA*AND R KUMAR'

Abstract. In the domain of medical diagnostics, the efficacy of Human-Machine Interfaces (HMIs) plays a pivotal role in har-
nessing advanced computational models for practical clinical application. This study introduces a refined Ensemble Learning-Based
Decision Support System, designed with an emphasis on intuitive HMI for accurate melanocytic and non-melanocytic skin cancer
diagnosis. We present "EffiViT,” a model that synergizes EfficientNet’s robust feature extraction capabilities with the Vision Trans-
former’s attention-based contextual understanding, tailored through an interface that prioritizes ease of use and interpretability for
medical professionals. Through extensive evaluation on the ISIC 2019 benchmark dataset, EffiViT demonstrated a classification
accuracy of 99.4%, coupled with superior performance in specificity and area under the ROC curve. The system’s interface design
was iteratively refined based on feedback from dermatologists, focusing on clear visualization of diagnostic information, straightfor-
ward navigation, and efficient access to model interpretations. Our findings underscore the importance of integrating user-centered
design principles in the development of diagnostic tools, highlighting how a well-conceived HMI can enhance the adoption and
effectiveness of Al-based systems in clinical settings. The proposed system stands out not only for its diagnostic accuracy but
also for its contribution to the realm of HMI, offering insights into designing interfaces that facilitate better decision-making and
ultimately improve patient outcomes in the field of dermatology.

Key words: Skin cancer, Ensemble model, Feature Extraction, Vision Transformer, Data Augmentation, Diagnostic Accuracy,
Medical Imaging

1. Introduction and examples. Skin cancer poses a significant global health concern characterized by
abnormal skin cell growth and the frequent emergence of malignant tumors. It primarily manifests in areas
exposed to sunlight, often linked to ultraviolet (UV) radiation. Although prevalent in sun-exposed regions, it
can also occur in areas with limited sunlight. The three primary types of skin cancer are basal cell carcinoma,
squamous cell carcinoma, and melanoma, the latter being the most serious and highly dangerous. The alarming
frequency of one skin cancer diagnosis every 57 seconds underscores the need for improved screening techniques
and the integration of Computer-Aided Diagnosis (CAD) systems into clinical workflows [1].

In the United States, daily reports indicate over 9,500 new cases of skin cancer [2]. Projections by the
American Cancer Society estimate 97,610 new cases of melanoma in 2023, with 7,990 fatalities [3]. Individ-
uals with fair skin, light features, a history of sunburns, or a family history of skin cancer face higher risks.
Additional risk factors include compromised immune systems, exposure to chemicals, and radiation therapy.
These statistics and risk factors underscore the urgent need for innovative detection and diagnosis techniques,
especially for high-risk groups.

Early detection is crucial for minimizing scarring and disfigurement associated with various forms of skin
cancer. Therefore, effective management involves techniques for early detection and prevention. Recent ad-
vancements in medical image processing, particularly in the identification and classification of skin lesions, have
significantly improved diagnostic accuracy [4]. CAD systems address challenges in skin lesion inspection, con-
sidering lesion localization, and the presence of hair. These systems aim to assist medical professionals in early
detection, automatic identification of malignant lesions, and more efficient treatment.

This study proposes and evaluates a specific Ensemble model to enhance early detection, thereby improving
patient outcomes. Recent advances in medical image processing, driven by machine learning and deep learning,
have shown remarkable success in diagnosing diseases such as COVID-19 and pneumonia [5, 6]. Both supervised
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Fig. 1.1: Comprehensive Overview of ISIC 2019 Skin Cancer Types.

and unsupervised methods have been employed in deep learning models for detecting lung and pancreatic
cancers [7]. Technologies like AlexNet [8] and VGG16 [9] have demonstrated impressive performance in various
applications, including the identification of pulmonary diseases, facial recognition, and unmanned aerial vehicle
photography. The various types of skin cancer, each with its unique characteristics, are considered in this study.
The proposed Ensemble model, EfficientNetV2 B0-ViT, leverages deep learning technologies to revolutionize the
detection and classification of skin cancer, ultimately enhancing patient care and treatment planning. Figure
1.1 illustrates the various skin cancer types examined in the study.

2. Major Contributions and Manuscript Organization. The significant contributions of the EffiViT
Ensemble model in the realm of multiclass skin cancer detection are summarized as follows:

e Introduction of the EffiViT Ensemble model, a novel approach combining the strengths of EfficientNet
and Vision Transformer (ViT) to advance multiclass skin cancer classification.

e Application of diverse image data augmentation techniques, including rotation, flip, zoom, and noise
addition, to enhance the model’s classification precision by expanding the dataset.

e Comprehensive evaluation of the model’s performance using the ISIC 2019 benchmark dataset, enabling
precise comparisons with established methodologies.

e Demonstration of the model’s high accuracy in classifying various forms of skin cancer, underscoring
its effectiveness for diagnosis and aiding in treatment planning decisions.

The subsequent sections of the paper are organized as follows: Section 3 presents a comprehensive Literature
Survey, which critically reviews existing research and advancements in skin cancer classification methodologies.
The Materials and Methods, detailed in Section 4, are subdivided into several parts, discussing dataset prepara-
tion, preprocessing techniques, data augmentation, and the specifics of the proposed EffiViT Ensemble model
that combines EfficientNet and Vision Transformer architectures. Section 5, Results and Discussion, presents a
robust evaluation of the model, encompassing experimental setup, performance metrics, confusion matrix anal-
ysis, classification reports, ROC-AUC curve analysis, and a comparative analysis with state-of-the-art models.
Finally, the manuscript concludes with Section 6, summarizing the study’s findings, highlighting the poten-
tial of the EfficientNet-ViT Ensemble model in enhancing diagnostic accuracy for skin cancer, and suggesting
avenues for future research.

3. Literature Survey. The World Health Organization anticipates that by 2030, cancer will become the
predominant cause of death, accounting for an estimated 13.1 million fatalities [10]. Recognizing the global scale
of this challenge, research in skin cancer classification has taken on an international dimension, with significant
contributions emerging from diverse regions. These studies address the classification across a spectrum of skin
types and ethnic groups, underscoring the need for versatile and inclusive diagnostic solutions. Skin cancer is
particularly prevalent, arising from abnormal cell proliferation that can swiftly invade and spread throughout
the body [11].

A variation of methods for skin cancer classification have been devised and executed in the healthcare field
in recent years. For instance, using the HAM10000 dataset, Chowdhury et al. [12] developed a CNN model
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Table 3.1: Literature Survey Summary

Study Method Dataset Used Classes | Accuracy
Chowdhury et al. [12] Custom CNN HAM10000 7 82.7%
Esteva et al. [13] CNN ISIC 2018 7 N/A
Li et al. [14] VGG16 and ResNet-50 ISIC 2018 7 85%
Nunnari et al. [15] VGG16 and ResNet-50 ISIC 2019 8 72.2%
Sadeghi et al. [16] ResNet-50 N/A 4 60.94%
Xie et al. [17] Deep CNN ISIC 2017 and PH2 3 90.4%
Yang et al. [18] ResNet-50 ISIC 2017 2 83%
Zunair et al. [19] VGG 16 ISIC 2016 2 N/A
Kassem et al. [20] Google Net ISIC 2019 8 94.92%
Kasani et al. [21] Transfer Learning ISIC 2019 8 92%
Salido et al. [22] CNN PH2 2 93%
Shahin et al. [23] Inception V3 and ResNet-50 ISIC 2018 N/A 89.9%
Sherif et al. [24] Deep CNN ISIC 2018 N/A 96.67%
Unver et al. [25] YOLO and Grab Cut PH2 and ISBI 2017 N/A 93.39%

that can identify seven kinds of skin diseases. Overall, their technique was 82.7% accurate and 78% precise.
In their study, Esteva et al. [13] deployed a Convolutional Neural Network (CNN) to effectively discern seven
distinct classes from the ISIC 2018 dataset. Their model achieved an impressive Area Under the Curve (AUC)
metric of 94%, indicating its robust performance in accurately classifying the given data. Similarly, Li et al.
[14] employed an Ensemble model of ResNet-50 and VGG16 to classify seven skin disease classifications with
an accuracy of 85% using the ISIC 2018 dataset.

Nunnari et al.[15] used the ISIC 2019 dataset to classify eight different types of skin. Their rate of accuracy
for the explanatory models, VGG16 and ResNet-50, were 72.2% and 76.7%, respectively. Using ResNet-50,
Chilana et al. [16] successfully classified 1021 dermoscopy pictures into four skin types with an accuracy of
60.94%. Using a tweaked deep CNN, Xie et al. [17] successfully diagnosed three skin illnesses on the ISIC 2017
and PH2 datasets with an average accuracy of 90.4%. In order to classify two skin illnesses from the ISIC 2017
dataset, Yang et al. [18] employed ResNet-50 and achieved an accuracy of 83%. On the ISIC 2016 dataset, two
skin conditions were classified using VGG16 by Zunair et al. [19]. An area under the curve of 81.18% and a
sensitivity of 91.76% were obtained.

Kassem et al.[20] on the ISIC 2019 dataset to classify skin lesions into eight categories, proving that image
augmentation and transfer learning improve classification accuracy. They achieved accuracy of 94.2%, precision
of 73.62% sensitivity of 96.5%, Specificity of 73.62% and F1 Score of 74.04%. After more image enhancement
and tweaks to the Google Net’s architecture, the accuracy, sensitivity, specificity, precision, and F1 score
improved to 94.92%, 79.8%, 97%, 80.36%, and 80.07%, respectively. In order to test several deep learning
architectures for melanoma diagnosis, Kasani et al. [21] used image pre-processing to improve image quality
and remove noise. To avoid overfitting, they added more data and found that the classification outcomes were
considerably improved. 92% precision, 92% recall, and 93% accuracy were all achieved. Classifying skin lesions
autonomously was established by Salido et al.[22] A deep CNN improved classification accuracy by 93% and
84% sensitivity by removing noise and artefacts from the image. Shahin et al. [23]Jused the Inception V3 and
ResNet-50 architectures to make a system for classifying skin lesions based on deep neural networks. They
trained on the ISIC 2018 dataset and reached validation accuracy rates of up to 89.9 percent. On the ISIC 2018
dataset, the accuracy of the deep CNN used by Sherif et al. [24] to classify and detect melanomas was 96.67%.

For melanoma identification, Unver et al. [25] used the most recent deep learning system. You Only Look
Once (YOLO) was utilized for detection, and then Grab Cut was used for cutting out unwanted parts. Using
the PH2 and ISBI 2017 datasets, they were able to achieve a precision of 93.39 %.

A summary of literature studies is presented in the table 3.1.

Current study shows a great variety of skin cancer classification methods, emphasizing the importance
of machine learning, particularly deep learning. Skin cancer classification accuracy has been improved using
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Convolutional Neural Networks (CNNs), VGG16, ResNet-50, and different Ensemble models. The literature
reviews observation on methodological variation between research is significant. It’s important to highlight
that these methodological discrepancies, especially in machine learning model selection and preprocessing, can
affect skin cancer classification results. An in-depth discussion about these methodological variations might
help explain why some procedures or models yielded better or worse results.

Skin cancer classification is continuously evolving, despite these advances. Current approaches can improve
accuracy, precision, and memory, but they still need improvement. Most previous studies have focused on
binary classification; however, classification can be expanded towards Multi class classification. In addition
to highlighting these disparities, it is important to highlight the obstacles these studies face. Data collection,
dataset biases, and overfitting or underfitting during model training can make skin cancer classification model
creation and validation difficult. This paper proposes a novel Ensemble model that combines the strengths
of EfficientNet and the Vision Transformer architectures to advance the field and overcome these gaps and
obstacles. With its promising feature extraction and global dependency capture, this approach aims to improve
classification performance. The Ensemble model contributes to skin cancer classification, and exploring other
research avenues in the future may further enhance understanding. For instance, improving deep learning
models, integrating them with medical diagnostic tools, or exploring new class imbalance methods could lead
to beneficial research. In the following sections, the proposed model will be assessed, its efficacy examined,
and contrasted with currently used field methods. Despite significant advances in the development of machine
learning models for skin lesion classification, the current literature reveals critical limitations. These limitations
underscore the need for robust model validation to enhance the accuracy and applicability of these models.

1. Focus on Binary Classification: Many studies predominantly focus on binary classification. This ap-
proach may not adequately capture the complexities involved in the multiclass categorization of skin
lesions, which is necessary to address the diverse nature of skin diseases.

2. Variations in Methodological Approaches: There is considerable variability in model selection and data
preprocessing across studies. These variations can significantly impact the consistency and accuracy of
classification outcomes, leading to potentially unreliable results.

3. Data Collection and Dataset Biases: Issues related to data collection and inherent biases in datasets
pose significant challenges. These biases affect the generalizability and applicability of the models,
making them less effective in real-world scenarios.

4. Risks of Overfitting or Underfitting: Many models face risks of overfitting or underfitting during the
training phase. This highlights the importance of developing more adaptable and resilient machine
learning models that can perform well across various conditions.

4. Materials and Methods.

4.1. Acquiring Dermoscopic Images of Skin Lesions. In this paper, the effectiveness of the proposed
method for skin cancer classification is evaluated using the publicly available dataset ISIC 2019. This dataset
consists of 25,331 RGB images that offer a comprehensive set of cases for evaluation, spanning eight classes:
melanocytic nevus (NV), melanoma (MEL), dermatofibroma (DF), vascular lesion (VASC), benign keratosis
(BKL), basal cell carcinoma (BCC), squamous cell carcinoma (SCC), and actinic keratosis (AKIEC). These
classes encompass a wide range of skin cancer types, making the dataset an excellent resource for training
robust classification models. Table 4.1 presents the class distribution within the ISIC 2019 dataset, including
the number of samples for each class. While the ISIC 2019 dataset serves as an excellent resource for this study,
its comprehensive array of images and annotations, which span a wide spectrum of skin cancer types, makes
it an ideal choice. This dataset not only offers a robust training environment but also ensures that our model
is tested against a diverse set of diagnostic scenarios, enhancing its ability to generalize well across different
skin cancer classes. However, reliance on this single dataset may limit exposure to variations found in broader
clinical settings.

Before training the classification model, the images were standardized to ensure uniform input data quality.
This involved resizing all images to 224x224 pixels using bilinear interpolation, normalizing the pixel values,
and performing color space conversions when necessary. Additionally, data augmentation techniques, such
as random rotations, flips, and zooms, were applied to increase the diversity and variability of the training
data. By using augmentation approaches, the problem of overfitting is avoided, improving the model’s ability
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Table 4.1: ISIC 2019 Dataset Class Distribution

Class & Abbreviation Number of Samples
Melanocytic Nevus (NV) 12,875
Melanoma (MEL) 4,522
Dermatofibroma (DF) 239

Vascular Lesion (VASC) 253

Benign Keratosis (BKL) 2,624

Basal Cell Carcinoma (BCC) 3,323
Squamous Cell Carcinoma (SCC) 628

Actinic Keratosis (AKIEC) 867

to generalize to unseen data. By leveraging the preprocessed and augmented datasets, separate training and
testing were conducted on each dataset. The experimental setup involved allocating 80% of the images for
training and 20% for validation and testing. This distribution ensures a comprehensive learning process while
providing a robust means to evaluate the model’s predictive capabilities.

4.2. Data pre-processing. In the framework, thorough data preparation procedures were implemented
to assure the best possible state of the multi-class skin cancer dataset for classification accuracy. To commence,
each image underwent a resizing process to a uniform resolution of 224 x 224 pixels using bilinear interpolation.
This specific size was chosen to balance detail preservation with computational efficiency, making it well-suited
for the deep learning models used. The images were resized using bilinear interpolation, which improved their
quality and maintained their visual integrity. This step was crucial in preserving the diagnostic features of the
skin lesions. To further refine the images, the median filtering technique was utilized to eradicate any noise
present in the data.

Median filtering was specifically applied to reduce salt-and-pepper noise, which is common in dermatologi-
cal images due to variations in lighting and camera quality. Normalizing the pixel values with min-max scaling
ensures consistency and comparability across the dataset. Normalization was applied to all channels of the
images, adjusting the pixel values to a standard scale that enhances the algorithm’s sensitivity to subtle varia-
tions in skin lesions. Finally, hair artifacts were removed from the images using a filtering technique known as
Blackhat filtering, which effectively obliterated any unwanted hair-like structures. The Blackhat filtering was
complemented by a custom algorithm designed to detect and subtract complex hair patterns without affecting
underlying lesion details, ensuring that the diagnostic features remain unobscured.

These preprocessing steps optimized the images for subsequent analysis and interpretation by contributing
to their enhancement and refinement. Utilizing bilinear interpolation, each image within the dataset was scaled
uniformly to a resolution of 224 * 224 pixels. To achieve a balance between the preservation of essential details
and the limitation of computational resources, this particular scaling technique was employed. Median filtering
was utilized to reduce the presence of objectionable artifacts and noise, thereby improving the image’s overall
quality. Through the effective reduction of stochastic noise, the application of this technique has resulted in
an appreciable improvement in the clarity and coherence of photographs. The goal was to improve the model’s
ability to extract pertinent data for precise categorization. The pixel values were then normalized using min-
max scaling, which effectively rescaled them to suit within the range [0, 1]. This normalization technique
has facilitated the accomplishment of consistent training outcomes by standardizing pixel values and fostering
convergence across a multitude of features and channels. To reduce the possibility of hair artifacts interfering
with accurate classification, a concerted effort was made to eradicate hair. Utilizing Blackhat filtering techniques,
the hair filaments present in the epidermis photographs were effectively emphasized and then eliminated.

The primary objective of this phase was to refine the model’s focus on the critical patterns associated with
skin cancer by eliminating irrelevant data and characteristics. Figure 4.1 illustrates the data preprocessing
workflow, showing sample images before and after the application of these techniques. This visual representation
underscores the importance of preprocessing in improving image quality for accurate classification. The visual
representations are displayed in the left column prior to preprocessing, and in the right column after resizing,
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Fig. 4.1: Data Preprocessing Workflow for Skin Cancer Classification. This diagram illustrates the steps involved
in preparing data for the analysis and classification of skin cancer, highlighting the crucial preprocessing stages
required for effective deep learning model training.

noise reduction, and hair removal techniques have been applied. The provided visual examples demonstrate the
effectiveness of employing preprocessing techniques to improve image quality and reduce objectionable artifacts
such as hair distortions, among other notable benefits.

The impact of these data preprocessing steps on the subsequent skin cancer classification model’s perfor-
mance was evaluated during the training and evaluation phase. The comprehensive preprocessing workflow
aimed to improve model accuracy, robustness, and generalization by minimizing noise, standardizing features,
and eliminating hair artifacts. Performing data preprocessing techniques, including resizing, noise removal, nor-
malization, and hair removal, ensured the dataset’s quality and suitability for effective multi-class skin cancer
classification.

4.3. Data Augmentation. The skin cancer classification model was improved using skin cancer image
data augmentation techniques. Data augmentation reduces training data and skin lesion appearance issues.
Many augmentation methods were employed to increase dataset diversity and unpredictability. Table 4.2
presents a summary of the original dataset and the augmentation process. Significantly, augmenting the dataset
resulted in a substantial increase in the number of images, a pivotal factor contributing to the robustness of
the classification model. Random rotations between -10 and 10 degrees and horizontal and vertical flips were
applied to create skin cancer photo orientations and mirror image variations. Tiny translations and random
zooming simulated scale and viewpoint. These changes improved the model’s skin cancer classification. Domain-
specific factors determined augmentation methods. Augmentation approaches were customized to highlight
relevant changes that match the visual characteristics of different skin lesion types. Highlighting augmentation
asymmetry or irregular edges helps train these qualities. Data augmentation categorizes skin tumors empirically.
Adding different variants to the dataset has been found to address the problem of insufficient data and increase
the model’s generalisation skills. Augmented data exposes the model to more skin lesion appearances, helping
it acquire robust and discriminative skin cancer features.

Figure 4.2 shows data augmentation-enabled changes in the supplemented dataset. The left column shows
original skin lesions, whereas the right column shows augmented ones. These examples show how augmentation
tactics create a richer dataset. This part describes the augmentation methods, including translation, zooming,
and rotation parameter adjustments. Each augmentation method’s explanation and its impact on the model’s
ability to capture various visual features of skin cancer are explored. Data augmentation was utilized to
enhance the skin cancer classification model, aiming to efficiently handle skin lesion appearances and improve
classification accuracy.

4.4. Proposed Methodology. The methodology proposed in this study is for the diagnosis of skin cancer
entails the application of a multiclass dataset. In order to tackle the difficulties arising from a scarcity of training
data and the inherent variability in the visual characteristics of skin lesions, data augmentation techniques are
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Table 4.2: Summary of Data Augmentation

Lesion Type | Images Before | Augmentation | Augmented Images
NV 12,875 NO 12,875
MEL 4,522 NO 4,522
DF 239 YES 3,476
VASC 253 YES 4,281
BKL 2,624 NO 2,624
BCC 3,323 NO 3,323
SCC 628 YES 3,423
AK 867 YES 3,476
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Fig. 4.2: Sample Augmented images

employed. Following the preprocessing stage, two image classification models, namely EfficientNet V2 B0 and
ViT-B16, are trained utilizing transfer learning techniques. The augmented dataset was employed to introduce
a diverse range of skin lesion presentations, thereby improving the robustness of the classification process.
The training procedure includes selecting a loss function with symmetric cross-entropy [27]. Additionally,
the Rectified Adam optimizer, which is recognized for its enhanced convergence and efficiency, is selected for
optimizing the model.

The Geometric Mean Ensembling technique was utilized to combine the two models into an Ensemble
framework, optimizing the strengths of both architectures for superior classification performance. The pro-
posed approach involves assigning suitable weights to the predictions of each model, taking into account their
respective performance on the validation set. This strategy aims to capitalize on the unique capabilities of
both the EfficientNet and ViT models. The utilization of this Ensemble model allows medical practitioners to
leverage computer-aided diagnosis, thereby augmenting the precision and dependability of skin cancer diagnosis.
The performance of the model was assessed and measured using a range of metrics, such as Accuracy Score,
Precision, Recall, and Fl-score, on an independent validation/test dataset. The schematic representation of
the entire procedure, encompassing data augmentation, training, and the construction of an Ensemble model,
is depicted in Figure 4.3. The proposed methodology effectively encompasses the diverse visual attributes ex-
hibited by skin cancer lesions, thereby augmenting the model’s efficacy through the inclusion of a more diverse
dataset.

4.5. Models Description of the Proposed Methodology. This section presents a comprehensive
description of the models employed in the suggested approach for detecting skin cancer. The Ensemble model
synergizes the capabilities of EfficientNet and Vision Transformer (ViT) architectures, aiming to leverage the
strengths of each to enhance diagnostic performance.

4.5.1. EfficientNet V2 BO0. EfficientNet V2 B0 [26] represents a highly advanced CNN architecture
meticulously designed to optimize the process of image classification, particularly in the domain of skin cancer
categorization. The model employs Mobile Inverted Bottleneck Convolution (MBConv) and Fused Mobile
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Inverted Bottleneck Convolution (Fused-MBConv) blocks, enhancing efficiency and precision. Squeeze-and-
Excitation (SE) blocks within these layers enable dynamic importance allocation to different channels, improving
discriminative capabilities crucial for identifying skin cancer patterns. For this study, the Efficient Net V2 B0’s
adaptation involves fine-tuning with the ISIC 2019 dataset, optimizing it for high accuracy in skin cancer
classification while maintaining computational efficiency.

Its primary objective is to enhance the efficiency and precision of such applications. EfficientNet V2 is a
notable advancement that surpasses its predecessor, EfficientNet V1, by prioritizing the acceleration of training
duration and enhancing the efficacy of parameters. The achievement of this objective is facilitated through the
integration of compound scaling techniques with training-aware neural architecture search methodologies.

The architecture of EfficientNet V2 B0 incorporates crucial components such as the Mobile Inverted Bot-
tleneck Convolution (MBConv) and Fused Mobile Inverted Bottleneck Convolution (Fused-MBConv) blocks.
These elements play a significant role in the overall structure of the model. The MBConv blocks were derived
from the MobileNetV2 inverted residual blocks. The architectural design of these blocks incorporates an ex-
pansion convolution layer subsequent to a depth-wise separable convolution layer. The Fused-MBConv blocks
effectively optimize memory utilization and training duration by integrating the depth-wise and expansion con-
volutions into a unified standard 3x3 convolution block. These architectural components are indispensable for
the extraction and manipulation of features from input images.

EfficientNet V2 B0 incorporates Squeeze-and-Excitation (SE) blocks within both the MBConv and Fused-
MBConv layers, enabling the model to dynamically assign importance to different channels and enhance its
discriminative capabilities. SE blocks utilize a mechanism called channel-wise relevance weights to dynamically
recalibrate feature responses that are specific to each channel. Through the process of recalibration, the model is
now able to focus its attention on the most pertinent features and discern crucial patterns linked to skin cancer
lesions. EfficientNet V2 B0’s design can be effectively elucidated through the use of a visual representation
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Fig. 4.4: EfficientNet V2 B0 Architecture with SE Blocks for Skin Cancer Classification

shown in Figure 4.4.

The structured visualization of the EfficientNet V2 B0 architecture, as depicted in Figure 5, highlights the
sequential layers and data flow within the diagram. The input image is processed by standard convolutional
blocks (Conv) in the initial layers. Subsequently, a sequence of MBConv layers is implemented, and these blocks
are fundamental to the design of the network. The spatial dimensions and depth of the feature maps adjust in
accordance with the data’s progression through these layers, as depicted in the diagram. This modification is
indicative of the network’s compound scaling methodology. The depicted path from unprocessed image input
to the ultimate classified output, in which the network completes its assignment of classifying skin cancer
lesions, is visually represented in this roadmap. The incorporation of SE blocks into the network architecture,
in conjunction with the MBConv layers, augments the model’s emphasis on pertinent characteristics, a critical
factor in ensuring precise skin cancer detection.

Compound scaling is a pivotal aspect of EfficientNet V2 B0, as it effectively governs the network’s depth,
width, and resolution. The subsequent information presents the equation for depth scaling.

Number of layers in each block = round(a - 3%) (4.1)

In the equation for depth scaling in the EfficientNet V2 B0 model, each term plays a specific role in
determining the architecture of the neural network. The coefficient « sets the baseline number of layers in the
network. It acts as a hyperparameter, essentially determining the initial depth of the network. The parameter
£ is another crucial hyperparameter, typically utilized to control the scaling of the network’s width, such as the
number of channels in convolutional layers. The factor ¢ is used as a scaling factor, instrumental in adjusting
the network’s depth. Different values of phi correspond to different versions of the EfficientNet, each version
varying in complexity and capacity.
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The width scaling formula is given by:
Number of channels in each block = round(y - a®) (4.2)

Where « sets the baseline number of channels (or filters) in the convolutional layers of the network. Together,
these equations embody the concept of compound scaling, a distinctive feature of EfficientNet, which ensures
a balanced and efficient scaling of the network. This balanced approach optimizes the network’s performance
while maintaining computational efficiency, a key factor in the success and popularity of EfficientNet models.

4.5.2. Vision Transformer (ViT) B16 model. The ViT model represents a highly advanced method-
ology for the purpose of image classification tasks. It draws inspiration from the Transformer model, which has
gained significant prominence in the field of natural language processing. In this study, ViT B16’s application
includes a focus on its self-attention mechanisms which are particularly effective in handling the detailed and
varied patterns present in skin cancer images. Each encoder in the model uses multi-head attention and a
feed-forward layer, enabling it to excel in image classification tasks by recognizing complex interdependencies.
ViT B16 has been adapted to analyze skin cancer images, demonstrating its ability to efficiently process and
classify large-scale dermatological data.

The ViT model, as opposed to traditional Convolutional Neural Networks (CNNs), leverages self-attention
mechanisms to effectively capture extensive dependencies and overarching relationships within images. A multi-
head attention layer and a feed-forward layer make up each encoder component. In the multi-head attention
layer, attention weights are calculated by comparing how similar different image areas are. The aforementioned
procedure can be formally expressed in mathematical notation as follows:

. QKT
Attention(Q, K, V) = softmax ( ) 1% (4.3)
Vdy,

In the Vision Transformer (ViT) B16 model, the self-attention mechanism is defined by the terms @
(Query), K (Key), and V (Value). The Query represents a specific part of the image, used to determine
how much attention other parts of the image should receive. The Key assists in this process by comparing
different parts of the image to the Query to calculate attention weights. The Value, representing the actual
image content, is then scaled by these weights. This mechanism allows the ViT model to focus on the most
relevant features within an image, capturing extensive dependencies and relationships. This approach, diverging
from traditional CNNs, underscores the ViT’s advanced capabilities in image classification tasks. By applying
nonlinear transformations to the attention outputs, the feed-forward layer complements the multi-head attention
layer. The formula that represents it is as follows:

FFN(z) = ReLU(zW; + by)Ws + by (4.4)

In this equation, the input features are denoted by the variable x, and the learnable weight matrices and bias
factors are denoted by W1, W2, b1, and b2. The input characteristics are altered by matrix multiplication with
W1, then the bias term bl is added. By introducing non-linearity, the ReLLU activation function enables the
model to recognize intricate patterns. The generated features then go through another matrix multiplication
with W2 before being added to get the feed-forward layer’s final output. By applying attention mechanisms
and feed-forward layers, Figure 4.5 demonstrates how the ViT model performs significantly well on a range of
image classification tasks.

Figure 4.5 represents the ViT B16 model in its initial stages, which involve the creation of image fragments
from the input image. In order to preserve spatial information, which is essential for the model to comprehend
the arrangement of the image, these regions are subjected to a linear projection in conjunction with positional
embedding. In order to extract intricate patterns from the image data, the patches are subsequently processed
by the Transformer encoder, which employs layers of multi-head self-attention and normalization. Before being
fed into a SoftMax function for the final classification, the output from the encoder is normalized in batches,
flattened, and passed through a dense layer.

The system demonstrates exceptional proficiency in capturing and analyzing the interconnections and
inter-dependencies present within images. This enables it to effectively discern intricate patterns and accurately
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Fig. 4.5: Visualization of ViT Model Performance

classify images based on their inherent characteristics. The ViT model’s remarkable scalability and adaptability
position it as a preeminent methodology within the realm of computer vision. Its unique characteristics make
it especially well-suited for effectively managing vast amounts of information on a large scale.

4.5.3. Ensemble via Averaging: Combining EfficientNet and ViT. In order to classify skin cancer
using Ensemble methods, the EfficientNet and ViT Ensemble Model via averaging is a potent strategy to
integrate the EfficientNet and ViT architectures. While the ViT excels in capturing comprehensive contextual
information from global image regions, EfficientNet has gained significant recognition for its remarkable efficacy
and scalability in various computer vision tasks. In this Ensemble model, multiple instances of the ViT and
EfficientNet models are independently trained, and diversity is promoted by utilizing various initializations
or hyperparameters for each model. During the inference process, the Ensemble generates predictions by
employing a technique known as averaging, which involves computing the mean of the individual outcomes
produced by each constituent model. This averaging process not only reduces variance among the model
predictions but also maximizes the strengths of each architecture, ensuring a balanced approach to feature
extraction and context analysis. The ensemble’s predictions are further optimized through the utilization of a
coefficient weighting approach. The ViT model employs a multiplication operation with a coefficient of 0.7 to
scale its output probabilities, while the Efficient Net model utilizes a coefficient of 0.3 for the same purpose.
These coefficients were meticulously calibrated based on extensive validation tests that measured the predictive
efficacy of each model independently, ensuring that their contributions to the final decision are proportionate
to their demonstrated reliability. The coefficients in the ultimate ensemble outcome indicate the proportional
significance assigned to the predictions of each individual model.

The Ensemble model effectively consolidates the weighted outcomes to generate a conclusive prediction for
the classification of skin cancer. The Ensemble methodology effectively addresses the challenge of reconciling
the localized visual data obtained from EfficientNet with the broader global contextual information captured by
ViT, primarily due to the implementation of a well-designed weighting strategy. The adjustment of coefficients
is contingent upon the problem’s inherent characteristics and the performance exhibited by individual models.
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The ViT and EfficientNet models have successfully acquired a diverse range of representations through their
training process. By leveraging these learned representations, the Ensemble model effectively enhances both the
robustness and precision of skin cancer categorization. By implementing a systematic approach that focuses on
mitigating the shortcomings of each model, this particular strategy effectively harnesses the unique capabilities
and advantages possessed by each individual model.

5. Results and Discussion.

5.1. Experiment Environment. The hardware configuration for the experimental platform utilized in
this paper is an Intel Xeon(R) CPU E5-2780 with a 2.80 GHz core frequency and an NVIDIA GeForce RTX
1080 GPU. Using the PyTorch framework [28], the suggested model is implemented in Python 3.7, ensuring a
combination of high computational power and state-of-the-art software capabilities for handling deep learning
tasks.

5.2. Evaluation Metrics. The evaluation of the classification model incorporated four metrics critical to
medical diagnosis: Accuracy, Precision, Recall, and the F1-Score. The selection of these metrics was influenced
by their importance in clinical decision-making. In this context, it’s crucial not only to achieve high overall
accuracy but also to effectively reduce the occurrence of both false negatives and false positives.

The accuracy of the model’s predictions is the most fundamental performance metric. It can be defined as
the ratio of accurately identified samples that are positive or negative to the total number of samples:

(TP +TN)
(TP +TN + FP + FN)

Accuracy = (5.1)
Precision is a metric that focuses on the number of true positive predictions relative to the total number
of positive predictions. It measures the model’s ability to correctly identify positive instances:
TP

Precision = m (52)

Recall is a metric that measures the ability of a model to correctly identify all positive instances:

TP
Recall = m (53)

The F1 score is the harmonic mean of Precision and Recall:

(Precision X Recall)

F18S =2
core X (Precision + Recall)

(5.4)

In the above formulas, TP represents true positive samples, TN for true negative samples, FP for false
positive samples, and FN for false negative samples.

5.3. Evaluation of Proposed System. Firstly, the dataset is divided into three different sets: the
training, Validation and the test sets. The division is performed in accordance with a predetermined ratio
of 80:10:10. During training, a batch size of 32 and a learning rate of 0.0001 were employed to optimize
the balance between comprehensive learning and computational efficiency. Both EfficientNet model and ViT
model undergoes a training process that involves 50 epochs. The choice of 50 epochs was determined based
on preliminary experiments that indicated this was an optimal balance between achieving sufficient model
convergence and preventing overfitting, given the complexity of the models and the dataset size.

This approach was optimized to balance thorough learning and computational efficiency. After the com-
pletion of the training process, the model parameters were assessed by utilising the test dataset. The EffiViT
model, which is an Ensemble model, demonstrated the successful integration of the EfficientNet and ViT mod-
els, using their respective strengths. The performance indicators acquired during the training and validation
stages offer valuable insights into the model’s ability to learn effectively and consistently throughout the learn-
ing process. As an example, during epoch 1, the training accuracy of EfficientNet-V2 B0 is recorded as 75.096%,
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Table 5.1: Model Performance Summary

Epoch EfficientNet - V2 B0 ViT- B16 EfiViT

Train Train Valid Valid Train Train Valid Valid Train Train Valid Valid

Acc Loss Acc Loss Acc Loss Acc Loss Acc Loss Acc Loss
1 75.096 1.0863 73.36 0.9125 31.29 1.3972 56.15 1.156 90.115 0.418 93.145 0.158
4 82.65 0.8543 | 79.46 0.8060 | 44.67 1.2012 | 62.83 1.032 92.00 0.350 94.500 | 0.125
8 84.716 | 0.7711 | 80.33 0.7540 | 57.82 0.9876 | 68.95 0.908 93.750 | 0.300 95.750 | 0.100
12 89.716 | 0.7149 | 82.66 0.7312 | 65.82 0.8542 | 72.34 0.794 95.250 | 0.250 96.500 | 0.085
17 90.145 | 0.6571 | 85.007 | 0.7180 | 71.18 0.7219 | 75.12 0.682 96.5500 | 0.200 97.000 | 0.070
20 91.635 | 0.6379 | 87.75 0.7012 | 74.56 0.6511 76.98 0.621 97.250 | 0.180 97.375 | 0.065
24 93.813 | 0.5508 | 90.145 | 0.6169 | 78.12 0.5834 | 79.24 0.562 97.750 | 0.160 97.625 | 0.060
28 94.847 | 0.5067 | 92.849 | 0.6010 | 80.89 0.5234 | 81.15 0.514 98.000 | 0.140 97.750 | 0.055
32 95.936 | 0.4903 | 93.183 | 0.5948 | 83.24 0.4821 | 82.72 0.479 98.250 | 0.120 97.875 | 0.050
37 96.118 0.4126 94.748 0.5585 85.47 0.4439 84.31 0.447 98.500 0.100 98.000 0.040
40 96.813 | 0.3893 | 94.999 | 0.4028 | 87.22 0.4123 | 85.64 0.419 98.750 | 0.080 98.055 | 0.030
44 97.145 | 0.3893 | 96.318 | 0.2855 | 88.75 0.3847 | 86.78 0.395 99.000 | 0.060 98.110 | 0.035
48 97.995 | 0.2545 | 97.113 | 0.2067 | 90.12 0.3585 | 87.82 0.372 99.100 | 0.040 98.165 | 0.030
50 98.9324 | 0.1976 | 97.491 | 0.1933 | 91.27 0.335 88.67 0.352 99.20 0.020 98.195 | 0.015

whereas the validation accuracy stands at 73.36%. In contrast, it can be observed that ViT-B16 demonstrates
comparatively lesser accuracies, whereas EffiViT showcases the highest levels of accuracy. As the training ad-
vances to 50 epochs, a noticeable enhancement in accuracy and reduction in loss is observed across all models.
Particularly, EfiViT consistently exhibits superior performance compared to the individual models.

By following these steps, the proposed method EfiVIT Ensemble model is used for skin cancer classification.
This Ensemble model takes advantage of the strengths of both models to enhance classification performance
and accuracy. Table 5.1 shows the performance metrics for the Ensemble Model, ViT-B16, and EfficientNet-V2
B0 models during training and validation.

Figure 5.1 illustrates the loss and accuracy curves for both the Vision Transformer model and the Effi-
cientNet model throughout the training and validation phases. The graph on the left illustrates the Training
and Validation Loss, wherein both losses exhibit a decreasing trend across the epochs, suggesting a notable
enhancement in the model’s performance. The EffiViT Ensemble model exhibits the lowest validation loss,
indicating superior generalisation capabilities. The graph on the right displays the Training and Validation
Accuracy. It is evident that the EffiViT Ensemble model exhibits the best accuracy, suggesting its superior
predictive capabilities. The presented graphs highlight the superior learning capacity and effectiveness of the
Ensemble methodology compared to the training of individual models.

In addition, the Ensemble model outperforms individual models in terms of inference time efficiency. While
the EfficientNet V2 B0 model demonstrated a balance of speed and accuracy, the ViT- B16 excelled in capturing
global dependencies, albeit at a slightly higher computational cost. The Ensemble model, through its strategic
combination of both architectures, achieves an optimal balance of accuracy and inference time, suitable for real-
time clinical applications The EfficientNet -V2 B0 model has an inference rate of 0.0059 seconds per sample
and an average inference time of 1.66 seconds per sample, with a standard deviation of 0.93 seconds and
0.0033 seconds, respectively. The ViT-B16 model has an inference rate of 0.0089 seconds per sample and an
average inference time of 2.49 seconds per sample, with a standard deviation of 0.08 seconds and 0.0003 seconds,
respectively. With an inference rate of 0.0147 seconds per sample, the Ensemble Model, which combines the
predictions of the two models, obtains an inference time of 4.15 seconds.

According to these inference time results, the Ensemble Model nevertheless maintains a fair inference rate,
making it useful for real-world applications, even though the combining of numerous models makes it slightly
more computationally time-consuming. The increased diagnostic performance and rapid inference time of the
Ensemble Model demonstrate its potential as a reliable and efficient approach for diagnosing skin cancer.

5.4. Confusion Matrix Analysis. The confusion matrix, as shown in Figures 5.2, 5.3,5.4, offers a com-
prehensive view of the classification performance of the three models. While overall accuracy assessment is
important, the detailed insights provided by the confusion matrix are crucial for understanding the classifica-
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Fig. 5.1: Training and Validation Loss and Accuracy for Models

Table 5.2: Inference Time Efficiency Comparison

Model Average Inference Time (s/sample) | Standard Deviation
EfficientNet-V2 B0 0.0059 0.0033
ViT-B16 0.0089 0.0003
Ensemble Model: EffiViT 0.0147 -

tion strengths and weaknesses of each model. The EfficientNet V2 B0 matrix(as seen in Figure 5.2 reveals
its precision in classifying NV (Nevus) with 3725 true positives but also indicates a tendency to mistakenly
categorize AK (Actinic Keratoses) as NV in 57 instances. Although Melanoma (MEL) and other categories like
Dermatofibroma (DF'), Vascular lesions (VASC), and Basal cell carcinoma (BCC) are generally well-identified,
there are occasional errors, especially in differentiating Actinic keratosis (AK). The confusion matrix of ViT
B16(as shown in Figure 5.3 has a continuous pattern characterised by a notable number of true positives for
the NV class, along with equivalent performance for the MEL, DF, and VASC classes. Nevertheless, there is
a marginal rise in misclassifications, particularly in distinguishing between AK and NV, which is a consistent
pattern observed in all models.

The matrix of the EffiViT model(as shown in Figure 5.4 demonstrates notable enhancements, particularly
in accurately classifying NV with 3847 instances correctly identified as true positives. Moreover, the model
exhibits improved overall performance by reducing the number of misclassifications. It accurately recognizes
MEL 1346 times, DF 1038 times, and other classes with great accuracy. It is noteworthy that the accuracy
of AK exhibits a little enhancement, so highlighting the Ensemble model’s aptitude for distinguishing among
increasingly difficult categories. The utilization of a confusion matrix offers a comprehensive evaluation of the
efficacy of various models in accurately categorizing distinct types of skin lesions. This analytical tool plays a
crucial role in measuring the competency of these models in their classification tasks. The detailed information
provided is of great value in formulating therapeutic strategies for the screening of skin cancer. The performance
of the Ensemble Model is remarkable, exhibiting an accuracy rate of 99.4%. This surpasses the performance
of existing models and signifies a noteworthy progression in the field of skin cancer classification. Furthermore,
it has the potential to establish novel benchmarks in terms of diagnostic accuracy. The efficacy of the EffiViT
Ensemble model is demonstrated by its capacity to minimize mis-classifications, specifically in distinguishing
between AK and NV. This is achieved by leveraging the individual capabilities of the EfficientNet V2 B0 and
ViT B16 models, resulting in a powerful combined model.
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5.5. Classification Report. To offer a comprehensive analysis of performance indicators, including pre-
cision, recall, Fl-score, and support, Table 5.3 is included, providing a detailed breakdown of these metrics
by class. The table presents comprehensive performance metrics for each class across three models, namely
EfficientNet-V2 B0, ViT B16, and the EffiViT Ensemble Model. The NV class, which exhibits the highest
level of support with a total of 3862 instances, has outstanding precision and recall rates of 99.6% and 99.7%
respectively when employing the Ensemble Model. These results indicate the model’s remarkable capability in
precisely identifying true positives and its reliability in effectively separating the NV class from other classes.
Regarding Melanoma (MEL), all models exhibit elevated metrics; however, the Ensemble Model crosses the
99% barrier in precision and recall, indicating a noteworthy decrease in both false positives and false negatives
for this crucial category. The performance of Dermatofibroma (DF) and Vascular lesions (VASC) is especially
noteworthy, as the Ensemble Model demonstrates somewhat superior recall for DF and precision for VASC.
This suggests that the Ensemble Model excels in accurately diagnosing these less common disorders.

The Ensemble Model demonstrates higher precision and memory rates for Benign keratosis-like lesions
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Table 5.3: Class-Wise Performance Metrics of the Models

Classes EfficientNet-V2 B0 ViT B16 Ensemble Model: EffiViT Support
Precision | Recall | F1-Score | Precision | Recall | F1-Score | Precision | Recall | F1-Score

NV 96.3 96.4 96.3 96.7 96.8 96.7 99.8 99.6 99.7 3862
MEL 98 98 98 98.3 98.3 98.3 99.4 99.1 99.2 1357
DF 98.7 98.7 98.7 99.1 99 99 98.9 99.5 99.2 1043
VASC 98.9 98.9 98.9 99.1 99.1 99.1 99.3 98.9 99.4 1284
BKL 97.1 96.5 96.8 98 97.2 97.6 98.7 99.6 98.8 787
BCC 96.9 96.9 96.9 97.7 97.7 97.7 99.4 99.6 99.5 1001
SCC 96.8 96.8 96.8 97.7 97.8 97.8 99.2 99.2 99.2 1032
AK 94 94 94 93 93.1 93.1 99.3 99.2 99.2 1043
Micro Avg 96.9 96.9 96.9 97.3 97.3 97.3 99.4 99.4 99.4 -

(BKL), Basal cell carcinoma (BCC), and Squamous cell carcinoma (SCC), with a notable emphasis on BCC.
Specifically, the precision rate for BCC reaches 99.6%, while the recall rate reaches 99.5%. The Ensemble Model
demonstrates enhanced skill in accurately discerning Actinic Keratoses (AK), a condition that often poses a
substantial challenge. It achieves precision and recall rates of 99.3%, indicating its effectiveness in improving
the diagnosis of this class.The row labelled 'Micro Avg’ presents the mean performance measure across all
classes, so providing a comprehensive performance evaluation for each model. The Ensemble Model exhibits
a micro-average accuracy, precision, recall, and Fl-score of 99.4%, hence illustrating its uniformity across all
classes.

The high precision and recall seen across all classes demonstrate the reliability and resilience of the En-
semble Model, which are essential qualities for its potential therapeutic application. The instructive nature
of the accuracy rate notwithstanding, it fails to provide a comprehensive understanding of the specific as-
pects of categorization. To enhance comprehension of classification performance, the confusion matrix, offers
a comprehensive analysis of prediction data pertaining to each category. The Ensemble Model demonstrates
excellent performance compared to other models, with an impressive accuracy rate of 99.4%. This highlights
its exceptional capacity to accurately classify skin cancer in the context of diagnosis.

The comprehensive information provided by the confusion matrix analysis is crucial for comprehending the
capabilities of each model in accurately categorizing particular skin lesions, hence directing clinical approaches
for the screening of skin cancer. The exceptional performance of the Ensemble Model, with an accuracy rate
of 99.4%, represents a notable advancement compared to current models. This achievement has the potential
to redefine the benchmarks for accuracy in the categorization of skin cancer.
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5.6. ROC-AUC Curve Analysis. In addition to the confusion matrix analysis, the ROC-AUC curve
analysis will be a pivotal component of the evaluation. It offers a comprehensive measure of each model’s perfor-
mance across various threshold settings, further confirming their diagnostic reliability and clinical applicability.
The ROC curves reported in this study (as shown in Figures 5.5,5.6,5.7) depict the performance evaluation of
three distinct machine learning models, namely EfficientNet V2 B0, EffiVit, and ViT B16. The plotted curves
illustrate the relationship between the true positive rate (TPR) and the false positive rate (FPR), allowing
for an examination of the classifiers’ diagnostic capabilities at different threshold levels. The EfficientNet V2
B0 model demonstrates high discriminating capabilities, as seen by its AUC values approaching 1 across all
categories. This suggests a remarkable proficiency in distinguishing between positive and negative classes. The
EffiVit model exhibits notable performance, as evidenced by some categories achieving an AUC of 1, suggesting
the possibility of achieving complete classification accuracy. Finally, the Receiver Operating Characteristic
(ROCQ) curve of the ViT B16 model also exhibits elevated Area Under the Curve (AUC) values, so validating
the model’s strong precision in tasks related to classification. The persistent positioning of these curves in
close proximity to the upper left corner of the graph area signifies a notable degree of precision in forecasting,
accompanied by a minimum occurrence of both false positives and false negatives. This highlights the resilience
of these models in effectively carrying out their respective predictive functions. Moreover, the models exhibit
high AUC values, indicating their suitability for implementation in distinct clinical contexts, such as diagnos-
tic imaging or patient risk assessment, where achieving high levels of sensitivity and specificity is of utmost
importance.

The ROC curve is an essential tool for evaluating the trade-off between sensitivity (or TPR) and specificity
(1 - FPR) across different thresholds without requiring an arbitrary classification threshold. This makes the
ROC curve particularly valuable in medical diagnostic tests where the cost of false negatives varies significantly
with the clinical context. This perfect score on the AUC indicates that the model can discriminate perfectly
between the positive and negative classes without any overlap. The high AUC values reinforce the potential of
these models to act as reliable decision-support tools in medical diagnostics, potentially reducing the cognitive
load on healthcare professionals and increasing diagnostic accuracy.

This finding underscores the capacity of these classifiers to serve as decision-support instruments in the field
of medical diagnostics, enhancing the proficiency of healthcare professionals. In a comparative analysis, these
models demonstrate comparable or superior performance to existing benchmarks in the realm of automated
diagnosis, signifying a notable progression in the field of artificial intelligence within the healthcare domain.

5.7. Comparison with State of Art Models. This section provides a comparative analysis of proposed
skin lesion classification models using the ISIC 2019 dataset, which is widely recognized as a crucial benchmark
in the field of dermatological machine learning research. The Ensemble model, EffiViT, demonstrates superior
performance compared to current benchmarks, attaining an overall accuracy rate of 99.4%. The achieved
accuracy surpasses the average accuracy of 94.6% reported in the literature for the identical dataset. The
individual models, namely EfficientNet-V2 B0 and ViT B16, exhibit strong performance, surpassing the reported
average accuracies. The findings of this study highlight the efficacy of integrating sophisticated structures and
Ensemble approaches, establishing them as promising instruments for practical implementation in the field of
skin lesion diagnosis. Figure 10 visually presents the mentioned findings, emphasizing the superior precision of
the models compared to those investigated in the existing literature.

Figure 5.8 illustrates the comparison of accuracy significance of proposed methodological breakthroughs
in the classification of skin lesions. Significant progress has been gained in the field of diagnostic precision by
utilizing advanced architectures and employing Ensemble techniques, thereby establishing a new standard. The
ramifications of these breakthroughs are significant, since they have the potential to greatly enhance diagnostic
outcomes and patient treatment within the field of dermatology.

6. Conclusions. In this study, we introduced EffiViT, an Ensemble Learning-Based Decision Support
System for skin cancer diagnosis, emphasizing an intuitive Human-Machine Interface (HMI). The system com-
bines the strengths of EfficientNet and Vision Transformer to achieve a classification accuracy of 99.4%, with a
user interface tailored for ease of use and interpretability by medical professionals. Our findings underscore the
critical role of user-centered HMI design in facilitating the clinical adoption of Al-based diagnostic tools, im-
proving decision-making and patient outcomes in dermatology. Future efforts will focus on enhancing the HMI
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Fig. 5.6: ROC-AUC Curve for VitB16

with more interactive features and extending the system’s diagnostic capabilities. By continuing to prioritize
the integration of advanced technology with user-friendly interfaces, we aim to further solidify the position of
AT as an invaluable asset in healthcare. The success of EffiViT illustrates the transformative potential of com-
bining cutting-edge AI with thoughtful interface design, marking a significant step forward in human-machine
collaboration in medical diagnostics.
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SECURE DIGITAL DATA VISUAL SHARING SCHEMES IN MULTI-OWNER PUBLIC
CLOUD ENVIRONMENT APPLICATIONS

CHEKKA RATNA BABU*AND B. RAVEENDRA BABU

Abstract. The use of cloud computing for storing and processing cyber data via the internet has grown widespread in the field
of cyber security. Ensuring the secure sharing of cyber data, including texts, images, audio, and video, over the cloud is paramount.
However, cloud computing encounters significant challenges concerning cyber data security, authentication, and privacy. The
prevailing approaches to data security encounter challenges such as the generation of intricate keys, intensive computation for large
keys, and susceptibility to attacks by intruders. Scalability presents its own set of obstacles in maintaining cyber data privacy and
ensuring secure communication. A significant privacy concern arises from the frequent changes in membership and data sharing
among multiple owners. This paper introduces a novel approach to secure data sharing within data centres by proposing a scheme
that employs Private Key Dynamic Visual Cryptography (PK-DVC), Multiple Key Encryption Visual One-Time Pad (MK-VOTP),
and visual steganography for encoding and decoding. MK-VOTP is used for data encryption, facilitating data owners’ encryption
via utilising their identity with supplementary security features. Subsequently, the encrypted data is kept in the cloud, guaranteeing
heightened security protocols. Visual steganography is employed for further authentication purposes. Decrypting the original data
requires users who fulfil the encrypted properties. This increases security and reduces critical size, allowing several authenticated
owners to share data without conflicts. Combining all shares recreates the original picture.

The approach described in the paper sounds innovative and addresses several key challenges in ensuring secure data sharing
within data centers, particularly in the context of cloud computing.The proposed scheme main components are Private Key Dynamic
Visual Cryptography (PK-DVC),Multiple Key Encryption Visual One-Time Pad (MK-VOTP), and Visual Steganography.These
three components plays important role in further authenticating the encrypted data or providing additional security measures
beyond encryption.By combining these techniques, the proposed scheme aims to provide robust security for sharing cyber data in
cloud environments. The use of dynamic keys, multiple encryption layers, and steganography can enhance data security, making
it challenging for intruders to access or decipher sensitive information.

Key words: Multi-Owner, Encryption, Visual Cryptography, Decryption, Cloud Computing, Visual Steganography

1. Introduction. Since 2007, the IT industry and academics have focused on cloud computing. The idea
involves assigning services in a "cloud,” a network of devices and resources linked via the Internet, to seamlessly
offer more flexible services to consumers. Data storage, an essential component of cloud computing, presents
new issues in developing safe and reliable storage and access methods among cloud service providers [5]. Given
cloud computing’s inherent openness, cloud data storage must be secured [6].In Figure.1 Multiowner — Cloud
Architecture Access control is crucial in cloud-based systems due to data accessibility.

However, ensuring the security and privacy of data stored in the cloud presents significant challenges. While
data encryption offers protection, concerns arise when cloud servers possess decryption keys and manage user
accessibility rights, particularly for sensitive records like administrative documents (e.g., bills and ID cards)[5].
Additionally, as users increasingly outsource storage and computing needs to remote servers, often untrusted,
privacy issues escalate, including the sensitivity of keywords transmitted in queries and the retrieved data,
requiring concealment. Consequently, security and privacy emerge as paramount concerns. Traditional network
security and privacy mechanisms need to be revised or address data storage and outsourcing complexities.
Maintaining the integrity and confidentiality of stored digital data identities becomes a significant challenge
external storage solutions pose [6]. Dynamic visual cryptography and steganography techniques mitigate these
risks and preserve data privacy and authentication in the cloud.

Dynamic Visual Cryptography: The dynamic visual cryptography scheme offers a robust approach to
encrypting confidential documents or images by partitioning them into distinct segments. One noteworthy
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characteristic of visual cryptography [7][8][9] is the ability to visually decipher the secret picture by superim-
posing shares, hence obviating the need for intricate computational processes. Exploiting this property, a third
party can easily reconstruct the secret image if the shares are transmitted sequentially over the network. This
approach involves encrypting visually generated image shares using Private Key Encryption, with the primary
objective of achieving a high level of security. Unlike previous systems where only a single user could access
the data, this system enables multiple users to access the same data. Moreover, it utilizes more minor keys
than the larger keys previously employed. Addressing the paramount concern of security in data sharing over
the cloud, this system aims to mitigate associated risks effectively.

2. Relade Work. Data undergoes encryption before outsourcing, resulting in the service provider receiv-
ing encrypted data. Consequently, this data is perceived as useless or lacking in meaning. However, the respon-
sibility for managing access control policies, encrypting and decrypting data, and managing cryptographic keys
falls on the client [10]. Adding to the user’s burden and sharing it increases hazards. Data shared among several
users requires more encryption flexibility to accommodate group members, enable key management, and enforce
access control regulations to protect data confidentiality. Outsourced data owners have extra constraints when
sharing data with many consumers.

Public key encryption encounters difficulties when implemented in cloud environments, with numerous
users needing file access. Sana et al. introduced a lightweight encryption algorithm in their study cited as [11],
melding symmetric encryption for file encryption and asymmetric encryption for crucial distribution to tackle
these challenges. Nonetheless, this approach has drawbacks, including complexities in key management and the
necessity for precise file access control, as noted in [12]. Furthermore, the solution’s flexibility and scalability
could be improved. Encryption and decryption [29] methods must be implemented whenever a user leaves a
group to prevent unauthorised access to data.

Shamir established the concept of identity-based encryption [13]. This encryption method involves data
owners encrypting their data by providing the identity of the authorised entity responsible for decrypting it.
The decryption entity’s identity must correspond to the one designated by the owner, therefore obviating the
need for key exchange.

Attribute-based encryption (ABE) is a cryptographic technique that establishes user identification [32] using
a characteristic collection. These qualities are then used to build a secret key and establish the access structure
for access control. This approach integrates encryption with access control, allowing for data confidentiality
and sharing among groups of users. In [14], fuzzy identity-based encryption (FIBE), a variant of ABE, was
proposed several years after IBE. In FIBE, a group of attributes collectively identifies an individual’s identity.
The data owner encrypts the data, and only individuals possessing attributes that overlap with those specified
in the ciphertext can decrypt it.

Ostrovsky’s technique [15] introduces a method that enables the implementation of non-monotonic access
structures, which may accommodate both positive and negative qualities. Nevertheless, this technique leads
to a rise in the size of the ciphertext and the key and the accompanying time expenses for encryption and
decryption. On the other hand, Key-Policy Attribute-Based Encryption (KP-ABE) exhibits a linear growth in
the ciphertext size as the number of related characteristics increases.

An algorithm has been devised to guarantee a consistent ciphertext size irrespective of the number of
characteristics while accommodating non-monotonic access patterns. Nevertheless, the dimensions of the critical
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exhibit a quadratic growth pattern as the number of factors increases. Cypher Text Policy Attribute-Based
Encryption (CP-ABE) was developed to address this problem [16]. Nevertheless, it is essential to acknowledge
that CP-ABE often entails more expenses than KP-ABE.

Cybersecurity between Users W. Chen and Wang’s Mobile Media Cloud [17] secured multimedia data
across users’ clouds. The system used DCT RS code watermarking, picture concealing, and secret sharing. Its
advantages were strong security, user-friendliness, media quality, and low overhead. One downside was that
picture data was limited to one carrier. This constraint is overcome by dividing the picture into shares and
transmitting the data over carriers.

S, Chauhan, and Vats suggested Threshold Cryptography-Based Data Security in Cloud Computing [18] to
protect communication between Data Owners (DO), Managed Service Providers (MSP), and cloud customers
and cyber data access. The system used Diffie-Hellman, threshold cryptography, and MDb5. Its benefits were
reduced keys and improved data security, confidentiality, integrity, and performance. Diffie-Hellman algorithm
computing power was a system downside. To address this issue, the system replaced the Diffie-Hellman algo-
rithm with MK-VOTP, a lightweight encryption method, to achieve efficient encryption and decryption without
requiring extensive computational power.

The goal of the Digital Image Sharing by Diverse Image Media [19][30] method proposed by Lee and Chiu
was to partition photographs into several shares safely. The system utilized techniques such as the NSS al-
gorithm and encoding algorithms. Its benefits encompassed user-friendliness, high security, quality images,
and low-risk transmission. However, a drawback of the system was generating noise-like shares during the
process. Mukherjee and Ghoshal presented ”Steganography-based Visual Cryptography” [20] to bolster image
security by integrating Steganography with Visual Cryptography (VC), a method where data is concealed
within another image. The system employed techniques such as cryptography and steganography. Its advan-
tages included heightened security, authentication, integrity, and reduced computational overhead. However, a
potential drawback could be a decline in image quality. In this study, efforts were made to address weaknesses
such as poor image quality and noisy generated shares while enhancing privacy, authentication, and robustness.

3. Proposed Work. Securing information to restrict access solely to authorized individuals has been a
longstanding practice. However, this pursuit encounters challenges in both physical and digital domains. Even
well-protected information remains susceptible to theft or unintended misuse in the tangible world. Similarly,
the cyber realm faces comparable obstacles, often resorting to container-based encryption for safeguarding.
The analogy of lock-and-key security persists in digital landscapes, where data integrity hinges on robust
encryption techniques. Within cloud environments[21], digital identity is the cornerstone of adaptable data
security. Digital identity encompasses diverse attributes defining an individual, thereby presenting risks of
identity theft. Consequently, upholding the confidentiality of digital identities is crucial, not only for security
but also for privacy.

For instance, email represents a typical scenario of multi-owner privacy data[2]. When two individuals
exchange an email, the content becomes a shared privacy concern and which is shown in Figure 3.1. The contents
should not be disclosed without either party’s consent [3][4]. Nevertheless, given that the email is owned by both
the correspondent and the recipient[1], they each possess the authority to forward it autonomously. Forwarding
entails the inherent danger of revealing the confidential data of the other proprietor.

The Online Patient Health Record System (OPHRS) looks promising for online patient health information
exchange. Patients may manage, regulate, and share their health data with other users and doctors. When
OPHRS is semi-trusted to a third-party server, issues about unauthorised access, privacy breaches, and security
vulnerabilities develop, creating substantial problems in a multi-owner cloud environment. A secure cloud-based
OPHRS architecture addresses these issues. MK-VOTP and visual steganography enable safe OPHRS sharing
across several users in this system.

The proposed system is a collaborative platform to facilitate secure image sharing among multiple users
on cloud infrastructure. Given the inherent limitations of cloud services in ensuring security, confidentiality,
and integrity, this system employs Visual Cryptography[22][23] to distribute image components among group
members. Each segment of the image undergoes encryption and decryption procedures using dynamic visual
cryptography. Visual steganography[24][25] is integrated as an additional protective layer to fortify security
measures and validate authentication. Traditionally, images were transmitted as single carriers, leaving them
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vulnerable to loss. A single image is fragmented into multiple shares and carriers to mitigate this risk. Cloud
service users must understand computing environment obligations and security and privacy concerns. Thus,
the suggested system provides cloud computing solutions for organisational security and privacy. The ultimate
aim of the proposed system is to achieve real-time image transfer to authenticated users. By consolidating the
image shares, the complete image is reconstructed. Any unauthorized alterations to the image trigger access
restrictions for users. The system effectively reduces the likelihood of data tampering or unauthorized access
through multiple encryption and decryption operations.

3.1. Private key Dynamic Visual Cryptography Encryption. Dynamic Visual Cryptography [26-
28] is an exceptional encryption technique designed to hide information within images, enabling decryption by
human vision with the correct key image. This method employs two transparent images: one containing random
pixels (the key) and the other holding the secret information. Retrieving the hidden data from either image
alone is unfeasible; both are essential to reveal the concealed information. When the random image comprises
genuinely random pixels, it functions similarly to a One-time Pad system, delivering encryption highly resistant
to decryption.All algorithmic steps are revealed in Figure 3.2.

3.2. Multiple Key Encryption Visual One—Time Pad. MK-VOTP is suggested for cloud owner/user
authentication. Figure 3.3 solution allows several owners to authenticate to the cloud server using multi-level
security. Several owners may obtain shares from the group management and utilise the token several times.

Since the cloud cannot guarantee security, secrecy, or integrity, this multi-owner solution lets anybody safely
transmit photos to numerous owners on the cloud. Each group member distributes a portion of the picture
using Dynamic Visual Cryptography [33][34]. Dynamic visual cryptography encrypts and decrypts each picture
sharing. Steganography will be used to improve security and check for sharing manipulation. Organisations
and people using cloud services must comprehend computing environment obligations and security and privacy
implications. Therefore, the suggested method ensures that cloud computing solutions meet organisational
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Algorithm 1 Private Key Dynamic Visual Encoding/Decoding

a.Generate Private Key(imgKey):
Input:The given input consists of a Gray-Scale Image (GI) with tl x t2 pixels dimensions.
The basis matrices CO and Cl1 have sizes of n x m.
Output: Securely generates a new Key Image
Step 1: First, create a fully transparent white pixel grey scale (GI) image with size tl x t2 pixels
Step 2: an image to transform into a key by turning its black pixels into 3/4 pixel blocks
Step 3: an image to transform into a key by turning its white pixels into 2/4 pixel blocks
(which itself are randomly determined).
Step 4: Non-white pixels are treated as if they were black.
Step 5: Fully white image for truly random key
b.Encoding(imgKey, imgSrc) Pseudo Code:
Step 1:BufferedImageencryptedImage=new BufferedImage(key image.getWidth() ,key image.getHeight(),
BufferedImage.TYPE_INT_ARGB) ;
Step 2: for (int y = 0; y < encryptedImage.getHeight(); y += 2) {
Step 3: for (int x = 0; x < encryptedImage.getWidth(); x += 2) {
Step 4: if (sourceImageRes.getRGB(x, y) == Color.BLACK.getRGB()) {
Step 5: if (keyImage.getRGB(x, y)>>>24 == 0)
encrGraphics.fillRect(x, y, 1, 1);
if (keyImage.getRGB(x + 1, y)>>>24 == 0)
encrGraphics.fillRect(x + 1, y, 1, 1);
if (keyImage.getRGB(x, y + 1)>>>24 == 0)
encrGraphics.fillRect(x, y + 1, 1, 1);
if (keyImage.getRGB(x + 1, y + 1)>>24 == 0)
encrGraphics.fillRect(x + 1, y + 1, 1, 1);
} else {
if (keyImage.getRGB(x, y) == Color.BLACK.getRGB())
encrGraphics.fillRect(x, y, 1, 1);
if (keyImage.getRGB(x + 1, y) == Color.BLACK.getRGB())
encrGraphics.fillRect(x + 1, y, 1, 1);
if (keyImage.getRGB(x, y + 1) == Color.BLACK.getRGB())
encrGraphics.fillRect(x, y + 1, 1, 1);
if (keyImage.getRGB(x + 1, y + 1)== Color.BLACK.getRGB())
encrGraphics.fillRect(x + 1, y + 1, 1, 1);}}}
Step 6: return encryptedImage;
c. Decoding(keylmage, overlaylmage) Pseudo Code:
Step 1: BufferedImage cleanImage = new
BufferedImage (overlayImage.getWidth() / 2, overlayImage.getHeight() / 2 , BufferedImage.TYPE_INT_ARGB);
Step 2: for (int yOverlay = 0, yClean = 0; yOverlay <overlayIlmage.getHeight(); yOverlay += 2, ++yClean)
Step 3: for (int xOverlay = 0, xClean = 0; x0Overlay <overlayImage.getWidth(); xOverlay += 2, ++xClean) {
int rgbFirstPixel = overlayImage.getRGB(xOverlay, yOverlay);
Step 4: if (rgbFirstPixel >>>24 != 0 &&
overlayImage.getRGB(x0verlay + 1, yOverlay) >>>24 != 0 &&
overlayImage.getRGB(x0Overlay, yOverlay + 1) >>>24 != 0 &&
overlayImage.getRGB(x0verlay + 1, yOverlay + 1) >>>24 != 0) {
cleanGraphics.setColor(new Color(rgbFirstPixel, true));
cleanGraphics.fillRect(xClean, yClean, 1, 1);
3

Step 5: return cleanlmage;

security and privacy needs.

The ultimate result of the suggested system is the successful real-time delivery of the secret picture to
the authorised users. The original image will be created by merging the shared portions of the image. If
any manipulation is performed on the picture, the user’s ability to access the image will be limited. The
picture undergoes various encryption and decryption processes, making tampering with or hijacking the data
challenging. Therefore, if an unauthorised user attempts to get access to the confidential picture, they will be
unable to do so if any malicious user tampering occurs with the secret image since it may be discovered via
steganography. If any user’s private key is absent, the original picture will remain inaccessible to all users.

3.3. Secure Secret Share Visual Steganography. A network of interconnected bank branches provides
cloud banking services [37]. Cloud bank customers can access their assets and carry out basic transaction
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Algorithm 2 Algorithm Multiple Key Encryption Visual One-Time Pad Pseudo Code:
EncDoubledKey(Image newImagel, Image newlImage2, int height, int width, int n){
Step 1: m_enc2 = new Enc2_2(height, width, n);
Step 2: m_loadingImagel = newImagel;
m_loadingImage2 = newlImage2;
Step 3: this.initEncrypt();
}

initEncrypt (){
Step 3.1: m_enc2.doPermutation();
Step 3.2: m_enc2.setImage(m_loadingImage2) ;
Step 3.3: m_enc2.encrypt();
//this.doPermutation();

Step 3.4: m_Cblack = m_enc2.m_Cblack;
Step 3.5: m_Cwhite = m_enc2.m_Cwhite;
Step 3.6: this.setImage(m_loadingImagel);
Step 3.7: this.encrypt();

return true; }

activities from any member cloud network bank branch office. One of the primary challenges encountered in
cloud banking services is the integrity of the members. The authentication of information in the cloud banking
industry is a significant challenge due to the occurrence of SQL Injection hacking attacks on bank databases.
To address the challenges associated with authentication, this study proposes a method that utilises image
processing techniques to secure secret sharing using visual steganography. The present study introduces a novel
approach to embedding a customer’s PIN using secure secret share visual steganography. While many existing
steganography methods rely on three or four adjacent pixels over a single pixel, the secure secret share visual
steganography technique [35][36] offers the advantage of utilising up to eight adjacent neighbours. This allows
for a gradual increase in value, which can then be divided into multiple segments. The quantity of shares to
be generated is contingent upon the specific plan the financial institution selects. After creating two shares,
one share is recorded in the bank database, and the client retains the second share. The consumer needs to
ensure the presentation of their share throughout all transactions. The original picture is obtained by stacking
this share with the first share. The decoding process extracts the concealed pin number upon acknowledging
or rejecting the output, verifying the customer’s identity.

Multi — Owner Public Cloud Environment is a conceptual model that outlines the cloud application, be-
havior, and aspects, as depicted showin Figure 3.4.

Figure 3.5.(a) shows the logic flow to generate shares by using MK-VOTP algorithm and visual Stenography
algorithm. If both the keys (private key 1 and private key 2) are same, cloud member authenticity may be



90 Chekka Ratna Babu, B. Raveendra Babu

Algorithm 3 Visualstegnography Algorithm

Step 1: BufferedImage keyFromInitialImage = Crypting.generateKey(imgFirst);
Step 2: BufferedImage secondImageCanvas =
new BufferedImage(width*2, height * 2, BufferedImage.TYPE_INT_ARGB);
Step 3: for (int y = 0; y < height; ++y) {
for (int = 0; x < width; ++x) {
int newX X * 2;
int newY =y * 2;
int pixelRGB = imgToHide.getRGB(x, y);
boolean targetShouldBeBlack = (pixelRGB >>> 24 != 0); // Check transparency
pixelRGB = secondImageCanvas.getRGB(x, y);
boolean secondImagePixelIsBlack = (pixelRGB >>> 24 != 0);
Step 4: int blackPixelsToSet = secondImagePixelIsBlack 7 3 : 2;
Step 5: boolean skipFirst = !targetShouldBeBlack;
for (int minix = 0; minix < 2; ++minix) {
for (int miniy = 0; miniy < 2; ++miniy) {
int firstPixelRGB = keyFromInitialImage.getRGB(newX + minix, newY + miniy);
boolean isFirstPixelWhite = (firstPixelRGB != Color.BLACK.getRGB());
if (isFirstPixelWhite) {
if (skipFirst) {
skip first = false;
newPixels[minix] [miniy] = Boolean.FALSE;
continue;

™

}

newPixels[minix] [miniy]

= Boolean.TRUE;
--blackPixelsToSet; } } + } }

Cloud Membe Cloud Membe

Cerification

Fig. 3.4: Proposed Method Cloud Multi Owner Security Flow Diagram

granted and if both are not same, admin can decide that the share produced by cloud member is fake and
can be rejected. In Cloud Member Registration/Verification to register [Figure 3.5.(b)] the cloud member and
Verify (Figure. 3.5.(c)) the correct cloud member or not.

4. Experiments and Results. The outcome of the system entails the retrieval and creation of the first
picture on the customer’s end via the accumulation of the shares held by the participating consumers. The
agent sends the image, which is then subjected to Visual Cryptography. This involves splitting the image
into n shares. The sensitive data is then encrypted using private critical dynamic visual cryptography and a
one-time multiple-key encryption visual pad. The encoded and decoded shares are then authenticated. Finally,
Visualstegnography is used to authenticate the customers .The Simulation results shown in from Figure. 4.1a
to Figure 4.2c step by step in sequence order.

The efficiency of Visual cryptosystem depends on the quality of the reconstructed image. The important
parameters of proposed VC scheme are pixel expansion(m), which refers to the number of pixels in a share used
to encrypt a pixel of the secret image. This implies loss of resolution in the reconstructed image and contrast
(), which is the relative difference between black and white pixels in the reconstructed image. This implies
the quality of the reconstructed image. Generally, smaller the value of m will reduce the loss in resolution
and greater the value « of will increase the quality of the reconstructed image. As mentioned above if ‘m’ is
decreased, the quality of the reconstructed image will be increased but security will be a problem The secret
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share or reconstructed image generated from the original image (Figure 4.3a) is shown in Figure 4.2b, the
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corresponding ownership share is shown in Figure 4.2c, and the stacked result of Figure 4.2a and Figure 4.2b is
illustrated in Figure 4.2c. In the Secrete Share the ratio of block pixels to white pixels is 50.21 to 49.79,Which
reflects the central limits statement. In addition, two common similarity measurements are introduced to

evaluate the proposed cloud membership protection scheme.One is the peak signal-to-noise ratio (PSNR) used
to evaluate the similarity of two grey-level images

log(255)?
MSE

PSNR =10 x



Secure Digital Data Visual Sharing Schemes in Multi-Owner Public Cloud Environment Applications 93

Encrypted Image Decrypied Image

Original Image
(a)
-~
Original Image Encrypted Image Decrypted Image

(b)

Fig. 4.3: Visualstegnography (PSNR/SSIM)

Table 4.1: Quality measures of the images

(a) For Figure 4.3a (b) For Figure 4.3b
Image SSIM index | PSNR Image SSIM index | PSNR
Original Image 1 18.49dB Original Image 1 19.54 dB
Encrypted Image || 0.0004 31.79 dB Encrypted Image || 0.0003 33.38 dB
Decrypted Image || 0.90 20.33 dB Decrypted Image || 0.89 21.22 dB
where
1 M1 M2
MSE = ——— x hij — (hij')?
IS ;;(J (hij')?)

hij denotes a pixel color of the original image,and hlij denotes a pixel color of the attacked image, M1 x M2 is
the size of the image. Another parameter is the Structural Similarity (SSIM) index for measuring the quality
between two images. The SSIM index can be viewed as a quality measure of one of the images being compared
provided the other image is regarded as of perfect quality. The quality measures are calculated between the
original image and the encrypted/decrypted image. Table 4.1a and Table 4.1b shows the quality measures of
the images in Figure 4.3a and in Figure 4.3b.

5. Conclusion. This paper explores a growing trend in implementing multiple security techniques to man-
age security risks on the cloud effectively, thus unlocking the full potential of cloud computing. The proposed
approach significantly contributes to cloud security and privacy, focusing on authentication and protecting im-
age copyright and multimedia data confidentiality. Visual cryptography is employed for encrypting, concealing,
and sharing information in image form, ensuring that the information is only visible to the human eye upon
decryption with the correct key. Visual steganography embeds secret information and various features into
original images, facilitating the identification of ownership of modified images and addressing issues related to
tampering and verification. Sensitive data is secured using dynamic visual cryptography with private keys and
Multiple Key Encryption Visual One-Time Pad methods. Users may encrypt their data with their identity and
other security features and save it in the cloud. Additionally, visual steganography improves authentication .

Moreover, the scheme seems to address scalability concerns by allowing multiple authenticated owners to
share data without conflicts, thus ensuring secure communication even in dynamic environments with frequent



94

Chekka Ratna Babu, B. Raveendra Babu

changes in membership and data sharing.

Overall, this approach appears promising in mitigating the challenges associated with cyber data security,

authentication, and privacy in cloud computing environments. However, its effectiveness would need to be
evaluated through rigorous testing and analysis to ensure its practical viability and resilience against potential

attacks.
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I0T ENABLED SMART AGRICULTURE SYSTEM FOR DETECTION AND
CLASSIFICATION OF TOMATO AND BRINJAL PLANT LEAVES DISEASE

ROHIT KUMAR KASERA f SWARNALI NATH, BIKASH DAS, ANIKET KUMAR, AND TAPODHIR ACHARJEE

Abstract. Internet of Things (IoT) assisted smart farming techniques are gradually being used efficiently for identification
and classification of vegetable plant diseases. Detection and classification of diseases in these plant families like Solanaceae are
still problematic using DCNN due to variations in environmental conditions, genome variation, type of disease, etc. In this paper,
two methods for spotting and diagnosing diseases of brinjal and tomato plants leaves named as Optimal Environmental Traversing
Alert (OETA) and Optimum diagnosis of Solanaceae leaf diseases (ODSLD) respectively have been proposed. The OETA machine
learning (ML) based method is used first to detect the disease, and then the ODSLD deep convolutional neural networks (DCNN)
method is used to classify it. An analysis of the proposed method experiments showed that OETA disease detection for brinjal
plant (eggplants) was 97.81 percent and for tomato plants was 99.03 percent. For disease classification by ODSLD method, the
VGG-16 for brinjal plant and ResNet-50 for tomato plants outperformed other existing DCNN computer vision methods.

Key words: Smart farming, Disease detection, VGG19, DenseNet121, Edge computing, Raspberry pi pico

1. Introduction. India and several other nations rely substantially on agriculture as their primary source
of income. It has an enormous influence on the economic development of many nations [1]. In traditional
farming, farmers in remote areas face obstacles in following and assessing meteorological conditions, soil quality,
water availability, insect control, disease identification, regular monitoring of farming field, and other factors
[2]. The majority of leaflets get struck with multiple diseases before and during harvest, which diminishes
crop quality and yields. Every year a lot of plants and crops are destroyed due to various causes, including
fungal microorganisms pH imbalances in the soil, severe temperatures, alterations in atmospheric moisture or
humidity, an inadequate volume of nutrients in the soil, and other aspects [3]. This work of disease detection
research focuses on two species of plants from the nightshade family (Solanaceae) [4] namely tomato and brinjal
(Eggplant). The diseases that mostly affect tomato and brinjal crops are given in Fig. 1.1 and 1.2.

We have selected tomato and brinjal in our study because both are cultivated simultaneously by farmers
across India in dry seasons and and are highly susceptible to diseases [5]. So if a single system can be used
to predict and classify disease in the plants, it will be quite a cheap software for farmers. Using precision
farming technology with the Internet of Things (IoT), farmers can effortlessly recognise the category of dis-
eases that harms a leaf of tomato and brinjal, thereby improving yield and production [6]. The automated
identification and categorization of diseases is an increasingly prominent area of research in smart agriculture
today. Various of research have been been pulled off for the recognition and categorization of crop illnesses by
employing predictive modelling or Deep convolutional neural networks (DCNN) approaches involving Support
vector machines (SVM), Random forest (RF) [7], Artificial neural networks (ANN) [8], Decision trees (DT) [9],
Convolutional neural networks (CNN), Visual Geometry Group-16 (VGG16), Inception v3, DenseNet-121, and
Residual Network 50 (ResNet 50), U-Net [10, 11]. Sophisticated smart farming systems could be enhanced
by combining IoT, machine learning (ML), and DCNN methods. Precisely anticipating and classifying crop
health metrics for boosting yield in agriculture is one of the main obstacles. Due to lack of accurate, proficient
data and efficient predictive models, genetic factors of plants, and variability in leaf images it is challenging
to develop a real-time decision system. Farmers often have difficulty in determining well-informed decisions
concerning crop monitoring, pest control, and irrigation without real-time disease detection systems, involving
soil nutrient data and a breakdown of tomato and brinjal crop disease types. As a consequence, reliable and
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Early Blight

Late Blight

Leaf Mines

Yellow Leaf Curl Virus

Two Spider Mite

Fig. 1.1: Segmentation of tomato ailments into classes

Lady Bug

Fiea Beetle Nitrogen and Epilachna Beetle
potassium deficiency and Mites
Fig. 1.2: Segmentation of brinjal plant ailments into classes
Table 1.1: Optimal Ranges values for Tomato and brinjal plant cultivation
Plant Temp [°C] | Hum [%] | SM [%] | pH | N [mg/Kg] | P [mg/Kg] | K [mg/Kg]
Tomato 10 -28 60 - 80 60 - 90 5-8 40 - 120 30 - 110 30 - 100
Brinjal 20 - 28 60 - 80 65 - 90 4-7 60 - 120 50 - 80 50 - 90

scalable hybrid Edge IoT and Al-enabled alternatives have to exist for the ability to effectively detect illnesses,
forecast crop conditions, and allocate resources in intelligent agriculture systems [26]. Recent research indicates
the optimal temperature (Temp), humidity (Hum), soil moisture (SM), pH, nitrogen (N) phosphorus (P) and
potassium (K) values ranges for growing cultivating tomatoes [12, 13] and brinjal [14] are shown in the Table 1.1.
N, P, and K scales on the soil can be used to gauge tomato and Brinjal plant growth. It is possible to avoid
both inadequate nutrient supply and over fertilization by anticipating nutrient data. Consequently, farmers
can make informed decisions based on real-time temperature, humidity, soil moisture, pH, N, P, K levels and
determine the exact amount of fertilizer required for robust plant growth [15], and nutrient level information
will help the ML methods to decide the optimal disease prediction.

The intended effect of this research is to assist low-income farmers by predicting and recognizing types
of diseases in the early stage through the adoption of an amended IoT edge Al-based methods as Optimal
Environmental Traversing Alert (OETA) and Optimum diagnosis of Solanaceae leaf diseases (ODSLD). The
proposed system can be employed with some initial cost (specially season cost) in first years but following years
only minimal maintenance costs are to be borne by the farmers. This research’s key contributions are outlined
below:

1. Real-time data through sensor including camera were collected from tomato and brinjal plants fields
using an LPWAN communication method. These data are used to develop a disease monitoring system
that can detect and recognize diseases.

2. This article adopts an innovative approach utilizing an IoT Edge-based disease observation module
called the OETA prognosis method. It employs a modified stacked ensemble learning method. This
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method collects data from the surrounding environment (temperature and humidity) and soil (Moisture,
pH, N, P, and K) of tomato and brinjal growing fields in real-time to predict the illness and soil health
status.

3. The ODSLD hybrid DCNN computer vision technique was designed to classify the disease found on
brinjal and tomato plants.

4. An extensive comparative analysis of the hybrid disease testbed framework has been accomplished
through experimental results and discussions to validate its performance.

This article is structured into several sections, the Sect. 1 describes the problem domain, possible dis-
crepancies in existing research, objectives, and contributions to strengthen the IoT-enabled illness detection
system. Sect. 2 covers in-depth literature surveys along with their limitations and research deficiencies; Sect. 3
demonstrates the proposed methodology; Sect. 4 unveils experiment results and an assessment of the proposed
methodology with comparative analysis; and Sect. 5 conveys a summary of the proposed system with future
research.

2. Literature Review. In [16] researchers proposed an IoT monitoring system to analyze the minimal
and extreme ranges of every environmental factor to envision four types of plant diseases. For classification,
they used ANNs and achieved more than 98% accuracy, but the system is not fully automated and adaptive
and has very few sensors.

A disease recognition framework for tomato and brinjal plant has been put forward using SE-Inception
in [18]. The model utilizes a multi-scale mining module to boost its efficiency and a batch normalization
layer to accelerate network convergence. 98.29% accuracy was accomplished with this particular strategy.
The assessment of this methodology’s flaws indicates floating point arithmetic can impact the mobile device’s
efficiency although real-time data hasn’t been utilized during any kind of system validation.

In [17] the authors put forward a two-stream classification strategy using Inception V3 and inference with
recognition using "CNN-softmax”. It is observed that the system is not fully automated and precision is low.

Research in [19] indicates utilizing OPNN-based plant disease diagnosis to identify brinjal leaf problems
early on. RGB transformation, pre-processing with a median filter, feature extraction with ideal weight values,
and ARMKFCM segmentation of impacted areas are all-encompassed. The main flaw of the prevailing approach
is its inadequate datasets.

In the article [21], an apparatus is utilized to grab an image and transmit it to a neural network for
categorization. Considering brinjal plant of sixteen classes, they adopted CNN transfer learning ("DenseNet201,
Xception, ResNet152V2”). DenseNet 201’s effectiveness reached 99.06%. The suggested approach has a few
limitations, such as skipping the dataset scale constraint. Transfer learning causes an overfitting problem during
validation.

Tomato plants are allowed to acquire environmental data with the assistance of an IoT module in [20].
Models like Random Forest, SVM, and K-means are used for assessing the health of plants for three sickness
classes and one healthy class. Vanilla Architecture, VGG16, and VGG19 were used to gauge how well the
suggested models performed. VGG16 obtained a 92.08% accuracy rate. The outcomes can be upgraded by
collaborative prediction, and the efficacy of the model is not validated.

Incorporating IoT and machine learning strategies in [22], IQWO-PCA is an enhanced quantum whale
optimization practice that foresees plant epidemics in farming. The system has a few limitations, such as a lack
of information on the type of IoT devices used to set up the experiment testbed. This model cannot classify
many types of tomato diseases because the system has been tested on a single disease type.

In [23], a CNN-modified imitation has been conceived to predict tomato leaf diseases from a 50k dataset of
14 crops with a performance at 91.2%. In its entirety, CNN triumphed over other pre-trained models, notably
VGG16, InceptionV3, and MobileNet, in contrast to their contributions. A few limitations are the inadequate
performance and deficient adaptability of the suggested model.

The aforementioned survey emphasizes the ongoing research gap concerning the performance involving var-
ious computer vision-based illness detection methods, gradient vanishing, system responsiveness, recognizing
between healthy and damaged plants, adoption of IoT devices for real time system, Long range data transmis-
sion, sensor data processing, and automated computational tasks.
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Table 3.1: Unprocessed sensor data

Time Temp | Hum | SM | pH N P | K | Light
14/12/2023 10:30:00 AM | 20.23 74 62 | 6.05 | 120 | 61 | 92 278
08/02/2024 7:30:00 PM 15.23 73 81 4.23 | 112 | 56 | 87 112
13/03/2024 12:45:00 PM 30.8 69 52 5.62 | 117 | 47 | 67 338
13/03/2024 01:30:00 PM | 30.01 72 57 | 4.02 | 117 | 47 | 67 356

3. Methodology. Considering the research gaps which are addressed in Sect. 2, a hybrid IoT edge-
enabled disease diagnosis approach is put forward in this current work. The two methods compose the overall
testbed of the system. The first predicts disease using the Optimum Environmental Traversing Alert (OETA)
method based on IoT edge and ML, and the second classifies types of diseases using image processing and
DCNN named as optimal diagnosis of Solanaceae leaf diseases (ODSLD). The comprehensive architecture for
automated disease detection in tomatoes and brinjal plant is portrayed in Fig. 3.1.

The disease recognition framework in Fig. 3.1 is an Internet of Things (IoT) edge-based architecture com-
posed of sensing layer unit (SLU), IoT edge gateway unit (IGU), cloud and application layer unit (ALU). The
SLU processes real-time sensor data on temperature (Temp), humidity (Hum), soil moisture (SM), pH, nitrogen
(N), phosphorus (P), potassium (K), and light through Raspberry Pi Pico WH microcontroller from an open
tomato and brinjal field. Sensor data is transmitted in real-time via the LoRa SX1278 433Mhz module to
an IGU. Real-time transmission over a low power wide area network (LPWAN) at long range establishes a
point-to-point (P2P) connection between SLU and IGU. The Raspberry Pi 4 module is used as an IoT edge
gateway (IGU) for entire system testing. The accumulated data from SLU is processed under IGU. The data
are preprocessed and then trained using the OETA classification method, which is a modified hybrid machine
learning (ML) ensemble classifier. Hybrid ensemble approaches assess the abilities of more than one robust
ML model in a classification task. It reduces overfitting, maximizes true positives, and contributes to an im-
balanced dataset. An "OV7670” camera module is deployed under the SLU. If the OETA method predicts
that the tomato or brinjal crop has a disease based on the current state of the real-time sensor data, IGU will
instruct SLU to activate the camera to take a picture of the leaf. SLU will transmit the captured image to
IGU via LoRa SX1278 to recognize the type of disease. The transmission of image data through the LoRa
module is accomplished based on the existing multi-packet LoRa transmission protocol [24] using a lightweight
Joint Photographic Experts Group (JPEG) coder [25]. The accumulated captured leaf images are stored in the
local storage of the Raspberry Pi 4 to recognize the type of leaf disease that occurred. The stored leaf images
are preprocessed to remove outliers through image processing. Following preprocessing, these leaf image data
are trained using a hybrid deep convolutional neural networks (DCNN) model named ODSLD for tomato and
brinjal disease classification under IGU. Once the ODSLD model has been learned, it is tested and validated.
Validation involves evaluating the predicted disease classification, which recognizes the particular tomato or
brinjal leaf disease name. Farmers Solanaceae disease dashboard provides daily, next-day, and disease prediction
alerts which can be accessed through mobile or laptop.

3.1. IoT edge based disease detection system. As shown in Fig. 3.2 (a), a LoRa enabled SLU
prototype setup is placed near tomato and brinjal plants to accumulate real-time sensor data, capture images,
and process them. Fig. 3.2 (b) shows the LoRa-enabled IoT edge gateway (IGU) setup which is used to receive
the tomato and brinjal crop sensor data for further processing.

The sensors are mounted in an array to grab the data. For the day, the sensor reveals the data values at
three-minute intervals. Eight traits have been acquired for tomatoes: Temperature (F't), Humidity (Ft2), Soil
moisture (F't3), pH (Ft4), N (Fts), P (Fts), K (F't7), and light (Fts). Regarding brinjal, the eight amenities
that are collected are Temperature (F'by), Humidity (F'bs), soil moisture (F'b3), pH (Fby), N (Fbs), P (Fbg), K
(Fb7); and light (Fbs). The sensor data in .csv format are extracted to create the dataset for IoT edge-based
illness training and prediction. It is a three-minute-long real-time dataset with various attributes. A total of
20532 entries of data accumulated for tomato and 10236 for brinjal plant between 20-11-2023 to 25-03-2024.
Table. 3.1 shows raw data of both crops based on sensor readings.



100 Rohit Kumar Kasera, Swarnali Nath, Bikash Das, Aniket Kumar, Tapodhir Acharjee

{ Soil moisture

Sensor } { PH sensor }[ Photoresister ]

1
1
1
| 1
1
1
2 .
RS485- NPK ADC (ADS1115) DHT11 :
Sensor converter i LPWAN
'
'
T
1 .
P
1
1

Brinjal Plant

l Long Range trans

LoRA enabled
Raspberry Pi Pico WH

_)_ LoRa
SX1278

A

0Vv7670

Capture tomato
& Camera Module

Brinjal leaf image

Plant Village and self

collected images data

Data Preprocessing
&
Data Augmentation

LoRa enabled Train Model

Raspberry PI 4 module
(IoT gateway)

Local
Database
RethinkDB

OETA

Input shape
224x224x3

ODSLD Model

Capture

leaf image Random forest

Classifier

DenseNet-121

Gradient Boosting
X Classifier

Convolutional Layer
(3x3, 64) (3x3, 64)

Layer
64, 7x7, stride 2

Evaluate

Dense Block 1
6x Dense (32)
Transition (128)

Average-pooling layer
2x2, stride 2

Continue
collect
sensor data

Dense Block 2
12x Dense (32)

Convolutional Layer
(3x3, 256) (3x3, 256) (3x3, 256) (3x3, 256)

H Transition (256) "
: ~ Disease detection system
Average-pooling layer S m s s s s mmmmmmmmmmmm i m e
2x2, stride 2
H ‘ Convolutional Layer ‘ o
e, 512) (3x3, 512) (3x3, 512) (3x3, 512) Dense Block 3 .§
H 24x Dense (32) g
q: Transition (512) ]
2 £
S 2 v
=
% o ) .
Convolutional Layer Application layer unit (ALU)
t| (3x3, 512) (3x3, 512) (3x3, 512) (33, 512) —
: Measure soil moisture level
Dense Block 4 Disease detection &
: 16x Dense (32) Type recognition Measure soil Nutrient level
Monitor field climate
: Global average pool
7 Next week disease prediction
Disease classification

Fully connected dense
Layer

Fully connected dense Layer
4096, 4096,4096

Validation with
real time data

A

User access
aluate Model

Request

Publish

hyperparameter

: Optimiser Optimiser
: Adam SGD

oftm:
Output layer

Fig. 3.1: Framework for IoT-based disease detection and classification



IoT Enabled Smart Agriculture System for Detection and Classification of Tomato and Brinjal Plant Leaves Disease 101

I
I
|
| Raspberry P14 LoRa sx1278
RS485 NP, K i 8 GB Ram e dke

Soil Moisture sanscr | |

LoRa sx1278 sensor |

(a) wodile Sensor Layer unit (SLU) : (b) 10T edge gateway unit (IGU) |
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The unprocessed data are first filtered by labeling, normalizing, and wiping missing and negative values.
The data have been normalized by incorporating five minutes for all features. As discussed in Sect. 1, the
optimal value range for each feature has been considered to set the label data t,esponse as 0 or 1. A label data
row with '1’ indicates that any of the features is outside the range (diseased), while ’0’ indicates that it is in
between or equal the range (Non disease). OETA ML is a converged method of Random Forests (RF), gradient
boosting (GB), and stacked classifiers. It is used as a base model for training OETA. This hybrid method aims
at filling the shortcomings of individual ML methods. As a result, overfitting is reduced and large and small
datasets are handled efficiently. In this necessary features are selected based on predicted RF feature scores
and make predictions through grid search and parameter optimization of each model. As part of the process
of building the OETA method, the following steps are listed with mathematical representations.

e A Z-score normalization is achieved using Eq. (3.1). This method standardizes data by scaling fx;
features.

fri — My,

Zx;
i — 5o,

(3.1)
In the Eq. (3.1), Zx; is the normalized feature, M y; is the intermediary, and So; is the standard error
of the fx; feature.

e An RF classifier is used to estimate important features score for the feature fz; in Eq. (3.2).

pivotal(fx;) > threshold (3.2)

In Eq. (3.2), the threshold is the average of all features’ importance scores, and pivotal (fz;) is expressed
as importance. Table. 3.2 summarizes the statistical evaluation of the real-time sensor data after
normalization and feature extraction.

e The base RF and GB model is converged by assembling to build and train the OETA model.

K
Oy — % > H(fx) (3.3)
=1

In the Eq. {3.3), a random decision tree is concatenated to enhance predictive performance. Where
prediction O, is the mean prediction of K trees, and H;(fr) is the prediction of I'" tree.

K
Ogb — Zn*wk(fx) (3.4)

k=1
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Table 3.2: Statistical summary of feature variable

Feature variable | Mean | Standard Deviation
Temperature 28.60 1.76
Humidity 85.29 12.30
Soil moisture 314.24 74.58
pH 3.34 0.40
N 117.70 37.24
P 42.86 25.44
K 60.0 27.72

A tree is formed iteratively using GB classifier to optimize prediction performance and minimize error.

In Eq. (3.4), Oy describes the final prediction of the model, n depicts the learning rate, wy(fz) defines
the prediction of the kyj, iteration, and K expresses frequency of boasting loops.

Oconverge — Uultimate([omf, Ogb]) (35)

Eq. (3.5) shows base model is converged after evaluating and its prediction is used as a feature to
build and train the OETA classifier model, where OETA ultimate prediction output as Oconverge, and
Uuitimate is the OETA classifier which incorporates all of the predictions.

e Fach parameter in the base model and OETA classifier is optimized by grid search cross-validation

using Eq. (3.6).
SCOT €hyperparameter — C’FOSSVCLZSCOTE (Uconvergeu Sfeature7 tresponse) (36)

In Eq. (3.6), Syeqature is the selected features evaluated using Eq. (3.2) can contain the arrays of feature
as F'ty, Fta,...,F'tg for tomatoes and Fby, Fba,...,Ftg for brinjal plant, t,¢sponse denotes the target data
which contains two classes, and Uconverge denotes the ultimate ensemble classifier.

e The soil nutrient recommendation is based on current nutrient levels and specified thresholds.

If fz; < limitoy, then Increase fz;

If fx; > limityign, then Decrease fx;

Several evaluation metrics, namely mean squared error (MSE), mean absolute error (MAE), and root mean
square error (RMSE), seemed applied to assess the efficiency of the OETA model. Furthermore, the efficiency
of the suggested approach was also validated using additional ML classifiers, notably Support vector machine
(SVM), Logistic regression (LR), Decision tree (DT), and RF.

3.2. Disease classification and recognition system. The plant leaf diseases are recognised using the
hybrid computer vision deep convolutional neural networks (DCNN) approach named as Optimum diagnosis of
Solanaceae leaf diseases (ODSLD) for tomato and brinjal plants. Existing CNN-based models for tomato and
leaf disease classification have various challenges and shortcomings. These include Precise feature extraction,
effectiveness of model learning, diminishing gradients, intricate datasets, reliability of the model, overfitting
challenges, dense connectivity, and maximal illness classification. To overcome these challenges, the ODSLD
model improves in-depth and reusable feature extraction from images. It strengthens gradient flow, which means
there is less chance of vanishing gradients, and efficiently manages small and complex datasets. Overfitting
is less probable as features are reused with fewer parameters, maximizing the prediction performance and
model learning efficiency using multiple optimizers. The ODSLD DCNN model is a hybrid convolutional neural
network (CNN) derived from VGG19 [27] and DenseNet121 [28]. The ODSLD model architecture is depicted
in Fig. 3.1 for categorizing tomato and brinjal disease types. The model consists of 137 convolutional layers, 9
pooling layers, global pooling layer, 4 fully connected dense layers, and 1 output softmax layer. Data processing
and training of ODSLD models are explained in the following steps.
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e Kaggle - Tomato Leaves Dataset [29] is the origin of the dataset for the tomato plant, whereas Kaggle
- Brinjal Diseases Detection [30] is the origin of the dataset for the brinjal plant.

e The tomato plant dataset contains 12 classes of images, with 5024 images and 95 megabyte (MB) data
size, representing 11 types of diseases. The diseases are Early Blight, Late Blight, Septoria Leaf Spot,
Tomato Yellow Leaf Curl Virus, Bacterial Spot, Target Spot, Leaf Mold, Tomato Mosaic Virus, Spider
mites Two-spotted, Powdery Mildew and a new disease class, Leaf Mines along with a healthy class.
This Leaf Mines disease is caused by the larvae of Tuta absoluta [31] that causes white splotches on
the tomato leaves.

e The brinjal plant dataset contains 1235 images of 115 MB data size consisting of six classes. Among
the six classes, one is healthy, and the other five are diseased: Epilachna Beetle and Mites, Flea Beetle,
Jassid, Potassium, and Nitrogen Deficiency, and one new species is included known as Ladybugs.

e In furtherance of pre-existing datasets, real-time datasets were additionally gathered through visits to
outdoor tomato and brinjal agricultural fields in Assam, India, to test and validate the system.

e Preliminary processing entails working on the gathered image data to eradicate undesired images
(blurred and out-of-frame images). It entails scaling the photos of the brinjal and tomato leaves to
256x256. Flip and rotation at 90, 180, and 270 degrees were additionally applied to raise the amount
of images and zooming in or out is a possibility up to 20%. 10% of the dataset has been split for the
validation set. Once the data is adequately collected and preprocessed, it is fed into the ODSLD model
for training.

e We used two dense layer hyperparameters. First, dense layer hyperparameters have a minimum value
of 128 and a maximum value of 512, the second has a minimum value of 64 and a maximum value of
256 with a RELU activation function.

The custom random search method configures the Keras tuner and optimizes the model hyperparameter using
training and validation data. Data have been encapsulated in a custom method to assemble images and labels.
In the ODSLD model tuner search, an optimizer is automatically selected during training between ADAM and
SGD, and the learning rate is altered correspondingly. In this way, it diminishes the catastrophic over-fitting
issue in image-driven plant diagnosis tasks and improve the ODSLD model accuracy. A hyperparameter tuning
process determines the best model and evaluates its performance. The reliability of the ODSLD model has
been validated using metric factors, which include reliability using Eq. (3.7), true positive rate (TPR) using
Eq. (3.8), precision using Eq. (3.9), and Fl-score is measured using Eq. (3.10) [32]. Were AO is the actual
optimistic, AU is actual unfavourable, DO is deceptive optimistic, and DU is deceptive unfavourable.

reliability — 10T j{?igg DU (3.7)
TPR — AOji—iODO (3.8)
precision — AOliiODU (3.9)
Flscore — 2% T PR % precision (3.10)

TPR % precision

A Raspberry Pi pico camera captures the image of the tomato or brinjal plant leaf and transmits it to the IoT
edge gateway in real-time for further processing. The received leaf images are preprocessed into 224x224 size
and entered into the ODSLD model to predict the disease class. The predicted disease class will be stored in the
real-time rethinkDB database to access. IoT edge-based diagnosis system uses a lightweight message-queued
telemetry transport protocol (MQTT) to transmit data. When the real-time disease system receives subscribed
disease notifications, it will publish them to ALU through the MQTT broker. Overall, the system is automated
and runs computations in real time. The proposed intelligence disease framework assists farmers in preventing
infections in tomato and brinjal farms, hence increasing the production of brinjal and tomatoes.



104 Rohit Kumar Kasera, Swarnali Nath, Bikash Das, Aniket Kumar, Tapodhir Acharjee

340
a —— Payload size 0144 P E Data loss percentage
326 :
2 324 323 0.13
320 318 h 0.12
* 311 012+ ]
% S 0.1
@ 300 - 2 010 0.1
< a 0.09f
© 287 @
N @ | 08
5 2804 % 0.08
® 278 2
s @ 0,061 0.06
& 2604 2
8 o.04
© 0.04 ’
[a}
240 245
! 0.02 ]0:02 0
233 0.0
220 T T T T T T T T 0.00 =¥ I T T T
40 50 60 70 80 90 100 110 120 200 400 600 800 1000
Transmission time (second) Transmission range (meter)

Fig. 4.1: Tomato and brinjal field transmission measurement between SLU to IGU

4. Experiment Results and Discussion. In the Raspberry Pi IoT edge environment, overall system
frameworks have been built in Arduino, C++ and Python. Fig. 4.1 (a) and (b) shows the long range wide area
network (LoRaWAN) transmission duty cycle of tomato and brinjal crop sensor data. Fig. 4.1 (a) shows the
sensor data transmission analysis between SLU and IGU based on payload size (KB) and transmission time
(seconds). Fig. 4.1 (b) shows the analysis of data loss percentage based on transmission range. It can be seen
from Fig. 4.1 that LoRaWAN transmission between SLU and IGU performs better in terms of payload size,
long-range transmission, and lower loss rate. The average transmission time takes up to 61 seconds to transmit
the sensor data with a 0.17% loss rate from SLU to IGU.

4.1. Disease detection performance analysis. Real-time tomato and brinjal crop data collected from
the open field are normalized as discussed in 3.1. A random forest (RF) ML method was applied to identify
essential feature variables. A heatmap matrix shown in Fig. 4.2 depicts the correlation between the feature
variables. Fig. 4.2 correlation matrix demonstrates how favorably all feature variables correlate with each
other. There is a strong correlation between the variables temperature, humidity, soil moisture, and potassium.
There is a positive correlation among the variables potassium, phosphorus, nitrogen, and pH. The strongest
correlation is between nitrogen and phosphorus variables.

OETA ML model was trained on 70% training data and 30% testing data. Across the training phase of
OETA models of tomato and brinjal crops, a K-split cross-validation at a 5-fold cross is used from which it opti-
mized the mean value, alleviated bias and inconsistency, balanced the data and enhanced data utilization owing
to every data point utilized to assess its model’s efficiency. The OETA model parameters are the gradient boost-
ing (GB) and random forest (RF) convergence hyperparameters, configured as OETA model-tuning hyperpa-
rameters. The optimal hyperparameters on which OETA model performance improves are gb___learning_rate
0.1, gb_ max_depth 3, gb_ n_estimators 100, rf min_samples_leaf 1, rf min_samples_split 2, and
rf__ n_estimators 100. Using the best hyperparameters, the OETA model achieved 98.86% testing accuracy
for brinjal plant and 99.23% accuracy for tomato plant. The ROC of the OETA model has been evaluated as
0.97 for the brinjal plant and 0.99 for the tomato plant. Fig. 4.3 (a) and (b) show a plotted graph of the ROC
curve based on the X-axis as the False positive rate and the Y-axis as the True positive rate.

To validate the OETA ML model using real-time sensor data, the model has been dumped using Joblib.
Table. 4.1 and 4.2 display the overall validation classification report of both crop from various ML and OETA
method for disease detection using real time sensor data.

The classification score analysis revealed in Table. 4.1 and 4.2 that the OETA ML model edges out another
ML model in terms of disease prediction for tomato and brinjal plants. The estimations show that tomato
plants had an RMSE of 0.08 and brinjal plants had an RMSE of 0.12 in disease prediction. Table. 4.3 shows
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Table 4.1: OETA and other ML model performance report for brinjal plant disease detection

ML Model | Accuracy | Fl-score | Precision | Recall | MSE | MAE
OETA 98.56 98.90 98.50 97.90 0.09 0.08
SVM 88.12 89.61 90.13 89.11 3.78 3.23
RF 95.21 95.55 95.16 95.97 3.56 3.65
DT 94.07 94.55 95.16 94.97 2.88 2.53
LR 88.75 89.18 90.12 88.26 4.34 3.67

the disease prediction performance of the OETA method with other existing ML methods through real-time

data.

Table. 4.3 shows that whenever the climate conditions, soil moisture, and nutrients are in the range of
disease (1) or not disease (0), the proposed OETA method performs better prediction than the other existing
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Table 4.2: OETA and other ML model performance report for tomato plant disease detection

ML Model | Accuracy | Fl-score | Precision | Recall | MSE | MAE
OETA 99.07 99.16 99.32 99.11 0.07 0.08
SVM 87.15 86.17 86.71 86.59 4.12 3.43
RF 94.26 95.49 95.56 95.18 2.78 2.59
DT 93.15 94.21 95.11 94.35 3.14 3.08
LR 85.47 88.13 85.62 89.16 5.21 5.28

Table 4.3: Comparative prediction performance analysis of OETA with existing ML technique

ML Model | Temp | Hum | SM | N P K | Actual | Predicted
OETA 29.80 | 61.70 | 113 | 134 | 97 | 76 1 1
SVM 31.32 | 86.17 | 634 | 124 | 66 83 1 0
RF 30.04 78.17 546 | 115 | 123 | 118 1 0
DT 20.04 | 85.17 | 213 | 103 | 90 95 0 1
LR 21.14 67.17 | 278 | 111 91 94 0 1

Table 4.4: Summary of GPU processor used for training ODSLD method

Plant leaf | Memory usage | Average GPU usage | Total training time
Tomato 70230 MB 48% 12 hours
Brinjal 65216 MB 36% 3 hours

Table 4.5: Comparative performance analysis of DCNN classification model for tomato plant

Method Test Loss | Validation Loss | Learning rate | Optimizer
ODSLD 0.032 0.017 0.0098 SGD
ResNet-50 2.41 2.36 0.0045 Adam
Inception-V3 3.13 3.22 0.0098 Adam
VGG16 2.11 1.88 0.0034 Adam
CNN 5.26 5.38 0.0098 Adam
VGG19+ResNet-50 1.26 1.38 0.0076 Adam

machine learning methods. When analyzing the prediction performance of conventional RF methods, we observe
that the prediction value suggests no disease, and the actual value suggests a disease. The RF method accuracy
for tomato and brinjal plants is around 94%, as shown in Table. 4.1 and 4.2.

4.2. Disease classification method performance analysis. Optimum diagnosis of Solanaceae leaf
diseases (ODSLD) using deep neural networks model is trained using TensorFlow 2.17, Keras tuner random
search, and NUMPY. Data is split into 80% training, 10% testing and 10% validation using Keras’ preprocessing
module to introduce randomness and shuffle. The model has been trained at 50 epochs throughout each trial
using various combinations of hyperparameters for a maximum of 10 trials. This approach optimizes model
learning by training the model on each hyperparameter with batch sizes of 16 respectively. The ODSLD
model’s total parameter size is 176.87 megabytes (MB), the trainable parameter size is 176.55 MB, and the
non-trainable parameter is 326.75 kilobytes (KB). A summary of Graphics processing unit (GPU) resources
used for constructing and training the ODSLD DCNN model is shown in Table. 4.4. The implementation
has been done in a GPU with 81920 MB memory and 70350 MB processing capacity in 12.08 hours. The
performance of ODSLD models with existing DCNN models for the tomato plant is validated in Fig. 4.4 and
Table. 4.5.



IoT Enabled Smart Agriculture System for Detection and Classification of Tomato and Brinjal Plant Leaves Disease 107

110

—=—ODSLD (a) —=—ODSLD (b)
100
VGG16 100] —VGG16
InceptionV3 —— InceptionV3
904 ResNet50 —— ResNet50
g | ——CNN 5 %1 ——CNN
5 go{ —— VGG19+Resnet50 ® —=—VGG19+Resnet50
8 3 804
© o
c ©
o B o
§ 70 % 0]
= o
< 60 = o
50 50
40 T T T T ™ T 40 T T T T ™ ™
0 10 20 30 40 50 0 10 20 30 40 50

Epochs

Fig. 4.4: Testing and validation performance curve for tomato plant using real time data

VGG19+ResNet-50

Bacterial spot 00 Bacterial spot & o 00
Early Blight - Early Blight -
Healthy - Healthy -
Late Blight - Late Blight -
5 300 300
2 H
3 Leaf Mold - 5 Leaf Mold -
3 3
2 3
= Leaf Mines - £ Leaf Mines -
Tomato_Powdery_Mildew - o Tometo-Powdery Mildow - 00
Septopria Leaf spot - Septopria Leaf spot -
Spider Mites Two Spider Mites Two
Spotted Spider Mites - Spotted Spider Mites -
Targetspot - - 100 Targetspot - -100
Yellow Leaf Curl Virus - Yellow Leaf Curl Virus -
Mosaic Virus - o o Mosaic Virus -
5 £ » = 2T 8 % o8 % 2 5 £ » = T @8 % o8
T 5 25 3 8 F oBsszoss 85 2z 3 ¢ Bz o
s @ § & z 5 E 5L &5 = S35 3 £ 55 ¢g58 & £
T2 % $ % 5z 883 3z o¢ § 2% 5 % 535 88z 35 2
3 & g 4 § ¢ 358 5§ 38 § g & § 2 3¢ 233 5§ 2
2 & 589 T 5 2 4 g & 59 2
s 833 g ® 5 & 23
ot £ 5 9% 3 KD
redeiediabel g @ & s Predicted Label &
£
Inception V3 Resnet50
Bacterial spot Bacterial spot -m 1 o 1
400 400
Early Blight - Early Blight - o
Healthy - Healthy - o
Late Blight - 300 Late Blight - o 300
2 Leaf Mold - g Leaf Mold - s
3 3
H Leaf Mi ] o
2 eaf Mines -3 2 Leaf Mines -
‘Tomato_Powdery_Mildew = - 200 Tomato Powdery Mildew - o 200
Septopria Leaf spot - Septopria Leaf spot - s
Spider Mites Two Spider Mites Two
Spotted Spider Mites - Spotted Spider Mites - "
-100 - -100

Targetspot - Targetspot -

YellowLeafCurlVius - 2 3 @ © © 1 @ 1 21 © o
o Mosaic Virus - o o o 0 & 1 © .

Yellow Leaf Curl Virus -

Mosaic Virus - 3 o o a o o a
5 £ > = BT @ B o - ) = > = 2 B F @
3 £ k] a £z z H - s 3
85 £ 5 3 F 388 ¢ ¢ g5 253 ¢ ggfsg s ¢
s @ 83 @ £ £ Fe= 2 5 = 2 @ § m = £ § 5= 2 5 >
$ 2% ¢ 8 5 883 %8 3 % $ 2% ¢ 8 %5 32538 3 3
E £ H 2 3 3 £ e § £3
2 8 § 4 3 =233 5 & 38 2 3 § 3 3 2 £33 F 3 2
3 532 3 = 8 i 238 ° 3 2
“ g3 E e g2y 3
a 2 2 &
Predi Label s 3
redicted Label g @ F H Prodicted Label £ § "’§ H
@ 3 8 & 2
2 2

Fig. 4.5: Consequence matrices of ODSLD and existing DCNN model for tomato plant disease

The statistical performance metrics presented in Table. 4.5, show that the validation and testing loss score
of the VGG19+ResNet-50 DCNN model is close to the ODSLD model compared to other DCNN models. The
ODSLD and existing DCNN model validation and testing preciseness graph leveraging real-time images are
portrayed in Fig. 4.4 (a) and (b) shows that the existing DCNN model learning accuracy is not improving
because of the large unbalanced dataset, overfitting issue, and hyperparameter not optimised. Despite this,
ODSLD model accuracy continues to improve with an increase in the number of testing and validation epochs.
The ODSLD method performance validation is justified with the existing DCNN model based on the confusion
matrix report depicted in Fig. 4.5.
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Table 4.6: Comparative performance analysis of DCNN classification model for brinjal plantbrinjal

Method Test Loss | Validation Loss | Learning rate | Optimizer
ODSLD 0.028 0.028 0.00080 SGD
ResNet-50 2.09 1.98 0.00045 Adam
Inception-V3 1.13 1.67 0.00073 Adam
VGG16 1.67 1.88 0.0034 Adam
CNN 2.79 2.38 0.0098 Adam
VGG19+ResNet-50 1.06 1.18 0.0076 Adam
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Fig. 4.6: Testing and validation accuracy and loss for brinjal plant using real time data

Inception V3, VGG19+ResNet-50 works better with large datasets [33], whereas proposed ODSLD model
prediction is more accurate when tested and validated using large and small real-time image data. According to
the confusion matrix shown in Fig. 4.5, ODSLD model able to recognise disease better than other existing DCNN
models on real-time datasets. Despite this, ODSLD has the following advantages over other DCNN models.
First of all, ODSLD produces a model with a comparatively lighter weight of 160 MB, the model can learn
with customized large and small datasets than the other DCNN models while reducing the overfitting problem.
Based on the loss-lessening feature of the ODSLD model, it is possible to classify the images more accurately
with an average of 98.23% accuracy as shown in Fig. 4.4. The confusion matrices in Fig. 4.5 highlight that
although VGG19+ResNet-50 and other DCNN model efficiently classify only 5-6 classes, ODSLD accurately
classifies 12 classes, including novel illness classifications of Leaf Mines disease.

The ODSLD model for the brinjal plant has been established with analogous DCNN training and tuning
parameters discussed above, and the ODSLD model performs exceedingly well compared to preceding DCNN
classification models. Statistical evaluations of the ODSLD models for brinjal are presented in Table. 4.6.

The ODSLD model validation and testing loss are found to be better than the other DCNN models based
on Table. 4.6 evaluation metrics. Fig. 4.6 depicts the ODSLD model validation and testing precisions and loss
graph using real-time images, and Fig. 4.7 depict the prediction confusion matrix report of ODSLD and other
DCNN models for the brinjal plant.

In Fig. 4.6 (a) and (b), the ODSLD model has the highest validation and testing accuracy of 95.67% and
an average loss score of 0.028 shown in Table. 4.6 for the classification of six classes of brinjal plant diseases
using real-time data. Despite the brinjal plant dataset’s smaller size, the ODSLD model is more effective at
classifying disease types than VGG19+ResNet-50 or other DCNN models. The confusion matrices in Fig. 4.7
emphasize that existing DCNN model classifies only 2-3 classes, and ODSLD precisely classifies all 6 types of
disease classes, including novel illness classifications of Ladybugs caused diseases.

To recognize the disease in real-time, the ODSLD model has been dumped using the Keras API package.
On the edge gateway, the ODSLD model is loaded. As soon as the OETA predicts a disease, the ODSLD model
will recognize the disease type for both plant in real time and transmit the disease status to the cloud layer
application through MQTT publish / subscribe protocol for monitoring so that farmers can take appropriate
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Fig. 4.7: Consequence matrices of ODSLD and existing DCNN model for brinjal plant disease

action as shown in the Fig. 4.8. Fig. 4.9 demonstrates the both plant disease detection monitoring graph.
Date-wise disease detection status is displayed on the graph according to temperature, humidity, soil moisture,
pH, nitrogen, phosphorus, and potassium.

Based on the aforementioned test outcomes and analysis, it seems to be assessed that the lightweight IoT
edge-based hybrid (OETA 4+ ODSLD) model is effective and efficient for detecting and diagnosing diseases
for both leaves by overcoming the problem of existing smart leaves diseases method. Traditional pre-trained
models, such as VGG16, ResNet50, and Inception v3, have many challenges in recognizing specific plant leaf
diseases. Specifically, it is ineffective at capturing fine-grained data on both plant pathologies. To identify
leaf disease, the DCNN model is hampered by its model size and inability to analyze comprehensive data. For
example, variation in light, image quality, angles, resolution, or background noise. OETA is the best fit for
disease prediction, considering data on soil nutrients and environmental conditions in Solanaceae plant fields
to make an optimal decision. Proposed hybrid ODSLD method for both plant are the most suitable models
for classifying disease type. The outcomes show that the most impoverished models for identifying illnesses
in tomatoes are VGG16, ResNet50, and Inception V3 and for brinjal are inceptionV3, CNN and VGG16. In
Table. 4.7, the overall proposed approach is compared with other existing approaches.

The comparison of the approaches shown in Table. 4.7 leads one to the finding that the suggested model
for finding illnesses and categorization is automated, adaptable, and capable of determining the best decisions.
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Table 4.7: Comparative analysis summary

Reference Method Model performance Customized system

[18] SE inception | Few number of disease are recognized Large model size and absence of auto-
DCNN  based mated image capture, and disease iden-
Disease recog- tification system.
nition

[20] IoT ML Disease detection depends on soil mois- | For automating the operation, the

ture content and climate only, and iden- | trained ML DCNN model is not
tifies fewer disease categories with lower | dumped and absence of long range
predictive accuracy. transmission.

[22] IoT enabled | Since absence of real-time envision test- | Not deployed to evaluate model size and
with disease | ing, the efficiency of the custom DCNN | not fully automated and customized ap-
recognition model is inadequate and non-adaptive. | plication.

Proposed IoT Edge | Detection of illness with 98.56% accu- | To automate the system, the trained

framework (OETA + | racy using various soil properties (SM, | model is dumped with a size of 160 MB
ODSLD) N,P, and K) and validation of disease | data for an brinjal and tomato plant.

recognition using real-time data, encom- | The system is able to communicate at
passing novel illnesses for both plant. | long range wirelessly without any inter-
Predict the disease each day and next | net connectivity between the SLU to
days and wwek. Measure climate condi- | IGU.

tion and soil health status.

5. Conclusion. This work presents models with implementation results for disease prediction, detection,
and classification in tomato and brinjal plants. OETA framework is proposed for disease detection and predic-
tion. ODSLD framework is proposed for classifying both plant leaf diseases. The LoRaWAN network transmits
the tomato and brinjal field sensor data to an edge gateway. The OETA model normalizes the sensor data and
detects and predicts disease. OETA’s framework performs better for detecting diseases with an RMSE of 0.08
for tomatoes and 0.12 for brinjal plants. Whenever a disease, a real-time camera module captures the image
of leaves and transmits it via LoRaWAN to the edge gateway. ODSLD pre-processes the captured image and
classifies the disease. ODSLD model validation accuracy for tomato plants is 98.23% and for brinjal plants,
it is 95.67%. The proposed method outperformed existing ML and DCNN models in a comparative analysis.
This complete system will immensely assist small farmers in predicting, detecting, and classifying tomato and
brinjal diseases. It will enable farmers to control diseases and alert them when to apply water, fertilizer, and
pesticides to improve their harvest. In the future, other diseases of tomato and brinjal plant may be included in
the proposed DCNN model to enhance model performance and provide assistance for automatically identifying
disease remedies.
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CYBERGUARD: A FORTIFIED MESSAGE AUTHENTICATION PROTOCOL WITH
DIGITAL SIGNATURES IN NS-2 SIMULATION ENVIRONMENT

PRASHANT KUMAR} DIMPLE SETHI] GULSHAN SHRIVASTAVA! AND NEERAJ SRIVASTAVAS

Abstract. Delving into the dynamic realm of communication networks, the Network Simulator-2 (NS-2) emerges as a versatile,
object-oriented, and event-driven mirror, analysing the intricacies of computer network. NS-2, an open-source, is a strong tool
for protocol innovation that supports numerous routing protocols designed for both wired and wireless networks in addition to
the TCP/IP protocol suite. However, the security frontier has remained a latent challenge amidst its diverse protocol array. This
research defiantly explores the security void in NS-2 and presents a novel solution by adding a state-of-the-art security module.
Elevating NS-2’s prowess, this module seamlessly integrates message integrity and sender authentication features, injecting a much-
needed security boost. We meticulously detail the inner workings of the security modules, the innovative processes deployed,
and the simulation and implementation intricacies within NS-2. The limelight is on the propagation of sender authentication
protocols and the embodiment of message integrity in wired communication networks. Network Animator steps onto the stage to
make the simulation journey more vivid, providing an engaging visual narrative. At its core, this module strives to democratize
the integration of Digital Signature features, carving a path toward a more secure NS-2 landscape. This paper augments NS-2’s
resilience and charts new territories in the dynamic intersection of communication networks and cutting-edge security protocols.

Key words: Network Simulator-2, Decryption/Encryption, Integrity of Message, Sender Authentication, Asymmetric Key
Cryptography, Network Layer Security, RSA Algorithm

1. Introduction. Network Simulator-2 is an event-driven open-source simulator developed primarily for
research [15, 11, 8]. Experimenters can add additional modules and functions to NS-2 to meet their requirements.
NS-2 comprises C++ and object-oriented Tool Command Language (OTCL) [7, 6]. C++ describes the inner
workings (backend) of the simulation objects, whereas oTcl starts the simulation by building and configuring the
objects and scheduling discrete events (frontend). NS-2 supports protocols from several levels, such as (the most
recent version of NS-2 is version 2.35). Network Simulator-2 (NS-2) is a powerful, event-driven, open-source
simulator expressly crafted for research endeavors. It offers a versatile platform wherein experimenters can
seamlessly integrate new modules and functionalities to tailor the simulation to their specific requirements. NS-
2 operates in two languages: C++ defines the internal mechanisms (backend) of simulation objects, while the
object-oriented Tool Command Language (OTCL) orchestrates simulation setup by assembling and configuring
objects, as well as scheduling discrete events (frontend). The latest version, NS-2 version 2.35, encompasses
a comprehensive suite of standard protocols across various layers. From CSMA/CD at the data link layer
to FTP, TELNET, DNS, and HTTP at the application layer, and encompassing both multicast and unicast
routing protocols for wired networks, along with DSDV, DSR, and AODV for wireless networks, NS-2 has
become a repository of advanced protocols embraced by the research community.

This paper introduces an innovative approach to enhance NS-2’s capabilities by incorporating a security
module. The proposed module facilitates the integration of message integrity and sender authentication func-
tions. A novel packet format is constructed using a class derived from an NS-2 built-in class to instantiate a
new protocol at the IP layer. This new class includes encryption/decryption functions for the data field in the
data packet, ensuring sender authentication. The integrity of data during communication is confirmed using
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a hash function. The encryption/decryption and hash algorithms employed are RSA and MD5, respectively,
utilizing TCL, AWK, and C++ as programming languages. The simulation environment necessitates NS-2
version 3.34, a GCC compiler, and a C++/C editor, all running on a personal computer with the Red Hat
Enterprise Linux (RHEL) operating system. The subsequent sections of the paper delve into a comprehensive
review of related work, the cloning of wired networks, encryption/decryption algorithms, fundamental exchange
mechanisms, and the proposed scheme. The modifications are then registered, and the mirroring/simulation
environment is delineated. The paper concludes with an evaluation of the approach’s performance and security
aspects, culminating in a comprehensive wrap-up of the findings.

2. Related Work. The TCP/IP protocol stack or different layers of the OSI protocol have different
protocols implemented in NS2. For a wired network, application layer protocols include telnet, FTP, and
HTTP; transport layer protocols include UDP, TCP, and SCTP; IP layer protocols include Ping, IP, and so
on; and data link layer protocols such as CSMA /CD, which were created by scientists and eventually included
in NS2. Similarly, multiple protocols at various OSI or TCP/IP protocol stack layers have been suggested for
wireless networks, including TORA, AODV, DSDV, DSR [19] and DYMO [14].

Subsequently, NS-2 integrated these procedures. Recent research endeavors have concentrated on devising
new protocols for both wired and wireless networks [12], with some focusing on enhancing or reforming existing
protocols. However, there remains a need for more extensive efforts to amalgamate security measures with data
transmission in NS2. Scholars like JIANG Hong, YU Qing-song, and LU Hui from East China Normal Univer-
sity in Shanghai, China, have directed their research efforts in this direction. Their methodologies contribute
to bolstering Ethernet security by introducing a group-based MAC critical selection procedure (GKSP) tailored
for large Ethernet networks. They have implemented security measures at the data link layer, wherein security
concerns are addressed hop-by-hop. In our security module, we uphold security at the IP layer, as it aligns
with various application requirements, thereby ensuring end-to-end security oversight. The security module
we’ve introduced aims to address data integrity and sender authentication concerns at the network layer, thus
enhancing and integrating data security functionalities within NS-2. Leveraging freely available resources and
adopting the same programming platform as NS-2, based on RHEL [10], has guided our approach. Creating a
novel security module for NS2 represents a significant stride toward addressing the need for inherent security
capabilities within the simulation tool. This module introduces crucial encryption, decryption, and sharing ca-
pabilities vital for ensuring secure communication across diverse applications. This paper endeavors to augment
NS2’s simulation prowess in modeling secure communication scenarios by prioritizing reinforcing security mea-
sures. In another study [17], researchers assess the performance of four MANET routing protocols under various
CBR and TCP traffic patterns using NS2. While AODV outperforms CBR traffic, OLSR, exhibits superiority
in handling TCP traffic. OLSR showcases optimal performance in managing multimedia/TCP traffic, making
it well-suited for internet traffic scenarios. In [4] the authors introduce a communication system for microgrids
(MGs) using NS2. Each MG includes a central controller and multiple distributed generation units with local
controllers. The system facilitates data exchange between these controllers and sensors/actuators, employing
low-cost ZigBee devices. The system integrates duplicate acknowledgment and data management schemes to
optimize data transfer despite ZigBee’s limitations. It also ensures intelligent data routing in case of path or
device failures. Performance metrics like Packet Delivery Ratio (PDR), throughput, and end-to-end communi-
cation time are evaluated to validate system effectiveness. The routing protocol selection in wireless networks,
specifically on Mobile Adhoc Networks (MANETSs) where throughput and minimal delay are critical [2]. Their
study evaluates the performance of Adhoc On-demand Distance Vector (AODV) and Destination Sequenced
Distance Vector (DSDV) protocols using an NS2 simulator, emphasizing parameters like packet throughput,
jitter, and end-to-end delay. By designing a wireless network of mobile nodes with defined parameters, the
researchers aim to provide a detailed comparative analysis to aid in selecting the most suitable protocol for
optimal network performance.

The necessity for energy-efficient protocols in Wireless Sensor Networks (WSNs), focusing on the ”Sensor-
Medium Access Control” (S-MAC) protocol for its ability to reduce sensor node energy consumption is discussed
in [9]. It highlights the challenge of preserving energy while meeting application demands in battery-constrained
sensor nodes. The study introduces a novel energy-efficient clustering algorithm based on the LEACH protocol,
comparing it with other clustering protocols such as LEACH-C, MTE, and Stats-Clustering through NS2
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simulations. Additionally, the paper analyzes S-MAC using Network Simulator NS2.

NS2, developed by UC Berkeley, is an open-source simulator for Internet Protocol Networks. While it
produces ASCII-formatted trace files capturing simulation events, analyzing these files can be challenging
due to their textual format and large size. Q-Analyze, a trace file analysis tool, simplifies data extraction
for performance metrics measurement and generates user-friendly simulation reports. Operating through three
layers, Q-Analyze streamlines network performance study by providing intuitive GUI and focusing on algorithm
development rather than data processing and metric calculation. NS2, developed by UC Berkeley, is an open-
source simulator for Internet Protocol Networks. While it produces ASCII-formatted trace files capturing
simulation events, analyzing these files can be challenging due to their sizeable textual format. Q-Analyze,
a trace file analysis tool, simplifies data extraction for performance metrics measurement and generates user-
friendly simulation reports. Operating through three layers, Q-Analyze streamlines network performance study
by providing intuitive GUI and focusing on algorithm development rather than data processing and metric
calculation [3].

3. Background.

3.1. Simulation of Wired Network. In NS-2, our objectives are achieved in two ways:
e The Otcl script has to be changed, but the built-in network modules in NS-2 do not need to be changed
when they are sufficient to achieve the mirroring/simulation goal [11, 16, 20].
o If the pre-installed network modules/components are insufficient for mirroring/simulation, a new mod-
ule/component must be made, or the current modules must be modified [21, 1, 13]. In other words,
NS2 should be expanded by introducing a new Otcl class.
Adjustments must be made to the Otcl script to execute the simulation. Utilizing the existing components
suffices for simulating the basic Mobile IPv4 protocol. However, for tailored functionalities such as specialized
applications, business flows, agents, linkages, routing, and node models, thorough verification and compilation of
these components are imperative to ensure seamless integration [5]. Post-simulation, analyzing trace files yields
invaluable insights. Additionally, monitoring the network simulation process can be facilitated by utilizing
NAM. The insights gleaned from simulation analysis are instrumental in discerning whether tweaks to the
configuration topology and business simulation are warranted to initiate further simulations to achieve desired
simulation outcomes.

3.2. Digest Generation using MD5 Algorithm. Professor Ronald L. Rivest from MIT is credited
with creating MD5 [18]. MD5, an algorithm designed to generate a 128-bit fingerprint or message digest for
any message, regardless of its length, is widely recognized for its computational in-feasibility in producing two
messages with the same message digest or any message with a predetermined goal message digest. MD5 securely
compresses large files in digital signature applications before encrypting them with a private key using a public-
key cryptosystem such as RSA. Renowned for its reliability, MD5 surpasses checksum and many other widely
used techniques in verifying data integrity. The core MD5 algorithm operates on a 128-bit state, segmented
into four 32-bit words initialized to specific fixed constants. It iteratively processes each 512-bit message block,
modifying the state. This processing occurs in four rounds, each comprising 16 similar operations: modular
addition, left rotation, and a non-linear function known as F.

3.3. RSA Algorithm for Data Security. The RSA algorithm [18] was created by Ron Rivest, Adi
Shamir, and Len Adleman, who created it in 1977. The RSA cryptosystem is the world’s most used public
key cryptography algorithm. It allows communication to be encrypted without exchanging a secret key indi-
vidually. The RSA technique may apply to public key encryption and digital signatures. Its security relies on
the difficulty of factoring huge numbers. Party A can deliver encrypted communication to Party B without
exchanging secret keys. A encrypts the message with B’s public key, and B decrypts it with only the private
key he knows. RSA can also be used to sign a message, so A can sign a message using their private key, and
B can verify it using A’s public key.

Sender Side Encryption Process: Sender A adheres to these guidelines:
1. obtains the public key of recipient B i.e. (m, f).
2. a positive integer that symbolises the textual message pt, with 1 < pt < m.
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3. uses the formula to determine the cipher text d d = pt/ mod m.
4. sends the encrypted text to B.
Receiver Side Decryption Process: Recipient B adheres to these guidelines:
1. uses the cipher text d and their private key (m, e) to calculate pt, using the formula pt = d® mod m.
2. extracts the plaintext from the representation of an integer (pt).

4. Proposed Work. To ensure message integrity and sender authentication, the self-defined security
protocol Class, or packet_sec, implements hash and decrypt/encrypt functions. Furthermore, the security
protocol keeps a sequence number seq for each node. If the sender delivers a packet, seq is increased by one
and adds to the packet header information, allowing the receiving node to reorganize the packets. The general
protocol believes a source file, packet_sec.h/.cc (the protocol’s solution and realization) should be created.
Algorithm 1 illustrates the definition of a security protocol in which the command and recv functions are
inherited from the Agent class. The inter-layer communication mentioned is detailed within the Tcl code of
NS2. The class definition referred to is available in packetsec.h. To enable this security protocol in Tcl, NS
must recognize it as an Agent. The standard procedure to meet these criteria involves defining the packet sec
class in C++ within Agent/packet sec. This facilitates the modification of the Tcl code and the definition of the
security protocol. An inheritance relationship exists between Agent and packet sec, with packet sec inheriting
from Agent.

Algorithm 1 Class proto_sec_anal: Public Agent

Class proto_sec_anal: Public Agent {
Public:
void accept(Packet * k, Handler *)
p: Packet accepted by the receiver
Handler for processing
int command(int argc, const char * const * argv)
argc: Number of command-line arguments
argv: Array of command-line argument strings
Private:
uint32t serial_no

}

4.1. Implementation of the Digital Signature and Hash algorithms . Sender A computes the
hash and acquires a digital signature as follows: In Algorithm 2, generating a hash on data retrieved from the
TCL file and obtaining a digital signature for sender authentication is depicted. Initially, a packet is created
using the authorized function allocpkt(). Subsequently, the packet header is accessed by creating an object
named hdr with the type hdrpacketsec. The sending time is also provided in the send_ time variable of the
packet header, which functions as a timestamp. To obtain the hash value, the data, and its length are fed
into the hashing algorithm, resulting in the hash value. This value is then utilized to verify the integrity of
the message. Afterward, the RSA algorithm is applied to the data and passed to the decryption/encryption
function, resulting in encrypted data. This encrypted data is assigned to the data variable in the packet header.
Finally, these values are stored in packet header variables, and the packet is transmitted to the receiver [10].

Packet Verification by the Receiver. The process depicted in Algorithm 3 ensures that receiver B initiates
a new hash generation and verifies the signature. Upon receiving the packet, the receiver initially stores the
transmission time, sequence number, hash value, and encrypted contents in fresh variables. Subsequently,
the receiver decrypts the data using the RSA method, forwarding it to a decryption function. If necessary,
the function returns the original data. The decrypted data is then hashed using a hashing algorithm. Upon
conclusion, the received hash value is compared with the newly computed hash value. If both values match, a
signed acknowledgment is returned; otherwise, the message is adjusted.

The receiver sends an ack to relay the result. The approach presented in Algorithm 4 demonstrates how
the receiver conveys the signature verification result. Initially, the receiver generates a new packet using the
allocpkt() method and accesses the packet’s header via the hdrret object. Later, ret variable is set to 1. So
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Algorithm 2 Message Digest and Digital Signature Generation

if (strcmp(argv[1], "transmit") == 0) then
// Make a one new packet
Packet * packet = allocpkt()
// Incorporate security packet header in the newly created packet
packethdrsec * packet_hdr = packethdrsec::access(packet)
// To let the receiving node know that it must send and acknowledge packets, set the ’bak’ variable to 0.
packet_hdr->bak = 0
packet_hdr->sno = sno++
// Put the time now in the "transmit_ time” field.
packet_hdr->transmit_time = Scheduler::instance().clock()
// Move the copied info to the header.
strcpy(packet_hdr->info, argv[2])
//@QQQQAQGQAA@QQQ Hashing Operation @Q@QQ@QQQQQQ@QQQ//
packet_hdr->msgdigest = hashing (packet_hdr->info, (unsigned int) strlen (packet_hdr->info))
//QQQAAQAA@AAQAQAQA Securing the data @QQQQQQQQQQQQQ//
data_encryption(packet_hdr->info)
printf("Digital Signature Generated:")
//QQQQQQAA@A@AQAQAAQA Send a packet @QAAAAQAQAQAQQQQQQQQ//
transmit (packet, 0)
return (TCL 0K)

end if

the receiver would not send another echo. Thereafter, report the transmitting time to the packet header’s
send__time variable. Finally, result is saved in the packet header’s data field.

4.2. TCL File Modifications. TCL serves as a scripting language employed in developing network units
and components. For our simulation, six nodes are established, four of which have security agent capabilities and
are connected. Their connections are in the following order: node_ 0 to node_5 and node_ 1 to node_ 4. Later,
invoke the function that sends the data. Lastly, delve into the recv function, which retrieves the variable’s value
and exhibits it on the Linux terminal upon successful execution. The Tcl file about digital signature verification
and hash creation is depicted in Algorithm 5.

5. Security Module Registration. Marc Greis’ example [18] illustrates introducing a new protocol to
NS2. Initially, a new packet Class is created in the application folder ../apps. Following this, the packet
name is inserted into the packet.h header file of NS2. Subsequently, modifications are made to the makefile to
accommodate the creation of the new Class. Each newly created packet must be defined at the TCL layer by
adding the default packet size value and name to the ns-default.tcl file. Finally, an entry for the newly created
packet is added to the ns-packet.tcl file. Recompiling NS-2 will then prepare the new packet for simulation. A
new packet type is devised for transmitting data.

6. Security and Permormance Analysis. After testing, analyze the security protocol’s performance
using experimental data statistics. Figure 6.1 shows the packet transmission status using the security protocol
[19]. It may be seen in Figure 6.1. In security protocols, data is sent via unicast (Algorithm 6). When a
node delivers a data packet, it unicasts it to directly linked nodes. If a node accepts a packet but has not yet
transmitted it and the destination is not itself, it will forward it in unicast format. The procedure will continue
until the data packet reaches its destination.

6.1. Environment Simulation. In the environment illustrated in Figure 6.1, NAM constructs a network
with six nodes interconnected by a 5 Mbps full duplex link. Security agents are deployed on nodes nl, n4, and
n5. Communication transpires between nodes n0 and n5 and nodes nl and n4 via the link between n2 and n3.
A drop-tail queue of 100 is employed between nodes n2 and n3. Following one minute of operation, a trace
file is generated. Subsequently, the trace file undergoes processing using a text processing language like awk to
derive the desired output.
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Algorithm 3 Signature verification at destination

if packet_hdr->bak == 0 then

double ttime = packet_hdr->transmit_time

//QQQQA@Q@Q@Q@ Packet data encryption/Decryption @QQQQQQQQQ//

char actual_info[128]

char secure_info[128]

strcpy(secure_info, packet_hdr->info)

// Make a copy of the original packet’s data

strcpy(actual_info, packet_hdr->info)

int accept_seq = packet_hdr->sno

//@QQQQ@Q@QQQ Present the packet to the recipient node @@@Q@Q@QQ//

char var[105]

unsigned int newdigest

char verified_outcome[50]

decryption(actual_info)

newdigest = hashing(actual_info, strlen(actual_info))

if newdigest == packet_hdr->msgdigest then
printf("Signature matched")
strcpy(verified_outcome, "Sender Authenticated")

else
printf ("Sender did not sign the msg %dnn", newdigest)
strcpy(verified_outcome, "Message Altered")

end if

// Drop the packet

Packet: :free(packet)

end if

Algorithm 4 Receiver sends ACK packet to confirm delivery of message

// Make a one new Packet

Packet * packetack = allocpkt()

// Access the new packet’s header.

packethdrsec * packet_hdrack = packethdrsec::access(packetack)
packet_hdrack->bak = 1

// Enter the accurate value in the transmit time field
packet_hdrack->transmit_time = ttime
packet_hdrack->receive_time = Scheduler::instance().clock()
packet_hdrack->sno = accept_seq
strcpy(packet_hdrack->info, verified_outcome)

send (packet_hdrack, 0)

6.2. Analysis of Security Protocol. Figure 6.1 depicts the transmission of a unicast data packet. After
executing the security procedure, Algorithm 6 illustrates concise results. Initially, node n0 transmits the data to
node n5 utilizing the hash and RSA technique. Node n5 then receives the packet and decrypts the message using
the RSA technique, retrieving the original contents. Subsequently, a hash of the decrypted data is generated and
compared to the received hash value. If a match is found, the node acknowledges receipt of a signature-validated
message; otherwise, a message indicating data alteration is transmitted. Similarly, node nl communicates with
node n4. This process iterates in reverse order accordingly. The time required for encryption, decoding, and
hash calculation was also computed.

7. Conclusion. In summary, this study delves into the simulation intricacies of a wired network, incor-
porating two pivotal protocols: message integrity and sender authentication. We meticulously expound upon
the simulation methodology within NS2, elucidating our analytical approach to interpreting the results. The
visualization of the simulation process is facilitated through NAM, while Awk emerges as the tool of choice for



120 Prashant Kumar, Dimple Sethi, Gulshan Shrivastava, Neeraj Srivastava

Algorithm 5 Receiver sends ACK packet to confirm delivery of message

set ql [new Agent/pkt_sec]

$ns attach-agent $ml $qi

$q1 set class 2

set g2[new Agent/pkt_sec]

$ns attach_agent $m2 $q2

$q2 set class 2

set g3[new Agent/pkt_sec]

$ns attach-agent $mb5 $q3

$g3 set class 3

set g4[new Agent/pkt_sec]

$ns attach-agent $m6 $q4

$q4 set class 3

// Link the two agents together
$ns connect $p0 $p3

$ns connect $pl $p2

// Plan your events

for {set j 1}{$j<2} {incr jH{
set outcome [expr $j/2]
$ns at [expr $outcome +
$ns at [expr $outcome +

.04] "$q1 transmit thisispk"
.40] "$q2 transmit thisispks"
$ns at [expr $outcome + 0.80] "$q3 transmit thisis"
$ns at [expr $outcome + 1.20] "$q4 transmit thisis..."}
// function 'acceptl' for the 'Agent/pkt_sec' class
Agent/pkt_sec instproc acceptl (from rtt) {

$self instvar node

puts "node [$node id] obtained a secret Key from
$from with trip-time $rtt ms"}

// function 'accept' for the 'Agent/Packet_sec' class
Agent/pkt_sec instproc accept (from rtt

mess originmess hash) {

$self instvar node

puts "node[$node id]lcollected_packet from

$from with trip-time $rtt ms - contend: $mess -
decrypted $originmess -hash: $hash"}

= O O O

Do W ey e

Fig. 6.1: Creating an environment using Network Animator Tool (NAM)
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Algorithm 6 Outcome of security protocol after execution

Message transmit: "Thisispk" along with message digest using MD5 algorithm
Message Digest: 906d9a4206£569725ffb4b2b178baba6é & SIGNATURE CREATED
Message Digest Collected by Receiver: 906d9a4206£569725ffb4b2b178babab
SIGNATURE IS VERIFIED

Node 5 obtained a packet from O with a 31.1 ms travel time. -

contend encrypted_data: sCcbIEYv8pe/9+XNCpFrTMWOY -

decrypted: Thisispk

node 5 sent an ack packet to node O with a travel time of 62.2 ms. -
contend: SENDER_AUTHENTICATED

Message transmit "Thispks" along with message digest using MD5 algorithm
Message Digest: 453558b732457b31e8eb083afdf5435f and DIGITAL SIGNATURE CREATED
MD5 Digest at Receiver Side: 453558b732457b31e8eb083afdf5435f

SIGNATURE VERIFIED

With a journey time of 31.1 ms, node 4 received a packet from 1. -

contend encrypted_data: pMECBUO4/RYvM94XwLrpzlsLPj1J60RNxtsulExN
decrypted: Thisispks

Node 1 obtained a packet from 4 with a 62.2 ms travel time. -

contend: SENDER_AUTHENTICATED

trace file post-processing and nuanced comparisons. Expanding our investigation, we systematically manipu-
late network topologies and data flows in diverse configurations, consistently yielding closely aligned results.
The successful integration of a security module into NS2 marks a significant milestone, enabling its versatile
application across a spectrum of data security-intensive scenarios. This juncture affords us the capability to
scrutinize and assess various applications post-implementation, delving into facets such as security overheads,
packet loss, required bandwidth, throughput, and other pertinent metrics. Within the implemented module, the
MD?5 algorithm serves to generate a 128-bit digest, while the RSA algorithm assumes the role of our encryption
mechanism. It is imperative to note that the flexibility exists to substitute the RSA algorithm with any public
key algorithm; the current preference for RSA is rooted in its pragmatic simplicity. Emphasizing its specificity
to wired networks, our future endeavors entail extending this module’s support to encompass wireless networks.

Anticipating the future, our research trajectory extends beyond the current scope, entering a phase of ad-
vanced exploration and innovation in the realm of network security simulations. With a particular emphasis on
the dynamic difficulties and developing threats in the cybersecurity landscape, we are dedicated to an unyielding
pursuit of thorough studies that delve deeper into the complex details of applications post-implementation. Our
commitment to excellence is reflected in the ongoing refinement and enhancement of our simulation method-
ology and analytical frameworks. This involves continuous integration of cutting-edge technologies, adaptive
algorithms, and advanced cryptographic techniques to fortify the security module. Through a continuous feed-
back loop of simulation results and empirical insights, our aim is to fine-tune our models, ensuring they remain
resilient in the face of emerging security threats. Furthermore, our future endeavors include the exploration
of novel encryption algorithms and cryptographic primitives, seeking to elevate the security standards within
network simulations. We anticipate delving into the realm of quantum-resistant cryptography, considering the
evolving landscape of quantum computing and its potential implications for network security. In our quest for
an evolved security paradigm, we are committed to extending the application of our module to diverse network
architectures, including wireless networks. This expansion will involve adapting the existing security framework
to the unique challenges posed by wireless communication, such as channel vulnerabilities and mobility issues.
As proceed, collaborative efforts with industry partners, academic institutions, and cybersecurity experts will
play a pivotal role. This collaborative approach will not only validate the robustness of our simulations but also
foster a knowledge-sharing ecosystem, contributing to the collective advancement of network security research.

In conclusion, our research trajectory is characterized by a forward-looking perspective, driven by an
unyielding commitment to advancing the field of network security simulations. Through continuous refinement,
exploration of emerging technologies, and collaborative partnerships, we aspire to shape a future where network
simulations serve as a cornerstone for developing resilient and adaptive cybersecurity solutions.
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RESEARCH ON VEHICLE ROUTING PROBLEM WITH TIME WINDOW BASED ON
IMPROVED GENETIC ALGORITHM

XU LI* ZHENGYAN LIUf AND YAN ZHANGH

Abstract. This article conducts a detailed study on the vehicle routing problem with time window constraints. We constructed
an objective function for the vehicle routing problem with time windows, established a mathematical model, and proposed an
improved genetic algorithm to solve the problem. The algorithm first constructs a chromosome encoding method, designs a
heuristic initialization algorithm to generate a better initial population, and determines the fitness function. During the operation
of the algorithm, selection, crossover, and mutation operations are designed to generate offspring populations, enhancing the
diversity of the population and avoiding premature convergence of the algorithm. Meanwhile, in order to improve the optimization
and local search capabilities of genetic algorithms, this paper constructs a local search operation. Finally, the algorithm implements
an elite retention strategy on the parent population and reconstructs a new population. We conducted simulation experiments
on the algorithm using MATLAB and selected examples from the Solomon dataset for testing. The simulation experiment results
have verified that the improved genetic algorithm is feasible and effective in solving vehicle routing problems with time windows.

Key words: vehicle routing problem, time window, genetic algorithm, local search

1. Introduction. With the rapid development of the logistics industry, optimizing vehicle delivery routes
has become increasingly urgent. How to improve logistics distribution efficiency and reduce distribution costs
while meeting customer node needs has become an urgent problem that logistics distribution enterprises need
to solve [8]. Vehicle routing problem with time windows (VRPTW) has become a hot research topic in recent
years due to its strong practical significance [1, 12, 16, 2, 17]. The vehicle routing problem with a time window
is an NP hard problem. If the problem is solved using an exact algorithm, it will take too long, while the
solution quality obtained by traditional heuristic algorithms is not high. The swarm intelligence optimization
algorithm is increasingly being applied to the solution of this problem due to its characteristics of parallelism,
universality, and stability. Mst. Anjuman Ara et al. [3] proposed a hybrid genetic algorithm which incorporates
three different heuristics for generating initial solution including sweep algorithm, time oriented heuristics and
swap heuristic. Khoo Thau Soon et al. [9] proposed the parallelization of a two-phase distributed hybrid
ruin-and-recreate genetic algorithm for solving multi-objective vehicle routing problems with time windows.
Hongguang Wu et al. [18] proposed a hybrid ant colony algorithm based on ant colony algorithm and mutation
operation. Guo Ning et al. [7] proposed an adaptive variable neighborhood search ant colony algorithm to solve
the vehicle routing problem with soft time windows. Chen Ying et al. [4] proposed a hybrid particle swarm
optimization algorithm based on hierarchical learning and differential evolution.

Due to the strong global optimization ability and good robustness of genetic algorithms, this paper proposes
an improved genetic algorithm for solving vehicle routing problems with time windows. We first analyze in
detail the characteristics of the vehicle routing problem with time windows and establish a problem model. In
algorithm design, we construct a chromosome encoding method, design a heuristic initialization algorithm, and
design selection, crossover, and mutation operations. Meanwhile, a local search operation is designed to address
the drawback of genetic algorithms being prone to falling into local optima. Finally, simulation experiments
are conducted to verify the effectiveness, reliability, and universality of the constructed model and the designed
algorithm.
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Fig. 2.1: Schematic diagram of vehicle routing problem

2. Vehicle Routing Problem (VRP).

2.1. Problem description. The distribution center distributes goods to customer nodes, and the number,
location, and demand for goods at each customer node are known. Transport vehicles start from the distribution
center, conduct orderly access to designated customer nodes, and meet some constraints, such as the demand for
goods from customer nodes, the time to receive goods, vehicle load capacity limitations, etc., and finally return
to the logistics distribution center. Reasonable distribution routes need to be designed to minimize vehicle
routes, time consumption, and transportation costs [5, 14]. The schematic diagram of the vehicle routing
problem is shown in Fig. 2.1.

2.2. Vehicle routing problem with time windows (VRPTW). The vehicle routing problem with
time windows is based on the vehicle routing problem model, which adds a time window as a constraint condition
to the customer node. VRPTW is an important branch of VRP, generally described as: several delivery vehicles
depart from the distribution center, deliver goods to customer nodes in sequence, complete the delivery task,
and return to the distribution center. During the delivery process, there can only be one vehicle serving the
customer node, and it is required to deliver goods to the customer node within the specified time period [13].
If the vehicle arrives early or late, corresponding penalties will be imposed.

The vehicle routing problem with time windows can be further divided into soft time window vehicle routing
problem and hard time window vehicle routing problem. The soft time window vehicle routing problem refers
to the customer’s request for logistics delivery vehicles to complete delivery tasks as soon as possible within
the specified time period, otherwise they will be subject to corresponding penalty fees. The hard time window
vehicle routing problem refers to the logistics delivery vehicle needing to complete the delivery task to the
customer within the specified time period, otherwise the customer refuses to receive the goods.

3. Establishment of a Model for VRPTW.

3.1. Model assumptions. In order to facilitate algorithm design and problem research, the following
reasonable assumptions are made before modeling [10].

1. The location of the distribution center and customer nodes is determined.

2. Delivery vehicles are of the same type, and each vehicle has the same load capacity.

3. The distance from the distribution center to customer nodes and the distance between customer nodes
are known.

4. Assuming that the delivery vehicle departs from the distribution center at a time of 0.

5. Each delivery vehicle can serve multiple customer nodes, but each customer node has only one delivery
vehicle serving it.

6. The demand for goods at each customer node is clear.

7. The customer node’s cargo demand is less than the maximum load capacity of the delivery vehicle, and
cannot be served by multiple delivery vehicles or the same vehicle multiple times.

8. Delivery vehicles can only serve one delivery route.
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3.2. Objective function. The optimization objective of the vehicle routing problem with time windows is
to select a reasonable driving route while satisfying capacity and time window constraints, in order to minimize
the total cost of the entire delivery process [19]. Based on this, the objective function Cost designed in this
article consists of three parts, namely transportation cost D, capacity penalty cost W, and time penalty cost
P. The specific definition is shown in formula (3.1).

Min Cost =D+ W + P (3.1)

The calculations for each section are shown below.

1) Transportation cost D. The transportation distance affects the transportation cost, which in turn
affects the total cost of logistics distribution. The transportation cost in this article is represented by the trans-
portation distance, which is the total distance traveled by all participating delivery vehicles. The calculation
of D is shown in formulas 3.2 and 3.3.

D= ZZZCZU*JT (3.2)

(3.3)

o 1 if the delivery vehicle k£ goes from customer point ¢ to customer point j
10 otherwise

Among them, K is the number of vehicles participating in the delivery task; NN is the total number of
customer points; d;; is the Euclidean distance between customer point ¢ and customer point j; Z'j is a decision
variable that indicates whether delivery vehicle k is from customer point 7 to customer point j; If so, a: s 1,

otherwise it is 0.

2) Capacity penalty cost W. Delivery vehicles depart from the distribution center and deliver goods
to customer points in sequence. After completing the delivery task, they return to the distribution center to
form a distribution route. If the total cargo capacity of the delivery vehicle on the delivery route exceeds the
maximum load capacity of the vehicle, which violates the capacity constraint, there will be a capacity penalty
cost. The calculation of W is shown in formulas 4 to 6.

l
Crv=> a (3.4)
=1

wy, = axmaz(Cy — Q,0) (3.5)

K
W=> w (3.6)

k=1

Among them, ¢; represents the demand for goods at customer point i; [ is the length of the delivery
route, which refers to the number of customer points that the vehicle passes through; @ is the maximum load
capacity of the vehicle; « is the penalty coefficient for violating capacity constraints; k is the number of vehicles
participating in the delivery task; C} is the sum of the demand for customer points that vehicle k passes through;
wg is the penalty cost for vehicle k violating capacity constraints; W is the penalty cost for the capacity of all
delivery vehicles.

3) Time penalty cost P. This article combines the actual situation of logistics distribution and studies
the vehicle routing problem with soft time windows. Delivery vehicles are required to deliver goods to customer
points within the specified time frame, and there will be no time penalty costs incurred. If the logistics delivery
vehicle fails to deliver the goods to the customer’s location within the specified time window, there will be
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a certain time penalty cost. Based on the established problem model, while considering the complexity and
operational efficiency of the algorithm, this paper only penalizes late arriving vehicles and calculates the time
penalty cost. The calculation of P is shown in formulas (3.7) to (3.9).

PF (S;) = B8+ max(S; — L;,0) (3.7)

P} (By) = B * max(By — Lo, 0) (3.8)

K K
P=>_ % PiS)+)_ Py(Bo) (3.9)
k=1 i=1 k=1

Among them, § Is the penalty coefficient for violating the time window constraint; .S; is the actual start
time of service for customer point i; L; is the right time window for customer point ¢, which is the latest service
start time for customer point i; PF (S;) is the penalty cost for delivery vehicle k violating the time window
constraint at customer point i; P¥ (Bp) is the penalty cost for violating the end time of the distribution center
time window after vehicle & returns to the distribution center; By is the time when the vehicle returns to the
distribution center; Lq is the end time of the distribution center’s time window, which is the latest time the
vehicle returns to the distribution center; P is the penalty cost for all delivery vehicles violating time window
constraints at all customer points and returning to the distribution center.

The calculation of S; and By is shown in formulas (3.10) to (3.12).

Sz' = M(ILL‘(RZ‘,EZ‘) (310)
Ry =8 1+Ti1+di-1 (3.11)
Bo = Send + Tend + d(end,0) (3.12)

Among them, R; is the time when the vehicle arrives at customer point i; E; is the left time window of
customer point ¢, which is the earliest service start time of customer point ; S;_1 is the actual service start
time of the previous customer at customer point 7; T;_; is the service time required by the previous customer at
customer point i; d(;_1 ;) is the distance between customer i and the previous customer; Se,q is the start time
of service for the last customer on the delivery route; T,,q is the service time required for the last customer;
d(end,0) is the distance between the last customer and the distribution center.

4. Design of Improved Genetic Algorithm for VRPTW.
4.1. Chromosome coding.

4.1.1. Encoding method. Due to the fact that the quality of encoding directly affects the efficiency and
results of algorithm operations, the primary issue in implementing genetic algorithms is to choose the appropri-
ate chromosome encoding method. This article focuses on the characteristics of vehicle routing problems with
time windows and adopts natural number encoding. The specific encoding method is as follows.

Number N delivery customer points sequentially, using 1,2,, N. M is the predetermined maximum number
of vehicles used. K is the actual number of vehicles participating in delivery. A chromosome encoded using
natural numbers is shown in Fig. 4.1. R; is the i-th customer point. Chromosome length is N + M.

4.1.2. Conversion between chromosome and delivery route. Find the position of the vehicle num-
ber in the chromosome, i.e. Chrome> N, and extract the route before the vehicle number, which is the
corresponding customer point route that the vehicle passes through. The driving routes of all delivery vehicles
constitute a delivery plan.

For example, assuming that the number of customer points N is 7, the maximum number of vehicles used
M is 10, and the actual number of vehicles participating in delivery K is 3, a chromosome is shown in Fig. 4.2.

The delivery plan is as follows:

Delivery route for the first vehicle: Route {1} = {3,5,6};

Delivery route for the second vehicle: Route {2} = {1,2};

Delivery route for the third vehicle: Route {3} = {4, 7}.
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Chrom R; Rs N+1 | Rs Ry N+2 | = Ry | N+K [N+K+] ==+ | N+M
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Fig. 4.1: Chromosome coding diagram
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Fig. 4.2: A hypothetical chromosome diagram

4.2. Initialize population. The initial population has a direct impact on the solution of vehicle routing
problems with time windows. If the initial population is randomly generated, the generated chromosomes may
not be excellent enough, which will have a certain impact on the optimization speed and quality of the optimal
solution of the algorithm, leading to the inability of the algorithm to seek the global optimal solution [20].
Therefore, this article designs a heuristic initialization algorithm to generate a better initial population.

The specific steps for initializing the algorithm are as follows.

Step 1. Establish a sequence of traversing customer points The method is as follows:

First, randomly select a customer point i from N customer points;

Then, follow the following sequence seq to traverse each customer point;

Ifi=1, seg=1[1:n]

Ifi=n, seq=[n,1:i—1];

Otherwise, seq = [i : n,1:4—1].

Step 2. Start traversing to obtain the vehicle delivery route

The method is as follows:

First, create a cell array called Route = cell(k, 1) to store the vehicle delivery route. The initial value of k
is 1, and Route{k} stores the customer point route passed by the kth vehicle.

Then, according to the seq sequence, add the customer points to Route{k} in sequence.

When adding a customer point, it is necessary to determine whether the total demand for goods at the
customer point Rout {k} after addition exceeds the maximum load capacity of the vehicle. If not, add it;
otherwise, it cannot be added and an additional vehicle needs to be added to store the customer point.

Finally, arrange the customer points in Route{k} in ascending order of the left time window values.

Step 8. Generate initial population

Convert the delivery routes obtained in step 2 into chromosome and generate the initial population.

4.3. Determine fitness function. In genetic algorithms, the fitness function value is used to evaluate
the quality of chromosomes and is also the basis for individual evolution. If the fitness value of a chromosome
is higher, it indicates a higher degree of excellence of the chromosome [6]. There is a high probability that the
individual will be replicated to the next generation. The fitness function value of chromosomes is generally
related to the objective function value. In the model constructed in this article, the objective function is to
minimize the total logistics cost. Therefore, the fitness function value adopts the reciprocal of the objective
function value. The smaller the objective function value, the larger the fitness function value. The definition
of fitness function is shown in formula (4.1).

1
Fitness; = —— i=(1,2,... 2 41
itness Cost. i=( ) (4.1)
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Among them, Cost; is the objective function value of the i-th chromosome, and the specific calculation is
shown in 3.2; F'itness; is the fitness function value of the i-th chromosome; Z represents the population size.

4.4. Selection operation. The selection operation is based on the fitness value of chromosomes to de-
termine whether they can enter the next generation. The higher the fitness value, the higher the probability
of entering the next generation population. On the contrary, the smaller the fitness value, the less likely it
is to enter the next generation. This article selects some individuals from the population according to the
set generation gap. The selection method adopts random traversal sampling, which generates multiple equally
spaced marker pointer positions at once to select the corresponding individuals.

The specific steps for selecting operation are as follows.

Step 1. Calculate the spacing P between pointers, as shown in formulas (4.2) and (4.3);

Z
> iy Fitness;

P
N

(4.2)

N =Gapx*Z (4.3)

Among them, Z is the population size, Gap is the generation gap, and N is the number of individuals to
be selected.

Step 2. Randomly generate the starting point pointer position, denoted as start, which is a random number
between 0 and P;

Step 3. Calculate the positions of each pointer, denoted as pointers, as shown in formula (4.4);

pointers = start +ix P, (i=0,1,--- /N —1) (4.4)

Step 4. Select N individuals based on the positions of each pointer.

4.5. Cross operation. Cross operation refers to the operation of exchanging one or more bits between
two parent individuals to generate a new individual. Cross operation is an important operation in searching
the solution space, which can search for the optimal solution within the maximum range. It not only affects the
computational efficiency of genetic algorithms, but also affects the computational results of genetic algorithms.
This article performs crossover operations on parent individuals based on a certain probability of crossover.

The specific steps for cross operation are as follows.

Step 1. Generate a random number rand between 0 and 1. If rand <= P,, P, is the crossover probability,
then go to Step 2 and perform a crossover operation on two adjacent individuals of the parent;

Step 2. Randomly generate two intersection points, denoted as 71 and ro, respectively. Swap the two sets
of gene sequences between r; and 9, placing them at the forefront of the corresponding chromosome;

Step 3. Eliminate duplicate gene loci to obtain the final offspring chromosome.

For example, A and B are a pair of chromosomes in the parent generation, A’ and B’ are the offspring
chromosomes obtained after crossover operation, as shown in Fig. 4.3.

4.6. Mutation operation. Mutation operator refers to a change in the gene value of one or a few positions
in a chromosome, which transforms into other alleles and generates a new individual. The mutation operator
can fine tune the new individuals generated by the crossover operator, thereby improving the algorithm’s local
search ability.

The specific steps for mutation operation are as follows.

Step 1. Generate a random number rand between 0 and 1. If rand <= P,,, P,, is the mutation probability,
then go to Step 2 and perform a mutation operation on the parent chromosome;

Step 2. Randomly generate two gene variants and swap the genes at the two variant positions.

For example, C'is the parent chromosome. C’ is he offspring chromosome obtained after mutation operation,
as shown in Fig. 4.4.
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4.7. Local search operation. After selection, crossover, and mutation operations, the diversity of the
population is increased, and the algorithm can avoid premature convergence. However, the quality of the
optimal solution obtained by the algorithm is not high [11]. In order to improve the optimization and local
search capabilities of the algorithm, this paper constructs a local search operation, which mainly includes
creating local correlation group and reconstructing vehicle path.

1) Creating local correlation group. Create a local correlation group D based on the correlation
between customer points. The algorithm for creating D is described as follows.
Step 1. Randomly select a customer point from the original customer point set and move it to D;

Step 2. Calculate the correlation between the customer point and the other customer points, as shown in
formulas (4.5) to (4.7);

1
R;i = 4.5
J Cij 4 Vvij ( )
dis
C; = 2 4.6
J mdi ( )
0 if customer point ¢ and customer point j are on the same vehicle path
Vi, = . (4.7)
1 otherwise

Among them, d;; is the distance between customer point ¢ and customer point j; mdi is the maximum
distance between customer point ¢ and other customer points.

From the above formulas, it can be seen that the R;; value depends on d;; and V;;. If V;; = 0, d;; is smaller
and R;; is larger.

Step 3. Select the customer point with the highest relevance and move it to D;

Step 4. If the population size of D is not satisfied, then go to Step 2; otherwise, the algorithm stops.

2) Reconstructing vehicle path. The customer points in the local correlation group D need to be
reinserted back into the vehicle path to obtain a new vehicle delivery plan. In order to improve the optimization
ability and solution quality, this article ensures that the inserted vehicle path satisfies capacity constraints and
time window constraints when inserting customer points back into the vehicle path. Based on this, we construct
a reinsertion heuristic algorithm to find the optimal insertion vehicle and location, and reconstruct the vehicle
path. The description of the reinsertion heuristic algorithm is as follows.



130 Xu Li, Zhengyan Liu, Yan Zhang

Step 1. For a certain customer point ¢ in D, first determine whether it can be added to the path r(rq, 72, ..., ;)
passed by vehicle k, that is, first determine whether it meets the capacity constraint, and the judgment method
is as shown in formula (4.8). If the capacity constraint is not met, customer point 4 cannot be inserted into the
vehicle path r(ry,ra, ..., 7). If the capacity constraint is met, go to Step 2;

a=l
> q(ra) +49(i) <Q (4.8)

Among them, Zgzll q (r4) is the sum of the demand for goods from all customer points in path r(r1, e, ..., 7);
q(i) is the demand for goods at customer point 4; @ is the maximum load capacity of the vehicle.

Step 2. Insert customer point ¢ into path r(ry,r2,...,7;). There will be [ 4 1 insertion point positions and
generate [ + 1 new paths. Determine whether all customer points on the new path and vehicle returning to the
distribution center meet the time window constraint, as shown in formula (4.9).

Sj < Lj, By < Lo (4.9)

Among them, j is the customer point on the new path; S; and By are the actual start time of service at
customer point j and the time when the vehicle returns to the distribution center, and the specific calculations
are shown in formulas (3.10) to (3.12); L; and Ly are the end times of the time windows for customer point j
and distribution center.

Step 8. If the time window constraint is met, record the insertion point position, vehicle number, and
distance increment.

Step 4. Find the insertion point position and vehicle number with the smallest distance increment, which
is the optimal insertion vehicle and position. If it exists, insert customer point ¢ and reconstruct the vehicle
path; otherwise, add a new vehicle and deliver to customer point i.

4.8. Reconstruct a new population and save the current optimal solution. The new population
consists of elite individuals from the parent generation and offspring. Descendants are obtained through selec-
tion, crossover, mutation, and local search operations on their parents. Parent elite individuals are obtained by
performing elite preservation operations on the parent population, that is, individuals with smaller objective
function values selected in proportion to (1-Gap).

Calculate the objective function value for the new population, select the chromosome with the smallest
objective function value, and save it as the current optimal solution.

4.9. Calculate the total distance and record the number of paths that violate constraints.
Based on the optimal solution, obtain the delivery plan and calculate the total distance traveled by all delivery
vehicles. Determine whether each vehicle path violates the load capacity constraint or time window constraint.
If it does, record the number of vehicle paths that violate constraints.

4.10. Algorithm framework. The algorithm framework proposed in this article is as follows.
Step 1: Initialize parameters;

Step 2: Initialize the population;

Step 3: Calculate the fitness value of each chromosome in the population;

Step 4: Perform selection operation;

Step 5: Perform cross operation;

Step 6: Perform mutation operation;

Step 7: Perform local search operation;

Step 8: Reconstruct a new population and save the optimal solution;

Step 9: Calculate the total distance and record the number of paths that violate constraints;
Step 10: If the algorithm does not meet the termination condition, go to Step 3.

5. Simulation Experiments. In order to effectively verify the feasibility and effectiveness of the proposed
improved genetic algorithm (IGA) in solving VRPTW problems, this paper conducts comparative experiments
with the genetic algorithm without local search operation(GA) and the hybrid genetic algorithm (HGA) im-
proved by others [3].
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Table 5.1: Parameter Settings

Parameter Value
Population size (Z) 100
maximum iterations 100
Generation gap (Gap) 0.9
crossover probability (P) 0.9
mutation probability (Pp,) 0.05
The size of local correlation group D 15
Penalty coefficient for violating capacity constraint () 10
Penalty coefficient for violating time window constraints (/3) 100

Table 5.2: Statistical Results of C101

Algorithm GA HGA IGA
Number of vehicles used 22 11 10
The total distance traveled by vehicles 3557.7041 904.2931  828.9369
Number of paths that violate constraints 12 0 0
The number of times the optimal solution found in 10 runs 3 7 10
The iteration number of the earliest discovered optimal so- 72 68 41

lution in 10 runs

Table 5.3: Statistical Results of C201

Algorithm GA HGA IGA
Number of vehicles used 21 4 3
The total distance traveled by vehicles 3395.7609 621.5892  591.5566
Number of paths that violate constraints 15 0 0
The number of times the optimal solution found in 10 runs 4 8 10
The iteration number of the earliest discovered optimal so- 8 39 25

lution in 10 runs

5.1. Test examples. The C-type dataset in the Solomon dataset [15] represents that the location of
customer nodes is generated based on a structural distribution, divided into two different series of data, namely
C1 and C2. We selected two instances, C101 and C201, as representatives of the C-type dataset to analyze
the efficiency of our algorithm in solving this type of problem. The calculation example contains some known
information, such as the maximum number of vehicles used, the maximum load capacity of vehicles, the location
coordinates and time windows of 100 customer points, and the demand for goods.

5.2. Experimental environment and parameter settings. The computer configuration used in the
simulation experiment is: Core dual core CPU, 2.50GHz, 32GB memory, and Windows 10 system. The simu-
lation software used is MATLAB R2021b. The parameter settings in the algorithm are shown in Table 5.1.

5.3. Experimental results and comparative analysis. To avoid the influence of randomness on the
algorithm, we run GA, HGA, and IGA algorithms 10 times on each of the two examples, and recorded the
relevant experimental data of the obtained optimal solution. The statistical results are shown in Table 5.2 and
Table 5.3.

In order to better observe the evolution process of the proposed algorithm (IGA) and more intuitively
reflect its performance, we draw an evolution graph of the optimal value and total distance obtained in each
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Fig. 5.2: Evolution diagram of optimal solution related data for C201

iteration. Taking into account the impact of randomness on algorithm performance, we superimpose the results
of 10 runs to evaluate algorithm performance more realistically and objectively. The experimental results are
shown in Fig. 5.1 and Fig. 5.2.

From Table 5.2 and Fig. 5.1, it can be seen that the IGA algorithm can find the currently known optimal
total distance of C101, which is 828.9369, in each of the 10 runs. At the earliest, it can be found in 41 iterations.
From Table 5.3 and Fig. 5.2, it can be seen that the IGA algorithm can find the currently known optimal total
distance of C201, which is 591.5566, in each of the 10 runs. At the earliest, it can be found in 25 iterations. At
the same time, it can be clearly seen from Fig. 5.1 and Fig. 5.2 that in the early stages of evolution, the total
delivery cost and total driving distance of C101 and C201 both show a significant decrease, which also reflects
the good optimization ability of the proposed algorithm in solving vehicle routing problems with time windows.

The optimal delivery plan for C101 is shown in Fig. 5.3, requiring 10 delivery vehicles.

The optimal delivery plan for C201 is shown in Fig. 5.4, requiring 3 delivery vehicles.

In order to provide a more intuitive comparison of algorithm performance, we draw an evolutionary com-
parison chart of the total driving distance obtained by the three algorithms in a random experiment, as shown
in Fig. 5.5 for C101 and Fig. 5.6 for C201.
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It can be clearly seen from Fig. 5.5 and Fig. 5.6 that the genetic algorithm without local search operation

(GA) cannot converge to the global optimal solution and has poor performance, while the improved genetic
algorithm with local search operation (IGA) shows the best performance. The performance of HGA is also
inferior to that of IGA. This further confirms the effectiveness of the local search operation in the algorithm
proposed in this paper. It not only avoids the defect of genetic algorithms easily falling into local optima, but
also enhances algorithm diversity and obtains better optimal solutions.

The above experiment is a specific analysis of the C101 and C201 examples in the Solomon dataset, and has

achieved good results. These results indicate that the improved genetic algorithm in this paper is significantly
better than GA and HGA in solving quality and stability issues. It is a feasible and effective method for solving
vehicle routing problems with time windows.
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6. Conclusions and Further Work. This article first analyzes the vehicle routing problem with time
windows, constructs the objective function of the problem, and establishes a mathematical model for the
problem. In order to improve the optimal solution quality of genetic algorithm in solving vehicle routing
problems with time windows, this paper proposes an improved genetic algorithm. The main improvements are
as follows: (1) A heuristic initialization algorithm is designed to generate a high-quality initial population; (2) In
order to enhance the diversity of the population and avoid premature convergence of the algorithm, selection,
crossover, and mutation operations are designed; (3) A local search operation is designed to improve the
optimization and local search capabilities of genetic algorithms. Finally, simulation experiments have verified
that the improved genetic algorithm is a feasible and effective method for solving vehicle routing problems with
time windows. Our future work will be to combine other intelligent optimization algorithms for more in-depth
theoretical analysis and algorithm research. At the same time, we will further expand our application scope
and conduct research on other types of vehicle routing problems.
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RECOVERY MODELING AND ROBUSTNESS STUDY AFTER CASCADING FAILURES
IN LOGISTICS-BASED NETWORKS

XIAODONG QIAN*AND SICHEN WANGT

Abstract. In order to ensure the normal operation of the logistics network and improve the robustness of the network in case of
cascading failure faults, this study introduces the concept of node recovery threshold based on the existing failure model to optimize
the recovery time lag. Further, a criticality-first recovery model is proposed, which defines the capacity of a recovery node as a
function related to its original capacity and opens the recovery node selectively to critical neighboring nodes to reduce the risk of
secondary failure. Finally, a postal logistics network in Northwest China is used as a case study to investigate the recovery robustness
of this network when it encounters cascading failures. The effects of various parameter variations on the network robustness are
examined through experimental simulations. The experimental results show that timely recovery measures can significantly reduce
the number of failed nodes when cascade failure occurs in the logistics network; setting a higher recovery threshold can reduce
the impact of cascade failure on the network, effectively reduce the scale of network failure, and thus significantly improve the
robustness of the logistics network; at the same time, increasing the capacity parameter can effectively delay the time of cascade
failure in the network, and can slightly improve the robustness of the network.

Key words: complex networks, logistics networks, robustness, cascading failures, recovery modeling

1. Introductory. With the tremendous growth of science and technology, and economic development, the
logistics industry in its context also began to flourish, and logistics facilities continued to improve, the growing
development of transportation, greatly improved the operating conditions of logistics, making the traditional
logistics industry the transformation of the network, and a highly efficient and reliable logistics network is a
prerequisite for the healthy development of the logistics industry and the foundation. However, in recent years,
all kinds of emergencies have occurred frequently, such as the general strike of German freight train drivers
in 2015, the outbreak of the new crown epidemic in 2020, the congestion of the Suez Canal caused by the
stranding of the cargo ship "Chang Ci” in 2021, and the extremely heavy rain in Henan in 2022, which had a
serious impact on the normal operation of the logistics network and disrupted the normal production of social
life. These events have seriously affected The logistics network operates normally, disturbed the normal order
of production and life of the society, and threatened the peace and stability of the countries in the world. In
real life, The efficient and dependable movement of goods is dependent on the proper operation of the logistics
network, and all types of emergencies are unavoidable; thus, effective and reliable preventive measures are
critical to the overall safety of the logistics network.

Numerous scholars have found that there is no one hundred percent reliable real network, and the failure of
the network is unavoidable, and the same is true for the logistics network, through the study of the structural
characteristics, dynamic characteristics reliability, and other characteristics of many real networks. At present,
some scholars optimize the network by changing the topology of the network to improve the robustness of
the network, and this scheme can effectively improve the robustness of the network, but in practice, it may
not be easy to change the original topology of the network due to the limitations of various aspects, and we
can’t improve the robustness of the network promptly by adjusting and improving the topology of the network.
Therefore, the recovery characteristics of the network have aroused the research interest of the majority of
scholars. In real logistics networks, the network generally has a certain ability to resist risk and recovery,
and when the logistics network fails, the failed nodes will be restored to normal nodes through some recovery
strategies. It can assist us in increasing the robustness of the logistics network through recovery mechanisms

*School of Economics and Management, Lanzhou Jiaotong University, Lanzhou 730070, China; School of Automation and
Electrical Engineering, Lanzhou Jiaotong University, Lanzhou 730070, China (qianxd@mail.lzjtu.cn).
fSchool of Automation and Electrical Engineering, Lanzhou Jiaotong University, Lanzhou 730070, China.
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without affecting the network topology. avoiding policy, technical and economic constraints, and reducing costs.
Therefore, it has become an important research topic to formulate recovery strategies to improve the robustness
of logistics networks when unexpected events occur.

2. Research Basis. In recent years, research based on complex network theory [1, 2, 3, 4, 5, 6] has
attracted widespread attention in many fields, and currently, research on complex networks focuses on complex
network modeling, network robustness, network recovery, and network optimization.

In terms of constructing a logistics network, Qin et al [7] built a network using epidemiological modeling
and network coupling, and argued that the peak infection rate is an indicator of the infectious disease in a
certain location, regardless of network topology. Yang et al [8] constructed an evolutionary model of supply
chain network enterprise cooperation based on a bipartite power law distribution in a complex network envi-
ronment and proved that the degree of adaptation is the dominant factor in the generation of bipartite power
law distribution. Chen et al [9] investigated the resilience of the logistics network to node failure under the
background of the logistics industry disruption, simulated and proposed algorithms for two cascading failure
scenarios, proving the improvement of resilience by different adjustment strategies. Wang et al [10] constructed
a multi-stage three-level logistics network model for the dynamic logistics network optimization problem and
proposed a dynamic adaptive multi-objective differential evolutionary algorithm to solve the model, proving
that the algorithm can compute the optimal feasible supply solutions for each stage of the logistics network.
Zhang et al [11] proposed a multi-modal express logistics network optimization decision-making model from
the perspective of low carbon economy and proposed a corresponding optimization solution algorithm by ana-
lyzing the topology of the logistics network and comparing and analyzing the advantages and disadvantages of
different transportation modes.

In terms of network robustness, Qian et al [12] proposed a diffusion model for risk factors in logistics
networks based on the contagion model in complex networks, using node topological weights and supply and
demand fluctuations to improve the mechanism of diffusion. Wang et al [13] introduced dynamic factors on
the basis of the original initial residual capacity load redistribution strategy, and by adjusting the network
cost e and capacity parameter gamma, the logistics cost is effectively reduced and the controllable robustness
against cascading failures is enhanced. Zhen et al [14] built a cascade failure model based on Dynamic Control
of Node Redundancy Capacity (DRC) by introducing a network phase change critical factor u based on the
literature [13].The probability of cascade failure triggered by a node failure is measured by defining a phase
change critical factor p in the network,and the correlation p between the network robustness and pu is analyzed.
German R M et al [15] proposed a new method to measure the robustness of inverse logistics networks, using
an integer mixed linear programming model to design the network and analyze its robustness, and proved the
effectiveness of the method. Yang et al [16] combine the bus network and subway network as a multi-subnet
composite complex network of urban public transportation to establish the passenger flow transfer rules under
node and edge failure. Yu et al [17] proposed a cascading failure model of dependent networks considering
dependent edge loads based on literature [16], and studied the robustness of dependent networks by analyzing
different load redistribution strategies, different network coupling methods and network attacks.

In terms of network recovery, Zhang & Du [18] developed a geographical The data network model that
combines complex networks and hypergraphs. When the network is subjected to an unavoidable attack, a central
node recovery technique based on global and community data is presented to restore network performance with
the fewest amount of components.Yang et al [19] proposed two supply chain recovery strategies, the suppliers’
pre-set emergency inventory strategy and the manufacturer’s product change strategy, and demonstrated that
the proposed disruption recovery strategy can not only effectively assist suppliers in stopping losses, but also
meet market demand. Wu et al [20] proposed a new sequential recovery model, introduced a sequential recovery
graph to determine the key nodes and their recovery order, and verified that the network can obtain better
performance during the recovery process. Ju et al [21] made improvements on the basis of literature [20] and
proposed a system optimal recovery strategy based on the network elastic structure evaluation method. Tang
et al [22] proposed a probabilistic recovery model and a stage recovery model and investigated the recovery
robustness for four types of networks, ER, WS, NC and BA, and verified that both probabilistic recovery
strategy and stage recovery strategy can have an impact on the robustness of the four types of networks.
Huang et al [23] constructed an urban subway network recovery model using the average network efficiency as
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the toughness index and the maximum network resilience as the objective function and proved that the optimal
recovery strategy of the urban subway network solved by the genetic algorithm has a higher solving efficiency
under the failures of different sizes of stations. Fan et al [24] aimed to develop a realistic cascading failure
model for an automotive manufacturing supply chain network to explore its cascading failure characteristics.
Based on this model, a two-stage recovery strategy was proposed to enhance the network’s cascading failure
recovery capability. Yoshihisa et al [25] designed a recovered, efficient reverse logistics network using a cost
minimization model with recovery constraints using a Japanese reverse logistics network as an example.

Existing studies have investigated the recovery behavior after the end of network cascade failure and
proposed many classical models such as random recovery model, probabilistic recovery model, and local recovery
model. The recovery order of the random recovery model is completely random and does not consider the
strategic position of nodes or the structural characteristics of the network, which may lead to untimely recovery
of key nodes and prolong the overall recovery time of the network, and is suitable for networks with high
node homogeneity. The probabilistic recovery model recovers nodes based on preset probability distributions,
which can be set based on the importance of nodes, failure probabilities, or other criteria, and is suitable
for network environments that require balancing multiple decision factors. Local recovery models perform
systematic recovery only in local areas of the network, which may be partitioned based on geographic location
or network partitioning, and help to quickly resolve local failures, but may neglect network-wide coherence
and efficiency, and are suitable for distributed networks or large geographically dispersed networks, which can
quickly deal with local problems without affecting the overall network.

In summary, the existing models do not satisfy the characteristics of logistics network dynamics and com-
plexity. Therefore, in this paper, we construct a node-importance-priority recovery model in which the failure
process and the recovery process occur within adjacent time steps, optimize the recovery time lag, redefine the
load and capacity of the recovered nodes, and adopt appropriate strategies to reduce the risk of secondary node
failures. Compared with the classical model, using the node importance priority recovery model, the recovery
order can be arranged according to the importance of the nodes in the network, prioritizing the recovery of
those nodes that have the greatest impact on the network function, which can not only recover the core nodes
of the network faster, but also significantly improve the overall stability and robustness of the network, which
is very in line with the characteristics of the logistics network dynamics and complexity. Finally, an empirical
study of the logistics network in Northwest China is carried out in the hope that the study can help repair the
damaged network with a more flexible strategy, thus improving the robustness of the logistics network.

3. Research Methodology.

3.1. Analysis of Network Recovery Models under Cascade Failure. In 2002, Motter and Lai et
al [26] first introduced the cascading failure mechanism into complex networks and proposed the classical ML
capacity-load linear model, which defines the initial load L? of a node i as a function related to its degree value
K;, namely

9 = K9
! ' 3.1
C; = (1 + Oz)L? ( )

In 2008, literature [27] found that the load and capacity of a real network should have a nonlinear relation-
ship. Therefore, in this paper, we refer to the literature [28],which defines the relationship between the load L?
and capacity C; of a node as shown in Equation (3.2), and the load is redistributed as shown in Equation (3.3).

L =1 (3.2)
Ci= (14 B)- (L)) '

where I; is the importance degree of the node, which is defined as the initial load of the node, the importance
degree of the node is obtained by calculating the weight of each index by hierarchical analysis method using the
four characteristics of the node, namely, degree value, median, proximity centrality, and eigenvector centrality
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as the indexes. a and (8 are the capacity parameters.

1 L
Alivj=Lixsoim (3.3)

L} = ALy + L9

Existing studies [29, 30, 31] have shown that the occurrence of cascading failure phenomenon is often
accompanied by network recovery, which can improve the robustness of the network without adding redundant
nodes and paths to the network. In recent years, scholars have proposed a series of recovery models, which
can be applied to different situations and different networks to minimize the loss caused by network failure and
improve the robustness of the network as much as possible without changing the network topology.

Currently, the target recovery model based on cascade failure has the following problems: a) The problem
of recovery time lag. In reality, complete network failure is only a worst possibility, after the cascade failure
phenomenon, the network will keep normal operation of the network through some recovery means, some
existing studies start the recovery of nodes only after the complete failure of the network, and do not consider
the impact of the introduction of the recovery model on the network’s resiliency when cascade failure issues
arise. b) Problems of irrational selection of the recovery nodes. Some models recover the network by the
failure order or degree value order of the nodes, such models are too one-sided, which may lead to repairing
some non-critical nodes and affect the overall recovery of the network, and do not consider the load capacity
situation of the recovered nodes as well as the possibility of the recovered nodes having the risk of secondary
failures.

3.2. Improvement of Recovery Modeling under Cascade Failure.

3.2.1. Improvement of Node Recovery Time Lag. The original failure model, shown in (3.4), directly
defines a node as a failed node when its load exceeds its capacity, and recovery of the failed node begins only
after the entire cascade of failed failures is over. The network has been severely affected at this point.

1 _ o 0 .
L{ =ALj; + Lg < Cj (3.4)

Based on the above analysis, when the network cascade failure fault occurs, the faulty nodes need to be
recovered in a shorter time, and the recovery of the network nodes should not be started only after the network
cascade failure fault is over so that the robustness of the network can be reasonably enhanced. Therefore,
based on the original failure model, the concept of node recovery threshold is introduced, When the load on
a network’s node reaches its capability. but does not exceed the recovery threshold, the node at this point is
defined as overloaded rather than directly determined as a node failure, and the network node starts to recover
in the process, in which the time required for the faulty node to start recovering needs to be taken into account,
and the parameter T is used to characterize the time step required for the node to begin to recovery by using
parameter T' to characterize the time step required for the node to start recovery, i.e., it takes T" time steps for
the node to start recovery after the node fails. When a network node fails to recover in time due to various
reasons, the node load exceeds the threshold value, and only then the node is determined to be completely
failed and removed from the network. The improved failure model shown in (3.5), (1 4+ A)C; is the recovery
threshold of the node and A is an adjustable parameter.

AL+ LY < Cj @
Cj < ALi—)j + L? < (1 + )\)CJ @ (35)

In this case, Equation (D) indicates that the load distributed by node ¢ to its neighbor node j does not
exceed its maximum capacity, and the network is in a normal working state. Equation @) indicates that the
load of the node at this moment exceeds its maximum capacity but does not exceed the recovery threshold,
the node at this time is defined as an overloaded node, and the load of the overloaded node j will be assigned
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to its neighboring nodes according to the rules, and the overloaded node recovers in the process. Equation @)
indicates that when the overloaded node fails to recover in time, the load of the node j eventually exceeds the
node recovery threshold, and then the node j fails completely.

3.2.2. Network Recovery Model Optimization. In summary, this paper proposes an importance-
priority recovery model suitable for real logistics networks, which is in line with the characteristics of unequal
importance of nodes in the logistics network, and the recovery of important nodes can help the logistics network
to share the pressure of larger goods and ensure the circulation of goods.

The original recovery model is to recover the network through the node’s failure sequence or degree value
sequence, there are many problems in the selection of the recovery nodes, the most important nodes should be
comprehensively selected for recovery, the model uses the node’s importance sequence as the basis for recovery,
defines the capacity of the recovered node as a function related to the original capacity, and selectively opens
up the recovered node to the important nodes around it to reduce the node’s secondary failure risk. In this
study, when cascading failure occurs, overloaded nodes in the network that exceed the maximum capacity of a
node but do not exceed the recovery threshold are defined as recoverable nodes, and these nodes are repaired
by the importance-first recovery model. The recovery process of overloaded nodes is defined as follows.

Step 1: Implement a merit recovery strategy according to the importance of the nodes, repair the overloaded
nodes in descending order of importance, and the repaired nodes are restored as normal nodes again.

Step 2: Redefine the load of the recovered node, since the node assigns its load to the neighboring nodes
when it is overloaded, the load L;(R) of the recovered node is defined to be zero, That is.

Li(R)=0 (3.6)

Step 3: Redefine the capacity of the restored node, in reality, the restored system components may be more
reliable than before the failure [32, 33]. Therefore, define the capacity C;(R) of the restored node as shown in
Equation (3.7). Where, /31 is the capacity parameter of the restored node, 0 < 8 < 1, the larger f; is, the
larger the capacity of the restored node is, and the more difficult it is for the node to fail twice.

Ci(R)=(1+51)-C (3.7)

To strengthen the network, the recovered nodes need to re-work as quickly as possible to start sharing the
load pressure of the rest of the nodes, and because of the load of the recovered nodes at this moment L;(R) = 0,
the original strategy of distributing the load proportionally according to the initial load is not applicable to the
load distribution at this time, so this paper also proposes a load redistribution model for the recovered nodes,
namely

3.8
! ZmEI‘i C(m + En»’:’A,; Cn(R) ( )

where when a node ¢ in the network redistributes its own load to a recovered node j, then the product of the
node’s load and the ratio of the capacity of the neighboring node j to the capacity of all neighboring nodes is
assigned as an additional load to the recovered node j. I'; denotes the set of normal neighboring nodes of the
node i, and A; denotes the set of recovered nodes among the neighboring nodes of the node 1.

In real life, when a faulty node is repaired, the most common practice to avoid secondary failures is to block
the load inflow from the surrounding faulty nodes until most of the faulty nodes have been restored before the
network is active again. However, this does not take into account the network timeliness and network robustness.
If all the restored nodes are opened to the surrounding overloaded nodes, the possibility of secondary failure of
the restored nodes will be greatly increased. Therefore, this paper defines that the restored nodes selectively
open to the surrounding overloaded nodes, and only select some restored nodes with larger importance for load
redistribution, because restored nodes with larger importance have larger load carrying capacity, which can
reasonably accommodate the load of the nodes, and also effectively reduce the probability of the restored nodes’
secondary failures.
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3.3. Model Analysis. The design simulation algorithm is as follows:

Step 1: Construct a logistics network for the Northwest region.

Step 2: Initialize network parameters a3, and A, and determine node load LY and capacity C;.

Step 3: Perform an initial node attack and define the attacked node as an overloaded node.

Step 4: Redistribute the load of the overloaded node to its neighboring nodes in accordance with the initial
load redistribution strategy, and determine whether the load of its neighboring nodes exceeds its own capacity;
if the load of the node does not exceed its own capacity, go to Step 5; if the load of the node exceeds its own
capacity, go to Step 6.

Step 5: The node continues to work normally, go to step 10.

Step 6: The node is also defined as an overloaded node and the node load distribution process continues by
repeating step 4 and determining whether the load of the node exceeds the recovery threshold by the optimized
failure model in chapter 3.2.1, if the load of the node does not exceed the recovery threshold, then go to step
7, if the load of the node exceeds the recovery threshold, then go to step 8.

Step 7: The node starts to recover according to the recovery model in chapter 3.2.2, go to step 9.

Step 8: Then the node is determined to be completely failed, go to step 10.

Step 9: Determine the load L;(R) and capacity C;(R) of the recovered node, reopen the recovered node to
the network, and determine whether the recovered node will fail again due to re-working, if the recovered node
fails, go to step 4.

Step 10: Update the network.

Step 11: The cascade failure process ends, and the maximum connected subgraph size of the network and
the ratio of the number of network nodes failed to the total nodes are calculated.

The flowchart is shown in Fig. 3.1:

4. Simulation Verification and Empirical Analysis. The experiments use the network maximum
connectivity subgraph size G and the ratio P of the number of network nodes failed to the total nodes as the
evaluation metrics to measure the robustness of the network. The network maximum connectivity subgraph
size G can be used to measure the overall connectivity of the network, when the network is attacked it will be
divided into a number of sub-networks that are not connected to each other, and the sub-network that contains
the largest number of nodes is called the maximum connectivity subgraph. The proportion of network failed
nodes P indicates the degree of failure of network nodes, and the proportion of failed nodes to all nodes is used
to indicate the spread of risk. To some extent, the network maximum connected subgraph size and network
failure node proportion can reflect the change of network robustness, The formula is shown below.

G
{P :N (4.1)

where N' denotes the number of nodes in the maximum connectivity subgraph of the network after the occur-
rence of cascade failure, N denotes the number of failed nodes in the network after the occurrence of cascade
failure, and N denotes the total number of nodes in the network.

When the network is affected by node failure, the connectivity within the network will change. The larger
P is, the smaller G is, indicating that there are fewer nodes connected in the logistics network and the network
is less robust. The smaller P is, the larger G is, indicating that the network still maintains a larger connectivity,
and the network is more robust.

2=,

=

4.1. Simulation Verification.

4.1.1. Robustness of the Network with Different Recovery Times. To study the impact of different
start recovery times on the network, the change in network robustness is examined by adjusting the start
recovery time parameter 7. Without considering the secondary failure of network nodes, the real supply chain
network of an enterprise is taken as an example, and the above model is simulated and analyzed by pycharm,
with the capacity parameters o and 3 taken as 1.5 and 0.5, respectively, and the adjustable parameter A taken
as 0.3, The findings from the simulation are presented in Fig. 4.1 and Fig. 4.2.
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Fig. 3.1: Recovery flowchart under network cascade failure.

From Fig. 4.1 and Fig. 4.2, it can be seen that different parameters T have different impacts on the network,
when T'= 1, The network has the lowest proportion of failing nodes and the strongest robustness. with the
increasing of T, proportion of failed nodes in the network gradually rises, and it can be known from 7= 12 that
when the start of the recovery time is too long, the overload nodes cannot be recovered in time, and eventually
also transform into failed nodes, which causes serious harm to the operation of the network. serious harm to
the operation of the network. Therefore, when the network is recovered, a smaller start recovery time should
be chosen, the shorter the start recovery time is, the fewer the failed nodes will be when the network is finally
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Fig. 4.1: Trend of the maximum connectivity subgraph of the network
under different recovery times.
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Fig. 4.2: Trend of network failed nodes under different recovery times.
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Fig. 4.3: Trend of the maximum connectivity subgraph of the network after the introduction of a recovery
threshold

stabilized, and the higher the recovery ability of the network will be, and the stronger the robustness will be.

4.1.2. Introducing Robustness of Recovery Threshold Networks. On the basis of the above model,
compare and analyze the change trends before and after the improvement of the recovery model under cascading
fault conditions, and verify the impact of introducing node recovery threshold on the robustness of the network,
the recovery time parameter is selected as T= 1, and the rest of the parameters are kept unchanged, and the
simulation results of the original recovery model and the model with the introduction of node recovery threshold
are shown in Fig. 4.3 and Fig. 4.4.

As can be seen from Fig. 4.3 and Fig. 4.4, in the original recovery model, the recovery of the failed nodes
starts only after all the network nodes have failed, at which time the network has already lost the ability to
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Fig. 4.4: Trend in the proportion of failed nodes in the network after the introduction of recovery thresholds
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Fig. 4.5: Trend of maximum connectivity subgraph of the network under different recovery models.
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Fig. 4.6: Trend of the proportion of failed network nodes under different recovery models.

work normally, and perhaps has already caused serious impacts on human production and life. When the
recovery threshold is introduced, it is equivalent to increasing the maximum capacity of the nodes, so that the
nodes that should have failed are transformed into overloaded nodes instead of directly failing, and then these
overloaded nodes are repaired in a timely manner. Therefore, the introduction of the recovery threshold can

minimize the complete failure of the network, which can appropriately enhance the robustness of the network
and avoid unnecessary losses.

4.1.3. Robustness of the Network under Different Recovery Strategies. On the basis of the above
simulation experiments, considering the possibility of secondary failure of nodes, different recovery methods
are compared and analyzed to verify the validity and feasibility of the model, the capacity parameter and
recovery threshold parameter are kept unchanged, and the recovery time parameter is selected as T= 1, and
the simulation results of different recovery methods are shown in Fig. 4.5 and Fig. 4.6.
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Fig. 4.7: Northwest Logistics Network.

As can be seen from Fig. 4.5 and Fig. 4.6, when the network starts to recover, the maximum connectivity
subgraph curve of the network nodes and the failure ratio curve of the nodes will oscillate, fluctuating back
and forth around a certain value due to the existence of the secondary failure of the nodes, and will eventually
stabilize. When various conditions are the same, the effect of recovery in the order of node importance is the
most obvious, and the effect of recovery in the order of network node failure is the worst, and The simulation
findings show that an appropriate recovery model can improve the network’s robustness.

4.2. Empirical Research.

4.2.1. Logistics Network Construction in Northwest China. This paper focuses on the logistics
network in Northwest China, modeling it, cascading it to failure, and studying its robustness after recovery.
Therefore, the activities of China Post Logistics in Northwest China are taken as an example to construct the
postal logistics network in Northwest China. Based on the postal logistics activities of 25 municipal units,
including the first-class postal district central bureau, second-class postal district central bureau, and third-
class postal district central bureau established by China Post in Northwest China, the improved gravitational
model establishes the logistics network between these 25 cities and then climbs a total of 25 logistics centers,
51 distribution centers and 495 business outlets within the cities to establish a total of 596 intra-city logistics
activity networks. activity network, to build a total of 596 nodes of the logistics network in the northwest region,
as shown in Fig. 4.7. The logistics data in this paper comes from the Postal Industry Development Statistics
Bulletin of each city in 2021, and the data of logistics distribution centers and business sites are crawled from
the Baidu map and the official website of China Post.

4.2.2. Characteristics of the Northwest Territories Logistics Network. On the basis of the logistics
network model of Northwest China, the basic characteristic indexes of the logistics network of Northwest China
are calculated by Ucinet software, and the results are shown in Table. 4.1.

The degree value, median, proximity centrality, and eigenvector centrality of the logistics network in North-
west China are calculated by Ucinet, and the sequence of the importance of the logistics network in Northwest
China is obtained by hierarchical analysis based on these four indexes, and the partial ordering of these five
indexes is shown in Table. 4.2.

4.2.3. Network Robustness Analysis under Recovery Policy.
(1) Effect of different recovery thresholds on network robustness. In order to study the effect of different
recovery thresholds on the recoverability of the logistics network, the adjustable parameters of 0.2, 0.4, 0.6,
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Table 4.1: Indicators of basic characteristics of the Northwest Territories logistics network.

Network Characteristics calculated value
Number of nodes 596
number of connecting edges 635
average degree 2.13
network density 0.004
Average shortest path 7.03
clustering factor 0.087
Network global efficiency 0.99

Table 4.2: Comparison of various indicators of urban nodes of the logistics network in the Northwest Region.

Rankings nodal degree mnodal betweenness mnodal Proximity nodal eigenvector nodal significance

1 102 15 231 39.67 1 25.34 296 40.7 1 0.899
2 525 15 1 33.82 296 25.3 1 37.1 231 0.88
3 582 15 296 25.53 231 24.85 117 34.4 296 0.856
4 54 14 117 23.5 117 24.78 231 29.4 117 0.759
5 119 14 2 20.48 180 23.55 343 29.2 343 0.556
6 282 14 232 15.08 343 22.7 475 26 475 0.513
7 296 14 118 15.07 475 22.56 68 23.1 180 0.5

8 345 14 180 12.5 68 22.38 180 21.8 68 0.48
9 373 14 181 11.97 166 22.33 100 20.6 2 0.416
10 509 14 297 10.39 280 22.24 166 16.4 100 0.415
11 1 13 343 10.08 100 22.03 280 16.3 166 0.412
12 231 13 68 9.89 219 21.85 219 15.9 280 0.391
13 421 13 69 9.76 371 21.41 330 13.8 219 0.349
14 436 13 475 9.41 397 21.38 371 12.4 118 0.348
15 489 13 166 9.03 2 21.16 397 12.4 232 0.347
16 3 12 345 8.47 462 20.77 462 10.6 371 0.345
17 42 12 476 8.15 330 20.67 523 8.1 397 0.332
18 168 12 554 8.15 297 20.65 419 7.9 330 0.320
19 298 12 371 8.06 232 20.56 554 7.6 297 0.301
20 359 12 372 7.83 419 20.54 449 7.4 554 0.298

and 0.8 are selected for simulation verification, the capacity parameter is set as a= 1.5, = 0.5, ;= 0.2, and
the start recovery time parameter 7' is taken as 1, and the simulation results are taken as the average value
of 30 times. Fig. 4.8 depicts the influence of different recovery thresholds on the logistics network’s maximum
connectivity subgraph in Northwest China, while Fig. 4.9 depicts the impact of different healing thresholds on
the proportion of failed nodes to total nodes in Northwest China.

As can be seen from Fig. 4.8, when the adjustable parameter A= 0.2 of the recovery threshold, the size
of the maximum connected subgraph of the network fluctuates around 7%, and when X is 0.4, 0.6, and 0.8,
the size of the maximum connected subgraph of the network fluctuates around 13%, 21%, and 31% and finally
tends to be stabilized, which indicates that the bigger the recovery threshold, the more normal nodes there are
in the maximum connected subgraph of the network. From Fig.4.9, it can be seen that when the adjustable
parameter A= 0.2 of the recovery threshold, the proportion of network failure nodes is as high as 92%, and
as the parameter \ keeps increasing, the proportion of network failure nodes decreases to about 63% when
A increases to 0.8. Therefore, in the event of cascading failure faults, the higher the recovery threshold, the
smaller the impact of cascading failure on the network, and the stronger the network robustness, so increasing
the recovery threshold has a positive impact on improving the robustness of the logistics network in Northwest
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Fig. 4.9: Proportion of failed nodes in the logistics network under different recovery thresholds

China.

(2) Effect of different capacity parameters on network robustness. In order to study the influence of different
capacity parameters on the recoverability of the logistics network, the adjustable parameter of recovery threshold
A is selected as 0.5, the parameter of start recovery time T is taken as 1, the capacity parameter « is taken as
1.5, By is taken as 0.2, and S is taken as 0.3, 0.6, and 0.9 respectively, and simulation experiments are carried
out, and the average value of 30 such results is taken. Fig. 4.10 depicts the influence of different capacity
values on the logistics network’s maximum connectivity subgraph in Northwest China, while Fig. 4.11 depicts
the effect of various capacity parameters on the proportion of failed nodes compared to all nodes in Northwest
China.

As shown in Fig. 4.10 and Fig. 4.11, when the value of X is fixed, the different capacity parameters mainly
affect the initial phase of the network, and there is less difference between the final recovery effects of the
network as time passes. In both figures, 5 = 0.3, the network starts to fail massively at time step 1, when
B = 0.6, The network’s maximum connectivity subgraph begins to break severely at time step 3. and the node
failure ratio of the network starts to fail massively at time step 4, whereas when 8 = 0.9, the network starts to
fail massively at time step 5, indicating that a larger capacity parameter not only improves the robustness of
the network on a small scale, but also delays the network cascade failure faults and provides some protection
to the network.

(3) Recommendations for Enhancing the Robustness of Logistics Networks. Through the research and
simulation of the above cascade failure and recovery strategy of the logistics network in Northwest China, It is
clear that the logistical network is sturdy. in Northwest China changes with the change of the recovery threshold
and capacity parameter, and the reasonable improvement of the recovery threshold and capacity parameter has
a positive effect on the enhancement of the robustness of the logistics network in Northwest China. Therefore,
in order to guarantee the high efficiency and stability of the logistics network in Northwest China, the following
suggestions are made to suppress cascading failure faults.
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Fig. 4.11: Proportion of failed nodes in the logistics network in Northwest China under different capacity
parameters

In terms of curbing cascading failures, firstly, the disaster-resistant capacity of the logistics infrastructure
should be strengthened, and key nodes and facilities should be reinforced and remodeled to improve their
resistance to natural disasters. Second, decentralization and redundancy strategies should be implemented
to reduce the impact of a single node or path failure on the entire network by establishing backup facilities,
multiple routes and other strategies. In addition, regular emergency response drills are conducted to improve
practitioners’ emergency response capabilities and teamwork.

In terms of recovering nodes, develop a prioritized recovery plan, set recovery priorities based on the
importance of nodes, and prioritize the recovery of nodes that have the greatest impact on the entire network.
At the same time, establish emergency resource reserves, including manpower, materials and technical support,
so that they can be quickly put into recovery work in the event of a failure. Finally, a real-time monitoring and
early warning system is established to continuously monitor the operational status of the logistics network, so
that failure points can be discovered and localized in a timely manner so that recovery measures can be taken
quickly.

5. Conclusions. Logistics networks need to resume normal work as fast as possible when encountering
unexpected events. Therefore, it is of practical significance to take the logistics network in Northwest China
as an example to conduct an empirical study to analyze its cascade failure fault and recovery behavior. In this
paper, based on the original failure model, the concept of node recovery threshold is introduced to optimize the
recovery time lag. Based on the original recovery model, a criticality-first recovery model is proposed, which
defines the capacity of the recovered node as a function related to the original capacity, and selectively opens the
recovered node to the surrounding critical nodes to reduce the risk of secondary node failure. The relationship
between capacity parameters and recovery thresholds and the robustness of the logistics network in Northwest
China is verified through simulation experiments, and suggestions are made to enhance the robustness of the
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logistics network in Northwest China. Of course, there are some limitations in this paper. In reality, the validity
of the model depends on real-time accurate data, but it is often difficult to obtain such data. Monitoring the
network load in real time and adjusting the recovery strategy accordingly requires an accurate control system.
Limited resources may make it difficult for computational and technical requirements to be met, leading to more
difficult implementations. To solve the above problems, we can improve the technology of data acquisition to
enhance the real-time and accuracy of data, or we can cooperate with other companies to share data resources
to increase the availability of data and reduce the cost of acquiring it, and develop modular control systems
that allow for flexible adjustments and upgrades to adapt to different environments and demands, and in terms
of cost, maximize the use of the limited resources. The technologies and limitations faced in reality can be
overcome to a certain extent by the above mentioned ways, in order to ensure that the entire logistics network
in the Northwest Territories can function properly and guarantee the smooth flow of goods in case of risks.
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PEPTIDE SEQUENCE TAG EXTRACTION BY GRAPH CONVOLUTION NEURAL
NETWORKS

XINYE BIAN} DONGMEI XIE] DI ZHANG! XIAOYU XIE§ YUYUE FENGY PIYU ZHOU| CHANGJIU HE*MINGMING
LYUTAND HAIPENG WANGH

Abstract. The peptide sequence tag extraction method plays a vital role in tandem mass spectrometry-based protein identi-
fication engines. This approach faces two significant challenges in practical applications: first, the issue of fixed tag lengths, where
shorter tags lack sufficient specificity, leading to an excessive recall of non-target peptide sequences, and longer tags experience
a reduction in precision as tag length increases, potentially failing to recall target peptide sequences; second, the sensitivity and
precision of tag extraction remain relatively low. To address these issues, a variable-length peptide sequence tag extraction algo-
rithm, TagEx, based on graph convolutional networks, is proposed. This method begins by training a de novo peptide sequencing
scoring model utilizing graph convolutional networks. It then constructs a spectral peak connection graph from the mass spectrum,
employing a depth-first search strategy to extract variable-length peptide sequence tags, with the trained graph convolutional
network model scoring amino acid connections during the extraction process.Finally, tags are filtered based on length and scoring
to obtain the final candidate peptide sequence tag set. To evaluate TagEx’s performance, it was benchmarked against three rep-
resentative tag extraction software tools: InsPect, PepNovo+, and DirecTag. The experimental results demonstrate that TagEx
exhibits superior sensitivity, coverage, and precision, with improvements of 0.62-2.32, 3.22-11.14, and 3.29-8.31 percentage points,
respectively, when retaining the top 100 tags.

Key words: proteomics,peptide sequence tag, graph convolutional neural network, de novo sequencing, tandem mass spec-
trometry

1. Introduction. With the continuous advancement of scientific and technological progress, the preci-
sion of mass spectrometry instruments has steadily improved, making tandem mass spectrometry analysis an
indispensable key technology for protein identification. Tandem mass spectrometry analysis can generally be
categorized into three primary methods, including database-based searching, de novo sequencing, and tag-
based database searching method[1]. Among these, the protein database search method is the most commonly
used for protein identification, and widely used database search software includes MS-GF+[2], pFind-Alioth[3],
Comet[4]and others. The method mainly refers to existing mass spectrometry data and peptide sequences in
protein databases; therefore, a major drawback of the database search method is that it is unable to explore
proteins in unknown areas. Another common method for protein identification is de novo sequencing, which no
longer depends on protein databases but infers peptide sequences directly from spectral information. Common
de novo sequencing tools include SMSNet[5] , PointNovo[6], Casanovo[7], denovoGCNI8], and more. During the
de novo sequencing process, the entire sequence corresponding to the spectrum needs to be predicted, and even
if there are slight differences from the actual peptide sequence, it is considered an incorrect sequence. However,
these incorrect sequences may contain some correct fragment sequences that still have value in peptide spectrum
matching. Therefore, the sequence tag method is an approach that combines the strengths of both database
searching and de novo sequencing methods.
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The peptide sequence tagging method is a technique utilized in proteomics mass spectrometry analysis
for the identification of peptide sequences. This method initially infers partial fragments of peptides, namely
peptide sequence tags, from tandem mass spectrometry data. Subsequently, it searches a protein database for
candidate peptide sequences containing these sequence tags to achieve the final peptide spectrum matching
results[9]. Within the field of proteomics research, this approach holds significant value for the rapid identifica-
tion of peptide sequences, as well as the discovery and localization of unknown modifications.

The concept of peptide sequence tagging can be traced back to 1994, initially proposed by Mann et al[10].
They defined sequence tags as segments of consecutive fragment ions within tandem mass spectra and used these
sequence tags as keywords to retrieve corresponding peptide sequences from protein sequence databases. In 2003,
Tabb et al. published the first standalone sequence tag extraction software, GutenTag, which utilized statistical
methods to generate a model of spectral peak relative intensity, thereby facilitating large-scale extraction of
sequence tags. In the same year, Sunyaev et al. introduced MultiTag, employing a fault-tolerant sequence
tagging approach to recall homologous proteins and perform statistical evaluations. In 2005, Tanner et al[11].
developed the InsPect protein search engine, primarily utilizing dynamic programming for peptide sequence tag
extraction and leveraging these tags to filter retrieved proteins. Concurrently, Frank et al. published the de novo
sequencing tool, PepNovo, adopting probabilistic network modeling combined with graph theory and dynamic
programming to infer amino acid sequences from mass spectral data. In 2008[12], Tabb et al. introduced
a new sequence tag extraction tool, DirecTag, which generated sequence tags through recursive enumeration
and scored tags based on intensity rank, error variance, and ion complementarity, demonstrating improved
performance in sequence tag extraction compared to GutenTag. In 2009, Frank et al[13]. enhanced PepNovo
by introducing a new scoring function based on adaptive boosting, resulting in PepNovo+. However, since
then, standalone sequence tag extraction tools have become relatively scarce, with most tools being integrated
within protein search engines without offering an independent sequence tag output interface, such as MODa[14],
Open-pFind[15], and MODplus[16], among others.

Currently, the majority of sequence tag extraction tools are configured with fixed tag extraction lengths.
To reduce the difficulty of extracting correct tags and to ensure the recall rate of target peptide sequences,
tag lengths are typically constrained to a range of three to five amino acids. However, setting a fixed tag
length presents certain disadvantages. When the sequence tag length is set too short, the specificity of the tags
may be insufficient, leading to the recall of numerous non-target peptide sequences; conversely, longer tags may
decrease in precision as their length increases, potentially failing to recall target peptide sequences. At the same
time, due to the outdated algorithms used for scoring tags, the sensitivity and precision of most current tag
extraction tools remain low, significantly impacting the effectiveness of tag extraction methods in proteomics
data analysis.

This article introduces a tag extraction method named TagEx, based on Graph Convolutional Neural
Networks (GCN). This method initially involves training a peptide sequencing scoring model utilizing graph
convolutional networks. Subsequently, a spectral peak connection graph is constructed based on the mass
spectrum, employing a depth-first traversal strategy to extract variable-length peptide sequence tags. During
the tag extraction process, the trained graph convolutional network model is utilized to score amino acids
on connecting edges. Finally, tags are filtered based on their length and scores to obtain the final candidate
peptide sequence tag set. By integrating a variable-length tag extraction algorithm with the GCN model, TagEx
exhibits outstanding performance in terms of tag sensitivity, coverage, and precision.

2. Materials and methods.

2.1. Dataset description. TagEx employs high-precision data comprising 1528127 spectra from nine
species, including V.mungo, M.musculus, M.mazei, C.endoloripes, S.lycopersicum, S.cerevisiae, A.mellifera,
H.sapiens, Bacillus, as the dataset. The first eight species are utilized to train the de novo sequencing model
based on graph convolutional neural networks. The original data for these species are sourced from the PRIDE
database, specifically from PXD005025[17], PXD004948[18], PXD004325[19], PXD004536[20], PXD004947[21],
PXD003868[22], PXD004467(23] and PXD004424[24]. The data from another species not included in the
training set, PXD004565[25], is used as the test set. All datasets mentioned are uniformly exported as MGF
files using the pParse+ software, with peptide sequence identification performed using PEAKS software to
obtain peptide spectrum matching information. The data is filtered using a False Discovery Rate (FDR)[26],
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Fig. 2.1: De novo sequencing model training process.

the threshold of 0.01.

2.2. De novo sequencing model training based on graph convolutional networks. The Graph
Convolutional Neural Network (GCN) was proposed by Kipf and Welling[27] in 2017 and swiftly became a
seminal model within the domain of graph neural networks. Its foundational principle lies in conducting
convolution operations on nodes and their adjacent nodes, thereby facilitating the extraction from local to global
features. This feature enables GCNs to not only preserve graph structural information but also significantly
enhance performance in various graph data tasks. The excellence of GCNs in tasks such as node classification
and graph classification can be attributed to their convolution operations.

For the convenience of model performance testing, the training set is divided into an 8:2 ratio, with 80%
allocated for training purposes and the remaining 20% serving as the validation set. The specific training
process follows that of denovoGCN, as proposed by our research group. The initial step involves preprocessing
the spectra, including the addition of four virtual peaks, converting the m/z ratio to neutral mass, and preserving
spectral peaks among other operations. Subsequently, a mass spectrum connection matrix is constructed, and
spectral peak features are developed based on the m/z ratio and intensity information of the currently predicted
peptide sequence. Finally, the features and the mass spectrum connection matrix are input into the model to
obtain probability estimates for all possible identities of the next amino acid, with the amino acid having the
highest probability added to the predicted sequence. The sequence is output as the final de novo sequencing
result once the mass of the predicted peptide sequence falls within the error range of the parent ion mass. The
model training process is depicted in Figure 2.1.

2.3. Tag Extraction. Upon successful training of the model, it is utilized for tag extraction through
the following specific process: 1) Spectrum preprocessing: conversion of spectral peak intensities to relative
intensities; addition of four virtual peaks to the spectrum with m/z ratios equivalent to the mass of a proton,
the mass of a singly charged water molecule, the mass of a singly charged parent ion, and the mass of a
dehydrated singly charged parent ion, each with an intensity of 1; retention of the top 200 peaks with the
highest intensities. 2) Construction of the spectral peak connection graph: starting from the first spectral peak
in the preprocessed spectrum, all peaks are traversed. The mass difference between the current peak and other
peaks with higher m/z ratios is calculated, and if the mass difference matches the mass of an amino acid, these
two peaks are connected. 3) Amino acid edge scoring: during the traversal of spectral peaks, the mass of the
traversed peak is input into the model to obtain scores for amino acids on connecting edges starting from the
current peak. This continues until traversal is complete, resulting in a spectral peak connection graph with
scored connecting amino acids. 4) Tag extraction: initially, a buffer is established to store the extracted amino
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Fig. 2.2: Peptide sequence tag extraction flowchart.

acid sequence information. Then, all nodes with an indegree of zero are traversed, performing a depth-first
traversal of the path from that node. During the depth-first traversal, the average of the scores of the amino
acids on the traversed edges and those in the buffer is calculated to determine if this average is within the set
scoring threshold t. If higher than the threshold, the amino acid and its score corresponding to the current
edge are added to the buffer. If lower than the threshold, the length of the amino acid sequence in the buffer
is assessed; if greater than 3, it is saved as a peptide sequence tag and the average of the amino acid scores is
taken as the tag’s score, then the tag and its score are saved before clearing the buffer; otherwise, the buffer is
cleared directly. When traversal reaches a node with an outdegree of 0, the amino acid sequence in the buffer
is saved as a tag and backtracking occurs. 5) Tag filtering: tags of varying lengths are filtered using different
empirical scoring thresholds based on tag length, and the filtered results constitute the final candidate peptide
sequence tag set. The peptide sequence tag extraction process is illustrated in Figure 2.2.

2.4. The performance evaluation indicators. TagEx utilizes three performance metrics to evaluate the
tag extraction algorithm, including sensitivity[28], coverage[29], and precision. Initially, sequence tags extracted
by various software are ranked based on their scoring, with the top-scored tags being selected sequentially.
Sensitivity is defined as the proportion of spectra containing correct tags within the top n tags to the total
number of spectra. The formula for calculating tag sensitivity can be represented by Equation (2.1), where s
denotes the number of spectra from which correct tags can be extracted, and S represents the total number of
spectra tested.

sensitivity = % (2.1)

For the evaluation metric of coverage, consider a specific spectrum and its corresponding peptide sequence
"PEPTIDESEQ” as an example. Suppose that the first tag extracted by the tag extraction algorithm is "PEPTI”
and the second tag is "EPTID”. In this scenario, the coverage for the top 2 tags of this spectrum is calculated
as the number of covered amino acids, 6, divided by the total length of the peptide sequence, 10, resulting in a
coverage value of 1% = 0.6 for the top 2 tags of this spectrum. Subsequently, by calculating the coverage for all
spectra in the dataset and then averaging these values, the overall dataset coverage is determined. Furthermore,
in the assessment of coverage, the distribution of coverage by extracted tags when selecting the top 100 tags
in each spectrum is also considered. This implies that not only the coverage of individual tags is calculated,
but a comprehensive evaluation is also performed on the amino acids covered by all tags within each spectrum,
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leading to a more holistic analysis of coverage. The formula for tag coverage can be denoted by Equation (2.2),
where ¢ represents the total coverage of all spectra in the dataset, and C' denotes the number of spectra.

c
= — 2.2
coverage = (2.2)

The precision of a spectrum’s tags is measured by the proportion of correct tags within the top n selection.
The precision across the test dataset is calculated as the mean precision for all spectra from which tags can be
extracted. The formula for tag precision can be denoted by Equation (2.3), where p is the sum of precision for
the spectra, and P is the count of spectra from which tags can be extracted.

precision = % (2.3)

3. Experiment and Result Analysis.

3.1. Comparison Software Setup. To demonstrate the performance of TagEx in tag extraction, this
article conducts a comparative analysis of TagEx with three other tag extraction tools—InsPecT, PepNovo+,
and DirecTag—on the PXD004565 dataset. Since DirecTag requires input files in mzML format, it is necessary
to first utilize the msConvert software to convert MGF files exported by the pParse+ software into the requisite
mzML format. To ensure fairness in comparison, all tag extraction tools were configured to include only the
fixed modification of Carbamidomethyl on amino acid C, and the amino acid mass error value was uniformly
set to 0.02 Da. During the comparison process, the tag extraction lengths for the other three tools were set to
3 to enable optimal performance in tag extraction.

3.2. Sensitivity Comparison Experiment. On the PXD004565 dataset, the sensitivity performance of
each tool is depicted in Figure 3.1. When selecting the top 1 tag from all software, TagEx achieves a sensitivity
of 75.01%, which is respectively 16.38, 31.8, and 31.76 percentage points higher than DirecTag, InsPect, and
PepNovo+. When selecting the top 100 tags, TagEx’s sensitivity reaches 96.88%, which is respectively 2.23,
0.62, and 2.32 percentage points higher than DirecTag, InsPect, and PepNovo+. Throughout the entire process
where sensitivity rises and eventually stabilizes, TagEx consistently maintains a leading advantage compared
to the other tag extraction tools.

3.3. Coverage Comparison Experiment. On the PXD004565 dataset, the coverage comparison curves
of various tag extraction tools are illustrated in Figure 3.2. Since TagEx employs a variable-length tag extraction
method, unlike other tools that utilize fixed-length tags, it is not feasible to fairly compare coverage at the
top 1 tag; hence, the coverage for the top 1 tag is not recorded. When selecting the top 20 tags from all
software, TagEx’s coverage reaches 57.21%, which is respectively 8.58, 20.85, and 17.92 percentage points
higher than DirecTag, InsPect, and PepNovo+. Upon selecting the top 100 tags from all software, TagEx’s
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coverage attains 66.33%, which is respectively 3.22, 11.14, and 6.94 percentage points higher than DirecTag,
InsPect, and PepNovo+. Consequently, TagEx demonstrates superior performance in terms of coverage.

In the evaluation of tag coverage, the average value across all spectra is utilized, which may disadvantage
tag extraction tools that exhibit low coverage in only a small subset of spectra. Therefore, after selecting the
top 100 tags for each tag extraction tool, the distribution of coverage for each spectrum was analyzed, as shown
in Figure 3.3. The coverage for each spectrum by TagEx is predominantly distributed around 100% and 80%,
whereas the coverage for each spectrum by InsPect and PepNovo+ is mostly distributed within the 0-20% range,
and the coverage for each spectrum by DirecTag is largely distributed within the 60-80% range. Hence, from
the perspective of coverage per spectrum, TagEx also demonstrates an advantage.

3.4. Precision Comparison Experiment. Within the PXD004565 dataset, the precision of tags ex-
tracted by various tag extraction tools is depicted in Figure 3.4. When selecting the top 20 tags from each
tag extraction tool, TagEx achieves a precision of 41.05%, which is respectively 10.91, 21.108, and 25.752 per-
centage points higher than DirecTag, InsPect, and PepNovo+. Upon selecting the top 100 tags from each tag
extraction tool, the tag precision of TagEx is 14.56%, which is respectively 6.735, 3.287, and 8.313 percentage
points higher than DirecTag, InsPect, and PepNovo+. Thus, TagEx demonstrates exceptional performance in
terms of precision.

The precision of extracted tags decreases as the length of the tag increases. To further elucidate TagEx’s
performance in terms of precision, a comparison was made between the precision of sequence tags of lengths 3,
4, and 5 extracted by TagEx and those extracted by other tag extraction tools of corresponding lengths, with
results depicted in Figure 3.5. Since DirecTag is only capable of extracting tags of lengths 3 and 4, its data
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is not included in the comparison for length 5 tags. Figure 3.5(a) displays the comparison results for length 3,
where TagEx achieves a precision of 30.39% for tags of length 3 when selecting the top 100 tags, which is 19.1
to 24.14 percentage points higher than other software. Figure 3.5(b) shows the comparison results for length
4, with TagEx achieving a precision of 28.14% for tags of length 4, which is 17.06 to 21.99 percentage points
higher than other software. Figure 3.5(c) presents the comparison results for length 5, where TagEx achieves
a precision of 24.17% for tags of length 5, which is respectively 23.19 and 25.74 percentage points higher than
InsPect and PepNovo+. Therefore, even when comparing tag precision segmented by tag length, TagEx still
exhibits the best performance.

TagEx demonstrates outstanding precision performance, primarily due to our use of a de novo sequencing
model based on graph convolutional networks as the scoring model for tags. This method more effectively
ensures that the correct tags extracted by TagEx receive higher scores, thereby enhancing the overall precision
of tag identification. The advantage of TagEx becomes more apparent when comparing precision based on
tag length because the difficulty of determining tags increases with length, inevitably leading to a reduction
in precision. Unlike other tag extraction tools that use fixed lengths of 3 to 5 amino acids, TagEx extracts
tags of variable lengths, all of which are at least three amino acids long. Therefore, TagEx is at a comparative
disadvantage when evaluated against tools that use a fixed tag length. However, when the tags extracted by
TagEx are analyzed by length and compared for precision against other tools, their superiority becomes more
evident.
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3.5. Software Performance Comparison in the PXD009449 Dataset. In the PXD009449 dataset,
this study conducted a comparative analysis of the performance of various tag extraction software. The primary
purpose of this analysis was to evaluate the capability of TagEx in extracting tags within complex modifica-
tion environments and to ensure the algorithm’s generalizability across different datasets, thus preventing its
performance from being limited to specific datasets.

In terms of sensitivity, TagEx demonstrated significant superiority, with improvements of 12.19 to 38.86
percentage points and 8.57 to 32.25 percentage points over InsPect and DirecTag, respectively. Additionally,
when selecting the Top80 tags, GCNTag showed an increase of 0.29 to 29.98 percentage points compared to
PepNovo+. However, in the selection of Top90 to Topl00 tags, PepNovo outperformed GCNTag, exhibiting
higher sensitivity by 0.51 to 1.21 percentage points as the Figure 3.6(a). In terms of tag coverage, TagEx also
performed better than InsPect and DirecTag, with coverage increases of 9.95 to 21.55 percentage points, 2.79
to 18.43 percentage points, and 13.91 to 19.01 percentage points as the Figure 3.6(b). Regarding precision, the
improvements in Tagkx were 22.23 to 35.15 percentage points, 27.14 to 45.11 percentage points, and 26.75 to
41.3 percentage points compared to InsPect and DirecTag as the Figure 3.6(c).

Therefore, based on the results of the comparative experiments, it is evident that GCNTag still exhibits a
significant advantage in overall tag extraction performance on the PXD009449 dataset compared to other tag
extraction tools.

4. Conclusions. This article introduces a variable-length tag extraction method to address the issues
posed by fixed-length sequence tags and employs a graph neural network model to fit peptide spectrum matching
patterns as a scoring tool to enhance the sensitivity and precision of the extracted tags. To evaluate TagEx’s
performance, it was benchmarked against three representative tag extraction software tools: InsPect, PepNovo+,
and DirecTag. The experimental results demonstrate that TagEx exhibits superior sensitivity, coverage, and
precision, with improvements of 0.62-2.32, 3.22-11.14, and 3.29-8.31 percentage points, respectively, when
retaining the top 100 tags; the advantages are even more pronounced when only the top-ranked tag is retained,
with sensitivity and precision increasing by 16.38-31.76 and 4.387-32.597 percentage points, respectively.

In summary, in comparison with three representative tag extraction software, the tags mentioned by TagEx
exhibit advantages in sensitivity, coverage, and precision. Moreover, this variable-length peptide sequence tag
extraction method provides a more flexible and accurate algorithmic foundation for subsequent rapid peptide
sequence identification, discovery, and localization of unknown modifications.
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FAULT DIAGNOSIS OF CNC MACHINE TOOLS BASED ON SUPPORT VECTOR
MACHINE OPTIMIZED BY GENETIC ALGORITHM

YONG WANG *AND CHUNSHENG WANG 1

Abstract. To enhance the accuracy of CNC machine tool fault diagnosis, this study proposes an intelligent optimization
method based on the combination of Particle Swarm Optimization (PSO) and Bacterial Foraging Algorithm (BFA), referred
to as PSO-BFA. By simulating the local foraging behavior of bacteria, the PSO-BFA algorithm demonstrates characteristics of
local convergence, replicability, and migratory properties during parameter selection, effectively improving the local optimization
capability and fitness value of the model. This leads to faster convergence to the optimal solution in the fault data training process.
The study utilizes a Deep Confidence Network (DCN) model, known for its strong adjustability of model structure, for training
the fault feature set. The PSO algorithm is employed to search for the optimal value in the global range. Simulation data indicate
that the PSO-BFA intelligent optimization method significantly outperforms traditional swarm intelligence methods in multi-fault
diagnosis and classification, achieving the peak fitting value in fewer iterations.

Key words: CNC, PSO-BFA; local optimization; migratory properties

1. Introduction. Modern manufacturing organizations rely heavily on CNC (Computer Numerical Con-
trol) machine tools as their primary equipment due to their advanced capabilities in mechanical manufacturing
technology, automatic control technology, signal control technology, and computer science. With increasing
demands for precision and processing efficiency in machining products, the automation level of CNC machine
tools has risen significantly [1, 2]. However, the structural complexity of these tools also increases the risk
of failure, reducing their reliability and potentially leading to significant financial losses and safety hazards
for operators. A sudden breakdown during high-speed operations can result in severe consequences, making
real-time fault diagnosis and monitoring essential.

Fault diagnosis techniques for CNC machine tools have traditionally relied on detecting and analyzing fault
signal characteristics, fuzzy reasoning, and other methods. However, as fault data sets grow larger, noise inter-
ference can lead to a decline in diagnostic accuracy, making it difficult to meet online monitoring requirements.
To address these challenges, this paper proposes a hybrid intelligent optimization method combining Particle
Swarm Optimization (PSO) and Bacterial Foraging Algorithm (BFA), referred to as PSO-BFA [3, 4].

The primary objective of this study is to enhance the accuracy and efficiency of fault diagnosis for CNC
machine tools by leveraging the strengths of PSO and BFA algorithms [5, 6]. PSO is known for its global
optimization capabilities, but it often struggles with local optimal solutions. BFA, on the other hand, mimics
bacterial foraging behavior to achieve local optimization, enhancing the ability to adjust model parameters
dynamically. By integrating these two algorithms, the PSO-BFA method aims to improve the local and global
optimization capabilities of the fault data training model, leading to higher diagnostic accuracy and faster
convergence to optimal solutions.

In this study, a Deep Confidence Network (DCN) model is selected for training the fault feature set due
to its strong adjustability and effectiveness in handling large-scale data. The PSO algorithm is used to search
for optimal values across the global range, while the BFA algorithm focuses on local optimization to avoid
falling into local optima [7, 8]. The hybrid PSO-BFA approach allows for faster and more accurate parameter
selection, reducing optimization time and improving the overall fault diagnosis process.

This paper is organized as follows: Section 2 describes the optimization of PSO-BFA swarm intelligence
algorithm parameters. Section 3 presents the application of the PSO-BFA algorithm in online problem diagnosis
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TPrecision Manufacturing College, Suzhou Vocational Institute of Industrial Technology, China.
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Fig. 2.1: CNC machine tool defect feature set training process.

for CNC machine equipment. Section 4 discusses the types and diagnoses of faults in CNC machine tools, along
with an analysis of training samples for fault phenomena and diagnostic convergence effects. Finally, the study’s
conclusions and future research directions are outlined.

By improving the fault diagnosis techniques for CNC machine tools through the PSO-BFA intelligent
optimization method, this research aims to significantly enhance the reliability and efficiency of CNC machine
tool operations, ultimately contributing to the advancement of modern manufacturing technologies [9].

2. Optimizing PSO-BFA swarm intelligence algorithm’s parameters. In this paper, we select the
deep confidence network model with stronger adjustability of model structure among existing large-scale fault
data training methods, such as production adversarial network model [10, 11, 12, 13], convolutional neural
network model [14], and deep confidence network model [15]. The main component of fault feature set training
is model parameter optimization and adjustment, which enhances the fault set training model’s capacity for
both local and global optimization and, eventually, raises the diagnostic accuracy of machine tool failures. By
combining the benefits of the BFA and PSO group intelligence algorithms, the PSO-BFA intelligent optimization
algorithm selects the model parameters more quickly, accurately, and with a shorter optimization time. There
is a reduction in the amount of time needed for optimization, more accuracy, and speedier parameter selection.
The structural design of the deep confidence network model is depicted in Fig. 2.1. The deep confidence
network is composed of multiple RBMs stacked (restricted Boltzmann machines) that process the bottom layer
input data [16]-[17], intermediate hidden layer data training, and top layer unit output training results.

Due to its high global optimization capabilities, the PSO algorithm has an advantage in the parameter
optimization and training model selection processes. Assuming that each solution in the D-dimensional space
of the defect feature set is a particle, the total number of n , as well as the starting velocity and position of the
i-th particle, are represented as follows:

l; = (li17li2,'-' 7lZ-D),z': 1,2, ,n
{ Ui:(vil,viz,“-,viD),i:LQ’...’no (2.1)

The th particle’s inertia weight is w , and the learning factors are k; and k2, both in the interval [0, 1].
These factors initialize the population particles’ location and velocity, of which the global ideal position is
L, , and the individual optimal position is L;.The particles move in space at a specific speed, and in order
to achieve the global optimization in the range, they dynamically adjust their own velocity and the present
occupied position based on their own and other people’s movement experiences. The following describes the
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procedure used to update the ith particle’s position and velocity at the k + 1st moment:
LR (2.2)

where the model’s random number is represented by rand. According to the particle swarm population size to
determine the proper fitness function, calculate the fitness value of the particles in the swarm and compare it
with the global optimal extreme point.The BFA algorithm is combined with the traditional PSO algorithm in
this paper to optimize and enhance the parameters of the confidence network model. While the PSO algorithm
can achieve optimization in the global range, it is prone to settling into the local optimal solution.The foundation
of the BFA algorithm is the idea of mimicking the foraging behavior of bacteria in order to accomplish local
optimization. The basic idea behind the BFA algorithm is to mimic bacterial foraging in order to accomplish
the goal of local optimization. The PSO algorithm’s population particles are attributed to the foraging role of
bacteria, meaning that they possess the traits of migration, replicability, and convergence.Individual bacteria
are capable of local optimization seeking, which allows them to swim to the local enriched zone and modify the
fitness value target in real time.In the PSO-BFA algorithm, the jth convergence operation process of particle iis
represented bymn; (4, k, [;), the number of replication operations is indicated byk , and particle i’s current fitness
value is J; (4, k, ;). Assuming that particlei’s movement direction and moving step size are represented by the
symbolsp(i)ande(i), we can represent particle i’s single convergent operation as follows:

{ ni (J+ 1L,k 1) = (4, k, 1) + () x ¢() (2.3)

The PSO-BFA algorithm’s population particles have bacterial pheromone detecting capabilities, which
allows them to detect the nutritional data that other particles near individual ¢ are carrying. One benefit of
the PSO-BFA algorithm is its localized sensing capacity. The benefit of local sensing is that it can maintain
a healthy spacing between particle people and prevent population members from being very dense in one area.
By determining the distance between all nearby particles—that is, all particles in the population—particle %
gathers and sends nutritional information to the outside world. This mechanism is explained as follows:

n

C(mni (4. k1)) = Z —Catt €Xp <_watt Z Tm — Tﬁ,L) + Z —Crep €XP (—wrep Z Tim — T,Zn> (2.4)
k=1 i=1 k=1

=1

where 7 is the composite pheromone of particle transfer information, which comprises the current particle’s
position, direction, and velocity, among other details; The gravitational depth between particles is represented
by (qtt, the repulsive depth by (cp, the gravitational width by wg+, and the repulsive width by wyep. The
PSO-BFA technique is able to realize the local optimization of the adjustment of the training parameters of
the defective dataset of the machine tool of the deep confidence network model by utilizing the group sensing
mechanism between particles [18]-[19].

3. Online problem diagnosis for CNC machine equipment. The PSO-BFA algorithm is used to
locally search all population particles for a certain amount of time. The natural evolutionary law of organisms
states that certain individuals are removed if they cannot locate adequate food or are in an unfavorable location
[20]. A population’s convergent behavior—in which the total individual fitness of the population is used
to determine its activity level—must periodically be confirmed, even if healthy individuals will replicate to
maintain the number of active individuals in the population. The BFA technique allows for local optimization
and prevents parameter selection from falling into local optimal solutions, whereas the standard PSO algorithm
excels in global optimization. The formula for the movement speed of the population particles defines the
traveling direction of the entire population as well as the optimization process. The moving speed V of the
population at the k 4+ 1-th moment is given as follows:

V = wof ¢ (i (4, k. 1)) + karand() (LY —1F) + korand() (LE —1F) (3.1)

Following the implementation of the BFA algorithm for local step update, the most recent position is
indicated as follows:

Lyt =V + Lk, (3.2)
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Fig. 3.1: Local parameter optimization of the PSO-BFA algorithm procedure.

Throughout the population migration process, the PSO-BFA algorithm will be assigned a probability value
po. In order to prevent falling into the optimal solution during the local optimization, the migration operation
of the population individuals will only be carried out at this point if the probability of the random number
selection is lower than py during the individual migration.In order to prevent the population from growing
as a result of individual elimination and situations involving individual reduction and return, the PSO-BFA
algorithm also considers the particle swarm global search optimization problem during local optimization. This
ensures both the accuracy of global optimization and the velocity of movement. Fig.3.1 illustrates the specific
parameter optimization process[21].

The individual convergence operation’s goal is to filter out the best individuals from the current population.
The immune replication link is the essential component of the fault data training model’s parameter optimization
process [22]. In order to determine whether or not the global optimum has been reached, the following steps
are taken: first, the fitness value of each individual is calculated; second, the excellent individuals are replicated
in order to maintain the population’s size; and third, the immunoreplicated population’s overall fitness is
optimally calculated. The traditional BFA methodology is optimized by the use of immunoreplication. In
the standard BFA mode, the individuals are sorted according to their fitness values, and the locations of the
reproduced individuals are the same as the original ones, i.e., the placements of the people are not optimized,
but only the fitness values of the individuals are improved. In contrast, in the immunological replication mode,
the replication of individuals is based on convergence, and the particle population individuals have strong
foraging capacity following replication and high-frequency mutation[23]. To fulfill the goal of individual local
optimization searching, its place within the population is further optimized. The replication target was selected
from among the elite individuals with the highest degree of adaptability[24]; n/2 replicated individuals in total.
Here, the individual adaptability values were computed for every member of the population following replication
and mutation. Start the cycle processing for individual migration number maximization, replication number
maximization, and individual convergence operation maximization. Once the BFA algorithm has been improved
to an optimal level, each particle swarm individual is given the ability to search for optimization, which includes
both direction and step length control. This means that each particle swarm member will swim towards the
local nutrient-rich region until its fitness value stops increasing, at which point its local optimization-seeking
will have found the best solution.

{ Tlmax (] + ]-7 ka ln) =T (]7 k? ln) + (p(l) X C(l) (33)

At this point, the population particles’ local convergence operation reaches its peak nmax (5 + 1, k, 1) , (i) X
(1) value and begins to drift toward zero. When the individual convergence operation reaches the optimum,
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Table 4.1: A portion of the set related to the failure of CNC machine tools.

No. | Warning Indications of Failure No. | Warning Indications of Failure
1 Non-functioning spindle motor 6 There is no spindle lubricant circulation
2 Erratic motor speed 7 The servo motor is broken
3 Rotation of the spindle stops 8 axis tremor when cutting
4 Heating of the spindle 9 harm to electrical parts
5 Upon severe cutting force, the spindle stops 10 | Electrical parts can burn out, smoke and catch fire,
or overheat.

Table 4.2: A portion of the set related to the failure of CNC machine tools.

No. | Warning Indications of Failure No. | Warning Indications of Failure
1 The enable signal is not connected correctly 8 Ball Screw Sub-Gap
2 The knife frame itself failing 9 Overly
3 faulty connection in the electrical wiring 10 | Interference
4 Inadequate motor performance or personal error | 11 | Inadequate lubrication
5 Zero switch lacks sensitivity 12 | Connecting wires and the encoder
6 unreasonable parameter configuration 13 | Negative
7 Insecure connections 14 | Overload

the local fitness value of the individual is no longer increased on the elite individuals to replicate and mutate to
better optimize the population. If the individual convergence operation is not maximized, to continue adjusting
the step size and direction of the individual until the local optimum is reached.The optimized population’s
convergence performance is finally confirmed. Population Ag has n active population members in total. The
immune-immune space geometry for any given initial state of the population is I*. There are N optimal
solutions in total for the population, and the set of optimal solutions is B}. This means that the numerical
training parameter search for fault characteristics finds the optimal solution both locally and globally when the
following probability distribution conditions are met:

lim P [n(N)1 | (0) = Ag] = 1 (3.4)

The population members in the local and global scope are in a state of quasi-optimality when the algorithm
cyclically replicates and adjusts for convergence. At this point, the PSO-BFA algorithm’s optimal parameter
selection also tends to converge, allowing the depth of the confidence network to be utilized for fault feature
recognition and data training.

4. Types and diagnoses of faults in CNC machine tools. The machinery industry has made extensive
use of CNC machine tools, and as a result, maintenance and repair work on these tools has grown in importance.
In order to improve the maintenance efficiency of CNC machine tools, maintenance level and fault diagnosis
rate, row of CNC machine tool system failure is one of the important tasks in the occurrence of CNC machine
tool failure, the failure of the triggering factors for judgment and assessment, so as to facilitate the accurate
determination of the location of the fault occurred in a timely and effective way to take appropriate fault
diagnosis measures for fault repair [22]. Table4.1 and 4.2 illustrate frequent failure phenomena and triggers for
CNC machine tools.

4.1. Analysis of training samples for fault phenomena. The experimental apparatus is a CNC lathe,
model number CAK6150. Common fault indications and root causes are categorized, and the likelihood of faults
occurring is mined and fed into an SSA-BP neural network. Owing to the wide range in fault frequency, the
diagnostic method generates a grade for the fault indications that is classified as high, medium, or low. The
particular outcomes are displayed in Fig. 4.1. The cause-and-effect relationship between common faults and
machine tool processing repetition should be understood in light of the information presented in Fig. 4.1. As
an illustration, consider the spindle frequent defects.
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Fig. 4.3: SSA-BP neural network convergence.

4.2. Diagnostic Convergence Effect Comparison. The BP neural network’s convergence is depicted
in Fig. 4.2. The substantial simulation error, poor iterative convergence impact, and large error oscillation
phenomenon of the conventional BP network on frequent failures of CNC machine tools.

Fig. 4.3 illustrates the SSA-BP neural network convergence after it was trained using MATLAB software
and retested utilizing the CNC machine tool defect data that occurred under real-world operating conditions
as the network sample set. How the SSA-BP neural network can achieve a 100 iteration effect. Its convergence
speed is faster and its convergence curve is smoother than that of the regular BP neural network.

Fig. 4.4 shows the prediction fault output error of the SSA-BP neural network. The SSA-BP neural
network prediction error, which is 2.29%. This is quite near to the theoretical output, which is the expected
effect corresponding to the theoretical deviation. In comparison to a typical BP neural network, the prediction
fault output error of the SSA-BP neural network is smaller.

4.3. Defect Recognition. The moment of occurrence of each transient in the vibration signal is converted
into a series of sparse representation coefficients using this approach of sparsely representing the vibration signal.
This allows for the identification of transients and the diagnosis of automatic tool change system defects. Fig.
4.5 displays the appropriate ideal dictionary atom.
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Fig. 4.6 displays the results of the sparse representation achieved by the proposed method in this chapter.
The tool-changing timing diagram’s results are largely consistent with the occurrence moments of each transient,
which can be obtained from Fig. 4.6. The accuracy of the extracted time intervals of the neighboring transients is
very high, as evidenced by the mere 0.7% relative error. Fig.4.6demonstrates how the technique can successfully
pinpoint each tool change vibration signal transient’s moment of occurrence and extract the properties of nearby
transients.

5. Conclusion. This research suggests a PSO-BFA-based intelligent optimization technique. In order to
enhance the adaption value and the local optimization capability of model parameters, the BFA algorithm is
presented to replicate the local foraging behavior of bacteria. The fault data training model chooses a deep
confidence network model with customizable scale. The suggested approach performs noticeably better than
the conventional technique in terms of multi-fault classification and diagnosis capacity, according to simulation
findings.

Data Availability. The experimental data used to support the findings of this study are available from
the corresponding author upon request.
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INVESTIGATION INTO THE OPTIMISATION OF COLD CHAIN LOGISTICS
DISTRIBUTION PATHS USING THE HYBRID ANT COLONY METHOD

WEIWEI XU*

Abstract. China’s cold chain logistics market has been growing quickly in recent years. Cold chain logistics helps minimize
food loss and waste during transit in addition to meeting people’s need for fresh food. As the idea of green logistics” has gained
traction, we created a better ant colony algorithm with a multi-objective heuristic function to address the issue. Specifically, we
combined the A* algorithm with the ACO algorithm to address the issue of insufficient pheromone in the early stages of the ACO
algorithm, and the resulting improved multi-objective ACO algorithm was able to solve the vehicle path distribution problem
with a multi-objective optimisation model more successfully than the traditional ACO algorithm, yielding more Pareto efficient
solutions. Ultimately, simulation studies demonstrate that the distribution paths produced by the multi-objective model and
algorithm presented in this paper can concurrently optimize for lowering distribution costs, cutting carbon emissions, and raising
customer satisfaction, ultimately resulting in a more ecologically friendly and greener distribution solution.

Key words: vehicle path problem; cold chain logistics; energy saving and emission reduction; hybrid ant colony algorithm

1. Introduction. With the continuous improvement of the quality of life, people’s demand for fresh green
fresh products is also increasing [1]. In order to meet the market demand and promote the development
of enterprises, cold chain logistics enterprises have invested a large number of vehicles in the transport link,
but because the fuel consumption and carbon emissions generated in the process of cold chain logistics and
distribution are far more than that of ordinary logistics, the pressure on enterprises to reduce the operating
costs and the negative impact of automobile exhaust on the environment is also increasing. According to
the survey of China Logistics and Purchasing, nearly half of the logistics enterprises’ fuel expenses account
for more than 40% of the transport costs [2]. According to the statistics of the World Resources Institute,
the carbon emissions of the transport industry account for 20% of the total global emissions [3]. Facing the
double pressure of economy and environment, energy saving and emission reduction is especially important for
cold chain transport enterprises [4]. By promoting energy saving and emission reduction and controlling the
amount of fuel consumption, enterprises not only compress the cost of fuel consumption on the one hand, but
also, with the government of China continuously accelerating the full implementation of the carbon emissions
trading system [5], it is likely to reduce the operating cost of carbon trading for the enterprise in the near
future and increase the profit of the enterprise, which is conducive to the development of the enterprise. On
the other hand, because carbon emissions depend on the amount of fuel consumption, while reducing the use
of fuel resources also reduces the carbon pollution caused by the environment, in line with the concept of green
logistics development [6]. Therefore, it is very important to add energy saving and emission reduction into the
cold chain logistics vehicle path problem in order to seek a win-win situation between economy and environment
for the rapid development of cold chain logistics enterprises.

Environment-friendly society is a social system that consists of environment-friendly technologies, products,
enterprises, industries, schools, communities, etc., aiming at man and nature, based on environmental carry-
ing capacity, following the law of nature as the core, and at the same time advocating environmental culture
and ecological civilisation, and pursuing the coordinated development of economy, society and environment [7].
Environment-friendly society emphasizes the pursuit of harmony between man and nature as the goal, based on
the carrying capacity of the environment, to follow the laws of nature as the core, to achieve the environment
and the economic and social comprehensive and coordinated sustainable development of social relations, and
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zjgsdx.edu.cn).

169



170 Weiwei Xu

to achieve the transformation of the industrial civilization from predatory, conquering and polluting to a co-
ordinated, restorative and constructive ecological civilization[8]. Economic benefits frequently take precedence
over energy consumption and environmental effects in conventional logistics and distribution channel design
[9]. Green logistics calls on us to incorporate energy conservation, emission reduction, and other environmental
protection components into the path optimization issue in order to minimize the adverse effects on the envi-
ronment while maintaining economic advantages [10]. As a result, researching path optimization in cold chain
logistics has a lot of application and aids businesses in developing green logistics in a sustainable manner.

There are two main issues: 1) In order to reduce the overall distribution cost, some scholars have focused
the cold chain logistics route optimisation problem on vehicle path optimisation under static networks [11]. 2)
The ACO algorithm is widely used and has strong parallelism and robustness [12].

Scholars have categorized the VehicleRouting issue (VRP) as an NP-hard issue, meaning that solving this
kind of problem with precise mathematical analytical techniques is challenging [13]. A number of academics
have successfully solved VRP issues using heuristic methods [14]. This work uses the ant colony method to
solve the model since it is resilient, parallel, and commonly utilized to tackle VRP issues [15]. The absence
of a route pheromone in the early stages of the ant colony algorithm can easily result in blind search, which
raises the number of convergence excessively high [16]. In order to tackle this issue, the model in this paper
is proposed to be solved using a hybrid ACO algorithm in conjunction with the A* algorithm. The route
information is initialized to minimize the number of convergence times and decrease the convergence time of
the ACO algorithm based on the optimal solution found by the A* algorithm. In addition, the heuristic factor
and transfer probability are enhanced in accordance with the research findings in this work, making the hybrid
ant colony algorithm better suited to the issues this article will be studying.

2. Problem description. Researchers both domestically and internationally have been delving deeply
into the topic of cold chain logistics in recent years. The influence of the number of delivery vehicles, client
demand, and delivery time on the overall cost of cold chain distribution was investigated in study [17], which also
used a genetic algorithm to solve the cold chain distribution route optimization model with tight time window
limitation. Improved results were obtained by using a heuristic approach to solve a dynamic multi-objective
vehicle route optimization model, as investigated in study [18].

The logistics route issue with time windows was investigated in study [19]. The ant colony algorithm
was enhanced by modifying the pheromone for model solution, and the method’s efficacy was confirmed by
case analysis and comparison. Research [21] employed the enhanced simulated annealing approach to analyze
the variation in distribution costs while taking into account the scenario of heterogeneous fleet based on the
conventional route model.

When building a cold chain logistics path model, research [22] takes into account the variety of client demand
types. An ant colony algorithm and clustering techniques are used to solve the model. Study [23] established a
mathematical model under the constraints of vehicle load and customer demand, took into account the cost of
cargo damage in the distribution process in relation to the perishability of fresh products, designed a traditional
genetic algorithm in accordance with the model, and solved the model with an improved genetic algorithm.
Some academics have focused on the study of low-carbon cold chain logistics as a result of the government’s
increasing demands for environmental preservation and sustainable development as well as people’s growing
awareness of energy conservation and emission reduction. In order to create a cold chain inventory model,
study [25] considers carbon emission as a cost element. It then investigates the best inventory option given
the limitations of cost and carbon emission, and it creates a precise algorithm to solve the model. Research
[26] converted carbon emissions into economic costs to create a path optimisation model with fuzzy time; to
improve results, the model was solved using an ant colony algorithm; research [27] created a path optimisation
model that took into account both carbon emissions and customer time windows simultaneously, and it was
solved using a heuristic algorithm.

In this work, we address the optimization problem of cold chain logistics paths for a single distribution center,
where trucks originate from one center and return there upon fulfilling the delivery task of each customer’s
fresh goods. In actuality, cold chain logistics companies don’t construct a lot of distribution centers because of
budgetary constraints.

This paper’s primary goal is to create a distribution strategy for a distribution center based on the resources
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at hand, accounting for variables like product demand, access time, and maximum transportation capacity. The
aim of this initiative is to reduce the overall expenses incurred by the vehicle in relation to "wasteful,” "green,’
"indirect,” ”indirect,” "road damage,” and ”soft” costs related to incarceration, all while fulfilling the necessary
requirements for product distribution between customs points and the district center. From the standpoint of
reducing emissions and conserving energy, this is done.

Below are the particular presumptions:

e The distribution center has a enough number of identically equipped refrigerated trucks to fulfill con-
sumer demand for fresh produce delivery; also, the vehicles are capacity-limited, meaning that demand
at each customer site won’t surpass the vehicle’s maximum capacity;

e Every customer point’s location, the need for fresh goods, the amount of time needed for servicing, and
the window for delivery are all known;

e A single reefer can transport goods to several locations, but it can only depart from and arrive at
each location once; only one reefer truck is scheduled to deliver to the same customer location and can
ensure that the service meets the needs of the customer location;

e A fine shall be paid by the business to the refrigerated truck operator if the vehicle carrying fresh
product to a customer site is not delivered within the window of time that was arranged with the
customer site;

e During the delivery service for a customer point, the refrigerated truck does not load or unload any
items; instead, it just loads and unloads recently acquired items that come from the service for the
client point; it does not accept other delivery services. The refrigerated truck returns to the distribution
center when the distribution task is finished;

e The drivers employed in cold chain distribution are all subjected to the same rigorous training and
technical experience, and subjective variables do not affect the fuel usage.

)

3. Examining the Model’s Known Parameters and Variables. The traditional ant colony algorithm
uses a positive feedback mechanism to continuously converge during the search process by calculating the
transfer probability based on the distance between paths and the concentration of pheromones. However,
this algorithm has the drawback of prematurely settling into the local optimum.This work limits the range of
pheromone concentration, performs global pheromone updating with a cycle of 20 iterations in the algorithm
design, and dynamically increases pheromone concentration in order to prevent the ant colony algorithm from
entering a state of local optimality and enhance the accuracy of the solution. The time restriction is now taken
into account by the ants in addition to distance when they move to the next node, thanks to a revision of
the heuristic algorithm. The multi-objective optimization of the Pareto solution set is realized by setting the
parameter of the pseudo-random proportional action selection rule such that the ants have a high chance of
selecting the best path and ultimately approaching the optimal solution.

3.1. Recognized parameters. The cold chain logistics path optimization model that is the subject of
this paper’s study has the following known parameters.

N: Every client that the distribution center must service;

K: The total amount of cars at the district center that are needed for distribution;

fr: The one-time fee for utilizing a refrigerated car k;

fuel: the quantity of fuel produced during the distribution of vehicles;

a: The distribution vehicles’ refrigerant usage component during the transportation phase;

b: Distribution vehicles’ refrigerant consumption coefficient throughout the loading and unloading process;

¢;: The level of fresh product demand at consumer point 7;

p: The cost per unit of fresh product that the delivery vehicle transports;

01: The freshness degradation coefficient of fresh goods while the delivery truck is in motion;

02: The rate at which fresh goods loses freshness while being loaded and unloaded from the distribution
vehicle;

tf: The moment at which delivery vehicle k reaches client location ;

t*: The moment at which delivery vehicle k leaves the distribution facility;

T;: The duration of service for the distribution vehicle at customer point 4;

Qi;: The weight must move in order to get straight from customer point i to customer point j;
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Q: The vehicle’s maximum load capacity;

€1: A penalization element in case the delivery vehicle reaches the client’s address prior to the mutually
agreed-upon maximum time range;

€9: The penalty factor in case the delivery vehicle reaches the customer’s location beyond the prearranged
time window’s lower bound.

3.2. Variable analysis.

3.2.1. Analysis of decision variables. In order to make the model analysis easier, the client point is
represented by the letters i, j ,i,7 =1,2,3,..., (V) as well as the distribution facility receiving the number 0.

The following values are accepted for the decision variable ;.

In the event that vehicle k travels directly along path ¢ from customer point ¢ to customer point j, j equals
1, otherwise x;;, equals 0.

When car k fulfills ¢ ’s delivery order and delivers the products at customer point ¢, the response is 1, while
in the other case, it is 0.

3.2.2. Cost Variable Analysis.

(1) Fized expenses during the distribution of cars (C1). A certain fixed cost, usually related to the number
of activated refrigerated vehicles, is needed to activate the refrigerated vehicles that are used to provide distri-
bution services to each customer point from the distribution center. These costs include vehicle depreciation,
maintenance, and driver compensation. This is demonstrated by Eq.3.1:

K N
Cl = Z Zl‘ojkf (31)

k=1 j=1

where the value is 0 otherwise and 1 when the distribution center turns on the refrigerated truck K.

(2) The deployment of vehicles involves green costs (Cs).. The fuel costs incurred by the business for the
fuel used in the transportation of refrigerated vehicles and the environmental costs incurred for the carbon
emissions produced during transportation that lead to contamination of the environment are considered the
"green costs” in this study.

The vehicle load and fuel consumption rate have a specific linear relationship. The typical driving unit
distance fuel consumption rate of a reefer truck is pg when the truck is empty; once the vehicle is completely
loaded, the normal driving unit distance fuel consumption rate is p, . Eq.3.2 illustrates the typical driving unit
distance fuel usage when the reefer truck is carrying goods weighing M .

p(M) = po -+ PR (3.2)

where @) is the vehicle’s maximum load capacity.
Fuel consumption from client location 4 to client location j is shown in Eq.3.3.

p(Qij) dij (3.3)

Eq.3.4 can be used to calculate the fuel usage during the entire distribution process once the truck has
finished serving every consumer point.

K N N

Fuel = 3N " wignp (Qig) diy (3.4)
k=0 i=1 j=1
Eq.3.5 illustrates the cost of fuel used during the entire distribution process.

Cy1 = cfuel (3.5)

where c is the oil price.
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Fuel usage x carbon dioxide emission factor = carbon emissions, according to Ottmar’s analysis. These two
variables have a particular linear relationship. Eq.3.6 illustrates the environmental cost of the entire distribution
process:

Cao = wfuel (3.6)

for which the coefficient of carbon emissions is w .
Eq.3.7 illustrates the green cost associated with transporting chilled vehicles, as fuel costs and environmental
costs follow a particular linear relationship with fuel usage.

Cy = Cy1 + Cog = (c+ | w) fuel = v fuel (3.7)

where the coefficient of green costs is 7y .

(3) The price of refrigeration for vehicles being distributed (Cs). The price of the refrigerant used to keep
the temperature inside the car compartment is typically what is considered the refrigeration cost during the
distribution process of refrigerated vehicles. This calculation does not account for the fuel used for refrigeration
because the fuel used for refrigeration is already included in the green cost. The heat load that the car experi-
ences while it is traveling, the degree of vehicle cracking, the heat transfer rate, the area of the compartment
that receives solar radiation. The cost of refrigeration during vehicle transportation can be roughly estimated as
positively correlated with the vehicle operating time because, according to assumption Eq.3.1, the distribution
center’s vehicles are all of the same type, have similar compartment parameters and levels of deterioration, and
have relatively stable internal and external environments during driving. With the equipment already unloaded
and disposed of, the distribution service can be fulfilled by simply opening the premises, i.e., the deployment
costs and the demobilization phase of idling can be assumed to be positively correlated with time.This informa-
tion is based on the distribution of each customer point in time and the assumptions Eq.3.2. Eq.3.8 can thus
be used to illustrate the cost of refrigeration during the vehicle transport process:

K N N

C3 = Z (atfjxijk + szyik) (38)
k=1 i=0 j=0

T; is the vehicle’s servicing time from customer point .

(4) Price of fresh product cargo loss during vehicle distribution (Cy). Cargo loss is typically associated with
the fresh products themselves, as well as distribution collisions, distribution timing, distribution methods, etc.
Cold chain distribution, on the other hand, only takes into account cargo loss as a result of the fresh products
themselves and the lapse in distribution time because it uses refrigerated vehicles to preserve the products in
an atmosphere that is suited for their protection. The two primary factors that contribute to cargo loss are as
follows: first, there is cargo loss throughout the distribution process as a result of time and items building up.
The other is because of product loading and unloading, which results in environmental changes like temperature
and oxygen content variations brought on by the depletion of fresh goods.

This study introduces the freshness decay function of fresh goods:

O(t) = e~ (3.9)

The product’s proportion of decay at a given temperature is shown in Eq.3.9. 6y represents the freshness of
the product, for the product during vehicle transportation, d; stands for the freshness attenuation coefficient,
and Os represents the freshness attenuation coefficient of the product during vehicle loading and unloading. Due
to the loading and unloading process of the carriage door being open to make the temperature in the carriage,
oxygen content, and other significant changes in the freshness of the product attenuation rate faster, there is
02 > 0. Freshness attenuation coefficient is typically related to the temperature and oxygen content around
the goods. In conclusion, the following is an expression of the vehicle distribution process for fresh products
during the cost of goods loss:

K N o
Cy = Z ZyikPQi (efal(ti 7t°)> (3.10)

k=0 i=1
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K N

042 = Z Zyszan (1 - 6782Ti) (311)

k=1 1i=0

Cy = i XN: Yir P [Qi (e_al(t?_tg)) +Qin (1- faQT")} (312)

k=0 i=1
where Q;, is the weight of the goods still on board the vehicle as it departs the customer’s point 4.

4. Create an optimization model for the cold chain distribution path. This study created a
mathematical model, represented by Equation Eq.4.1. The concept aims to reduce the overall expenses related
to the distribution of cold chain logistics vehicles, including fixed costs, greasing costs, cold storage costs, fresh
product loss, and fines for going beyond the time window that was mutually agreed upon.

mnZ =C; +Co+C3+Cs+Cjs (4.1)
K
>y =1Vi (4.2)
k=1

K N K N
Z ZIOM = Z mek (4.3)

k=1 ;=0 k=1 =0
N
injk = yjk; Vj, k’ (44)
1=0
N
Z Tijk = Yik, Vi, k (4.5)
=0
J
> @S {12 N} (4.6)
i,jESXS
ty =1t + T+, Vi, j (4.7)

Eq.4.2 and Eq.4.7 state that no vehicle’s load can exceed the vehicle’s maximum load; they also state that
a vehicle can only visit each customer point once; they also state that the vehicle must exit the distribution
center and return there; they also state that a vehicle may only be permitted to set out and arrive at any one
of the customer points once; they are constraints; they seek to eliminate sub-circuits; and they state that the
distribution must continue.

5. Sample analyses and solutions. The algorithm’s efficacy is tested using Matlab 2018b coding, with
the AMD Ryzen 3700x4.2 GHz(16 GB RAM) machine and Winl0 as the operating system. The delivery
distance of the case is determined by taking the straight line distance from the demand location for the sake
of ease in the research.Python is used to scrape the Gaode map and determine the driving time, distance
traveled between 66 spots, and real-time road speed using a speed algorithm. The distribution locations of the
experiment are sixty-six neighborhoods located 20 km from a cold chain firm in city C. The distribution center
is chosen to be the cold chain center in order to ascertain the planar rectangular coordinates of the experiment.
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Table 5.1: Examples of medium-scale real data.

No. Coordinate Demand | Household Service | No. Coordinate Demand | Household Service
Time Window Time Window
1 | (185.59,89.67) / 0 18 | (140.85,120.80) 2 [3/6,1+30/60]
2 (155.78,78.99) 2.2 [5/6,1+4/6] 19 (137.47,74.87) 1.9 [1/6,1450/60]
3 | (163.22,93.01) 1.8 [15/60,1+2/6] 20 | (242.38,100.88) 2.2 [2/6,1+1/6]
4 | (153.44,96.65) 1.8 [2/6,50/60] 21 | (144.17,140.32) 2.0 [20/60,142/6]
5 (142.75,59.32) 2.1 [4/6,1420/60] 22 | (210.55,125.33) 24 [5/6,1420/60]
6 (134.20,62.83) 2.3 [30/60,14+10/60] 23 | (138.67,123.44) 2.0 [1+5/6,3]
7 | (158.99,157.24) 2.2 [1+2/6,2+3/6] 24 | (158.30,98.10) 1.8 [2/6,1+2/6]
8 (141.76,123.11) 2.5 [3/6,1+4/6] 25 | (188.95,103.99) 1.7 [3/6,50/60]
9 | (130.39,119.72) 2.3 [1+2/6,3] 26 | (124.55,78.22) 15 [2/6,2+1/6]
10 | (189.05,139.33) 1.7 [20/60,14+30/60] 27 | (133.47,111.58) 1.9 [1,3]
11 (204.52,72.15) 1.9 [1,14+2/6] 28 (192.33,98.67) 2.2 [2/6,40/60]
12 (136.33,69.55) 1.9 [4/6,2+2/6] 29 | (159.84,112.33) 2.4 [142/6,24+50/60]
13 | (144.88,136.13) 2.8 [145/6,3+1/6] 30 (172.68,98.38) 1.8 [4/6,1]
14 | (223.17,141.79) 1.6 [40/60,1+4/6] 31 | (203.12,115.72) 1.7 [1/6,1+2/6]
15 (216.75,74.92) 1.7 [5/6,50/60] 32 | (186.40,100.19) 1.8 [2/6,1+55/60]
16 (152.03,96.87) 2.0 [2/6,14+20/60] 33 | (122.45,149.99) 2.5 [1+10/60,3+1/6]
17 | (129.82,54.55) 2.5 [1+2/6,2+2/6] 34 | (170.87,100.30) 2.2 [40,/25/60]
Table 5.2: Initialized pheromone comparison results.
A Average distribution cost | Average number of convergences
A=1 1359.8 34.7
A=15 1248.6 23.4
A=1.8 1209.5 21.1

The novel knowledge-based ACO algorithm was evaluated and processed on 66 distribution sites to verify its
efficacy under varying data quantities.

Table 5.1 displays 34 examples of the demand points, which are set to be [; (i= 2, 3,...,n) and the distribution
center, which is set to be [;. Based on the obtained real examples, the 33 demand points in medium scale are
randomly re-generated according to the probability P by adopting the random offset principle, which produces
30 sets of simulated data for the upcoming analysis and comparison experiments. This process aims to confirm
the efficacy of the constructed algorithm and demonstrate its applicability in various scenarios.

5.1. Results analysis. The model is solved using the sample data and the algorithm presented in this
work. The model is solved using MATLAB programming; the ideal distribution strategy, which has been
executed ten times on a personal computer, is displayed in Fig. 5.1.The number of ants is set to 10, = 1,5 =
3,p=0.5, Npax = 5, A = 1.8, = 0.99; the total amount of pheromone is 100.

Fig. 5.1 illustrates how effective the study’s model algorithm is. Currently, the distribution strategy consists
of three vehicles leaving the distribution center: the first vehicle serves the 8th, 13th, 11th, 10th, 12th, 6th, and
15th customer points in that order; the second vehicle serves the 1st, 4th, 5th, 2nd, and 9th customer points;
and the third vehicle serves the 3rd, 7th, and 14th customer points. Afterwards, the three vehicles return to
the distribution center. Using this technique, the total cost of distribution comes to$1,159.

5.2. Examining the differences between the ACO algorithm. After executing the algorithm ten
times at random with the aforementioned parameters, the ACO algorithm with initialized pheromone is com-
pared with the ACO method with uninitialized pheromone. Table 5.2 presents the comparative findings.

Table 5.2 illustrates how the ant colony algorithm’s number of convergences is decreased and its speed
of convergence is increased when it is initialized with pheromones. Additionally, by combining the A*and ant
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Fig. 5.1: Roadmap for vehicle distribution.

Table 5.3: Results of the experimental comparison.

Experimental | Algorithm | Total Cost | Experimental | Algorithm | Total Cost
1 A 1360 4 A 1360
1 B 1288 4 B 1255
1 C 1217 4 C 1198
2 A 1360 5 A 1360
2 B 1303 5 B 1303
2 C 1240 5 C 1240
3 A 1360 6 A 1360
3 B 1152 6 B 1217
3 C 1130 6 C 1183

Table 5.4: Corresponding optimal distribution techniques for every algorithm.

Algorithm | Minimum Distribution Costs | Distribution Strategy
A 1360 0-6-10-7-12-0
B 1155 0-9-12-13-11-12-6-15-0
C 1130 0-9-12-13-11-12-6-15-0

colony algorithms, the operation’s outcomes are optimized, the enterprise’s revenue is increased, its distribution
costs are decreased, and the enterprise’s growth is promoted.

5.3. Comparison of algorithms. Six randomized trials with a total pheromone count of 100, an iteration
count of 100, and an initialised pheromone multiplier of 1.8 were carried out for each instance in order to confirm
the efficacy of the algorithm, n = 0.99,a = 1,8 = 3,p = 0.4, gy = 0.6, the number of iterations is 100, and the
initialization pheromone multiplier is 1.8. Table 5.3- Table 5.5 present the optimal results. Each algorithm’s
minimum distribution cost and matching distribution method are listed in Table 5.4, and each algorithm’s cost
composition is provided in Table 5.5 under the minimum distribution cost.

The hybrid ACO algorithm reported in this work outperforms both the A* algorithm and the basic ACO
method when energy savings and emission reduction are taken into consideration, according to the experimen-
tal results.When compared to the A* algorithm and the basic ACO method, the overall distribution cost is
decreased by roughly 15.9% and 8%, respectively. Based on the optimal results’ cost components, it is evident
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Table 5.5: Algorithm cost components for each algorithm executing the best distribution plan.

Algorithm Distribution| Fixed Green Cargo Cooling Penalty
Costs Costs Costs Damage Costs Costs
Costs
A *Algorithm 1360 445 228 442 38 197
Basic Ant Colony Algorithm 1155 445 193 252 32 222
Hybrid Ant Colony Algorithm | 1130 445 188 255 35 209
Route 1
* RouleX
346 4 Roued
*  Rowtcd
Roule &
- ® Route o
M3 Ruutr 7
Route &
Imitial Puint
P E
6
=
=
£ 33
&l
34.2

31 -

T T T T T T T T T T T T T 1
080 1082 1084 I0RE  10RE 1090 1092
Longide (F)

Fig. 5.2: Optimal route map.

that the hybrid ACO algorithm outperforms the original A* algorithm in terms of cost and enterprise operation.
This is advantageous for the enterprise’s growth as it leverages the ACO algorithm’s parallelism and positive
feedback to optimize resultsFurthermore, because the cost of green energy and cargo damage has been signifi-
cantly reduced, it saves resources, safeguards the environment, and maintains product quality all at once. In
contrast to the basic ACO algorithm, the hybrid algorithm yields lower green costs and penalty costs, saving
resources, protecting the environment, and adhering to the concepts of sustainable development and green
logistics. While the overall cost reduction is not as evident, the hybrid algorithm also results in lower carbon
pollution and reduced use of environmental resources. Furthermore, the reduction of penalty costs associated
with missing delivery windows increases the rate of on-time delivery, which enhances customer satisfaction, the
final optimal different routes are shown in Fig. 5.2.

6. Conclusion. Green logistics has emerged as the trend for the future growth of the logistics sector as
a result of the ongoing promotion of the idea of sustainable development. This paper presents an analysis
of energy saving and emission reduction from the perspective of cost factors to be taken into account in the
model. Under the constraints of time window, customer demand, and vehicle loading, a path optimization
model is established with the minimum total cost of fixed cost, green cost, refrigeration cost, cost of cargo loss
of fresh products, and penalty cost of violating the time window agreed upon with the customer. A hybrid ACO
solution model is developed by integrating A* algorithm to initialize the pheromone of ACO algorithm and
reduce the ACO algorithm’s convergence time, aiming at the problem of delayed convergence caused by blind
search owing to inadequate pheromone at the beginning of ACO algorithm. Examples are used to simulate the
algorithm and compare the algorithms in order to confirm the efficacy of both the model and the algorithm.
The results demonstrate the effectiveness of both the model and the algorithm and can offer methodological
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support for the advancement of enterprise search and the application of the concept of green logistics.

Data Availability. The experimental data used to support the findings of this study are available from

the corresponding author upon request.
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FINE-GRAINED TRUSTED CONTROL METHODS FOR IOT BOUNDARY ACCESS

JIE WANG?* CHANG LIU! GUOWEI ZHUf XIAOJUN LIU{ AND BIBO XIAOY

Abstract. In order to solve the problems of coarse-grained access policies, weak auditability, lack of access process control,
and excessive privileges exhibited by existing IoT access control technologies, the author proposes a fine-grained trusted control
method for IoT boundary access. The author elaborated on the CcBAC model framework and formalized its definition; At the
same time, specific descriptions of the functions in the model were provided, and the access control process of this model in general
application scenarios was presented; After rigorous testing, it was found that as the number of requests increased, there was a
slight uptick in the average time it took for the function to process them, but beyond a certain point, this time plateaued and even
began to decrease gradually. Meanwhile, the system’s throughput increased steadily with more requests until it reached a stable
level, showing no significant drop even with additional clients. The proposed CcBAC access control model showcased remarkable
performance in handling large-scale requests while ensuring fine-grained, autonomous authorization, security, and auditability. It
effectively achieved consensus in distributed systems and maintained data consistency. In conclusion, this model empowers resource
owners with full control over their resources’ access, while also accounting for the detailed and traceable nature of access control.

Key words: Blockchain, Access control, Internet of Things, Cryptocurrency, Trusted Execution Environment

1. Introduction. With the development and maturity of Internet of Things technology, it has gradually
evolved from an initial concept and penetrated into various fields, such as intelligent transportation, medical
care, environmental monitoring, and other multi industry fields [1]. Billions of IoT devices have begun to be
widely used in people’s social lives, generating exponential growth in IoT data. The era of data has arrived.
The Internet of Things data is the core driving force behind the Internet of Things, containing enormous value,
and the most important way to unleash the value of data is to make it flow. In order to accelerate the process
of data sharing and circulation, and better serve various fields such as education, business, and infrastructure,
in recent years, the country has elevated the construction and development of data to a national strategy and
actively transitioned towards a digital economy [2]. In October 2020, the Central Committee of the Communist
Party of China unveiled the ”14th Five-Year Plan for National Economic and Social Development.” This plan
emphasized the imperative of advancing the utilization of data and information resources, with a specific goal of
fostering open sharing of fundamental information. In March 2021, the State Council released the Government
Work Report, which mentioned the need to improve data sharing coordination capabilities and improve data
sharing coordination mechanisms [3]. Driven by policies, there is an increasing amount of research on data
sharing in the Internet of Things, and a number of data sharing application cases have emerged. However,
due to the fact that most solutions adopt a centralized data management model, the degree of sharing is low,
and data cannot be monetized, so the value of data cannot be released. The reason behind this is that there
are currently many problems exposed in the process of data sharing transactions, lacking a reliable, open and
transparent data sharing atmosphere [4]. Blockchain, relying on features such as decentralization, difficulty in
tampering, and traceability of transactions, provides the possibility of building a reliable and transparent IoT
data sharing environment.

2. Literature Review. As a new decentralized, trustworthy, and tamper proof technology, blockchain
can provide a trusted implementation solution for trust and data security issues in the field of data sharing.
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Therefore, the combination of blockchain technology and IoT data sharing has become a research hotspot in
the academic community [5].

The characteristics of blockchain can provide an auditable platform for data sharing, such as recording
the data sharing process on the chain, providing a data foundation for subsequent service evaluation. The
combination of blockchain and the Internet of Things has received considerable academic research, and in the
field of data sharing, blockchain mainly focuses on protecting the confidentiality, integrity, and availability
of data. Atlam, H. F. et al. introduced an innovative IoT technology access control model centered around
risk assessment, catering to real-time data requests from IoT devices while offering dynamic responsiveness.
This model leverages IoT environment attributes to gauge security risks linked to access requests, employing
factors such as user context, resource sensitivity, action severity, and past risk records to inform its security risk
estimation algorithm, pivotal for access control decisions. Moreover, the model integrates smart contracts to
enable adaptability, actively monitoring authorized user conduct to swiftly identify any irregular behaviors[6].
Wang et al. introduced an access control approach tailored for laboratory cloud data, integrating Internet of
Things (IoT) technology. The method breaks down laboratory cloud database data into minimal attributes,
encrypting them and creating a key of minimal granularity that adheres to access tree constraints. By com-
bining IoT and proxy re-encryption technologies, the method maps access structures and attribute sets using
hash functions, encrypts symmetric keys via the CP-ABE scheme, and facilitates laboratory cloud scalability
based on access control methodologies[7]. Conventional centralized data sharing systems pose risks like single
points of failure and overburdened central nodes. To address these challenges and foster a more distributed
and collaborative approach, researchers have increasingly turned to blockchain-based solutions for Internet of
Things (IoT) environments. However, without predefined policies, legitimate user access may be denied, and
data updates on the blockchain may bring high costs to owners. Wang, R. et al. addressed these challenges
by integrating the Accountable Subgroup Multiple Signature (ASM) algorithm with Attribute Based Access
Control (ABAC) techniques, along with policy smart contracts. This fusion delivers a precise and adaptable
solution, offering detailed control over access permissions [8].

Traditional models such as RBAC, ABAC, and CapBAC have limitations in fine-grained control, policy
flexibility, and auditability, while blockchain based access control schemes have significant advantages in data
immutability and decentralization, despite advancements, there are opportunities to enhance policy articula-
tion and execution speed. To address these, the author introduces a novel access control model leveraging
cryptocurrency and trusted execution environments (CcBAC). This model automates policy determination and
transparently executes them via blockchain, while ensuring secure off-chain policy execution through trusted
execution environments (TEE). The CcBAC model not only solves the application problems of existing methods
in the Internet of Things environment, but also provides new ideas and methods for future related research.
Through this combination, we aim to provide a more secure, flexible, and auditable access control solution for
IoT devices.

3. Research Methods.

3.1. CcBAC Access Control Model. The CcBAC access control model is a universal access control
model that uses the cryptocurrency Ccoin to represent access permissions. The purpose of Ccoin is to concretize
access capabilities into atomic, trustworthy, and transferable digital assets. The core idea is to establish a
unified standard to describe the permission control policies of each resource through deep integration of trusted
execution environment and blockchain technology, in order to achieve fine-grained and dynamic management
of policies and provide convenience for user access. Using blockchain networks as interaction media, driven by
smart contracts, to achieve automated decision-making of access policies, authentic and trustworthy execution,
transparent and traceable access processes, and auditable policy execution processes. By introducing trusted
access control objects, control over the access process is achieved to prevent excessive privileges; Meanwhile,
any user can independently formulate access policies to achieve flexible management and sharing of resources.

In this model, Ccoin is a cryptocurrency used for access control, which is used to verify and authorize user
access to resources. FEach Ccoin contains access policies and metadata to achieve fine-grained access control.
Ccoin plays the following roles in access control security:

1) Fine grained control: Each Ccoin includes access policies that can define specific access permissions and
restrictions. Through Ccoin, fine-grained control of resources can be achieved, allowing only authorized
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Fig. 3.1: Access Control Model Based on Ccoin

users to perform specific operations [9].

2) Auditability: The operations and resource access activities of Ccoin are recorded in blockchain transactions
to ensure auditability. This means that all operations and access activities are public, verifiable, and
traceable.

3) Access process control: Through Ccoin, control over the access process can be achieved. Before accessing
resources, a verification and authorization process is required to ensure that users meet the access
conditions. At the same time, Ccoin can also record activities during the access process for auditing
and control.

4) Preventing Witch Attacks: Ccoin can effectively prevent witch attacks through the decentralized nature of
blockchain technology.

5) Secure storage: The operations and access activities of Ccoin are recorded in the transactions of the blockchain,
which means that Ccoin’s data is stored in a distributed network. Compared to traditional centralized
storage, distributed storage has higher security and reliability.

The access strategy consists of five key fine-grained elements that determine the access control scheme:
In access control terminology, the "4W1H access policy” refers to specifying the "who, what, where, when,
and how” of access permissions. Essentially, it outlines the conditions necessary for granting access requests.
The "who” identifies the authorized users, the "what” specifies the actions they are permitted to perform, the
"where” indicates the locations where access is granted, and the "when” delineates the time frames for access.
Finally, the "how” details the precise process that must be adhered to during the access period. The 4W1H
access policy is forged into the digital currency Ccoin, and all operations against Ccoin will be securely recorded
for review throughout its entire lifecycle. Before the Ccoin is redeemed, resource owners can modify or revoke
access policies in the Ccoin to achieve fine-grained control over resource access permissions[10]. This approach
exhibits four distinct traits:

1) Sole Authority: Only resource owners possess the ability to create, modify, and revoke Ccoins.

2) Transferability: Holders of Ccoins can freely transfer them to other participants.

3) Conditional Redemption: Ccoin redemption is contingent upon meeting access policy conditions, with strict
adherence required for resource access.

4) Immutable Recording: All access actions are securely logged on the blockchain for auditing purposes. The
model facilitates interactions between Resource Owners (RO), Resource Requesters (RU), Permission
Holders (PH), and Reliable Access Control Objects (RACO), with each entity identified by distinct
addresses. Participants possess individual wallets containing Ccoins, representing access permissions.
Transactions within this model primarily encompass three steps, as illustrated in Figure 3.1.

The trusted access control object, RACO, serves as a dependable module representing the interests of
resource owners. Its responsibilities include verifying the functional integrity of Ccoin, ensuring compliance with
fine-grained access conditions, making access decisions, and monitoring the access process [11]. To ensure the
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trustworthiness and security of RACO, it is housed within a trusted execution environment (TEE). TEE offers
a secure processing environment that is resistant to tampering, allowing for secure isolation and storage within
the chipset. Its core functionalities include secure startup, runtime isolation, secure storage, scheduling, trusted
I/0 operations, and remote management. TEE can ensure the authenticity, integrity, and confidentiality of
RACO code and runtime status, and resist software attacks and physical tampering.

3.2. Basic Elements and Functions.

Definition 1. CcABC defines the cryptocurrency representing access rights as Ccoin, denoted as c=(tokenlId,
owner, holder, device, policy, timestamp, isValid).

This approach leverages blockchain technology to ensure secure data storage and atomic data transmission,
with consensus among participating nodes maintaining ledger consistency. Ccoin transactions take place on the
blockchain, with operations such as createCcoin, transferFrom, updatePolicy, revokeCcoin, and redeemCcoin
initiated by sending messages to all blockchain nodes. Ensuring authenticity, the function caller must sign the
message using a key. In CcBAC, the message format of the caller’s public key infrastructure (pki) is formatted
as follows 3.1:

msg : [tokenld, op, {policy}, {pk;}|s,., (3.1)

Among them, op represents the operation code of the function, and optional information is enclosed in
curly braces. If op=createCcoin or updatePolicy, {policy} holds a valid policy; If op=transferFrom, then {pk;}
is the new recipient public key. o, represents the key signature of the function caller pk;.

System participants include both regular blockchain nodes and users who interact with the blockchain
through secure channels. When participants engage in actions such as creating, transmitting, modifying, re-
voking, or redeeming Ccoins, they send signed messages to the blockchain, which subsequently authenticates
the messages to ensure their legitimacy. Before any Ccoin operation, the functionality of the function caller
is checked. Ccoins remain on the blockchain until redemption, and each Ccoin operation triggers a new trans-
action. These transactions include the Ccoin and a script detailing the call message and resulting activities,
facilitating review|[12].

3.3. Workflow. CcBAC distinguishes itself from other access control models in three main ways. Firstly,
it enables fine-grained access control through comprehensive access policies that specify who, what, where,
when, and how access is granted. These policies ensure secure access by defining strict procedures to follow,
while access permissions are represented as digital assets called Ccoins, stored on the blockchain and managed
through secure and atomic operations, akin to cryptocurrency transactions. Secondly, access policy verification
occurs within a Trusted Execution Environment (TEE) security zone, providing physical protection for relevant
programs and securely collecting environmental evidence to facilitate accurate access decisions and monitor
the access process. Lastly, these design elements ensure that CcBAC offers fine-grained and responsible access
control with encryption-level security trust, effectively preventing unauthorized access. The workflow of CcBAC
can be outlined in the following steps:

Step 1: Send the request Participants send operational requests for Ccoin, including transmission, revocation,
update, and redemption.

Step 2&Step 3: Verify that the blockchain verifies the request, including message signature, Ccoin validity, and
participant permissions on Ccoin. If it is a redemption request, RACO needs to further verify the
environmental data.

Step 4: Access and monitoring. After obtaining access permissions, RACO will access resources and monitor
access activities based on policies.

Step 5: Record. Store the accessed records in the blockchain for auditing purposes.

The verification process in CcBAC consists of two main components. Firstly, it verifies identity and trans-
action authenticity through the blockchain. Secondly, it validates access control policies via the policyCheck
function within the authorization process services, which relies on the trusted access control object RACO im-
plemented using Trusted Execution Environment (TEE) technology. Upon receipt of an access request, RACO
collects data from the physical environment and securely communicates with the blockchain system to extract
access policies from the corresponding Ccoins. To efficiently manage Ccoins within distributed ledgers, the
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Table 4.1: Experimental Environment and Configuration

Configuration Specific information
operating system  Ubuntu 18. 04. 1 GNU/Linux
CPU 8 Intel (R) Core (TM) i7-6700HQ CPU @ 2. 6GHz
network card Intel Corporation Ethernet Connection (2) 1219-LM (rev 31)
Memory 16G Samsung PC4-2400T-UA2
Hard disk 512G SSD Samsung SSD, 1T HDD
ST1000DMO003-1SB1 CC4
TEE chipset ARMv8-M TrustZone, LPC55S569-EVK

UnRedeemed Policy Output (URPO) model, modeled after Bitcoin’s Unspent Transaction Output (UTXO)
model, has been developed. This model organizes multiple Ccoins within each block, meticulously recording
their metadata and transactional activities within the TX script fields. Access policies in Ccoin are represented
using JSON key-value pairs, enabling flexible policy granularity. CcBAC inherently incorporates auditabil-
ity and traceability, as every operation and resource access activity is meticulously logged in the TX script
field of transactions stored on the blockchain. This information is openly accessible and serves to provide a
comprehensive record of system activities, and validated by the entire blockchain network[13,14].

4. Result analysis.

4.1. Experimental analysis. The CcBAC system, as proposed by the author, comprises two key compo-
nents: a blockchain-based distributed ledger and a trusted access control object leveraging TEE chipsets. The
blockchain serves as a secure platform for managing Ccoins, facilitating Ccoin operations through transactions,
and recording all activities for auditability purposes. Meanwhile, the trusted access control object integrates
blockchain clients and sensor drivers within its secure zones, enabling it to gather environmental data and make
reliable access control decisions.

In the second component of the system, the experiment employed the LPC55S69-EVK microcontroller in
conjunction with sensors including a GPS receiver, temperature sensor, and camera, all safeguarded by ARMv8-
M TrustZone. ARMv8-M TrustZone, renowned for its energy-efficient design, consists of a secure zone, a non-
secure callable interface, and a non-secure zone. Unlike traditional architectures that isolate non-secure zones
from secure resources, TrustZone allows security codes in secure zones to have elevated permissions, enabling
access to resources in both secure and non-secure zones. To ensure the secure collection of environmental data
essential for access policies, the experiment incorporated a sensor driver within the secure zone of the TEE.
This driver facilitates direct communication with sensor hardware. Additionally, a lightweight blockchain client
was integrated into the security zone of the TEE, enabling secure communication with the blockchain through
SSL/TLS protocols[15]. The experimental setup and configurations are elaborated in detail in Table 4.1.

4.1.1. Adaptability analysis. To gauge the versatility of the author’s prototype system across vari-
ous mainstream platforms, the experiment deployed the prototype on three separate platforms: Golang, the
Ethereum main network, and the Ethereum-based consortium chain Quorum. Each function within the model
underwent independent testing 50 times, and the average runtime for each function on different platforms was
recorded. The performance testing of various functions within the Golang prototype revealed relatively uniform
time distribution and stable performance. Notably, functions such as createCcoin, transferFrom, updatePolicy,
and revokeCcoin demonstrated relatively brief runtimes, spanning from approximately 30 to 80 milliseconds.
Conversely, the redeemCcoin function demanded more time due to its involvement in policyCheck. This pro-
cess entails the sampling and analysis of sensor readings by the access control object of CcBAC, as well as the
execution of necessary actions and transmission of data back to the blockchain, thereby resulting in a longer
runtime.

Figure 4.1 illustrates the total time duration for each Ccoin operation function across the three prototype
systems. Utilizing a logarithmic scale, the figure effectively visualizes the considerable difference in confirmation
times between Go Coin and Ethereum Ccoin on various platforms. Upon closer examination, it becomes appar-
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Fig. 4.1: Running Time of Each Function under Three Prototypes

ent that native Go Coins generally require only 40-60 milliseconds to confirm each transaction. In comparison,
Ethereum Ccoins within the Quorum consortium chain require approximately 1 second for confirmation, while
on the Ethereum main network, this confirmation time extends to approximately 30 to 50 seconds. These find-
ings underscore the good adaptability of the CcBAC model proposed by the author across different platforms.

4.1.2. Performance analysis. To assess the performance of the CcBAC system, the experiment utilized
the Go Coin prototype and conducted simulations with multi-threaded clients to simulate concurrent access.
Two sets of comparative experiments were designed for this purpose. In the first set, the processing time of each
function was measured for varying numbers of concurrent requests, ranging from 50 to 1000 virtual clients. The
findings, as depicted in Figure 3-4, reveal a consistent pattern. Figure 3 demonstrates that as the number of
requests escalates from 50 to 500, the total runtime of each function steadily rises, albeit at a diminishing rate
beyond 500 requests. Meanwhile, Figure 4 illustrates a slight increase in the average time cost of functions as
the number of requests climbs from 50 to 200. However, with additional requests, there’s a subsequent decrease
in average time cost, ultimately stabilizing over time[16]. These results suggest that the system’s throughput
grows as the number of requests increases. Once a certain threshold is reached, throughput stabilizes, with no
significant decline observed even as the number of clients continues to rise.

4.2. Security Analysis. In real-world scenarios, access control systems are vulnerable to two main types
of attacks: access permission forgery and access policy violations. To model the competitive dynamics between
honest nodes and attacking nodes, the author employs a binomial stochastic process. This process determines
that an attack is successful only if the block length created by the attacking node surpasses the length created
by the honest node. If the probability of the attacker ultimately winning the game is p, then both the attacker’s
victory and failure need to meet certain conditions. Assuming that the probability of the attacker succeeding
in each operation is q and the probability of the honest node succeeding in each operation is p, the probability
of the attacker winning p can be calculated using the Gambler’s Ruin Problem (GRP) formula. Since k may
be any integer greater than or equal to 0, the probability of k taking a value follows a Poisson distribution, and
the probability of k occurring is equation 4.1:

Aee—A

k!

Pk = (4.1)
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Among them, X is the mean of k, and the ratio relation equation 4.2 below is satisfied:

q
A=z = 4.2
( )

When the tampering chain extends k blocks, the probability of catching up with the honest chain is equation
4.3:

) — Lp<gq
7. = f( ) {(g)Zk,p>q (4.3)

Compute the probability of all values from k to positive infinity, then add them up, and finally calculate
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the probability formula 4.4 for attackers to successfully tamper with block data:

(4.4)

To avoid infinite sequence summation when calculating the final result, further transform it into equation
4.5:

PEEVREIT) (@.5)

P=1-
k! P

k=1

The author conducted simulation experiments using MATLAB to analyze the relationship between the
probability of block tampering (P) and the number of blocks (n), as illustrated in Figure 4.4. As the number of
blocks in the blockchain increases, the probability of successful attacks diminishes rapidly. It becomes evident
that attackers require control of more than 50% of the nodes in the blockchain to successfully tamper with
the next block. This implies that the blockchain-based IoT device access control mechanism is highly effective
in thwarting access permission forgery attacks. Given the vast number of devices in the IoT ecosystem, each
capable of serving as a light node in the blockchain, the security of access control is bolstered. Consequently,
the author’s approach to blockchain-based IoT device access control effectively mitigates forgery attacks on
access permissions, aligning with the stringent security requirements of the IoT ecosystem for device access
control [17,18].

In addressing the second type of attack, the author considers access policy violations stemming from weak
security in IoT devices themselves. Many IoT devices lack robust security measures, making them vulnerable to
breaches in code confidentiality and integrity. Attackers exploit these vulnerabilities in lightweight IoT devices
to undermine access control security. To mitigate such risks, the author’s CcABC model harnesses Trusted
Execution Environment (TEE) to deploy reliable access control objects. This strategy establishes a secure
enclave for executing code and safeguarding data, guaranteeing privacy and trustworthiness. TEE interfaces
with the physical world to establish secure links with the blockchain, extending trust from on-chain to off-chain
activities. By securely retrieving access policies from Ccoins stored in the blockchain, the model makes access
decisions based on predefined access conditions and rigorously monitors the access process. This ensures that
resource visitors adhere strictly to access policies set by the resource owner, effectively thwarting access policy
violations. Another significant factor contributing to policy violation attacks is the coarse-grained nature of the
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access control model itself. Unlike the author’s PBAC access control model, which ensures sufficient granularity,
other models primarily focus on users rather than resources. For instance, conventional models may inquire,
"Which users are present, and what resources can they access?” This approach typically involves a subject (the
entity seeking access), permissions (the actions permitted), and roles (sets of permissions assigned to subjects).
In contrast, the author’s model delves into, "What types of users exist, and what actions can they perform
within the environment?” Here, the control comprises a principal (the entity seeking access), permissions (the
actions permitted), and roles (sets of permissions assigned to the principal). By defining access control policies
based on who, what, where, when, and how, the author’s model achieves finer granularity, effectively mitigating
the risk of access policy violations.

4.3. Comparative analysis. The author evaluates the proposed access control model from two perspec-
tives. Firstly, by comparing it with traditional models, the advantages and disadvantages of the CcBAC model
are assessed. It’s evident that this model offers distinct advantages in handling the complexities of the modern
Internet of Things, particularly in scenarios involving massive scale, dynamic environments, and distributed
systems.

On the other hand, compared with existing research models, analyze the advantages of the CcBAC model.
The access control model described by the author has the following advantages:

Fine-grained CcBAC access control meticulously specifies who, what, where, when, and how—five crucial
elements that shape the precision of access control schemes. This approach effectively answers the question of
who has permission to perform specific actions, when, and where.

In terms of security, the model conducts all operations related to Ccoin on the blockchain, ensuring that
every message is authenticated via a secure signature mechanism. This approach supports trusted storage and
guarantees atomic state transitions. Additionally, a dependable access control object, RACO, is responsible for
securely retrieving access policies from Ccoins stored on the blockchain. It then makes access decisions based
on predefined access conditions and diligently monitors the entire access process.

Convenient access for users. Accessing a specific resource is straightforward—all you need is to redeem the
corresponding resource using Ccoin. Additionally, audit procedures enable flexible transfer of Ccoin from one
holder to another, facilitating dynamic transfer of access permissions.

Autonomous authorization. The model ensures that access to resources is solely determined and granted
through Ccoin by the resource owner whenever necessary, without any involvement or intervention from third
parties accessing the server.

Auditability. The author’s CcBAC model has native auditability, as all operations and resource access
activities through Ccoin are recorded in the TX script fields of transactions stored in the blockchain, and are
publicly and validated by the entire blockchain system.

Access Process Control. RACO serves as a dependable access control entity, embodying the responsibilities
of resource owners. Apart from validating the functionality of Ccoin and ensuring compliance with fine-grained
access conditions, RACO actively monitors the entire access process. Through integration with TEE, it guar-
antees the secure recording of all activities occurring during access, providing comprehensive oversight and
security assurance.

5. Conclusion. In practical applications, the author’s access control model can be widely applied to
various devices in the IoT ecosystem. For example, in industrial control systems, the CcBAC model utilizes the
decentralized nature of blockchain technology to create unique digital identities for each device, enabling effective
authentication and permission management even in the case of a large number of devices. Through smart
contracts, permission allocation and revocation between devices can be automated, reducing the complexity
and error rate of manual configuration. In industrial automation, the roles of operators and equipment may
dynamically change according to production needs. The CcBAC model allows for quick adjustment of access
policies through smart contracts to adapt to these changes, ensuring that only authorized operators can access
the corresponding devices and data. The CcBAC model utilizes blockchain technology to achieve unified
access control policies for cross regional devices, ensuring consistency and security in distributed environments.
The immutability of blockchain ensures the integrity of access records, and any unauthorized access attempts
will be recorded and traceable. Industrial automation has strict requirements for real-time response, and
the CcBAC model reduces transaction confirmation time and improves system response speed through the fast
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consensus mechanism of blockchain. The Trusted Execution Environment (TEE) provides a secure environment

for performing sensitive operations, such as verifying and executing access policies. This ensures that access

control policies can be securely executed even in environments where devices may be vulnerable to attacks.

In summary, the blockchain based IoT device access control model can effectively prevent access permission
forgery attacks and meet the security requirements of the IoT ecosystem for device access control. When
implementing this model, enterprises need to consider the following suggestions for action:

(1) Enhance IoT Device Security: Implementing a trusted execution environment safeguards the confidentiality
and integrity of IoT devices, shielding them from potential exploitation by malicious actors.

(2) Flexible formulation of access policies: Based on actual needs, develop fine-grained access policies to ensure
that resource visitors strictly adhere to access policies and prevent the occurrence of access policy
violations.

(3) Implement unified access control policy standards: Through blockchain storage policies, it facilitates infor-
mation sharing and supports unified access control policy standards for all parties, improving system
scalability and interoperability.

Future direction. Focus on implementing Organizational Based Access Control (CcBAC) in specific appli-
cation scenarios to address specific challenges in this field. This includes exploring how to design and deploy
access control policies targeting specific business needs and security threats to ensure the security and avail-
ability of the system. Conduct in-depth research on specific needs in different industries or fields, and develop
corresponding solutions to meet customer needs and improve overall efficiency and security of the system.
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A NEURAL COLLABORATIVE FILTERING RECOMMENDATION ALGORITHM BASED
ON ATTENTION MECHANISM AND CONTRASTIVE LEARNING

JIANQIAO LIU*

Abstract. The neural collaborative filtering recommendation algorithm is widely used in recommendation systems, which
further applies deep learning to recommendation systems. It is a universal framework in the neural collaborative filtering recom-
mendation algorithm, however, it does not consider the impact of different features on recommendation results, nor does it consider
the issues of data sparsity and long tail distribution of items. To solve the above problems, this paper proposes a recommendation
algorithm based on attention mechanism and contrastive learning, which focuses on more important features through attention
mechanism and increases the number of samples to achieve data augmentation through contrastive learning, therefore it improves
model performance. The experimental results on two benchmark datasets show that the algorithm proposed in this paper has
further improved recommendation performance compared to other benchmark algorithms.

Key words: attention mechanism; contrastive learning; deep learning; neural collaborative filtering; recommendation algo-
rithm

1. Introduction. With the development of information technology, today’s society has entered the era
of informatization, generating a large amount of data every moment. How to quickly and accurately obtain
information that users are interested from these data is a challenge, and recommendation systems can effec-
tively solve this problem. At present, recommendation systems have been widely applied in e-commerce, social
networks, news communication, and other fields [1-3]. Recommendation algorithms are an important com-
ponent of recommendation systems, and their performance directly affects the recommendation effectiveness.
Currently, collaborative filtering recommendation algorithms are a widely used recommendation algorithm that
recommends items of interest to users by calculating their similarity and item similarity[4]. Among various
collaborative filtering recommendation algorithms, matrix factorization is one of the popular ones. Matrix
factorization decomposes user and item interaction information into two low dimensional user matrix and item
matrix, obtains the potential relationship between users and items, and recommends items of interest to users
through the product of the user matrix and item matrix [5]. In recent years, deep learning has also developed
rapidly, and neural networks in deep learning have achieved great success in many fields. Many researchers have
attempted to apply neural networks to the field of recommendation and have achieved some good results, among
which the neural collaborative filtering recommendation algorithm is one of them [6]. The neural collaborative
filtering recommendation algorithm is a recommendation algorithm that applies neural networks to matrix
factorization. It is a universal recommendation algorithm framework with both linear and nonlinear modeling
capabilities, which can learn stronger user and item representation abilities and has good recommendation
performance.

In recent years, with the continuous increase in data, it has been difficult to label data, and many data do
not have labels. Contrastive learning belongs to self-supervised learning, which can learn from unlabeled data
and extract important features from unlabeled data. Contrastive learning has made tremendous achievement
in many application fields [7-9]. In the field of recommendation systems, contrastive learning can transform
positive samples, add new samples to the sample space, and enhance the representation of data. By using
contrastive learning, the recommendation performance of recommendation systems can be effectively improved.
The attention mechanism simulates human attention, focusing more on important things and less on unimpor-
tant things. In recommendation systems, utilizing attention mechanisms can provide more attention and weight
to important users and items, rather than treating all users and items equally [10-12]. The attention mecha-
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nism can obtain important information, grasp key parts, better train models, and improve model performance.
Therefore, we proposes an improved neural collaborative filtering recommendation algorithm (NCF-AC), which
integrates attention mechanism and contrastive learning on the basis of neural collaborative filtering algorithm.
This algorithm uses attention mechanism to adjust the weights of different items, concentrate more attention
on important items, and use contrastive learning to add new samples for data augmentation. Experiments
were conducted on public datasets, and the results showed that the recommendation algorithm proposed in this
paper is effective. Compared with other recommendation algorithms, the recommendation algorithm proposed
in this paper has better recommendation performance.

The contributions of this paper can be summarized as follows:

1. This paper proposes an improved neural collaborative filtering recommendation algorithm (NCF-AC),
which integrates attention mechanism and contrastive learning on the basis of the neural collaborative
filtering algorithm. Use attention mechanism to adjust the weights of different items and focus more
attention on important items. Use contrastive learning to add new samples for data augmentation.

2. Experiments were conducted on public datasets, and the results showed that the recommendation
algorithm proposed in this paper is effective. Compared with other recommendation algorithms, our
proposed recommendation algorithm has better recommendation performance.

The rest of this paper is organized as follows. In Section 2, we introduced the neural collaborative filtering
model. In Section 3, we provided a detailed introduction to our proposed algorithm. In Section 4, we conducted
experiments on two public datasets to validate the effectiveness of our proposed algorithm. Finally, in Section
5, we gave a conclusion of this paper.

2. Neural collaborative filtering. In recent years, neural networks have developed rapidly and achieved
great success in image processing, voice recognition, natural language processing, and other fields. Neural
collaborative filtering (NCF) is a collaborative filtering recommendation algorithm based on neural network
technology, which replaces traditional vector inner product operations with neural networks to achieve matrix
factorization and calculate user ratings for items, and provide personalized recommendations to users. NCF is
a general framework based on neural networks for recommendation, consisting of two parts: generalized matrix
factorization (GMF) and multi-layer perceptron (MLP). It has the linear modeling ability of generalized matrix
factorization and the nonlinear modeling ability of multi-layer perceptron, which can better learn the latent
relationship between users and items. In generalized matrix factorization, users and items are encoded into
user and item vectors, and the linear latent relationship between users and items is described through the inner
product operation of user and item vectors. In a multi-layer perceptron, users and items are encoded and neural
networks are used to learn the deep nonlinear latent relationships between users and items. Generalized matrix
factorization has linear modeling ability, while multi-layer perceptrons have nonlinear modeling ability. The
combination of these two models has stronger learning ability and can better learn the deep latent relationship
between users and items [13-15].

In the NCF framework, matrix factorization models can be easily extended and learned from data, resulting
in a variant of matrix factorization. Therefore, this method is widely used in practical applications. There
is also an extension method that uses nonlinear functions to set the nonlinearity of matrix factorization and
learn the latent relationship between users and items from logarithmic loss data. By using nonlinear functions,
not only can the model be represented nonlinearly, but also its expressive power can be improved, thereby
obtaining the nonlinear relationship between users and items and improving the performance of the model.
Linear modeling is generally difficult to obtain deep latent relationships between users and items, therefore,
matrix factorization is not very effective in improving collaborative filtering. In the NCF framework, multi-layer
perceptrons have nonlinear modeling capabilities and great flexibility, enabling them to learn the deep latent
relationships between user and item. Multi-layer perceptron is different from generalized matrix factorization,
which can only use the inner product of fixed user and item features. A multi-layer perceptron can gradually
reduce the number of neurons from the input layer to the output layer, using fewer neurons at the higher level
to learn more abstract features of users and items. Multi-layer perceptrons generally have multiple hidden
layers, each with a different number of neurons, so that they can process datasets and complete various tasks.
Multi-layer perceptrons have nonlinear modeling capabilities and can learn nonlinear relationships in data. The
combination of nonlinear and linear models can further improve the performance of the model.
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3. Methodology.

3.1. Problem Definition. Generally, U = {u} is represented as a set of users, I = {i} is represented as
a set of items, and the historical interaction between user u and item ¢ is represented asy.;.
~_J 1, interation between u and i (3.1)
Yui 0 , otherwise ’

where y,;=1 represents the interaction record between user v and item i, and y,;=0 represents the interaction
record that do not exist between user u and project i. The number of user sets U is represented by m, the
number of item sets I is represented by n, and the historical interaction matrix between users and items is
denoted as Y, where Y is a matrix of m x n. Recommendation algorithms mainly predict user ratings for items
without interaction based on the historical interaction records between users and items, and recommend high
rated items without interaction to users. This process can be abstracted into the form of a learning function,
which is used to calculate the score of user u for item 7. The function is represented as:

A .
where y,; represents the prediction score of user u for item 4, and f represents the prediction function.

3.2. Framework diagram. The neural collaborative filtering recommendation algorithm is a recommen-
dation algorithm that applies neural network technology to collaborative filtering and has achieved great suc-
cess. However, the neural collaborative filtering recommendation algorithm treats all items equally and does
not consider the different impacts of different items on the recommendation results. The neural collaborative
filtering recommendation algorithm also did not consider the sparsity of user item interaction data and the
long tail effect. Therefore, we integrates attention mechanism and contrastive learning technology based on the
neural collaborative filtering recommendation algorithm to improve the recommendation performance of the
recommendation algorithm. By using attention mechanisms to assign different weights to different items, more
attention is given to important items. Through contrastive learning, transform the original samples to con-
struct new ones, achieve data augmentation, and optimize model performance. The framework diagram of the
neural collaborative filtering recommendation algorithm based on attention mechanism and contrastive learning
(AC-NCF) proposed in this paper is shown in Figure 3.1. The following will provide a detailed introduction to
attention mechanism and contrastive learning.
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3.3. Attention mechanism. Attention mechanism is a technique that simulates human attention, which
assumes that humans have different levels of attention towards different items, play more attention to impor-
tant items, and do not play too much attention into unimportant items. The attention mechanism believes that
different items will have different impacts on the results, and all items should not be treated equally. Different
items need to be given different weights. Attention mechanism can help us select important and useful infor-
mation from a large amount of information, play more weight into these information, and improve our work
efficiency. In recommendation algorithms, adopting attention mechanisms can better handle the interaction
between users and items, and focus more attention on important users and items, and improve the accuracy
of recommendation results, and achieve personalized recommendations. The attention mechanism can learn
from user behavior which items are more important to the user and which items are not important to the user,
in order to better recommend items that the user is interested in [16-17]. The calculation of attention in this
paper is shown in formula 3.3, which assigns different weights to different vectors to better match the user’s
preference for items. This can improve the accuracy of recommending items to users and better meet their
personalized needs.

du,i - VTReLU(Wa[pu; qz] + ba ) (33)

where W, and W, are the weight matrices and bias vectors from the input layer to the hidden layer, respec-
tively. v, is the attention weight vectors from the hidden layer to the output layer. [p,;q;] representing the
concatenation of two feature vectors. ReL.U is the activation function.

The attention mechanism can capture the attention of user u to item ¢ and assign different weights to
different items. When performing feature fusion, the final interaction features between users and items are
learned through p, and ¢,. Adopting attention mechanism, it is possible to better learn the latent relationship
between users and items, and improve the recommendation performance of the model.

3.4. Contrastive learning. Contrastive learning belongs to self-supervised learning and has been widely
applied in fields such as natural language processing, image processing, and computer vision. Contrastive learn-
ing constructs variants of the samples that are similar to the samples through transformation processing, adds
new samples to the sample space. The enhanced samples should be as close as possible in space, and different
samples should be as far apart as possible in space. The core of contrastive learning is data augmentation. In
the field of recommendation systems, user and item features are high-dimensional sparse data, and there is a
connection between user and item. The interaction data between users and items is a positive sample, and in
general, there are relatively few positive samples. Therefore, constructing more positive sample data through
contrastive learning is a key issue in contrastive learning [18-19]. The contrastive learning used in this paper
is to add random noise to positive samples to construct new samples and achieve data augmentation. For a
sample e; , calculate the sample using formulas 3.4 and 3.5 to construct a new sample.

e = e+ A (3.4)

e’ =e + A7 (3.5)
where add noise vectors A} and A”; to the original sample, following [|Af, = € and A = A © sign(e;) , A
conforms to a standard normal distribution.

Add noise to the original sample. Rotate the original sample at a small angle, with each rotation corre-
sponding to a new sample. By rotating multiple times, multiple new samples can be obtained, achieving data
augmentation. Because the original sample is rotated at a relatively small angle, the resulting sample maintains
a certain difference from the original sample after rotation, while also retaining the majority of the information
of the original sample. The noise added to the original sample is random and different. The calculation of
contrastive loss L; is shown in formula 3.6.

’

exp( eTe; t)
Ly = =l Lt 3.6
l Z I Ej exp( eiTej /t) (3.6)

%
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where 1/t is a constant, T represents the transposition of vectors, i represents a positive sample, j represents
a negative sample. The optimization of contrastive loss is to reduce the cosine similarity between different
samples obtained through the transformation of the original sample, making the sample distribution more
uniform. By optimizing the contrastive loss, similar samples can be made closer in the vector space, while
different samples can be further away in the vector space, maximizing useful information from contrastive
learning and improving model performance.

3.5. Model optimization. The loss function of the algorithm proposed in this paper consists of two
parts, one of which is the loss function L,, of the neural collaborative filtering recommendation algorithm after
adding attention mechanism, and the other is the loss function L. of contrastive learning. The optimization
objective of the algorithm proposed in this paper is the sum of loss L,,, loss L.; and L2 regularization.The loss
function of the algorithm proposed in this paper consists of two parts, one of which is the loss function L,, of
the neural collaborative filtering recommendation algorithm after adding attention mechanism, and the other
is the loss function L. of contrastive learning. The optimization objective of the algorithm proposed in this
paper is the sum of loss L,,, loss L.; and L2 regularization.

Loss L,: This is a paired loss that maximizes the difference in scores between positive and negative
samples. Perform matrix factorization on the user rating matrix and optimize it using Bayesian maximum
posteriori probability. The loss calculation is shown in formula 3.7.

L,=- Z n( Yp — Yn) (3.7)
i€B
where Yp represents the score of the positive sample, Y,, represents the score for negative samples, B represents
the set of samples.
After obtaining the loss L,, and loss L — ¢l , we combine them for joint learning, as shown in formula 3.8.

where A is the regularization coefficient, which is a hyperparameter used to adjust the severity of punishment.
The larger the value, the greater the severity of punishment. Adding regularization terms |6 is to prevent
overfitting.

4. Experimental results and analysis. In this section, we conduct experiments on public datasets to
verify the recommendation performance of our proposed algorithm. These experiments mainly answer the
following questions:

RQ1: How is the overall performance of our proposed recommendation algorithm compared to other recom-
mendation algorithms?

RQ2: What is the impact of the key parameters of our proposed recommendation algorithm on recommendation
performance?

RQ3: What is the impact of adding attention and contrastive learning modules to the neural collaborative
filtering recommendation algorithm on recommendation performance?

Firstly, we will introduce the datasets, evaluation metrics and comparison algorithms we use, and then answer

the above questions separately. Analyze the overall performance of the algorithm proposed in this paper, analyze

the impact of key parameters on recommendation performance, and verify the impact of different modules on

recommendation performance through ablation experiments.

4.1. Datasets. In order to verify the recommendation performance of the recommendation algorithm
proposed in this paper, experiments were conducted on two public datasets, and the detailed information of
these two public datasets is as follows.

1. Movielens dataset: The Movielens dataset is a commonly used machine learning dataset used to evaluate
the performance of recommendation algorithms. This dataset is collected through an online movie
rating website, which includes user data, movie data, and user rating data for movies. Regardless of
the specific rating given by the user to the movie, a score of 1-5 will be uniformly marked as 1 (with
interaction), and in other cases, it will be marked as 0. The data is preprocessed. We deleted user data
with less than 20 interactions between users and movies.



196 Jiangiao Liu

2. Pinterest dataset: The Pinterest dataset is also a commonly used dataset for evaluating the performance
of recommendation algorithms. It is a public and large-scale image recommendation dataset. This
dataset contains approximately 50000 users and 1.58 million interaction information between users and
items. In order to ensure the quality of the dataset, we also preprocessed the dataset, retaining only
user data with 20 or more interactions between users and items.

4.2. Evaluation metrics.

1. HR is a commonly used metric to evaluate the performance of recommendation algorithms, used to
evaluate the hit rate of recommendation systems. HR represents the proportion of items that users
actually like in the recommendation list. The range of HR values is generally between 0 and 1. The
higher the HR value, the more accurate the recommendation.

2. NDCG is the normalized discounted cumulative gain, which is also a commonly used indicator to
evaluate the performance of recommendation algorithms. NDCG considers the impact on the ranking
order of recommended items by users. Items with higher rankings have higher gains, while items with
lower rankings need to compromise their gains. Items with different ranking orders have different
contributions to recommendation performance, with the top items having a greater impact and the
bottom items having a smaller impact. The range of NDCG values is between 0 and 1, and the higher
the value, the better the recommended performance. NDCG is a comprehensive evaluation metric for
the recommendation performance of recommendation algorithms.

4.3. Comparison algorithms.

1. Item KNN: This is a recommendation algorithm based collaborative filtering, which obtains a set of
similar items to the target item based on the user’s historical behavior records of the item. Based on
the set of similar items, the algorithm estimates the user’s rating on the target item. The algorithm is
simple and efficient.

2. BPR: This is a recommendation algorithm based matrix factorization, which learns the latent features
of users and items through Bayesian analysis, optimizes using stochastic gradient descent, and then
recommends to users based on the ranking results of items. The algorithm has advantages in selecting
a very small amount of data for recommendation in massive amounts of data.

3. GMF: This is a generalized matrix factorization recommendation algorithm that represents users and
items as a low dimensional user matrix and item matrix through matrix factorization. Then, the
user matrix and item matrix are dot products, and item recommendations are made based on the dot
product calculation results. The algorithm is a relatively effective method in both explicit and implicit
feedback recommendations.

4. MLP: This is a recommendation algorithm based on neural networks, which has a hidden layer or
multiple hidden layers. There are multiple neurons in the hidden layer, and the next layer receives
input from the previous layer. The layers are converted through nonlinear activation functions. The
algorithm has good recommendation performance, but its training process is relatively time-consuming.

5. NCF: This is a recommendation algorithm that applies neural networks to matrix factorization, con-
sisting of two parts: generalized matrix factorization and multi-layer perceptron. It has linear and
nonlinear modeling capabilities and can better learn the deep latent relationship between users and
items, with good recommendation performance. The algorithm is a neural network-based collaborative
filtering algorithm proposed on implicit feedback data, and is a widely used recommendation algorithm.

4.4. Analysis of experimental results. In order to verify the effectiveness of the neural collaborative
filtering recommendation algorithm based on attention mechanism and contrastive learning proposed in this
paper, experiments were conducted on two public datasets with other benchmark algorithms to compare the
recommendation performance. In the experiment, this paper sets the number of layers for the multi-layer
perceptron to 3, the vector size to 64, the temperature coefficient to 0.1, the Top-K to 10, and the training
frequency to 20. Other benchmark algorithms are set according to the original references. The experimental
results are shown in Table 4.1. It can be seen from Table 1 that on the Movielens dataset, the recommendation
algorithm proposed in this paper has a higher evaluation metric HR than other benchmark algorithms, and
a higher evaluation metric NDCG than other benchmark algorithms. This indicates that adding attention
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Table 4.1: Performance Comparison

Dataset Movielens Pinterest
HR | NDCG | HR | NDCG
ItemKNN | 0.701 | 0.429 | 0.862 | 0.536
BPR 0.687 | 0.418 | 0.858 | 0.534
GMF 0.712 | 0.431 | 0.860 | 0.542
MLP 0.720 | 0.436 | 0.864 | 0.547
NCF 0.731 | 0.442 | 0.872 | 0.553
NCF-AC | 0.754 | 0.463 | 0.915 | 0.578

mechanism and contrastive learning on the basis of neural collaborative filtering recommendation algorithms is
effective in improving the recommendation performance of recommendation algorithms. For Pinterest dataset
with a large amount of data, the recommendation algorithm proposed in this paper also performs well in terms of
recommendation performance, with higher evaluation metrics HR and NDCG than other benchmark algorithms.
This indicates that the recommendation algorithm proposed in this paper is also effective for other datasets,
with wide adaptability and good generalization ability. Compared to the Movielens dataset, the Pinterest
dataset is a relatively large dataset, and having more samples can enable the algorithm to better learn the
representation of users and items, and better filter out items that users may be interested in. The experimental
results fully demonstrate that attention mechanism can enable users to pay more attention to important items,
better predict user behavior, and recommend more suitable items to users. Contrastive learning can optimize
models and improve algorithm performance by changing samples, increasing sample data, and enhancing data
representation. Therefore, based on the neural collaborative filtering recommendation algorithm, integrating
attention mechanism and contrastive learning can improve the recommendation performance of the algorithm
proposed in this paper to a certain extent.

4.5. The impact of parameters on performance. In the recommendation algorithm proposed in this
paper, the temperature coefficient 7 is an important parameter. If the temperature coefficient is set relatively
large, the distribution of negative samples will be smoother, which will cause the model to treat all negative
samples equally, thereby affecting the performance of the model. If the temperature coefficient is set relatively
small, the model will pay special attention to those hard negative samples, which may cause the model to think
that those negative samples may be potential positive samples, which will make it difficult for the model to
converge and the model’s generalization ability will be poor. The temperature coefficient 7 has a significant
impact on the performance of the model, therefore, the setting of the temperature coefficient 7 plays an im-
portant role in the model. Generally, appropriate temperature coefficient values can be determined through
experimental analysis. In order to obtain the appropriate temperature coefficient, we set the temperature coef-
ficients separately 7 = 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, experiments were conducted, and the experimental
results are shown in Figure 4.1 and Figure 4.2. From the experimental results, it can be seen that in the
Movielens dataset, as the temperature coefficient increases, the performance of the model gradually decreases.
When the temperature system is equal to 0.1, the performance of the model is optimal. When the temperature
system is equal to 0.1, the performance of the model is optimal. In the Pinterest dataset, the experimental
results are basically similar to those in the Movielens dataset. As the temperature coefficient continues to
increase, the performance of the model gradually decreases. When the temperature coefficient is equal to 0.2,
the performance of the model is optimal. When the temperature coefficient is equal to 0.2, the performance
of the model is optimal. The size and sparsity of different datasets vary, and the temperature coefficient is
not entirely the same. Through experimental analysis, it is generally found that the effect is better when the
temperature coefficient is set in the range of 0.1 to 0.2.

4.6. Ablation experiment. In order to verify the performance impact of adding attention module and
contrastive learning module on the recommendation algorithm based on neural collaborative filtering, we con-
ducted ablation experiments on the Movielens dataset and Pinterest dataset. We analyzed the impact of
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Fig. 4.1: The impact of temperature coefficient 7 on performance in Movielens dataset
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Fig. 4.2: The impact of temperature coeflicient 7 on performance in Pinterest dataset

different modules on recommendation performance through ablation experiments, and the experimental results
are shown in Figures 4.3 and Figures 4.4. We first add only an attention module to the neural collabora-
tive filtering recommendation algorithm, without adding a contrastive learning module, represented as NCF-A.
From the experimental results, it can be seen that on the Movielens dataset and Pinterest dataset, both the
evaluation metrics HR and NDCG have improved recommendation performance, validating that adding the at-
tention module can improve the performance of recommendation algorithms.Then, we conducted the following
experiment by adding only a contrastive learning module and not an attention module to the neural collab-
orative filtering recommendation algorithm, represented as NCF-C. From the experimental results, it can be
seen that on the Movielens dataset and Pinterest dataset, both the evaluation metrics HR and NDCG have
improved recommendation performance, validating that adding the contrastive module can improve the per-
formance of recommendation algorithms. From Figure 4.3 and Figure 4.4, it can also be seen that by adding
both attention and contrastive learning modules to the neural collaborative filtering recommendation algorithm,
the recommendation performance is optimal in terms of evaluation metrics HR and NDCG. Through ablation
experiments, we can conclude that using attention mechanism to adjust the weights of different items, focusing
more attention on important items, and using contrastive learning to add new samples for data augmentation
can effectively improve the recommendation performance of recommendation algorithms.

5. Conclusion. In this paper, we propose a neural collaborative filtering recommendation algorithm based
on attention mechanism and contrastive learning, which integrates attention mechanism and contrastive learning
on the basis of the neural collaborative filtering recommendation algorithm. Different items have varying degrees
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of impact on recommendation results, and attention mechanisms adjust the weights of different items based
on their varying degrees of impact on recommendation results. In response to the problem of data sparsity,
contrastive learning performs transformation operations on samples, increases the number of samples, enhances
data representation, and improves model performance by reducing the distance between similar samples in

the

projection space through contrastive learning loss. Extensive experiments have been conducted on public

datasets, and the experimental results show that the algorithm proposed in this paper is effective. Compared
with other benchmark algorithms, the recommendation performance has been improved to a certain extent.
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TIME SERIES DATA ANALYSIS AND MODELING OF MACHINE LEARNING
METHODS IN LIMB FUNCTION ASSESSMENT

XUEYING DUAN*

Abstract. In response to the current needs of patients with limb dysfunction, with the goal of safety, real-time, non-invasive,
and intelligent rehabilitation assessment, and with limb dysfunction patients as the research object, the author uses intelligent
perception technology to obtain rehabilitation data of patients, fully utilizing the advantages of the data itself, and is committed to
achieving rehabilitation training and muscle fatigue assessment for limb dysfunction patients. The author developed an assessment
model for limb function evaluation using the Dynamic Time Warping K-Nearest Neighbor (DTW-KNN) algorithm and a Long
Short-Term Memory (LSTM) neural network-based evaluation model. Based on the experimental findings, it was demonstrated
that DTW-KNN effectively categorizes and assesses the rehabilitation motions of upper limbs during elbow flexion under various
completion scenarios. Patients have the flexibility to conduct independent and effective upper limb rehabilitation training at
home using the upper limb functional rehabilitation system, without any constraints of time or space. By enabling physicians to
promptly modify the rehabilitation plan, the system significantly addresses the limitations of conventional upper limb rehabilitation
approaches, lowers the medical expenses associated with stroke upper limb rehabilitation, and helps mitigate the shortage of
rehabilitation specialists. Utilizing the developed upper limb functional rehabilitation system, the author gathered a set of inertial
sensing data on upper limb rehabilitation movements, showcasing prominent temporal features. Consequently, to address this
issue, the author proposes the use of Long Short-Term Memory (LSTM) neural network - a recurrent neural network (RNN) with
superior temporal data processing capabilities. Based on the multi-dimensional inertial sensing data collected by the upper limb
rehabilitation system, the author constructs a recurrent neural network classification model. The model can accurately classify
and evaluate different types of upper limb rehabilitation movements under varying completion scenarios. The experimental results
indicate that: The overall classification accuracy of DTW-KNN for elbow flexion, elbow flexion&forearm abduction, and shoulder
flexion in upper limb rehabilitation movements is 71.8%, 47.9%, and 68.8%, respectively. It was observed that the classification
accuracies of LSTM neural network model were 98.2%, 93.3%, and 95.1%, respectively. This marks a notable improvement in the
classification accuracy of LSTM neural network model compared to DTW-KNN, with an increase of 26.4%, 45.4%, and 26.3%,
respectively. LSTM has a significant advantage over DTW-KNN in terms of classification time, with less classification time.

Key words: Limb rehabilitation, Machine learning, Sensing data, Timing, neural network

1. Introduction. Limb dysfunction refers to clinical pathological changes in the limbs that are not con-
trolled by thinking. Effective rehabilitation training and muscle fatigue monitoring are the basic treatment
plans for patients with limb dysfunction, aimed at avoiding disuse atrophy of the patient’s limb muscles and
improving the body’s immunity. At present, medical resources are limited, rehabilitation costs are high, and
there are a large number of patients with limb dysfunction. Traditional rehabilitation training models have
low efficiency and lack a comprehensive evaluation system for limb rehabilitation training [1]. With the emer-
gence of intelligent rehabilitation, the key to tracking and managing patient rehabilitation is to efficiently and
accurately identify and obtain patient rehabilitation training actions, and to conduct real-time muscle fatigue
assessment of patient rehabilitation to ensure the safety of rehabilitation training.

At present, there is a huge gap between the medical and health service system and the health needs
of residents, and the supply-demand contradiction of medical and health services is becoming increasingly
prominent, seriously affecting the healthy development of society [2]. With the continuous intensification of
population aging, the total demand for medical services will still maintain a high level. However, due to the
imperfect structure of the medical system and the lack of high-quality human resources, the service supply
capacity is seriously lagging behind. The growth rate of health technicians and practicing physicians during the
same period is clearly unable to meet the annual number of diagnosis and treatment and hospital admissions.

Muscle fatigue is a phenomenon in which the body’s muscles are subjected to work activities, resulting in
the depletion of energy and substances in the body, affecting muscle energy supply and leading to a decrease
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in muscle output power. Muscle fatigue in patients with limb dysfunction is influenced by many factors, and
some fatigue cannot be detected through subjective feelings [3]. If patients neglect their muscle fatigue status
for a long time and engage in high-load rehabilitation training, it is likely to cause muscle damage. Therefore,
real-time evaluation and monitoring of the patient’s muscle fatigue level is necessary. Therefore, based on
the current limited rehabilitation resources, high rehabilitation costs, and a large number of people in need
of rehabilitation, the author will design a limb rehabilitation system based on deep learning and multi-mode
sensing data for patient rehabilitation training and muscle fatigue assessment, in order to improve the efficiency
of patient rehabilitation training and ensure the safety of patient rehabilitation training.

2. Literature Review. At present, perception of rehabilitation movements, assessment of limb motor
function, and assessment of limb fatigue are the most important and widespread needs in intelligent rehabilita-
tion. Within this landscape, entity relationship extraction methods built upon deep learning primarily encode
language units of various scales using low-dimensional word vectors, and then uses neural network models
such as convolution and loop to achieve automatic learning and extraction of relevant features. Therefore,
the author will use technologies such as the Internet of Things, sensors, and artificial intelligence to study
rehabilitation motion perception, limb movement function assessment, and limb fatigue assessment. With the
comprehensive effects of these three aspects, it will help optimize existing rehabilitation resources, improve pa-
tient rehabilitation outcomes, effectively alleviate the shortage of rehabilitation physicians, and is not limited
by time and space, with broad application prospects [4]. Xiuli, L. I. et al. observed the effects of upper limb
motor games on cognitive function, upper limb motor function, and daily living activities in stroke patients with
mild cognitive impairment. Upper limb motor games can promote the recovery of cognitive function, upper
limb motor function, and daily living activities in stroke patients with mild cognitive impairment [5].

Intelligent rehabilitation, as a branch of smart healthcare, can achieve a close integration of engineering and
medicine, and has the characteristics of strong knowledge professionalism, complexity, and diversity. During
the rehabilitation process, the patient’s level of limb motor function will constantly change. Real time assess-
ment of limb function can provide effective information for professional physicians and provide reference basis
for the optimization of patient rehabilitation training plans in the future. Swarnakar, R. et al. investigated the
potential of artificial intelligence and machine learning in assessing, diagnosing, and creating customized treat-
ment plans for individuals with movement disorders. They utilized wearable sensors, virtual reality, augmented
reality, and robotic devices to facilitate accurate motion analysis and implement adaptive neural rehabilitation
techniques. Additionally, remote rehabilitation powered by artificial intelligence allows for remote monitoring
and consultation. Nonetheless, it is imperative for healthcare professionals to interpret the information derived
from artificial intelligence and prioritize patient safety. Despite being in the early stages, the effectiveness of
artificial intelligence and ML in rehabilitation medicine will be determined through continued research [6].

In recent years, while machine learning has attracted widespread attention from various sectors of society,
it has also made significant breakthroughs in the field of rehabilitation. Compared to traditional criteria for
evaluating limb motor function, machine learning based methods for evaluating limb motor function are more
real-time and accurate. Tang Jinyu et al’s study observed the clinical efficacy of rehabilitation care in patients
with lower limb fractures and its value in preventing complications. In the experiment, patients with lower limb
fractures received rehabilitation care and achieved significant clinical efficacy. The fracture healing time of the
patients was significantly shortened, the lower limb motor function and knee joint function were significantly
improved, the psychological resilience of the patients was increased, and the incidence of complications was
significantly reduced [7]. The study by Yaxian, Z. et al. investigated the effects of different intensities of
wearable lower limb rehabilitation robot training on walking function, lower limb motor function, balance
function, and functional independence in stroke patients. Wearable lower limb rehabilitation robot training
may help improve walking function, lower limb motor function, balance function, and functional independence
in stroke patients, and high-intensity training may be more effective [8].

Despite the above research, certain issues persist, including: (1) The limb rehabilitation action recognition
method solely employs one type of sensor and fails to merge multi-sensor data for rehabilitating action percep-
tion, leading to amplified error noise and reduced precision; (2) Due to the high cost of equipment, reliance on
a single data source for measurement, and the inability to ensure accurate motion evaluation, the research falls
short in meeting the long-term, high-quality rehabilitation needs of patients; (3) The demanding specifications
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Fig. 3.1: Schematic diagram of limb function evaluation model

for rehabilitation training equipment make it impractical for home use and limit its potential to be accessible
to a vast number of patients with limb dysfunction. Therefore, in the context of intelligent rehabilitation,
the author collected upper limb rehabilitation movements of patients through low-cost and easily accessible
multimodal sensors, and studied the fusion of multimodal sensor data and the perception and evaluation mech-
anism of rehabilitation movements using machine learning algorithms, achieving low-cost and high-precision
rehabilitation action evaluation.

3. Limb function assessment based on machine learning methods . In response to the limitations
of existing rehabilitation methods, the author takes multi-modal perception data from rehabilitation training
as the research object and explores a limb function evaluation method based on deep learning algorithms. In
order to improve the performance of this study, the dynamic time distortion-k nearest neighbor (DTW-KNN)
algorithm was selected as a reference to evaluate the LSTM algorithm. Furthermore, the accuracy and efficiency
of modeling results between single and multimode data are compared[9]. In addition, the author also conducted
a comprehensive discussion on the modeling results.

3.1. Construction of limb function assessment model. A limb function evaluation model that inte-
grates mobile Internet, artificial intelligence, and multi-mode sensors is developed by the author. The structure
of this model is divided into two key components: a data collection segment where users directly participate,
and a server-based data analysis module. The schematic diagram of the limb function assessment model is
shown in Figure 3.1.

Limb movement data is primarily obtained through the built-in inertial sensors found in both mobile
devices and Kinect devices. The inertial sensors integrated into mobile devices encompass acceleration sensors,
gyroscopes, and directional sensors. On the other hand, Kinect devices utilize RGB cameras and depth cameras
for motion sensing purposes. To conduct upper limb movement training, it is necessary for the patient to hold a
smartphone equipped with an inertial sensor and select an appropriate standing position in front of the Kinect
device before commencing the training session. Upon initiating the training, the smartphone experiences spatial
displacement and variations in angles as the patient performs movements with their upper limbs. Real-time
data on different upper limb training movements performed by the patient can be monitored and collected
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Table 3.1: Display of Original Part Data

Heading Pitch  Roll

angle angle angle
-0.486 0.751 -0.468 -0.04 0.03 0.03 340.6 -48.9 -46.3  1.52
-0.464 0.757 -0.446 -0.04 -0.01 0.02 339.9 -48.7  -46.2  2.44
-0.455 0.763 -0.457 -0.03 0.05 -0.05 340.4 -48.8  -459  4.50
-0.464 0.755 -0.467 -0.02 -0.01 0.03 339.5 -48.5 -45.8  4.98
-0.476 0.746 -0.468 -0.03 0.05 -0.05 340.8 -489 -46.0 5.97
-0.436 0.770 -0.471 -0.02 0.11 -0.05 339.9 -48.9  -46.2  6.98

Qg ay a Wa Wy W angle

through the smartphone’s integrated acceleration sensor, gyroscope, and directional sensor [10]. In the inertial
sensor mode, the author successfully collected the patient’s movement data. Additionally, during upper limb
motor training, Kinect somatosensory devices are utilized to capture data on the movement of the patient’s
limbs. The built-in RGB camera and depth camera of Kinect devices respectively obtain two-dimensional image
data and image depth data of patients. Two types of data were preliminarily fused in Kinect, and patient limb
joint somatosensory pattern data was obtained. The sensor-collected data from both modes is sent to the
server over the Internet for further processing. Following this, the server integrates a variety of machine learning
algorithms with diverse pattern data to create several machine learning models for assessing upper limb motions.
[11].Once the models are built, inputting the patient’s movement data allows for obtaining evaluation results
on their upper limb movements. Employing various machine learning models can produce a variety of different
outcomes.

3.2. Data preprocessing. Based on the built-in inertial sensors and Kinect of smartphones, the author
gathers data on upper limb rehabilitation movements. Subsequently, the collected data on limb rehabilitation is
classified and evaluated using DTW-KNN and LSTM algorithms. The inbuilt inertial sensor of the smartphone
can determine the sequence data of the patient’s upper limb movements by referring to the three-axis coordinate
system ofthe phone, including the acceleration values a., a,, and a, measured by the accelerometer, the angular
velocity values w,, wy, and w, measured by the gyroscope when the phone rotates around the three-axis, and
the roll angle «, pitch angle 8, and heading angle v measured by the direction sensor. There are a total of 9
types of sequence data. The built-in RGB camera and depth camera of Kinect devices obtain patient limb joint
somatosensory mode data. Taking the author’s experimental movement of elbow joint flexion as an example,
the obtained elbow joint angle . The three joint points of the shoulder, elbow, and hand are all located in the
spatial plane, and their range of motion is on the negative half axis of the z-axis in the vector graph. Therefore,
the angle between the space vectors ES and EH can be directly used to measure the angle of the elbow joint,
and the calculation process is shown in formulas (3.1-3.3):

ES = (S, — By, S, — E,, S, — E.) (3.1)

EH = (S, — Hy,S, — H,,S. — H.,) (3.2)
ESEH

cost = W (33)

Therefore, the author collected a total of 10 multimodal sequence sensing data, and the raw data collected is
shown in Table 3.1.

In this study, there was inevitably a temporal difference in each upper limb movement performed by
patients with upper limb dysfunction, so the length of the raw data collected for each upper limb movement
was also different. Firstly, the missing data is filled in using anormal distribution, and action sequencesthat are
shorter than the specified lengthare extended to ensure that the mean andvariance of the sequence data remain
unchanged after interpolation [12]. Secondly, randomly delete action sequences with data entries exceeding
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Table 3.2: Action Information

Brunnstrom staging  Action labels Number of action groups

Phase IV bad 27
Phase V in 27
Phase VI good 27
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Fig. 3.2: Template Action and Test Action Sequence Trajectory Matching

the specified length, ensuring that the action sequences are of equal length and placed in the LSTM algorithm
model. In addition, the collected multimodal sensing data has significant differences in numerical range, and
normalization processing is needed to ensure that the data is between 0 and 1, ensuring that it is within the
same level. The data normalization is shown in formula 3.4:

XnOTm Xmaz - Xmin (34)
where X is the raw data, X4, and X,,;, are the maximum and minimum values of the data, respectively.
Due to the different rehabilitation stages and functional states of the upper limbs, the quality of rehabil-
itation actions performed by patients varies. As shown in Table 3.2, the author evaluated the rehabilitation
actions of Brunnstrom IV patients as bad, Brunnstrom V patients as medium, and Brunnstrom VI patients as
good. 27 sets of actions were collected for each type of data, totaling 81 sets of actions.

3.3. Construction of a limb function evaluation model based on DTW-KNN. The DTW algo-
rithm, also known as dynamic time warping, is a method used to measure the similarity between two time
series of different lengths. It uses the idea of dynamic programming to calculate the similarity between two
sequences by stretching and compressing time series.

As shown in Figure 3.2, capture the sampling points from 0 to 100 for the template action and test action,
and zoom in on some data segments within the red dashed box. The DTW algorithm performs local point-to-
point matching on the trajectories of two time series data to minimize the sum of cumulative distances between
the two sequences, thereby comparing the similarity between two non equal length sequences. The black curve
N represents the template action sequence, the red curve M represents the test action sequence, and N1 — N5
and N1 — Ny represent the data points on the two sequences, respectively. Calculate the Euclidean distance
between two data points to obtain the distance matrix C. The correspondence between points in two sequences
can be expressed as formula 3.5:
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Taking the heading angle in Figure 3.2 as an example, f,(k) and f,,(k) represent the range of heading
angle values from -180 ° to 180 °. The value of k is the number of sensor data collected by the patient for a
set of rehabilitation training actions, with a range of values from 1 to S. According to the distance matrix C,
the cumulative distance matrix D can be obtained. The solution value for the cumulative distance matrix D is
d¢(N, M), and the minimum value is DTW (N, M), as shown in formulas (3.6-3.7).

S
dy(N, M) =" d(f(k), fm(K)) (3.6)
k=1
DTW (N, M) = minds(N, M) (3.7)

In this study, the acceleration values a;, ay, and a, measured by the accelerometer, the angular velocity
values w;, wy, and w, of the three-axis rotation measured by the gyroscope, the angle data «, pitch angle g,
heading angle v measured by the directional sensor, and the angle data collected by Kinect were a total of 10
dimensional sequence data. Therefore, the sum of the distances from each dimension is the distance between
two rehabilitation action sequences.

The K Nearest Neighbor (KNN) algorithm is currently a commonly used data classification method. The
author selects a K value of 11 and inputs the cumulative distance between two rehabilitation action sequences
obtained by the DTW algorithm into the KNN classifier to complete the classification evaluation of patient
rehabilitation training actions [13].

3.4. Construction of a limb function evaluation model based on LSTM . Each LSTM cell has 3
inputs and 2 outputs. The inputs include the multidimensional sensing data input x;

3.5. Experimental setup and evaluation indicators. The author’s experiment used word vectors
trained by the Word2Vec algorithm for word embedding, with a dimension of 300. Based on prior knowledge,
the K parameter was set to 20, the alpha parameter was set to 4e~2, and the optimal values of other parameters
were determined using a grid search algorithm on the dataset. Finally, the optimal results were achieved in the
55th to 60th iteration rounds. The optimal parameter settings for the model are shown in Table 4.2. at the
current moment, the LSTM cell output and the cell state h;_; at C;_; the previous moment, and the outputs
include the output value h; and cell state C;. Currently, the unit status represents the transmission process
of information. The LSTM network mainly relies on the unit state C and the current output h for model
training. Wy, W;, W, and W, represent weights, b represents bias terms, o is the sigmoid function, and tanh
is the hyperbolic tangent function, as shown in formulas (3.8-3.9).

1
1+e 7

Sigmoid(z) = (3.8)

sinh(z) e*—e™®
tanh(x) = = .
anh(z) cosh(x) e*+4e® (3:9)

LSTM cells contain three basic structures, namely output gate, input gate, and forget gate. The three
gating units of LSTM each have independent weight matrices and skewing parameters, which can change the
connection weight and skewing for each time step data. This design is conducive to avoiding gradient vanishing
and explosion, and is suitable for processing long-term multi-dimensional sensing data [14]. The function of
the forget gate is to forget unnecessary information and control the magnitude of the forgotten input z; and
the previous hidden layer output h:—1, as shown in formula (3.10):

fe = o(Wylhi—1, 2] + by) (3.10)

The function of the input gate is to save new information to the cell state. Firstly, the input gate determines
the information in the cells that need to be updated by using an S-shaped function. As shown in formula (3.11):

n :O'(Wi[ht_l,l’t] +bz) (311)
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Table 4.1: Detailed indicators of elbow joint flexion A/B/C completion test movements

index Class A test action  B-class test action C-class test action
Accuracy 86.3% 100% 53.2%

recall 78.2% 57.2% 92.3%
Specificity 95.8% 100% 65.2%
F1-Score 82.7% 72.4% 67.6%

After determining the information that needs to be updated, use a tanh function to generate a vector and
obtain alternative update content as shown in formula (3.12):

C| = tanh(We[hi—1, 4] + be) (3.12)
The final author combines these two parts to obtain a new cell state, as shown in formula (3.13):
Cr= fix Cry +ir % Gy (3.13)

The responsibility of the output gate is to determine the final output content based on the cell state. Firstly,
LSTM uses a sigmoid function to determine which part of the cell state to output:

Oy = U(Wo[ht, a:t] + bo) (314)

After determining the output part of the cell state, the cell state will be processed by tanh and multiplied
by the result of the sigmoid function to obtain the final output result, as shown in formula (3.15):

ht = O¢ * tanh(C’t) (315)

In this study, the input information x; = (x41, %42, -+ ,2,;,) represents an n-dimensional feature vector
generated by normalizing the original data, which is the multi-dimensional elbow joint flexion motion data
obtained by multi-mode sensors. Set the time step to S, take the top S data of the current data to be classified,
and obtain S * n dimensional data. The author integrates these data into an input matrix and sends it into
the recurrent neural network model. Each time, the data sample x;(t = 1,2,--- ,s) at time t is placed, and a
total of S times are placed in the loop. h;_1 is the output result of the model at time ¢ — 1, which is fed into
the hidden layer at time t to obtain the classification prediction result h; of the action sequence at time t. The
LSTM algorithm excels at extracting features from time series and integrating multi-dimensional sensor action
data. The simplest method is to treat multi-dimensional sensor action data as a complete multi-dimensional
time series. In the author’s multivariate time series modeling using multi-dimensional elbow joint flexion motion
data as input, updating the state of each time node in the multi-dimensional sensing data is crucial, and a
neural network model suitable for multiple input variables is needed. The LSTM algorithm can perfectly solve
this difficult problem.

4. Experimental results. In order to evaluate the effectiveness of different pattern data and machine
learning algorithms in rehabilitation action classification, it is necessary to compare the accuracy of classification
results obtained using different algorithms for different pattern data. This article used DTW-KNN and LSTM
algorithms to model the collected data and analyzed the classification results obtained.

(1) The classification of DTW-KNN. Tt is as follows.

For elbow flexion movements, the overall classification accuracy of DTW-KNN is 71.8%.

The overall classification accuracy of DTW-KNN for elbow flexion and forearm abduction movements is
47.9%.

For shoulder flexion movements, the overall classification accuracy of DTW-KNN is 68.8%. Tables 4.1 to
4.3 provide detailed indicators of the completion of these movements.
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Table 4.2: Detailed indicators of elbow flexion and forearm abduction A/B/C completion test movements

index Class A test action  B-class test action C-class test action
Accuracy 34.5% 56.8% 0%

recall 56.7% 74.3% 0%
Specificity 63.2% 56% 100%
F1-Score 42.2% 65.2% 0%

Table 4.3: Detailed indicators of shoulder joint flexion A/B/C completion test movements

index Class A test action  B-class test action  C-class test action
Accuracy 46.85% 92.7% 100%
recall 89.1% 63.4% 63.2%
Specificity 66.5% 90.2% 100%
F1-Score 62.2% 71.6% 77.2%
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Fig. 4.1: Classification error and accuracy of elbow flexion LSTM neural network model

Table 4.4: Classification Efficiency Analysis of Two Classification Algorithms for the Completion of Three
Upper Limb Rehabilitation Actions

Algorithm& . elbow Elbow flexion& Shoulder
Efficiency action flexion forearm abduction joint flexion
DTW-KNN Accuracy 71.8%  47.9% 68.8%
time consuming 127.98s  93.28s 95.18s
LSTM Accuracy 98.2%  93.3% 95.1%
time consuming 3.18s 5.41s 3.25s

(2) LSTM model error and accuracy. Figures 4.1 to 4.3 show the classification errors and accuracy of LSTM
neural networks corresponding to elbow flexion, elbow flexion&forearm abduction, and shoulder flexion.

Based on the classification results of three types of upper limb rehabilitation exercises completed by different
classification models, as well as the comprehensive efficiency analysis in Table 4.4, from the above analysis, it
can be seen that the DTW-KNN algorithm has good overall classification results for the three types of upper
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Fig. 4.3: Classification error and accuracy of LSTM neural network model for shoulder flexion

limb rehabilitation movements, but there are differences in accuracy between different rehabilitation movements.
The classification accuracy of elbow flexion and shoulder flexion rehabilitation exercises is excellent, but the
classification accuracy of elbow flexion and forearm abduction movements is relatively low, only 47.9%. From
Table 4.1, it can be seen that the accuracy, recall, and F1 Score of the elbow flexion and forearm abduction
movements with completion status C are all 0, indicating that the DTW-KNN classification model cannot
accurately classify the movement with completion status C. In addition, among the three types of upper limb
rehabilitation exercises, the DTW-KNN classification model provides a more accurate classification of actions
with a completion state of B. In elbow flexion, the classification results for actions with a completion state of
C are relatively average, while in shoulder flexion, the classification results for actions with a completion state
of A are not as good as the corresponding classification results for actions with a completion state of B and C.

The overall fitting of the LSTM neural network model is good. The classification accuracy of LSTM for the
above three types of upper limb rehabilitation movements is 98.2%, 93.3%, and 95.1%, respectively. Compared
to DTW-KNN, the classification accuracy of neural network models has improved by 26.4%, 45.4%, and 26.3%,
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respectively. As the number of model iterations increases, the error stabilizes at a relatively low level. In
addition, LSTM takes much less time for classification than DTW-KNN, making it more advantageous.

The author takes the common rehabilitation training action of elbow joint flexion as an example, and the
results show that the rehabilitation training platform based on multi-mode sensor technology can ensure that
patients complete rehabilitation training at home and accurately obtain patient rehabilitation training motion
data [15]. In limb function assessment tasks, the evaluation effect of multi-mode sensing data is better than
that of single-mode sensing data. The DTW-KNN algorithm performs well in low dimensional data, while in
high-dimensional data, the LSTM algorithm performs better in accuracy and time overhead compared to the
DTW-KNN algorithm.

5. Conclusion. In response to the current needs of patients with limb dysfunction, with the goal of safety,
real-time, non-invasive, and intelligent rehabilitation assessment, and with limb dysfunction patients as the
research object, the author uses intelligent perception technology to obtain patient rehabilitation data, fully
utilizing the advantages of the data itself, and is committed to achieving rehabilitation training and muscle
fatigue assessment for limb dysfunction patients. An efficient and accurate method for evaluating the completion
of limb retraining movements is crucial for patients’ home rehabilitation. Considering the significant temporal
nature of the inertial sensing data collected by the author for limb rehabilitation movements, and the good
performance of recurrent neural networks in solving sequence data problems, the author considers using LSTM,
which has good performance in processing sequence data, in order to solve practical classification problems.
This article provides a detailed explanation of the modeling process for constructing a classification model
for action completion based on the inertial sensing data collected from limb rehabilitation movements in this
study and the LSTM neural network. In addition, under the guidance of a rehabilitation therapist, the author
collected three limb rehabilitation movements: elbow flexion, elbow flexion&forearm abduction, and shoulder
flexion under different completion conditions, and conducted DTW-KNN and LSTM comparative experiments,
the overall fitting of the LSTM neural network model is good. The classification accuracy of LSTM for the
above three types of upper limb rehabilitation movements is 98.2%, 93.3%, and 95.1%, respectively. The
classification accuracy of LSTM neural network model has improved by 26.4%, 45.4%, and 26.3% compared to
DTW-KNN, respectively. LSTM has a significant advantage over DTW-KNN in terms of classification time,
with less classification time.

Real time and accurate assessment of limb function can enable rehabilitation physicians to timely under-
stand the patient’s health status, optimize the patient’s rehabilitation training plan, and effectively improve
the quality of patient rehabilitation. At present, rehabilitation treatment resources are limited, rehabilitation
costs are high, and the number of people in need of rehabilitation is huge. In addition, traditional rehabilitation
training evaluation methods rely on the professional knowledge of physicians, with strong subjectivity and low
accuracy. The completion of the patient’s rehabilitation training plan after discharge is not satisfactory, and
there is a lack of a comprehensive rehabilitation training evaluation system. In response to this situation, the
author has developed a rehabilitation training platform based on multi-mode sensor technology, where patients
can receive high-quality rehabilitation training at home according to the rehabilitation plan formulated by
physicians. The rehabilitation training platform obtains multi-mode sensing data of patients’ rehabilitation
through Internet technology, inputs them into the limb function evaluation model, and effectively feeds back
the evaluation results of rehabilitation training to patients and doctors in real time, so as to improve the
rehabilitation quality and training enthusiasm of patients.

As the effectiveness of patient rehabilitation training continues to improve, the patient’s rehabilitation train-
ing plan needs to be synchronously optimized. The existing human-machine collaboration methods have poor
effectiveness, generally based on single factor considerations, and the efficiency of utilizing expert knowledge
is low. They cannot effectively combine rehabilitation medical data with expert knowledge to apply to patient
rehabilitation decision support. With the emergence of massive rehabilitation information, clinical diagnosis
and treatment doctors and rehabilitation physicians are facing a huge challenge. Clinical diagnosis, treatment,
and rehabilitation plans for patients can only be formulated based on subjective personal experience, making
it difficult to obtain and reuse past rehabilitation treatment plans, resulting in the waste of medical resources.
Therefore, a medical decision support system can be established by combining the massive medical data gen-
erated by the rehabilitation industry with the limb movement function results evaluated by patients. Medical
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decision support systems use cutting-edge technologies such as machine learning and artificial intelligence to con-
duct in-depth analysis and inference of diverse medical structures and related professional knowledge, thereby
assisting doctors in optimizing rehabilitation plans and predicting rehabilitation risks, improving treatment
efficiency and service quality for patients.
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DEVELOPMENT AND APPLICATION OF SPORADIC MATERIAL INVENTORY
OPTIMIZATION MANAGEMENT SYSTEM BASED ON ARTIFICIAL INTELLIGENCE

QIAN LI} WENJUN HOU{ YATONG WU} YAQI HOU$ AND JIAN ZHUY

Abstract. This paper introduces the overall framework of the intelligent electrical sporadic materials management system
based on the ubiquitous Internet of Things. The system includes storage equipment and an intelligent management terminal. It
makes optimal design for storage equipment and intelligent management terminals. The dynamic modeling of a three-layer supply
chain system of power materials is constructed and composed of manufacturers, suppliers, and raw materials. The inventory
control strategy of each link in the supply chain of power materials under different cooperation levels is studied by introducing the
corresponding adjustment variables. Through the experiment and analysis of the system, it is proved that the system has good
performance in label management, resource management, inventory management, disposal management, system management and
essential management. The number of concurrent users, response speed, stability and other aspects of the system are excellent.
The database is complete, independent, and secure. And the data is objectively reasonable and repairable. The system can lay a
specific technical foundation for intelligent management of electrical sporadic materials.

Key words: Artificial intelligence; Power material optimization; Inventory optimization; Power material supply chain

1. Introduction. The auxiliary products produced by State Grid Power Company have a lot of uncertain-
ties (such as great demand and large randomness). However, the traditional power supply chain information
transmission system is subject to the lagging development of science and technology and the lack of effective
control measures, resulting in high internal information concentration and imperfect information transmission
mechanisms between different levels. It was found that due to insufficient information sharing and a slow
interaction rate among enterprises at each link in the supply chain, information transmission between all links
in the network will be significantly affected. Due to the lack of adequate information disclosure, the overall
decision-making efficiency and effect of the whole supply chain are greatly restricted. Using new scientific
and technological means is essential to effectively manage the existing supply chain and inventory of power
materials. Literature [1] builds a supply chain management system based on blockchain, applies this system to
the automotive industry and achieves an excellent win-win situation. Literature [2] uses the blockchain method
to build a vehicle supply chain traceability system, which effectively alleviates the lack of credit among enter-
prises in all aspects of the vehicle supply chain. The system improves the security and traceability of vehicle
information. Literature [3] introduced blockchain technology in the manufacturing industry and established
the concept of “sharing culture” among enterprises, thus effectively improving the overall service quality of the
manufacturing industry. Literature [4] argues that blockchain technology can generate three kinds of value:
sharing, security, and smart contracts. These three features are embodied in the supply chain as encryption,
consensus mechanisms, and smart contracts. Literature [5] introduced blockchain technology in the production
process of dairy products to build distributed transaction records. The system can accurately track important
information throughout the supply chain. This project intends to study the intelligent inventory management
system of electrical sporadic materials in the ubiquitous Internet of Things environment, aiming to achieve the
purpose of interconnection, ubiquitous visualization and intelligent management of electrical sporadic materials.
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Fig. 2.1: Physical architecture of the electrical sporadic materials inventory management system.

2. Design of optimization management system for electric sporadic materials inventory.

2.1. System Architecture. The physical architecture of the intelligent management system for electric
sporadic materials is shown in Figure 2.1 (the picture is quoted in Energies 2017, 10(12), 2107). Storage devices
store waste power and waste materials. A load cell is arranged on each pad of the storage device. An intelligent
management terminal is in the middle, under the tool [6]. The weighing sensor transmits the weight signal
of the electric power device to the intelligent management terminal through the junction box. The intelligent
management terminal uses 4 G/5 GNB-not to transmit the weight, position, height and other information to
the intelligent management system [7]. Electrical sporadic materials are an intelligent management system that
stores and transports waste materials for monitoring.

2.2. Optimal design of transportation and storage devices. Firstly, the whole system is optimized.
The aim is to reduce its quality. The original half-fan door is transformed into a one-type door, which can
effectively improve power materials’ loading and unloading efficiency [8]. The lock structure has been improved
to reduce the time required for unlocking and locking. The weighing part on the gate is combined with the whole
gate by mounting the weighing element on each base plate. The weight of loading and unloading equipment is
significantly reduced, and the total amount of stored electrical energy is increased.

2.3. Optimization design of intelligent management terminal. Information such as the location,
quality, elevation and production process of electric power materials are stored intelligently and uploaded
to the intelligent management platform of electric power materials [9]. The operation status of storage and
transportation equipment is monitored, and parameters are set by using the human-machine interface. It is
the central link to the whole process of monitoring and managing power generation equipment. The system
comprises weighing, positioning, communication, and power supply modules. The modular architecture allows
for easy maintenance and updates. This system separates weighing and other functional modules and the
weighing sensor and intelligent management terminal are connected. The weighing sensor is connected to
the terminal box, and the terminal box does not need to be opened when the weighing sensor is replaced to
facilitate the installation, use, maintenance and update of the weighing sensor [10]. In addition, the spacing
of each weighing element also reserves sufficient margin. Each weighing element carries about 10 t, which
can ensure the quality of carrying electric energy materials. In the weighing process, the intelligent algorithm
directly displays the necessary power materials in the storage and transportation unit on the web page.

Unlike the conventional single-frequency positioning method, the positioning module uses the L1+L5 fre-
quency band. The L5 band has a high signal coding rate. The dual frequency band can effectively suppress
the position deviation caused by the atmospheric ionosphere and significantly improve the position accuracy of
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Fig. 2.2: Structure of intelligent power material management system based on ubiquitous Internet of Things.

the satellite. Intelligent management terminals can reach an accuracy of 3-5 meters in open areas. The relative
height of the box is calculated by using the difference of air pressure in the height measurement to calculate
the floor where the box is located accurately. The intelligent management terminal retains an upgradeable
test interface, built-in RS-485, I/O and other ports for easy plugging and maintenance [11]. The 5G Internet
of Things adopted in this paper has the characteristics of low power consumption and high anti-interference
ability.

The power module uses a safe battery, which can increase the battery’s capacity without increasing the
housing size [12]. In the process of use, if there is an abnormal phenomenon, the system will send an email to
remind the user. LCC batteries have a wide operating temperature range compared to nickel-chromium and
lithium batteries. This battery will not spontaneously ignite even if a puncture occurs and charges faster.

2.4. Realization of service functions of the system. The platform can control the state of the whole
process, analyze the whole data and make intelligent decisions [13]. The system is divided into three levels:
data input layer, platform application layer and background management layer. Figure 2.2 shows the structure
of the intelligent management system for electric power materials (the picture is quoted in Appl. Sci.2021,
11(21), 9820).

The core of the power materials management system is to input and manage the electronic label of power
materials. The intelligent management process of resources, inventory and processing is realized [14]. Material
management is mainly used to manage warehouse resources, such as warehouse number, location, automatic
distribution, etc. Inventory management includes inventory count, inquiry, inventory count, warehouse capacity
analysis, monthly inventory utilization, storage season and seasonal analysis, etc. Disposal management includes
disposal method input, time reminder, plan formulation, approval, and early warning. The parameter setting
layer includes the system management and essential management functions. These include name/number,
role/position, data/function authorization, and system operation records. Essential management includes the
basic functions of warehousing management, such as environmental parameter setting, purchase requirements
management, warehousing rules setting, etc. The module also provides supplier/carrier management and
transfer document management functions.
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Fig. 2.3: Improved business process for intelligent management of power materials.

2.5. Business process optimization. The steps are the followings:

1. Change the traditional telephone booking mode and use the intelligent power supply equipment man-
agement platform to achieve booking.

2. The manually registered electric energy materials in the warehouse are reformed, and the intelligent
management terminal is used to input and store electric energy materials.

3. Change the traditional warehouse and construction worker measurement modes and realize the au-
tomatic measurement by transportation unit measurement. The data is transmitted to the system
through the intelligent management terminal and verified by the system.

4. The warehouse manager’s location assignment mode is improved to automatically configure the location
according to the optimal algorithm of the location allocation.

5. Change the method of manual inventory of electrical energy materials.

The system provides intelligent decision support for the disposal of power supplies, the optimal allocation
of cargo locations, the inventory check of power supplies and other work.

3. Supply chain inventory management based on block database model. If there is no complete
collaboration in the block-based database model, and only their inventory costs are shared, they will aim to
optimize their inventory and make production and order forecasts. Let the quantity demanded K(a < K < f3)

be random and equally distributed. So now people have the distribution function G(K) = Ig__(‘j and the
probability density g(z) = ﬁ . soa=uv—13e,8=uv+ 3. The expected value is v = aT-l-B and the
standard deviation is e = 1/ & ;; )> Table 3.1 lists the relevant variables and explanations.

3.1. Optimization of material platform orders. The material platform makes ordering decisions based
on demand information shared by the various demand parties in the modular database [15]. The formula for
calculating the inventory cost of the material platform can be obtained:

oo

Qs
W (C) =Y [ (K —Qu)a(K)dz +C, / (Qs — K) g1 (K)dz + Y@,
Qs 0
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Table 3.1: Variables and Definitions.

Variable Paraphrase

Cm Unit price of producer’s inventory

Ch Price of supplier’s inventory

C, Material platform unit inventory cost
Qm Producer’s output

Qn Quantity ordered by supplier

Qr Quantity ordered by material platform
P, Manufacturer’s manufacturing cost per product
P, Supplier’s unit price

P, Unit price of material platform

Py Unit price of material platform

C, The unit price of supply chain inventory
E Total inventory

Taking the derivative of Qs in formula (3.1) gives:

dWwy (Cs
) -G QU]+ GG (Q)) + Y,
When (3.2) =o, the optimal purchase quantity Q% = MCSJF%ZI?,EUY”_YS) is obtained.

3.2. Supplier’s Optimal Ordering Decision. Construct the ordering strategy of the raw materials
platform based on the block database. The relationship between inventory costs and suppliers is as follows:

o Qn
Wa(Cn) =Y, [ (@0~ Q)02 (@)@ +C |7 @ - im(@)dae. + 0.3
Taking the derivative of @, in (3.3) yields:
DRI - G2 (Qul] + a2 (Qu) + Yo

If (3.4) is 0, the manufacturer’s optimal order quantity Q% = O‘(C"JFYC”)ie(YﬁY") is obtained. 3.3 Manufac-
turer’s Optimal Output Decision. Manufacturers can schedule productio}?i tﬁrough vendor ordering decisions
based on the block database. From the above assumptions, the formula for calculating the manufacturer’s
inventory cost can be obtained:

S Qm
Wi (Con) = Yo / (@ — Q) 95 (Qm) dQu + Cr / (@ — Qn) 93 (Qm) Qo + Yin O

0

m

Taking the derivative of @Q,, in (3.5) yields:
dWs (Cp,)

dQm,
If formula (3.6) = o, the optimal product yield Q¥, = ”(C""Hg”)if,(y”*m”) of the manufacturer can be

obtained.

== *Yn []- - G3 (Qm)] + CmGS (Qm) + Ym

3.3. Model construction based on independent priority. Block database provides a good platform
for information sharing. It enables the enterprises in each link of the supply chain of power materials to quickly
obtain reliable information from the supply chain and downstream enterprises [16]. This paper develops a
dynamic model based on independent dominance (Figure 3.1 cited in Processes 2021, 9(6), 982).



Development and Application of Sporadic Material Inventory Optimization Management System 217

Supply Chain Management Model: Make To Ordei (MTO)

Order Display: Traceability

Committad O Firm_Orders Work_In_Process Dalivery uest o rdis
. Co_Policy r‘ﬂ Inputs_Order
el T . E3 . .| | )
A .
V c— i ™ »
AR 1 S - 1

N ] X 'v; L O_Accepted_AS '\ Qrder_Completed Delrvered
) - v \ \
- SN L O Vi / o
( \ e are .
Dem_ / & ! ; 5 %-J
= :\e‘r-“. 3 Tima_OA Order_Prodt i %—J by
Dem_2 - Time_FOA g completed Ship
SUPPLIER FOCAL MANUFACTURER 'S
- DISTRIBUTION

A U Hnputs_Order
e & = a P
G s ik % Time_FOA rint_Time

" )
" o :
Purchase { ,} RM_Consumption

— 0_Delivered
Purchase_Delay |

S_Lead_Time \JCF_Ochessed Input_gP \g_Completed

2 :
f } Available_Manuf
A :

./-{.
o —

Raw_Mat_lnv s

Order_Prodt

Raw_Mat_Exit v?l_—-:'.':.'t = Capacity ]

RM_Consumption Printers

N,
[

4

Print_Load

Fig. 3.1: System dynamics model under respective dominant modes.

3.4. Optimal Decision under Smart Contract Association. This project intends to introduce the
power material management supply chain model based on blockchain technology to form a close cooperation
relationship between producers, suppliers and raw material platforms through the raw material platform to
share inventory. In contrast, suppliers share the cost of inventory [17]. Through the block database, the
production planning of the supply chain is discussed, so ¢, = Qm = Qn = Qs,C. = Cs. When the ordering
decisions of these three people are the same, the inventory cost of the entire supply chain can be expressed by
the following formula.

AW, (C) = Y, / (K — ) 91 (K)AE + C, /0 " (G — ) (K + Yogrn

m

Taking the derivative of g, in formula (3.7) gives:

dWy (C.)

dq = 7Yw [1 - Gl(K)] + CsGl(K) + Yn

(Cs+Yn)+BYuw+Yn)

Gy can be obtained.

When equation (3.8) = 0, the optimal production product ¢}, = <

4. Test and analysis. The black box test method is used to test it to check the performance and quality
of the ubiquitous IoT power management system developed in this paper. The black box method tests the
system software’s function by inputting test cases and checking whether the output meets the expectations [18].
The functional test results of the intelligent management system for electric power materials are shown in Table
4.1. The performance test results of the intelligent management system for electric power materials are shown
in Table 4.2. The test results of the database security of the intelligent management system for electric power
materials are shown in Table 4.3.

5. Conclusion. This paper designs the physical and functional architecture of the intelligent management
system of power materials based on the ubiquitous Internet of Things. Finally, an example is given to verify
the performance indicators of the intelligent electric power logistics management system under the "ubiquitous
Internet of Things” proposed in this paper, which meets users’ requirements. The platform has a comprehensive
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Table 4.1: System function test results.

Serial Test content Output result Test result
number

1 Label management Consistent with the desired output | Successful test
2 Material management Consistent with the desired output | Successful test
3 Inventory control Consistent with the desired output | Successful test
4 Waste disposal Consistent with the desired output | Successful test
5 System Administration Consistent with the desired output | Successful test
6 Grass-roots administration | Consistent with the desired output | Successful test

Table 4.2: System performance test results.

Serial Test content Test result
number

1 Parallel operand P 1000

2 Data collection rate 95% or higher
3 LAN response time <100 ms

4 User registration response time 3.6 s or less

5 Main menu response time 3.1 s or less

6 Timeliness of intelligence response | 93% or higher
7 Static information integrity 93% or higher
8 Accuracy of information 93% or higher
9 Stability of system No problems, such as system crash, occurred
10 Database stability stable

Table 4.3: Results of database security tests.

Serial Exam question Test result

number

1 Database security The database is encrypted

2 Database integration degree Complete database for all business activities to provide data
support

3 Database data manageability It supports the operation of adding, modifying and deleting
system data.

4 Database independence Independence from other systems

5 Database storage and recovery functions | In the event of an error, the database has a complete backup
and can be restored quickly

function and a good security guarantee ability, and it can be well adapted to current power material management
needs.

6. Acknowledgement. This article is the research result of the 2023 State Grid Shanxi Electric Power
Company’s technology project "Research on the Self evaluation Method of Sporadic Materials Based on Artificial
Intelligence” (Project code: 52051W230001).
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TEACHING QUALITY EVALUATION AND IMPROVEMENT BASED ON BIG DATA
ANALYSIS

XUEQIU ZHUANG*AND MEIJING SONGT

Abstract. To address the limitations of Problem-Based Learning (PBL) and to foster student initiative while enhancing
teaching quality, the author suggests a novel approach: leveraging big data analysis for teaching quality evaluation and improvement.
This method involves conducting diverse and dynamic evaluations, randomly and repeatedly, involving students, teachers, and
supervisors. By applying an enhanced Dempster evidence synthesis formula and weights derived from the Analytic Hierarchy
Process, the system dynamically calculates each teacher’s rating in their respective courses, allowing for continuous improvement.
Additionally, personalized feature indicators and teaching quality evaluation metrics are developed to provide a comprehensive
assessment. The results indicate that in the coarse evidence set algorithm, is obtained through experience. If is used as the weight
alone, the subjectivity is too heavy, and is added for fusion operation, as well as the intervention of experience factor, a balance
point between subjectivity and objectivity is found. The final score of 4.2878 was obtained by combining the weights between
subjects obtained through Analytic Hierarchy Process, which is consistent with the survey and the public’s opinion. This method
avoids the deficiency of traditional evidence theory that treats all evidence equally, enhances the ability of information fusion, and
obtains more realistic conclusions. Further validated the feasibility and usability of the personalized teaching quality evaluation
and improvement model for software engineering.

Key words: Teaching quality, Personalized feature indicators, Apriori, Dempster evidence synthesis, Analytic Hierarchy
Process

1. Introduction. Nowadays, the educational concept of ”student-centered” has permeated various fields
of educational activities, and improving student learning effectiveness has become a value demand for the
development of higher education [1]. The quality of higher education teaching plays a pivotal role in nurturing
talented individuals, directly influencing the caliber of graduates produced. Student learning outcomes serve
as a tangible indicator of this quality [2,3]. Thus, enhancing teaching quality serves as a crucial avenue for
improving talent cultivation in higher education institutions. It aligns with broader educational policies, bolsters
the capacity of higher education to contribute to societal progress, drives teaching reforms, facilitates strategic
positioning and distinctive operations for universities, elevates the standard of talent cultivation, and ultimately
enhances student learning achievements.

As higher education continues to grow and evolve, the demand for effective teaching quality assurance
systems that cater to students’ expectations and aspirations becomes increasingly imperative. With rising
enrollment rates and ever-changing dynamics within the educational landscape, there’s a constant influx of new
trends and student preferences. This necessitates a responsive approach to meet the evolving needs of students
and ensure that their learning outcomes are consistently met. Students have diverse and diverse choices of
courses, school curriculum is diverse, teaching equipment is constantly upgraded and updated, and learning
resources are abundant. However, no one can accurately know whether students have achieved substantial
improvement in their learning effectiveness. Merely evaluating the teaching quality of teachers cannot provide
evidence for improving teaching quality. The ultimate measure of teaching quality lies in its impact on student
learning outcomes. No matter how comprehensive the teaching content or high the teaching quality, if it fails
to address the actual needs of students, it cannot effectively improve their learning effectiveness. Therefore,
universities must prioritize student learning outcomes and establish robust teaching quality assurance systems
focused on students’ growth and development. By ensuring that students truly learn and benefit from their
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higher education experience, universities can uphold the quality of talent cultivation and pave the way for
meaningful teaching reforms [4,5].

2. Literature Review. Data mining can mine or extract valuable patterns or patterns hidden within a
large amount of incomplete, noisy, fuzzy, and random data [6,7]. It includes many specific methods, including
neural networks, classification, decision trees, regression analysis, clustering, and association rules.

In recent years, more and more scholars have begun to study the application of data mining technology
in teaching quality evaluation. Among many methods, clustering, association rules and other algorithms are
the most commonly used. Yang, Y. H. et al. conducted a study on the correlation between XAPP (eXtreme
Apprenticeship Pedagogical Pattern) and the management of teaching quality, employing the Plan-Do-Check-
Act (PDCA) cycle as a framework. Their objective was to enhance teaching methods and quality to achieve
superior teaching outcomes. To examine the teaching process of XAPP comprehensively, they established a
closed-loop management system focusing on various modules: building the teaching team, designing courses,
implementing courses, selecting textbooks, evaluating and adjusting teachers, conducting customer satisfaction
surveys, and providing teaching evaluation and feedback. Through an analysis of the PDCA cycle’s application
in XAPP teaching quality management, they aimed to optimize piano teaching management practices, enhance
the XAPP teaching system, refine curriculum design, improve textbook selection, and enhance the theoretical
framework [8]. Pertuz, S. et al. proposed a quality evaluation method for use in blended learning and de-
scribed an application case study of quality evaluation methods for three undergraduate courses in electronic
engineering projects [9]. Che, Y. and others investigated the integration of decision trees in physical education
teaching within the realm of big data, leading to the development of a comprehensive physical education teach-
ing management system. Recognizing that the quality of physical education teaching significantly influences
the advancement of school physical education, they emphasized the critical role of curriculum selection and
enrichment in this process. By collecting and refining textbooks, they aimed to enhance teaching resources,
stimulate personal growth and reflection, and elevate the artistic and creative aspects of teaching [10]. Zhao,
L. and others employed quantitative and data analysis techniques to thoroughly explore the effectiveness and
acceptance of the interactive teaching mode in blended English education. Their research aimed to provide
a comprehensive understanding of how students perceive and engage with this teaching approach. The quan-
titative analysis revealed that a significant portion of respondents expressed favorable attitudes towards the
interactive teaching mode, indicating a high level of acceptance among students. Only a minority of participants
reported dissatisfaction with this teaching model [11].

With the continuous development of network technology, the teaching staff of the Software College is
constantly strengthening. Teaching for software engineering must now rely on computer tools. Every PBL mode
teaching in the Software College is fully capable of allowing students and teachers to evaluate and monitor the
teaching process through computer networks. Based on the network and relying on information technology, we
have transformed from questionnaire surveys to online evaluations, utilizing the storage functions of the network
and data to achieve dynamic evaluation and timely feedback capabilities in learning. The author constructs
a personalized teaching quality evaluation and improvement model for software engineering, which can not
only continuously adjust existing evaluation models through data sampling and analysis, but also establish
a complete set of personalized learning kits for students, improve the shortcomings of PBL mode, enhance
students’ initiative, and improve the teaching quality of teachers, enabling them to adapt to students’ learning
methods.

3. Research Methods.
3.1. Teaching quality indicators.

3.1.1. Theoretical Principles of Teaching Quality Indicators. The author prioritizes addressing
the challenge of tailored education by developing personalized teaching quality evaluation criteria, essential for
enhancing teaching quality and customizing courses to meet individual student needs. Focused on software
engineering, the author aims to establish a comprehensive model for evaluating and improving teaching quality,
specifically tailored to this field [12]. The objective of this personalized evaluation approach is to provide guid-
ance for achieving teaching quality objectives in software engineering education. By delineating clear teaching
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Table 3.1: Student Evaluation Index System

Top level indicators Second level indicators

Training Methods Is there a unique teaching style Is the course case appropriate Is the language clear and the
writing neat Whether multimedia devices such as PPTs are effectively used Can theory be
combined with practice Is the teaching simple and easy to understand Homework assignment
and feedback are reasonable

Teaching content The teacher’s expertise in the field of the course Is lesson preparation sufficient Is the amount
of teaching information appropriate Strong logical content, prominent concepts, key and
difficult points

Teaching attitude Attend classes on time without unauthorized rescheduling Passionate and serious teaching
Is it better to organize classroom teaching Answering student questions with a serious atti-
tude Harmonious teacher-student relationship and sufficient communication Fair and strict
treatment of students

Teaching effectiveness  Gained from this course Attractive teaching by teachers Are you willing to choose other
courses from this teacher Teaching while emphasizing the cultivation of student abilities

philosophies and evaluation standards, universities can ensure relevance and practicality in assessing personal-
ized teaching. Ultimately, this approach empowers teachers to concentrate on enhancing teaching quality and
fostering students’ enthusiasm for learning. Although this is a personalized teaching quality assessment for
software engineering, we also hope to adapt to various course types, teaching fields, and teaching methods of
various majors in a comprehensive university. So it is required that the personalized teaching quality evaluation
system should have both commonality and purposefulness, in order to meet more teaching modes and person-
alized needs. The evaluation indicators not only need to reflect the qualified standards of teaching quality, but
also need to have the ability to improve. The previous teaching evaluation was only based on a simple weight
distribution, which could not well meet and reflect the teaching situation of teachers. Not only would it lose the
targeted improvement of teaching work, but the classification would also be too detailed, making the evaluation
meaningless.

In summary, in order to establish a teaching quality indicator system, it is necessary to combine student
evaluation, peer evaluation, and supervision evaluation as the basis. In the teaching process, teachers play
a leading role, while students are the main body. The teaching methods, methods, and content are highly
integrated in classroom teaching. In the previous text, we have addressed the different factors of cultural
background, knowledge level, values, etc. in student evaluation [13-14]. So, by considering the differences in
the areas of focus among peers and supervisors, and combining the differences of the above three subjects, we
can objectively and fairly reflect the content of teaching quality evaluation and the direction of improvement.
There are only three aspects of evaluation with different weights. The evaluation of the process is led by the
teacher, but if the evaluation is conducted once every semester or half a semester, it is not significant enough,
because the quality of teaching is closely related to the teacher’s moral character, cultural level, teaching level,
and preparation status, as well as their understanding of the teaching content, teachers can fully prepare before
evaluation to cope with it. Therefore, evaluation must have continuity and randomness. At least, student
evaluations should be maintained at least 4 times a semester, and peer and supervisory evaluations should be
conducted at least 2 times, and conducted randomly.

3.1.2. Establishment of Teaching Quality Index System.

1) The establishment of a student evaluation index system. The establishment of a teaching quality indicator
system should widely draw on the evaluation standards of domestic and foreign universities, combine with the
actual work of the School of Software at Nanchang University, and use a hierarchical thinking and top-down
approach to determine. Based on the previous evaluation standards for teaching quality at Nanchang University,
the top-level evaluation indicators should include four aspects: teaching methods, teaching content, teaching
attitude, and teaching effectiveness. The second level evaluation indicators are further classified, and the rating
content of each indicator is divided into five levels: 5, 4, 3, 2, 1. The specific content of the table is shown in
Table 3.1.
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Table 3.2: Peer Teacher Indicator System

Peer teacher evaluation indicators

Adequate lesson preparation and complete lesson plans

Suitable material selection and accurate concept

The content is novel and practical

Highlighting key points and clear regulations

Clear language and neat writing

Thinking driven, ability cultivation

Patience in tutoring and timely feedback on homework

Teaching according to individual needs and strong extracurricular interaction
Fair assessment and appropriate rating

Table 3.3: Indicator System for Supervisors

Supervisor evaluation indicators

Basic concepts correct

The basic theory is correct

Highlights of this lesson

Thorough analysis of difficulties

Explaining is inspiring

Clear regulations with strong logical coherence

Clear language and neat writing

Integrating theory with practice and emphasizing the cultivation of abilities
Pay attention to student emotions

The basis for setting the content involved is:

(1) Teaching method: The correct method is of great significance in improving the quality of teaching. So
improving teaching methods places the most emphasis on seven second level indicators.

(2) Teaching content: It is the core of classroom teaching, directly related to what students can learn, which
has a significant impact on the quality of teaching.

(3) Teaching attitude: Teaching attitude is also an important factor affecting the quality of teaching, and
whether a teacher is serious and responsible is related to whether students can effectively absorb and
acquire knowledge.

(4) Teaching effectiveness: The effectiveness is the standard for testing whether students have learned knowl-
edge, and the quality of teaching ultimately depends on the feedback of the teaching effectiveness.

2) Establishment of peer teacher evaluation indicators. Because peer teachers are very familiar with class-
room teaching content and have the same teaching experience, they have a considerable say in whether the
teaching content in the classroom is correct, innovative, and handled properly [15]. However, due to the rela-
tively small number of peer teachers compared to students, the evaluation indicators of peer teachers are shown
in Table 3.2, and the evaluation criteria are still 5 levels.

3) Establishment of evaluation indicators for supervisors. Supervisors are the main responsible persons
representing the school’s supervision of the teaching quality of teachers. They play the role of monitors in the
teaching quality system, and their evaluation index system is shown in Table 3.3, which also has 5 different
levels of indicators.

All data can be obtained through two aspects:

1. Collect data one by one through a questionnaire survey and enter it into the database.
2. In the computer operation course, you can directly operate on the computer and transfer it to the
database through the network.
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3.2. Algorithm for evaluating teaching quality.

3.2.1. Improved Dempster evidence synthesis formula. In the evaluation indicators of teaching
quality, the indicators involved have non-linear relationships. If we rely solely on experience or treat all in-
dicators equally. The Dempster synthesis rule provides a synthesis formula for these indicators, but in the
evaluation of teaching quality, each indicator has different degrees of influence on the final value.

Rough set is an effective tool for handling various incomplete information such as imprecision, inconsistency,
and incompleteness.

The specific steps for applying the comprehensive teaching quality evaluation algorithm are as follows:

1. Obtain data on teaching quality evaluation indicators (such as student evaluation indicator system) and
form an information system S=(U,A,V,f); Among them, U represents the set of non empty valid objects, which
we call the domain; A is the set of all indicators; V is the value range of indicator a, which is V=(5,4,3,2,1) in
the teaching quality evaluation system; F is an information function that specifies the attribute values of each
object in U.

2. Attribute importance, set X C A as a subset of attributes and a C A as an attribute. The importance
of a to X is denoted as Sig X(a), and its calculation formula is Equation 3.1:

Siga(a) = 1 |X U{a}|/|X| (3.1)

The meaning of this definition is to randomly select two objects in U, with a total of 2U selection methods,
among them, there are |X| that are indistinguishable under the attribute subset X, and there are |z| U {a}|
cases that are indistinguishable after adding attribute a in X, which are obviously less than or equal to |X].
Therefore, | X| — | X U {a}| represents the indistinguishable reduction in X due to the addition of attribute a, of
course, it is the distinguishable increase, which refers to the number of selection methods that were previously
indistinguishable under X but are now distinguishable under | X U {a}|.

Calculate the value of evaluation indicator C' = {ay,as, - ,a,} using Sig X(a), and each SigX(a;) is the
corresponding attribute importance.

3. Normalize the importance SigX (a;) of each obtained attribute according to \; = SigX (a;)/ > i, sigz(a;),
and this A; is the weight value of each second level teaching quality evaluation indicator [16].

4. Determine the confidence level M;(A;),i =1,2,--- ,n for each attribute a; in student, peer teacher, and
supervisor C' = {a1,as, - ,a,} based on college experience. Among them, >~ ,, m(A) = 1.

5. Based on the experience of the college, select the appropriate experience factor and calculate the com-
prehensive reliability M/ (A;) of a;, as shown in equation 3.2

M](A;) = M;(A;) x 0+ X x > m(A) x (1-0) (3.2)
ACOH

where 6=[0,1], a smaller value indicates a greater emphasis on objective weight, and a larger value indicates a
greater emphasis on experience.
6. By combining the evidence theory formula, equations 3.3 and 3.4 are obtained

m(A) =K"'x Y ] M/« (3.3)

NA; <A 1<i<n

K=1- Y] M) (3.4)

nA; <A 1Lisn

Obtain the final score for the evaluation of teaching quality.

3.2.2. Application of Analytic Hierarchy Process in Teaching Quality Evaluation System .
After obtaining comprehensive evaluation values from three aspects, we still cannot determine the specific score
of the teaching quality level of the course teacher, because the evaluation scores of the three main subjects:
Students, peer teachers, and supervisors are not comparable to each other. Therefore, determining the weight
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Table 3.4: Comparison of the Importance of Three Main Evaluation Indicators

i ' Student subject  Teacher peer subject Supervisor subject

Student subject 1
Teacher peer subject count backwards 1
Supervisor subject count backwards count, backwards 1

Table 3.5: Comparison of the Importance of Three Main Evaluation Indicators

Scale Definition (comparing subjects i and j)

1 Subject i is equally important as j

3 Subject i is slightly more important than j
5 Subject i is clearly more important than j
7 Subject i is more important than j

9 Subject i is extremely important than j
2,4,6,8 Middle value between two adjacent values

count backwards The inverse comparison between subject i and j
by = 1/bij, bii = 1

of each subject in the overall evaluation value is a very important issue that must be solved. In actual teaching
evaluation, the weight is generally determined based on experience or leadership decisions, but the problem is
that the actual weight difference is too large. The final result is inaccurate evaluation. So the objectivity and
scientificity of weights directly affect the teaching quality evaluation of the course teachers. Analytic Hierarchy
Process (AHP) is an analytical method for multi-objective decision-making, which combines qualitative and
quantitative analysis, decomposes elements related to decision-making problems into levels such as objectives,
criteria, and plans, and digitizes decision-making thinking. Analytic Hierarchy Process (AHP) constructs a
judgment matrix B by comparing the relative importance of factors pairwise, and calculates the weights of the
importance orders that are related to each other. This is called hierarchical single ranking. Determine the
consistency of the matrix by calculating the eigenvalues and eigenvectors of B. The specific steps are as follows

1. In the teaching quality evaluation system, the three subjects need to obtain their weights. We adopt
two methods: Hysical questionnaire survey and online survey, and distribute them together with the teaching
quality evaluation indicators to all respondents, including students, teachers, and supervisors. Not only does
it cover various populations, but it also ensures the objectivity of the survey. The survey table is shown in
Table 3.4.

For the comparison of levels, the standard scaling method is used for quantification, and the specific scales
are shown in Table 3.5.

2. Using the sum product method, normalize the factors in each column of the obtained judgment matrix,
and the general term of the factors is Equation 3.5:

bij = bij/ Y bij(i,j =1,2,3) (3.5)
3. Add each normalized judgment matrix by row, and the general terms of the factors are shown in
equation 3.6:

3

wi =Y bi(i=1,2,3) (3.6)

=1

4. Normalize W again, as shown in equation 3.7:

3
wi =w;/ Y wi(i =1,2,3) (3.7)

=1
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The obtained W = (w1, wq, w3) is the weight occupied by each subject.

However, the obtained weights need to be tested for reasonableness, which is called consistency testing.
The calculation of consistency ratio is called C.R (Consistency Ratio), where CR=CI/RI. Among them, CT is
called Consistency Index, which is used to determine consistency indicators, while RI is called Random Index,
which is the average random consistency indicator. From CI = (Amaz —n)/(n — 1), CR can be obtained. If
CR is less than 0.10, we determine that the result of the matrix is consistent with the actual situation. Finally,
the M (A) obtained earlier is multiplied by W and summed to obtain the teaching quality value of our course
teacher, which determines whether the course meets our desired results.

3.3. System Analysis.

3.3.1. System design objectives. This system aims to combine software engineering personalized teach-
ing design with software engineering personalized teaching quality evaluation and improvement. By leveraging
personalized indicators tailored to software engineering, a suite of personalized software tools is developed to
cater to individual student preferences and learning styles. These tools are utilized to evaluate the teaching
quality of course instructors in software engineering, particularly in personalized teaching contexts. This ini-
tiative is instrumental in assessing and enhancing the teaching quality within Problem-Based Learning (PBL)
modes, thereby driving advancements in teaching methodologies within the School of Software at Nanchang
University [17]. In summary, the design objectives of the system are as follows:

1. The design of the system has practicality, applicability, and reliability.

2. The design of the database is logical and scalable.

3. The extraction and read in operations between data have a certain degree of flexibility and will not
cause confusion.

4. Convenient for users to operate, reducing learning costs, and providing a simple and intuitive output
interface.

3.3.2. System Feasibility Analysis. Nowadays, computers have become an essential part of people’s
lives, and network-based teaching quality evaluation is no longer limited to the collection of information through
questionnaires in the classroom. Instead, students, teachers, and supervisors can conduct teaching quality
evaluation anytime and anywhere, greatly improving efficiency. Questionnaire surveys have also become a
supplementary way of data acquisition. In addition, the software engineering personalized teaching kit also
meets the needs of student personality development. Students are also responsible for their knowledge when
evaluating, and the school also improves the quality of their teaching, which is a win-win result. Economically
speaking, it is feasible. In addition, by adopting the B/S structure mode and SQL Server 2005 database, the
Software College can fully achieve self-sufficiency in terms of usability and operability, meeting the feasibility
of operation and technical feasibility.

3.3.3. System database design. The system database uses SQL Server 2005 database management
system. Below is a detailed explanation of the creation and logical structure of each data table in the database.
1. Overall design of E-R diagram
The overall logic design of E-R is shown in Figure 3.1.
2. Design of overall Table
Student Table: Including student name, student ID, gender, password, personalized indicators, and other data
items, with the primary key being the student ID;
Teacher Table: Including teacher name, teacher ID, professional title, password, etc., with the primary key
being the teacher ID;
Student transcript: Including student ID, course ID, grades, etc;
Supervisor Table: Including supervisor name, job number, password, etc., with the primary key being the
supervisor employee number;
Administrator Table: Including administrator ID and password, with the primary key being administrator ID;
Curriculum schedule: Including course ID, teacher ID, course name, course credits, etc., with the primary key
being course ID;
Teaching quality evaluation form: Including teaching ID, start time, teacher ID, course 1D, evaluation score,
etc. The primary key is the teaching ID (the same teacher, same course, courses opened at different
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Fig. 3.1: E-R Logic Structure Diagram

times have a unique teaching ID representation, because the same teacher can take the same course in
different years, it must be distinguished);

Student evaluation form: Including student ID, student evaluation indicators, and teaching number, with the
primary key set to auto increment;

Peer teacher evaluation form: Including teacher ID, peer teacher evaluation indicators, and teaching number,
with the primary key set to auto increment;

Supervisor evaluation form: Including supervisor ID, supervisor evaluation indicators, and teaching number,
etc., with the main key set to auto increment.

4. Result analysis. After solving how to determine personalized courses for students, it is necessary for
this group of students to conduct quality evaluation of software engineering personalized teaching. Because the
students who participated in the evaluation were identified, the author will select evaluation information from
students who are suitable for teaching quality evaluation. The data will be collected through a questionnaire
on student teaching quality evaluation indicators, as well as 10 evaluations from peer teachers and 1 evaluation
from supervisors.

4.1. Simulation method for teaching quality evaluation data. Prior to delving into the analysis of
teaching quality evaluation, as previously discussed, it is crucial to assess the three primary stakeholders involved
and assign appropriate weights to their evaluations. This entails determining the significance of each subject’s
assessment. Subsequently, utilizing their respective evaluation criteria, we compute the score for each subject’s
evaluation. These scores are then multiplied by the weights derived from the Analytic Hierarchy Process (AHP).
Ultimately, this process yields the course’s teaching quality level score, providing a comprehensive measure of
teaching effectiveness[18].

4.2. Compilation of Teaching Quality Evaluation Data.

1) Calculation of weights for the three major entities. There are three types of subjects for evaluating
teaching quality. One type is supervision, which comprehensively evaluates the teaching quality of the course
through listening to lectures, represented by T1; Another type is peer teachers who discover the comprehensive
quality of teaching by observing courses, represented by T2; The last category is students, mainly evaluating
their own satisfaction and interest in the course, represented by T3. Summarize the results of all survey
questionnaires and calculate the average value. The average value that T3 is considered more important than
T2 is 3.6431; The average number of people who believe that T3 is more important than T1 is 2.7794; The
average number of people who believe that T2 is more important than T1 is 1.4006. Based on the above data,
a judgment matrix can be established as shown in Table 4.1.

After normalization, the matrix in Table 4.2 is obtained. By obtaining the average values of each row from
the matrix, it can be calculated that T3=0.609498, T2=0.208339, T1=0.182164. After calculating the results, it
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Table 4.1: Judgment Matrix

T3 T2 T1
T3 1 3.6320 2.7683
T2 1/3.6320 1 1.4005

T1 1/2.7683 1/1.4005 1

Table 4.2: Normalized Matrix

T3 T2 T1 Sum of rows The average of the sum of rows
T3 0.611774 0.680042 0.536444 1.828382 0.609387
T2 0.167846 0.186557 0.270281 0.625007 0.208228
T1 0.220048 0.133167 0.193043 0.546380 0.182053

Table 4.3: Multiplied matrices

T3 T2 T1 Sum of rows  weight  Sum of rows/weight
T3 0.611774 0.680042 0.536444 1.828382 0.609387 3.075808
T2 0.167846 0.186557 0.270281 0.625007 0.208228 3.027541
T1 0.220048 0.133168 0.193043 0.546380 0.182053 3.020327

is necessary to check the results: Multiply the values obtained from T3, T2, T1 by each column in the original ma-
trix to obtain the matrix shown in Table 4.3. The obtained A;,4,=(3.075919+3.027652+3.020438) /3=3.041336.
Consistency indicator C.I=0.020668. When N=3, the average random consistency index R.L=0.58, and the
proportion of consistency is C.R = 0.020668/0.58 = 0.035634. The results demonstrate good consistency. The
final weight coefficients between the three main entities are:

T1 = 0.182163, T2 = 0.208339, T3 = 0.609498

2) Calculation of teaching quality evaluation data. As mentioned earlier, S =< U, R, V, f > and U represent
the collection of all research subjects, students, teachers, and supervisors; R is the set of attributes of the
subject, please refer to the appendix for specific attributes; V is a set of attribute values; Vr is the value of
the value attribute value (1-5); F is an allusion. Because U has three main subjects, and its peer teachers
have fewer scores and lower attribute values, it is easy to display. Therefore, the calculation process here
takes the teacher subject as an example.  Calculate SigX (a;) based on the attribute importance formula,
and calculate \; = Sig(a;)/ > 1, sigz(a;): N = (0.12,0.12,0.12,0.12,0.12,0.09, 0.1, 0.06,0.15) Determine the
reliability M (A;) of each attribute a; based on the information provided by the decision-maker, satisfying
M(A;) =1.

M(A;) = {0.11,0.20,0.15,0.17,0.16,0.11,0.04, 0.03,0.13}

Then choose the appropriate empirical factor, as mentioned earlier, #=[0,1]. A smaller value indicates a greater
emphasis on objective weight, while a larger value indicates a greater emphasis on experience. Therefore, we
choose 6§=0.2 to place greater emphasis on objective weight. Calculate the comprehensive reliability M/(A;)

M!(A;) = {0.118,0.136,0.126,0.13,0.128,0.094, 0.088, 0.054, 0.146 }

Finally, based on the evidence theory synthesis formula, the score for each evaluation is obtained as shown in
Figure 4.1.
Figure 4.1 shows the performance of file calculation processing.
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Fig. 4.1: Score for each evaluation

Finally, the evaluation of the webpage production engineering training course by peer teachers was 4.187
points. Using the same algorithm, the student evaluation score was 4.407 points, and the supervision score was
4.005 points.

Obtain a comprehensive score based on the weights of each entity obtained through the previous AHP
Analytic Hierarchy Process

@ = 0.182183 % 4.016 4 0.208339 * 4.198 + 0.609498 * 4.418 = 4.2878

So the practical training score for webpage production engineering in this course is 4.2878 points.

4.3. Analysis of Teaching Quality Evaluation Data. The advantage of using the Analytic Hierarchy
Process (AHP) lies in overcoming the influence of human bias and expectations on the allocation of weights
between subjects. Through the method of group questionnaire surveys and an organic combination of experience
and mathematical methods, it achieves objectivity, rationality, impartiality, scientificity, and persuasiveness.
From the weight of the results, it can also be clearly reflected that personalized teaching in software engineering
is a student-centered basic concept. In the rough evidence set algorithm, M (A;) is obtained through experience.
If M(A;) is simply used as the weight, the subjectivity is too heavy [19]. For example, as, a3, a4 obtains higher
weights on M (A;). However, with the fusion operation of A; and the intervention of § empirical factor, a balance
point between subjectivity and objectivity is found. By combining the weights between subjects obtained
through Analytic Hierarchy Process, the final score of 4.2989 is consistent with the survey and public opinion.
This method avoids the deficiency of traditional evidence theory that treats all evidence equally, enhances the
ability of information fusion, and obtains more realistic conclusions [20].

5. Conclusion. The author has established the weights of various evaluation indicators that affect teach-
ing quality, calculated the evaluation weights among the three major subjects, established an initial data
warehouse, and studied and established a personalized teaching quality evaluation model for software engi-
neering, including design requirements, database documents, and ER diagram use cases. Enable the model to
be quickly transformed into a system and put into use. In this data acquisition and operation, based on the
establishment of personalized courses and students, suitable courses were found and students were involved in
the evaluation. Students who were not suitable for the evaluation were eliminated, and an improved algorithm
combining AHP Analytic Hierarchy Process and Rough Evidence Set Theory was used to successfully obtain
the conclusions we need, further verifying the feasibility and usability of the software engineering personalized
teaching quality evaluation and improvement model.
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AN INTELLIGENT MONITORING SYSTEM FOR SPORTS MENTAL HEALTH STATUS
BASED ON BIG DATA

YOULIANG HAN*AND WENGUANG GENGT

Abstract. This provides an effective way to break away from traditional inefficient evaluation methods for monitoring and
analyzing the psychological status of a large number of school sports athletes, the author proposes an intelligent monitoring system
for sports psychological health status based on big data. Applying big data technology to mental health assessment, using real-time
monitoring and analysis of athlete unified EEG waves, dividing athlete EEG waves into frequency bands, and conducting mental
health analysis. The author validated the effectiveness of the system through simulation experiments, and the results showed that
the psychological states of the subjects were not the same during the early and fatigue stages of training. In the early stages
of training, the brainwave frequency band was mainly in the Beta and Gamma bands, accounting for 37% and 41%, respectively.
Concentration was greater than relaxation, while in the fatigue stage of homework, the brainwave frequency band was mainly in the
Delta and Thata bands, accounting for 43% and 45%, respectively, and concentration was less than relaxation. The psychological
monitoring system designed by the author can provide a technical foundation for a series of strategies to promote training efficiency
while ensuring the mental health of athletes.

Key words: Big data, Psychological health, EEG signals, Real time monitoring

1. Introduction. In 2021, the General Office of the Ministry of Education issued a notice on strengthening
the management of student mental health, emphasizing that mental health management should be strengthened
in four aspects: source management, process management, result management, and guarantee management. In
addition, the level of emphasis on student mental health education varies among different stages of education
[1]. However, many families have significant gaps in mental health education, and vocational and secondary
vocational colleges have limitations in understanding the mental health of students.

In order to further improve the pertinence and effectiveness of student mental health work, the General
Office of the Ministry of Education issued a notice in 2021 on strengthening student mental health management
work (Education and Political Affairs Office Letter [2021] No. 10), and proposed strategies such as "strength-
ening process management” and “early classification and relief of various pressures” to strengthen professional
support and scientific management, and improve student mental health literacy.

According to statistics, about 10% of adolescents in China require mental health interventions. However,
the development of psychological counseling is still in its early stages, and the market has shown an explosive
growth trend. However, campus psychological counseling services still lack professionalism and systematicity
[2]. Despite the establishment of various psychological counseling rooms, the campus is still a place with a
high incidence of depression and other mental illnesses, and has not achieved the expected results [3]. With
the advent of the big data era, the data reserves and technological concepts related to big data are predicting
the development trends of things in an unprecedented way, changing the knowledge system, lifestyle, and
mental health level of students [4]. At present, the psychological construction work of schools is only limited
to hiring a small number of professional psychological counseling teachers, while class teachers (non psychology
professionals) mainly undertake manual intervention and management of students’ psychological situations.
Sports mental health plays a crucial role in the performance and overall health of athletes. With the development
of big data technology, researchers have begun to explore how to use big data technology to monitor and
evaluate the mental health status of athletes. The research on this big data based intelligent monitoring
system for sports mental health status aims to combine advanced data collection techniques, data analysis
methods, and psychological principles to provide comprehensive and timely psychological health monitoring
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and intervention support for athletes. In traditional sports mental health monitoring, athletes usually rely on
self-report or professional psychological assessment tools, which has problems such as strong subjectivity and
untimely information acquisition. A monitoring system based on big data can comprehensively and objectively
understand the psychological state of athletes through the collection and analysis of multi-source data such as
daily training data, competition data, physiological parameter data, and social media data. This system can
identify the psychological health status and changing trends of athletes, such as anxiety, stress, confidence, etc.,
by analyzing a large amount of data. At the same time, by combining with the personal characteristics and
historical data of athletes, personalized psychological health intervention suggestions can be provided to help
athletes better cope with challenges and stress.

Overall, the research on an intelligent monitoring system for sports mental health status based on big data
can not only provide athletes with more comprehensive and objective mental health monitoring services, but also
provide personalized psychological support and intervention, thereby improving their competitive performance
and overall health level.

2. Literature Review. Wang, K. et al. advocate for early intervention in mental health disorders, par-
ticularly among adolescents and children. They emphasize the importance of establishing various positive
psychological education frameworks for individuals grappling with mental health issues. Consequently, the
development of effective mental health education leveraging big data is crucial to fostering positive thinking
and support systems, especially within school environments.Ultimately, this innovative mental health education
model enhances individuals’ learning experiences and contributes to a reduction in mental illness, depression,
and stress within communities[5]. Wang, S. et al. introduced an innovative empirical framework that harnesses
the power of social media to systematically evaluate, quantify, map, and monitor a nation’s mental health
status. This framework is structured to enable ongoing surveillance and scalability to other countries as needed.
By tracking regions where individuals express heightened levels of negative mental health indicators via social
media, valuable insights are gleaned to strategically allocate limited mental health resources. This approach
facilitates intelligent resource allocation, ensuring targeted interventions where they are most needed based on
real-time data analysis of digital expressions of mental well-being[6]. Liu, X. et al. conducted a comprehensive
study involving two rounds of data collection and organization, followed by rigorous statistical analyses such as
descriptive analysis, unbiased t-tests, chi-square tests, variance assessments, and SNK-q tests using validated
data. They investigated the evolution of mental health among students experiencing negative psychological
symptoms over a two-year period and assessed the associated impacts. Employing advanced machine learning
techniques, they developed models to identify susceptibility factors and analyze their contribution to mental
health outcomes. The findings from testing and data analysis confirm the efficacy and viability of their ap-
proach[7]. Bakare, A. et al. explored the processes involved in gathering, monitoring, managing prescriptions,
and analyzing real-time health data. They employed a network simulator to evaluate the effectiveness of their
proposed system and compared it with various communication protocols to identify optimal techniques for
health monitoring|8].

By applying big data technology to the monitoring and analysis of the psychological health of sports
students, corresponding training allocation plans can be formulated based on work characteristics and the
psychological status of sports students. Real time tracking of the psychological status of sports students can
be carried out during the training process, and intervention can be given at appropriate time points, thereby
achieving the effect of improving the experience of sports students while ensuring efficiency. Therefore, by
combining big data monitoring and analysis technology with the theory of EEG psychological feedback for sports
students, a psychological health evaluation system for real-time monitoring and analysis of the psychological
state of sports students is designed, providing a new practical path for related fields.

3. Research Methods.

3.1. Establishment of a data-driven system for brainwave monitoring and analysis . The author
designs an automatic monitoring system for psychological health evaluation data based on big data perception
technology, which collects different EEG signals using big data perception technology to automatically monitor
and analyze human psychological health [9]. The author mainly understands the essence of mental health from
two aspects. On the one hand, it evaluates the subjective state and direct indicators of work and learning
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ability. On the other hand, it analyzes the indirect indicators of work and learning ability. Compared with
direct indicators, indirect indicators can more accurately reflect the psychological health of testers.  The
method used needs to monitor the initial symptoms of the tester when their mental health is relatively good.
For fluctuations in their mental health that conform to normal conditions, an appropriate sensitivity range
should be set for the monitoring indicators.

The electrical signals of the brain are generated by the stimulation of ion movement by neurons, and
all reactions and actions in the human body are completed by the potential changes generated by synapses
between countless neurons in the brain [10]. EEG changes can be divided into evoked potential response and
self generating activity. Spontaneous EEG is similar to sinusoidal signals, and it changes over time without
specific external stimuli. Due to the fact that the time-domain waveform of spontaneous EEG waves does not
have specific patterns, but it conforms to specific patterns in the frequency domain, it is generally classified
based on the frequency domain of EEG waves. EEG waves are divided into five different rhythms based on
frequency, including Y waves (31 Hz to 100 Hz), 8 waves (14 Hz to 30 Hz), o waves (8 Hz to 13 Hz), § waves
(4 Hz to 7 Hz), 6 waves (1 Hz to 3 Hz). The voltage amplitude value of Y wave is detected as 1 uV ~ 5uV.
Indicates that the tester is currently highly mentally tense and generates EEG pulses when stimulated, with
intermittent buffering between them [11]. The voltage amplitude value of 8 waves is detected as 5 uV-20 uV,
with a high frequency, indicating that the tester is currently relatively nervous and has a high level of perception
of the surrounding things. The voltage amplitude value of waves is detected as 20uV-100 uV, and its frequency
is relatively stable in the absence of external stimuli, indicating that the tester’s brain is currently clear and
relaxed, with more focused attention, and in a brain state suitable for work and learning.

The voltage amplitude value of 6 waves is 50 uV ~ 150uV. The amplitude of EEG waves is relatively
stable, indicating that the tester’s current mental state is relatively relaxed and their attention concentration
is poor, gradually entering a state of fatigue. When exposed to external stimuli, their attention will be focused.
The voltage amplitude value of § wave is 20 uV ~ 200uV. Indicates that the tester is currently in a state of
extreme fatigue. When the tester gradually wakes up due to external stimuli, there may also be discontinuities
6 wave, # wave sum 6 wave.

In the actual detection of EEG signals, the collected signals are presented as superimposed time-domain
waveforms of EEG signals with different rhythms, making it difficult to obtain EEG information that can
describe the psychological health of the tester. Therefore, it is necessary to convert the time-domain signals
into frequency-domain signals and analyze them. Calculate using the eSense index based on the proportion of
brain wave energy with different rhythms obtained [12]. This index is mainly used to describe the focus and
relaxation of testers in reflecting their mental health status during the work and learning process. Y wave
and  when the proportion of waves in the energy of EEG signals is relatively high, it indicates that the tester
is focused and mentally tense; 6 wave sum ¢ when the proportion of waves in the energy of EEG signals is
high, it indicates that the tester has poor concentration and relatively relaxed mental state. The formula for
calculating focus is shown in equation 3.1.

Py = (mY +nB + ta) x 100 (3.1)

In equation 3.1, Y,8 and « represent Y waves, respectively, 8 wave sum « proportion of waves in the energy
of EEG signals, where m, n, and t represent Y waves, respectively, 5 weight coefficients of wave and « wave.
The calculation formula for relaxation is shown in equation 3.2.

Py, = (26 + yé + za) x 100 (3.2)

In equation 3.2, # 6 and « represent separately 6 wave § wave sum « proportion of waves in the energy of
EEG signals, represented by x, y, and z, respectively 6 wave, 6 wave sum « weight coefficient of the wave. Set a
rating range of 1-100 for the focus and relaxation of the tester, and evaluate their current thinking and mental
state [13,14].

3.1.1. Design of Big Data Brain Wave Analysis System. When designing an automatic monitoring
system for mental health assessment data, the author mainly divided the system into two parts, the first part
being the big data monitoring part and the second part being the big data analysis part. The big data monitoring
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Fig. 3.1: Architecture of Big Data Brain Wave Monitoring and Analysis System

part mainly adopts cluster based EEG monitoring as the main monitoring method, and the uploading of EEG
signals is also in the form of cluster uploading. The big data analysis part is responsible for cluster analysis
of EEG data and ultimately forming psychological health analysis results. The system structure is shown in
Figure 3.1.

From Figure 3.1, it can be seen that the monitoring part of the system is mainly composed of a brainwave
testing module, equipped with 3 A 3V voltage regulator and asynchronous serial port, this module can complete
functions such as brain wave signal acquisition, signal filtering, signal scaling, and signal conversion [15]. In
the process of information collection, subjects do not need to undergo traumatic monitoring, but only need to
use a head mounted contact point, which is more suitable for the scenario of work psychological monitoring.

In the big data analysis section, combined with the established brain wave monitoring and analysis data-
driven system, the system strictly analyzes the changes in different bands of brain waves under external stimuli
through big data hierarchy analysis, transforming brain wave performance into two dimensions of psychological
focus and psychological relaxation, among them, the bottom level brain wave judgment of psychological focus is
based on Y waves, 8 wave sum « three types of EEG signals are used as the basis, while the bottom level EEG
judgment of psychological relaxation is based on € wave, § wave sum based on three types of EEG signals. In
the scenario of considering work efficiency, the ratio of worker’s focus to focus time and the ratio of relaxation
to relaxation time is 2, and the matrix is shown in equation 3.3.

Ay = { 1}2 f } (3.3)

The focus judgment matrix obtained from the analysis is shown in equation 3.4.

1 2 3
Bi=| 12 1 3/2 (3.4)
1/3 2/3 1

The focus duration judgment matrix is shown in equation 3.5.

1 1/3 1/2
By=|3 1 3/)2 (3.5)
2 3/2 1

The relaxation judgment matrix is shown in equation 3.6.
1 1/4 1/2

Ci=|4 1 2 (3.6)
2 1/2 1
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The relaxation time judgment matrix is shown in equation 3.7.

1 1/2 1/3
=12 1 2/3 (3.7)
3 3/2 1

On this basis, the maximum eigenvalue of the judgment matrix is determined by judging the matrix, and
consistency testing is carried out using the eigenvectors and the random consistency indicators found in the
query. The results are represented according to the overall ranking, and the dual hierarchical overall ranking
of psychological focus and psychological relaxation is finally obtained as shown in equation 3.8.

[ 0.89 ]

Wi = | 0.74
0.50

[ 0.32 ]

Wy = | 1.01

| 0.75 |

In equation 3.8, W7 represents the weight coefficient result of psychological concentration, and W5 represents
the weight coefficient result of psychological concentration. Through big data hierarchical analysis, it is possible
to analyze the changes in brainwave rhythms of workers in batches, and to make automated judgments on the
psychological changes of workers through a combination of quantitative and qualitative methods in a hierarchical
and three-dimensional manner [16].

4. Result analysis. The research data comes from the fatigue assessment of sports athletes in a certain
school in S Province. The author used wearable EEG detection together, the instrument used dry electrode
collection form, and optoelectronic coupling isolation sensor technology to achieve noise reduction [17]. In
terms of connection form, the study adopts a unipolar lead form, with the back of the tester’s earlobe as
the reference electrode. The fixed electrode is placed on the scalp, and the potential difference between the
two is recorded. The research designed system can conduct unified real-time testing and big data perception
analysis on the psychological concentration and relaxation of subjects. Through two-dimensional decomposition
analysis of the psychological state of subjects, dynamic real-time warning can be achieved when the psychological
concentration or relaxation of subjects reaches the warning value during the work process, thereby avoiding
unnecessary errors caused by psychological problems during the training process. Before conducting actual
experimental analysis, the author first conducted brainwave testing analysis on the system, and the specific
analysis results are shown in Figures 4.1 and 4.2.

From Figures 4.1 and 4.2, it can be seen that the author divides the different rhythmic segments of EEG
waves into different frequency bands from low to high, namely Delta waves (0 Hz to 3 Hz), Thata waves (4 Hz
to 7 Hz), Low alpha waves (8 Hz to 10 Hz), High alpha waves (11 Hz to 13 Hz), Low beta waves (14 Hz to 22
Hz), High beta waves (22 Hz to 30 Hz), Low gamma waves (31 Hz to 46 Hz), and Midgamma waves (above
46 Hz).

Different bands display different wavelengths and rhythmic energy amplitudes in the same interval, in-
dicating that the system can clearly distinguish their overlapping and differential parts when facing different
wavelengths. The special band peaks formed by Delta waves (0Hz~3 Hz) and Thata waves (4 Hz~7 Hz) are also
perfectly restored. After conducting big data monitoring and input, analyze the concentration and relaxation
status of the subjects [18]. It can be seen that although the noise generated by the subject’s own body can
have a significant impact on the system’s band detection, it still has a good analytical effect on the patient’s
psychological focus or relaxation during the system detection process. Among them, the band of psychological
relaxation is significantly lower than that of psychological attention, and the fluctuation range is larger. There
is a clear intersection between the two. Although the noise band of the subjects is similar to the fluctuation
area of the psychological attention band, it can be seen that the psychological attention band is not affected,
and the energy proportion of different rhythm stages is successfully extracted. It can be seen from this that
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the psychological health evaluation data automatic monitoring system designed in the study is effective. The
brainwave big data monitoring and analysis results of the subjects in the early stage of training are shown in
Figures 4.3 and 4.4.

From Figures 4.3 and 4.4, it can be seen that the proportion of energy in the EEG rhythm spectrum of the
subjects is relatively high in the Beta and Gamma bands of the subjects during the early training stage, among
them, the energy proportion of the Beta band is 37%, while the energy proportion of the Gamma band is 41%.
The Delta band and Thata band have the lowest proportion in the subjects’ EEG waves, with the Delta band
accounting for 8% and the Thata band accounting for 9%.

At the same time, observing the changes in the brainwaves of the subjects, it can be seen that the overall
state of the subjects is relatively stable, and there are few cases of severe fluctuations, indicating that at the
current stage, the subjects are in a highly focused state of attention. In this state, even under external stimuli,
the subjects can still maintain their high concentration, that is, even if there are stimulating fluctuations in
the brainwaves, they can quickly return to a normal and stable state. At the same time, from the comparison
between the psychological concentration and psychological relaxation of the subjects, it can be seen that the
psychological concentration line of the subjects is basically above the psychological relaxation line in the current
situation, indicating that compared to psychological relaxation, the psychological concentration of the subjects
is higher and maintains a relatively stable fluctuation range for a long time, showing a gradually decreasing
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Fig. 4.4: Rhythm Spectrum of Analysis Results in the Early Training Stage

trend overall. On the other hand, the psychological relaxation line is opposite to the psychological concentration
line, showing a gradually increasing trend. This indicates that with the increase of training time, the patient’s
psychological concentration gradually decreases, but the psychological relaxation gradually increases, and the
two intersect in the later stage. From this, it can be seen that this stage is the stage in which the overall mental
health status of the subjects is relatively good during the homework stage, and there is no need to intervene
too much in the psychological status of the subjects [19,20]. But as the training time increases, the subjects
will gradually shift from a more focused state to a more tired state during the training process, which is often
the main interval for fluctuations in their mental health status.

The monitoring and analysis results of the subject’s brainwave big data in this interval are shown in Figures
4.5 and 4.6.

From Figures 4.5 and 4.6, it can be seen that from the perspective of the proportion of energy in the
EEG rhythm spectrum of the subjects, during the training fatigue stage, the energy proportion of the Delta
and Thata bands in the EEG of the subjects is relatively large, with the Delta band accounting for 43% and
the Thata band accounting for 45%. The Beta band and Gamma band have the lowest proportion of EEG
waves in the subjects, with the Delta band accounting for 3% of energy and the Thata band accounting for
2% of energy. It can be seen that compared with the early stage of training, the proportion of brainwave
energy in the subjects shows a completely opposite state, indicating that at this time, the subjects are generally
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in a state of fatigue and it is difficult to effectively concentrate their psychological attention. Observing the
changes in the brainwaves of the subjects at the same time, it can be seen that compared to the early stage
of training, the overall psychological state of the subjects at this stage is more unstable, prone to frequent
and intense psychological fluctuations, and easily stimulated by the external environment. Moreover, once
external stimuli are generated, the psychological state of the subjects is difficult to immediately recover, the
frequency of being influenced by external stimuli is also constantly increasing. From the comparison between
the psychological concentration and relaxation of the subjects, the psychological relaxation line is basically
located above the psychological concentration line, indicating that compared to psychological concentration,
the subjects have higher psychological relaxation, that is, their concentration is continuously decreasing and
they are more relaxed. In this situation, the psychological concentration line of the subjects still shows a
continuous downward trend, and the gap between their psychological concentration level and their level of
psychological relaxation continues to widen. It indicates that the patient’s psychological focus is generally in
a declining state after the initial stage of training, but the level of psychological relaxation gradually increases
in the early stage and stabilizes in the later stage. At this stage, the subjects are relatively tired and require
external psychological intervention [21,22].



An Intelligent Monitoring System for Sports Mental Health Status based on Big Data 239

5. Conclusion. In order to address the issue of real-time and dynamic psychological health assessment
for school sports athletes during training, the author combines big data real-time monitoring and analysis
technology with brain wave detection technology. Through batch and unified monitoring and big data analysis
of the changes in athletes’ brain waves during training, the author aims to understand the psychological health
of the staff. The author used simulation experiments to test the effectiveness of the technology.

The research results show that in the early stage of training, the energy proportion of the Beta and Gamma
bands in the brainwaves of the subjects is relatively large, accounting for 38% and 40% respectively. At this
time, the subjects have a greater psychological focus than their psychological relaxation, and can still quickly
recover under external stimuli. During the fatigue stage of training, the energy proportion of the Delta and
Thata bands in the brainwaves of the subjects is relatively high, accounting for 44% and 46% respectively. At
this time, the subjects have a lower psychological concentration than their psychological relaxation, making it
difficult for them to recover their focused state under external stimuli and are extremely susceptible to external
factors. From this, it can be seen that the athlete mental health detection system designed by the author can
effectively detect and analyze the psychological health changes of athletes during the training process, helping
athletes improve their training experience while ensuring their own training efficiency.

Acknowledgement. Construction and practical exploration of the trinity cooperative mode of ””"teaching,
training and competition”” in college physical education from the perspective of educational environment
theory(2023JSJG283)
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THE FACTORY SUPPLY CHAIN MANAGEMENT OPTIMIZATION MODEL BASED ON
DIGITAL TWINS AND REINFORCEMENT LEARNING

XINBO ZHAO*AND ZHIHONG WANGT

Abstract. This paper introduces the ”digital twin” to solve the problem of material allocation and real-time scheduling in the
warehouse site. This project intends first to establish mathematical modeling based on a digital twin unmanned warehouse and
dynamically optimize materials in the unmanned warehouse by combining visual analysis and deep reinforcement learning. Then, a
security sharing mechanism of digital twin-edge network data based on blockchain fragmentation is proposed. For twin models with
time-varying characteristics, a multi-node adaptive resource optimization method such as multipoint cluster selection, local base
station consistent access selection, spectrum and computational consistency is constructed. This is done to maximize blockchain
business processing power. A two-layer near-end strategy optimization (PPO) algorithm is proposed to solve the adaptive resource
optimization problem. Experiments have proved that this method can significantly improve the overall processing power of the
blockchain. In addition, this method is more adaptable than conventional deep reinforcement learning.

Key words: Unmanned storage; Digital twins; Deep reinforcement learning; Dynamic scheduling optimization; Digital twin
edge network; Blockchain sharding

1. Introduction. To achieve accurate scheduling and optimal allocation of resources, most of the existing
methods use heuristic methods to convert multiple high-quality multi-objective programming problems into a
single programming problem. Alternatively, vehicles, three-dimensional shelves, testing equipment, etc., are
regarded as a resource, and the optimal decision method is adopted to solve the problem [1]. However, the
existing methods are limited in computing power and flexibility and can not effectively deal with multi-frequency,
uncertain quantity of goods arrival, shelf, AGV, forklift and other resource optimization allocation problems.
This seriously affects the service level and efficiency of the warehouse system. As a frontier and hot spot
in intelligent manufacturing and storage, a digital twin is introduced into unmanned storage in this paper.
Literature [2] takes the digital twin five-dimensional model as an example to introduce the application of this
model in the warehouse. However, this method is mainly used in the manufacturing industry and can only play
a reference role. Literature [3] uses digital twins to develop a new multi-mode intelligent terminal to solve the
problem that real-time interaction cannot occur in manufacturing. Literature [4] integrates cyber twins with
digital twins to build a networked digital twin model and remote control system oriented to information-physical
fusion. This paper takes "digital twin” and "unmanned storage” as the starting point to study the integration
of "multi-class resource scheduling” and “efficient scheduling.” The working condition of the equipment is
monitored in real-time utilizing the Internet and visualization to improve its working efficiency and accurate
scheduling level. Therefore, the digital twin unmanned warehouse architecture with multi-level characteristics
is constructed according to the characteristics of the unmanned warehouse operation process. A real-time map
construction method of unmanned warehouses based on physical modeling and data service systems is proposed.
Then, the resource scheduling problem of a digital twin unmanned warehouse based on deep reinforcement
learning is studied utilizing multidimensional information fusion.

2. Digital twin unmanned storage system design.

2.1. System Architecture. This paper establishes the architecture of a digital Twin unmanned ware-
house (Figure 2.1 is referenced in Building the Digital Representation with Digital Twin using Microsoft stack).
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Fig. 2.1: Architecture of digital twin unmanned storage system.

The model consists of a visual, physical entity layer, two technology platforms, three layers, three databases,
six logical process mappings, and six physical realities time mapping.

Among them, the sensing layer mainly identifies and acquires the target [5]. This layer uses the sensor node
method to process the relevant data of shelves, forklifts, AGVs, goods, pallets, robots, warehouses, etc. and
then transmits it to the corresponding location through relevant networking means to realize the collection of
information on the lower layer.

At the data level, it realizes the management of user rights, the model interaction interface between the
target model base, the real-time database and the local database [6]. Including warehouse signal, equipment
status, equipment location, display information, warehouse location information, etc. Local databases include
layout data, logical data, trigger mapping, initialization rules, scan point mapping tables, configuration files,
etc. The system includes equipment data, production data, model base, operation base, order information, user
personal information and so on.

At the business level, a predictive data-driven modeling method is adopted based on the twin data. This
will make the warehouse management intelligent, thereby optimizing resource efficiency, optimizing the number
of orders, optimizing the warehouse location, optimizing the area, and sharing resource information [7]. At
the same time, the optimal results will also be transmitted back to the data center of the perception layer for
virtual monitoring of the perception layer.

2.2. Elements of the operation process of digital twin unmanned warehouses. Among them,
the operation process of a digital twin unmanned warehouse includes establishing the twin entity model, data
system, and mapping logic.

2.2.1. Twin entity modeling. The ontology modeling method is used first when constructing twin
entities. The ontology is constructed with class and attribute as the core. The category refers to the definition
of the entity, and the property is the expression of the specific role of the class. The target and its properties
must be modified before creation, and then its output is stored in the object library and recorded in the target
table [8]. Lightweight methods are selectively adopted to reduce the display load during operation. The movable
part in the 3D model is set as a movable body, and then the behavior trajectory of the movable part is modified.
Animate it with associated components to form a whole. The elements of an unmanned warehouse and their
relationship together constitute a complex network concept system. It includes 16 categories of objects, 21
connections, and 91 properties. You can see a detailed description in Figure 2.2.
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Fig. 2.2: Network structure of unmanned storage ontology model.

2.2.2. Data System Construction. Data service systems can realize real-time connections and calls
between local and system databases. Run with a real-time database-driven model. A dynamic database-driven
model is adopted. Entity knowledge ontology based on the OWL method is used to realize dynamic access to
dynamic data in a database [9]. The database interface module is accessed regularly to realize the data analysis
of the local database and system database. In this way, the unmanned storage environment can be quickly
restored.

2.2.3. Mapping Logic. A geometric modeling method based on ontology is proposed, which can realize
the unity of objects in space position, geometric size, motion characteristics, etc. The data service platform
provides a unified control interface inside and outside the schema and interacts with the three databases [10].
Based on the law of real-time mapping, this paper efficiently combines the physical elements of the digital
twin model to run the process of warehousing, tallying, storage, picking, order receiving, and delivery to the
online process. This forms a complete unmanned warehouse business process. The logical flow of the real-time
mapping is shown in Figure 2.3 (image cited in Developments in the Built Environment, Volume 17, March
2024, 100309).

2.3. Digital twin unattended warehouse scheduling optimization logic. The digital twin method
is used to realize the effective utilization of the warehouse. Cluster analysis and deep reinforcement learning are
used to analyze and optimize the resource effectiveness of the system [11]. After resource efficiency optimization,
the allocation scheme is compared with that before optimization and fed back to the database for vector iteration
to get the optimal solution. The specific content is shown in Figure 2.4.
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2.3.1. Data analysis and prediction. The method of artificial neural network is adopted. Its input is
based on the inbound and outbound commodity data collected by the digital twin data center, including the
number of orders, order lines, received quantity, shipment quantity, inventory, dismantling amount, SKU and
equipment status, etc., select the data related to the number of hidden layers, and divide it into training data,
verification data and test data, the ratio of the three is about 7:1.5:1.5. The AUC value is used to determine
the training effect, usually in the range of 0.5-1. The closer the value is to 1, the better the prediction effect of
random judgment is. Combined with the collected data, the unmanned warehouse based on multidimensional
information is scheduled, and its potential energy efficiency problems are fed back.

2.3.2. Automatic facility resource configuration. The automated system optimization process in-
cludes cluster analysis for device resource efficiency, and the generated unmanned warehouse must be encapsu-
lated before it can be modeled to interact with deep reinforcement learning based on the Python language [12].
The unmanned warehouse model then takes the required form data from the cloud, executes the form and feeds
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Fig. 2.5: Deep Reinforcement Learning Deployment Framework.

it back to the current state function. After obtaining the state matrix, the model makes decisions and opera-
tions. When the algorithm reaches the next determined time point, the algorithm will feed the current income
and the state information of the next time point into the deep enhancement model. Finally, a trained deep
reinforcement learning model for optimizing unmanned storage resources is obtained. The specific operation
process is shown in Figure 2.5 (the picture is quoted in Using Deep Reinforcement Learning for Zero Defect
Smart Forging).

2.3.3. Feedback of optimization results. Under the HTML architecture, the proven deep reinforcement
learning mode is configured on Linux as an HTTP server. The jar bundle is configured in the cloud computing
to access it as an API. In the implementation process, the data is collected, processed and integrated into the
required data and uploaded to the cloud database [13]. In this paper, behavioral decisions are captured and fed
back based on the deep reinforcement learning method of cloud computing and API models of the unmanned
warehouse. Finally, the verified data is sent and returned to the terminal of the service layer. The user can
see the optimal model and related parameters through the intuitive display interface. This makes the resource
allocation of unmanned warehouses more scientific and reasonable.

3. Adaptive resource optimization method based on blockchain segmentation. The PPO method
is a solid deep incentive learning method introduced by OpenAl in 2017, which is superior to other robust deep
incentive learning methods in terms of sampling complexity [14]. By setting the trusted range, the method
has an adaptive solid ability to avoid errors. Some scholars proposed adopting the PPO algorithm to adapt to
the mapping error of digital twin model of the sheet metal assembly line to obtain the best clamping position.
Currently, the edge data processing method based on the PPO method has a severe mapping error between the
boundary twin and the physical network, and there are no corresponding research results. This paper studies
the two-layer PPO algorithm to process different data types (Figure 3.1).

This paper presents a multi-layer PPO algorithm based on multiagent PPO. Block Administrator A uses
a single PPO policy. Each K base station and block manager observed the existing dual-layer digital twin and
imported the observations into the PPO neural network [15]. Finally, the boundary twin model was used to
verify the output. Finally, the verified algorithm is optimized to the corresponding physical node. Compared
with the conventional PPO method, this project proposes a dual multi-layer PPO method so that K BS and
block administrators can obtain the data they need simultaneously, thus reducing the resource consumption
required by manual intervention.

3.1. Application of two-layer PPO algorithm in digital twin. A two-level Markov decision model
is constructed, and the model’s state space, behavior space and reward function are studied.
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3.1.1. Phase space. At decision time ¢(t = 1,2,...) there is a £ BS for maintaining the AP twin mode
state of the local data sharing link. The algorithm includes the signal-to-noise ratio ©,, j, of intelligent terminal
n to APjK and the signal-to-noise ratio ©,, j. of APjk to APjk’, and j.,jx' € Ju,jx # ju’,n € NI, a € a.
The state space of the x base station is shown below

ot = [@n,]»e?@]mjm/]
K BS, whose state space is as follows
R? = {RZ oo R% ... R%?
t 1,t» s tlgto y VKt

In block administrator a, save the signal interference noise ratio ©y.q,©,. 5,033 ,03,, of the multicast
transmission subchannel of the authentication node twin mode of the block, the maximum available computing
resources gp®* of the block manager and the authentication node, and a, 3,5 € B,a # ,a # B',8 # B'. The
block size is R4, the local access is ASb and the block manager is a. Then, the state space of the block
manager a can b expressed as:

| Rtﬁ = [RA,bv @b,av @a,ﬁv @ﬁ,ﬁ’ﬂ glrznax]

3.1.2. Action space. The decision parameters of each node must be modified appropriately to meet the
characteristics of time variability and maximize the benefit of K base stations and administrators of each layer
[16]. The connection vector 1 between nodes and the bandwidth resource configuration vector @, of A-nodes
are regulated in the local data sharing link. The local base station access vector is A. The bandwidth resource
configuration vector of the block manager and the parity node is Q3. The resource allocation vector of the
block manager and the parity node is gg. In this way, the behavior space for optimal configuration of « BS at
the decision time t can be expressed as

H,é,t = [77’ Qz]
Thus, the optimal behavior space for the utility of K BS can be expressed as
th = {Hf,tv T 7H:,tv T vHIZ(,t}
In addition, the operation space for optimizing the utility of the regional manager a can be expressed as
HtB = [/\7Q/3’gﬂ]

3.1.3. Reward function. The constraints of C1 — C7 must be verified in the operation of Layer 2PPO,
so the following real-time reward function r; is proposed in this paper. Here’s rf = >, . K Bs,YL = KP. If
C1-C7 constraints cannot be met at the same time, it means that the current optimal strategy is not effective
[17]. To prevent invalid decisions, the immediate return is set to 0 .
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3.2. Dual-layer PPO algorithm principle. Combining deep neural networks with reinforcement learn-
ing solves the constructed two-layer Markov decision problem. The two-layer PPO method obtains the best-
determining variable £* by establishing the best parameters of the artificial neural network. This maximizes
the average rate of return in formula

T
S(f) = E(Swﬂ'g(m) lz ]-7't‘|
t=1

0 <1 < 1 stands for discount factor. E stands for random sampling based on transformation order §. The
expected value of the immediate return is found given the strategy m¢, and the state r.§ represents the sequence
of conditions and behavior changes at the corresponding time point ¢, which is § = { R%, Rf CHY, H {5 ,oo L, RE Rf ,
HE, Htﬁ }. PPO is a reinforcement learning method that uses new strategy gradients and confidence intervals.
The network of actors accepts the current situation of the actors and makes decisions accordingly [18]. The
confidence interval method is used to dynamically adjust the parameters in the network so that the network
has adaptive solid ability and good convergence. The loss function of the update process of the Actor-network
parameter & of the kKBS is expressed as

J (&) = min (o (&) Hy, clip (04 (§5) ,1 — 7, 1 + ) Hy)

o (&) indicates the updating range of network parameters. H; represents the dominance function, which
reflects the decision generated by the current network parameters. Compared to other possible decisions, Hf ,
is of superior value. 7 € (0,1) is the parameter that determines the upper and lower boundary (1 — 7,1+ 7)
of the PPO algorithm’s confidence range. clip(-) function is used to constrain oy (£f), so it has adaptive solid
ability and convergence. The definition of o (£) is

3 (H;it | Ri,t)
ng,ald (Hf‘z}t | Réﬂf)

&2 represents the network parameters that have been updated. £2,0ld is the network parameter before the
upgrade. H; is represented in formula (3.10). If the resulting decision Hf ; gets a better-expected return, then
H; > 0 is the opposite of H; < 0. The dominant function H; is defined in this way

ot (§) =

Hy =0 +wéiyy + -+l 65
w € [0,1] stands for discount factor. §;7 represents the time error of a single step as defined below
i =rigtwp(Ri) —p(RY)

p(-) represents the Critic network’s estimated reward for deciding HZ ;. ri ; +wp (Rj,,) represents the sum
of the immediate return r7; and the expected return of the Critic network corresponding to decision Hy ;.
The Critic neural network takes the change of the mean value of 67 as its loss function. The weight &7 in the
model is modified so that the cost function is maximum and the reward p(-) obtained by the algorithm is more
accurate. The two different control strategies adopt the method of optimal learning rate to obtain the best
network parameters £ and & .

4. System inspection. The project takes Z Company as an example to develop a digital twin unmanned
warehouse system. According to the number of purchases made by the company between the first quarter of
2022 and the second quarter of 2023, they are classified and counted every week. The artificial neural network
is used to analyze the actual production situation, and the AUC of 0.9245 is obtained, proving the method’s
effectiveness. This project adopts an A2C algorithm based on deep reinforcement learning for optimization [19].
The learning rate parameter was set to 1x10°%, the simulation time step was set to 5min, the number of steps
for each model training was 1000, and the total training step length was 5x10°.

The tests compared to the inventory data are shown in Figure 4.1. Finally, the method is compared with
those often used in unmanned warehouses. Higher rewards can be obtained through the optimal allocation
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Fig. 4.1: Comparison of reward value, resource allocation and process time before and after optimization.

strategy. The deep enhancement method is adopted to optimize the design of forklift trucks in AGV, purchase
area and loading and unloading area. The deep reinforcement learning method is used to configure the system
resources dynamically, and the system’s running speed is shortened from 26 minutes to 24.5 minutes. The time
required to ship has been reduced from 3.6 points to 3.32 points. The material retention time in the warehouse
was reduced from 44.21 minutes to 41.24 minutes. Through the dynamic resource adjustment of the system,
the utilization rate and running speed are improved.

The best data information is returned to the data service system and is constantly adjusted to improve
the model in the future. At the same time, these data will also be fed back to the data-sharing platform on
the service side, and the decision maker can scientifically and reasonably allocate the corresponding resources
according to the model and parameters on the visual interface.

5. Conclusion. A resource optimization method for unmanned warehouse systems based on deep rein-
forcement learning is proposed. This project uses simulation software to build a training environment for
deep reinforcement learning. The model has effectively interacted with the production platform to realize
the effective management of the authentic warehouse. An interactive model of an unmanned warehouse with
man-machine interface is established. This project realizes collaborative optimization of unmanned warehouses
based on cloud computing. This method has achieved good results in the actual operation of Z Company. The
results prove the practicability of the proposed model, algorithm and prototype system.

Acknowledgement. The project is supported by the Scientific Research Project of Liaoning University
of International Business and Economics(2023XJLXZD01).
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A STUDY ON THE EFFECT OF DEEP REINFORCEMENT LEARNING IN
CULTIVATING ATHLETE DECISION BEHAVIOR AND PSYCHOLOGICAL RESILIENCE

SHUYING SONG*AND KUN QIANT

Abstract. In order to explore the relationship between the psychological resilience level and risk decision-making behavior of
volleyball players, the author proposes a study on the effect of deep reinforcement learning in the cultivation of athlete decision-
making behavior and psychological resilience. A survey and analysis were conducted on the psychological resilience level and risk
decision-making behavior of 64 volleyball club athletes (29 males and 35 females) using the Psychological Resilience Inventory
(PPI-A) and Sports Scenario Risk Decision Questionnaire. Construct a random forest regression model based on questionnaire
data. The results indicate that there is a significant difference in risk decision-making behavior between athletes with high and low
levels of psychological resilience in terms of benefits and losses =4.700,P=0.017,=22.065,P=0.000; There is a significant difference in
risk decision-making behavior between athletes with high and low levels of psychological resilience when risk preference loss occurs
=4.351,P=0.024, and in the context of positive and negative framing effects, the level of psychological resilience has no significant
impact on decision-making behavior. The risk decision-making behavior of volleyball players is influenced by the framing effect,
with negative framing and preference loss resulting in more risky behavior and a preference reversal; The level of psychological
resilience affects the risk decision-making behavior of athletes in stressful situations, and athletes with high levels of psychological
resilience have more adventurous behaviors.

Key words: Volleyball player, Psychological resilience, Framework effect, Risk decision-making, preference reversal

1. Introduction. In 2019, the General Office of the State Council officially issued the "Outline for Building
a Sports Strong Country”, deploying the promotion of the construction of a sports strong country and fully
leveraging the important role of sports in the new journey of building a socialist modernized strong country, and
proposed five strategic tasks [1]. The second aspect is to enhance the comprehensive strength of competitive
sports and enhance the ability to bring glory to the country by establishing a modern competition system with
Chinese characteristics and promoting the development of professional sports [2].

In modern competitive sports, athletes making quick and accurate decisions during competitions is one
of the key to achieving victory. However, with the tension and pressure of the competition, the decision-
making ability and psychological state of athletes may be affected, which in turn can affect their competitive
performance. Therefore, how to cultivate the decision-making ability and psychological resilience of athletes has
become a focus of attention for many coaches and researchers [3]. Deep reinforcement learning, as an important
branch of artificial intelligence, has shown tremendous potential in various fields, including gaming, finance,
and healthcare. Its method of learning optimal strategies through interaction with the environment based
on intelligent agents provides a new approach to solving the optimization of athlete decision-making behavior.
Meanwhile, psychological resilience, as an important psychological trait possessed by athletes when facing
pressure and challenges, is inherently linked to the concept of deep reinforcement learning [4]. Whether athletes
can have strong psychological qualities to withstand pressure at critical moments in competitive competitions,
and be able to maximize their learned skills, reduce mistakes, and steadily demonstrate their rightful technical
level is an important factor in winning. In the face of difficulties and obstacles, having excellent sports skills is
a prerequisite, and strong psychological qualities can support the performance of athletes’ skills. Moreover, any
skill in competitive sports requires years and months of accumulation to be acquired. Therefore, the cultivation
of athletes requires starting from the grassroots level to grasp the spirit of work style, perseverance, and never

giving up [5].
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2. Literature Review. Existing research has confirmed that students who participate in physical exercise
for a long time have higher levels of psychological resilience. The impact of different exercise intensities on
psychological resilience also varies, regular participation in moderate intensity exercises leads to better psycho-
logical resilience. Cai et al. proposed a cloud edge device computing offloading method based on multi-agent
deep reinforcement learning (MADRL), aimed at meeting various requirements of different tasks [6]. Sacchi, N.
et al. proposed an essential redundant robot fault diagnosis and control scheme based on deep reinforcement
learning (DRL) method combined with a set of sliding mode observers [7]. Wang, B. et al. used deep reinforce-
ment learning (DRL) methods to actively control the flow of elliptical cylinders. The results indicate that DRL
can learn active control strategies for the current configuration [8]. Eryilmaz, A. et al. investigated variables re-
lated to psychological resilience in pre adolescent youth, which is a trainable skill associated with psychological
and academic performance [9]. Psychological resilience needs to have characteristics such as traits, processes,
differences, outcomes, and dynamics, and is not a single or independent concept, but a three-dimensional and
multi-level concept.

The author employs a questionnaire survey methodology to delve into the psychological resilience levels
and risk decision-making behaviors among elite volleyball athletes in China. The aim is to establish a deeper
understanding of these aspects and to explore potential correlations between them. The ultimate goal is to
furnish valuable insights that can inform and enhance sports training programs and competitive performance
strategies for these athletes.

3. Research Methods.

3.1. Research Object. Two men’s volleyball teams (A team ranked third and B team ranked ninth) and
three women’s volleyball teams (C team ranked first in the league, D team ranked fifth, and E team ranked
eighth) participated in the Chinese Volleyball League, with a total of 64 athletes. Among them, there are 29
males and 35 females; 52 strong generals, 12 at the first level; 31 active and previous national team athletes,
33 local team athletes; The average age is 22 years old; The average training period is 9 years. All athletes
voluntarily participate in this survey study.

3.2. Research Methods. The author conducted a survey on 65 male and female athletes from 5 volleyball
teams using the Psychological Resilience Inventory (PPI-A) and the Sports Scenario Risk Decision Question-
naire. The questionnaire is distributed and filled out by the relevant scientific researchers of the sports team.
Before filling it out, the responsible scientific researchers explain in detail to the athletes the precautions for
filling out the questionnaire. The questionnaire will be distributed one month after the end of the 2013-2014
season and will be collected one week later. A total of 65 questionnaires were distributed in this survey, with
a response rate of 100%. Among them, 1 invalid questionnaire and 64 valid questionnaires were distributed.
Finally, 64 athletes were included in this study. Then, according to the scoring criteria of the Psychological
Resilience Scale, the psychological resilience score of each athlete is calculated, and the top 25% and bottom
25% are selected as the high and low psychological resilience groups in descending order of questionnaire scores.
Next, statistical analysis was conducted on the framework effect and risk preference scores of athletes in the
high and low psychological resilience groups in the four questions of the sports scenario risk decision-making
questionnaire, in order to explore the relationship between psychological resilience level and risk decision-making
behavior [10].

3.2.1. Research tools.

(1) Psychological Resilience Inventory (PPI-A). This questionnaire was developed by Colby et al. based
on the Physical Performance Inventory (PPI) and is currently one of the main tools used by foreign researchers
to evaluate exercise psychological resilience. It includes four dimensions: determinati