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A SOLUTION TO IMAGE PROCESSING
WITH PARALLEL MPI I/O AND DISTRIBUTED NVRAM CACHE

ARTUR MALINOWSKI AND PAWE L CZARNUL∗

Abstract. The paper presents a new approach to parallel image processing using byte addressable, non-volatile memory
(NVRAM). We show that our custom built MPI I/O implementation of selected functions that use a distributed cache that
incorporates NVRAMs located in cluster nodes can be used for efficient processing of large images. We demonstrate performance
benefits of such a solution compared to a traditional implementation without NVRAM for various sizes of buffers used to read
image parts, process and write back to storage. We also show that our implementation benefits from overlapping reading subsequent
images while processing already loaded ones. We present results obtained in a cluster environment for three parallel implementation
of blur, multipass blur and Sobel filters, for various NVRAM parameters such as latencies and bandwidth values.

Key words: image processing, high performance computing, NVRAM, distributed cache, Sobel, blur filter

AMS subject classifications. 68U10, 68W10

1. Introduction. For many customers the number of recorded megapixels is a key factor when choosing
digital cameras. Assuming that engineers properly matched the size of an image sensor to its resolution, it is
completely justified – each pixel contains additional information that could be used in order to improve quality
of an image. The first affordable, commercially available digital cameras started from the resolution of about
one megapixel, like Kodak DCS or NASA’s Nikon F4 that was used during Space Shuttle missions [26]. The
megapixel race led to about 20 megapixel sensors in modern smartphones and more than 50 megapixel sensors
in DSLR equipment for professional photographers. Some digital cameras take things even a step further, like
the recently announced Hasselblad device with effective resolution of 400 megapixels [11]. The scale grows even
bigger for specialized devices, such as Hawaii telescopes of the project Pan-STARRS that are equipped with
sensors of a resolution more than one gigapixel [13].

Apart from better sensors, the final image resolution could be obtained by combining multiple smaller parts.
The sharpest view of the Andromeda Galaxy, created by NASA/ESA using data from Hubble telescope, contains
1.5 billion pixels [27]. This technique is useful not only in scientific research – in 2016 Bentley Motors created
a 53 gigapixel photo only for demonstration of the companys commitment to technological innovation [38].

Large images are more difficult during processing. The size of a file could exceed the amount of RAM
installed within a single node. Moreover, more demanding algorithms involve complex computations. It is
possible to offload some processing to GPU (compatible with GPGPU technologies, e.g. NVIDIA CUDA,
OpenCL) or computational accelerators (e.g. Intel R⃝ Xeon Phi R⃝), but it may require many round trips between
a host memory and a device due to limited memory on such compute devices.

An alternative solution for high data volume (especially with multiple images) and demanding computations
is changing the processing application from running on a single node to the one distributed among several
nodes. With such an approach, an application designer can include all of the techniques and methods of High
Performance Computing (HPC) in the application. It should be especially convenient for processing used in
scientific applications, where developers are familiar with HPC tools and technologies.

Within this paper we propose a distributed architecture for a large image processing application based on
HPC tools. The solution is created using Message Passing Interface (MPI), image file access is accelerated by
a byte-addressable non-volatile RAM (NVRAM) distributed cache. Initially, the framework consists of three
exemplary image filters, but it can be easily extended further. A set of experiments proved that the architecture
is capable to process large images (single or multiple) in reasonable time.

2. Related work and motivation. Firstly, parallel image processing, as a way to decrease execution
times of image filtering, important in many fields, has been analyzed and used for many years already.

∗Faculty of Electronics, Telecommunications and Informatics, Gdansk University of Technology, Poland, ar-
tur.malinowski@pg.edu.pl, pczarnul@eti.pg.edu.pl
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2.1. Parallel image processing. Parallel programming with Message Passing Interface (MPI) tradition-
ally allows utilization of clusters but MPI-based programs can be also run successfully on powerful workstations
with multi- (such as Intel Xeon) and many-core processors (such as Intel Xeon Phi x200) or many-core copro-
cessors (such as Intel Xeon Phi x100). Parallel image processing with MPI has been analyzed in many works.
Paper [29] presents design and results of a C+MPI framework for low-level image processing, run on a cluster
of up to 64 nodes connected with Myrinet. An example of a multi-baseline stereo vision application is used
for which speed-ups up to around 10 have been obtained on 32 nodes. In work [28] authors demonstrated
parallel extensions, also using MPI, to the Delft Image Processing LIBrary (DIPLIB) library. For geometric
mean filters and larger window sizes and image sizes (15x15 for an 256x256 and 9x9 and 15x15 for 1024x1024
images) the authors have obtained linear speed-ups up to 24 machines. Paper [33] introduced Parallel Image
Processing Toolkit (PIPT) that uses MPI, with load balancing schemes in the framework for transparent dis-
tribution of computations. Paper [2] deals with parallel image processing and considers data distribution for
heterogeneous machines with scalability results for an active contour algorithm. Website [5] provides a C/C++
with MPI implementation of several operations on images: contrast an image, filtering: smooth, blur, sharpen,
mean removal, emboss as well as computing image entropy.

Other parallel programming APIs allowing execution on clusters have also been used for image processing.
In paper [6] the authors extended the well known image processing tool GIMP with a possibility to use a cluster
based system for pipelined image processing. Paper [32] presents parallel processing of pressure-sensitive paint
images on a multiprocessor machine or a cluster with multiple nodes, however implemented with forks/pipes
and TCP/IP.

Recently, parallel image processing with GPUs has been explored deeper in many fields, for example: plant
growth analysis [30], medical applications such as cancer research [31] object recognition [35], embedded systems
[4]. Several frameworks for image processing with GPUs have been developed [1, 16] along with a possibility
to perform GPU image processing from higher level systems such as MATLAB [10]. However, GPUs have
limitations in terms of maximum memory capacity – currently up to 16GB in the latest and expensive cards
such as NVIDIA V100 or 12GB in NVIDIA Titan X. Consumer grade cards offer up to 8GB of memory. In
view of this, processing of very large images might require several communications over PCI Express and the
overall performance will suffer. Because of this, we explore the possibility of using NVRAM in parallel image
processing, especially in a cluster environment, in which NVRAMs from various nodes might offer even higher
capacities.

2.2. NVRAM applications. Non-volatile byte-addressable memory has several potential advantages
that make it an interesting solution in increasing performance of demanding applications [19]. These include
byte-addressability, sizes larger than RAM and persistence. There are several examples of applications analyzed
in the literature.

One is low overhead checkpointing. Paper [14] proposes NVM-checkpoints for storing checkpoints locally
and remotely. Authors propose checkpointing based on a hybrid memory model. An application uses an NVM
interface for provision of information regarding checkpointed data. While data remains in RAM, it can be copied
to NVM. NVM is used for local and less frequent remote checkpoints. Apart from an NVM kernel manager,
the provided NVM user library for handling checkpointed data: allocation, moving data from DRAM to NVM
and restart. Checkpointing using NVRAM was also proposed by us in [7] where wrappers to MPI functions
for use with NVRAM were proposed. We demonstrated that for expected performance characteristics of actual
NVRAM devices (latencies and bandwidth) NVRAM based checkpointing performs considerably better than the
traditional disk based approach for applications such as the HPCCG benchmark and the PageRank algorithm.

In terms of storage oriented solutions, several contributions have been made. Paper [17] presents NVWAL
that uses NVRAM for maintaining a write-ahead log that benefits from byte addressability of NVRAM, provides
a transaction-aware persistency and shows that NVWAL provides considerably better performance for SQLite
compared to using flash memory. In paper [39] authors present Mojim which is a two-tier system where the
first one contains a mirrored pair of nodes and the second tier encompasses secondary backup nodes with
weakly consistent data copies. The system provides reliability and availability. The paper demonstrates that a
solution with replication with non-volatile memory provides similar or better performance than a version with
non-volatile memory without replication. In paper [9] authors propose Phoenix (PHX) which is an NVRAM-
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bandwidth aware object store for persistent objects. What is interesting is the fact that it can use NVRAM and
DRAM simultaneously as well as incorporate information such as bandwidths of devices, distances and energy
costs. The authors have presented that their solution reduced checkpoint/restart times for three tested HPC
benchmarks such as GTC, CM1 and S3D HPC compared to NVRAM only solutions.

Work [18] demonstrates how NVRAM can be used in order to improve performance of a browser. This
includes making use of NVRAM for placement of files for startup. Furthermore, perceived performance is
increased through caching of web resources in NVRAM.

Another application that can benefit from NVRAM is online transaction processing. Paper [12] presents
how NVRAM can be used for a logging subsystem and justifies that it provides better performance to cost ratio
than replacing the whole storage with NVRAM.

Paper [8], on the other hand, provides a study of impact of NVRAM on a Breadth-First Search (BFS)
graph traversal algorithm. An NVRAM simulator called PerMA has been used which allows to model latencies
and bandwidths of memory types from flash to RAM. The authors came to the conclusion that with sufficient
concurrency, with NVRAM the analyzed algorithm will be able to approach the performance of an in-memory
algorithm.

In paper [15] authors investigate benefits from using NVRAM for large scale data intensive (I/O) applica-
tions and demonstrated gains such as 3.85x I/O throughput and 1.6x for ort based data post processing over a
disk only approach.

Paper [36] demonstrates benefits through an average of 2.7x performance improvement of the map phase of
Map Reduce from using NVRAM. Benchmarks and workloads included those from Intel HiBench and PUMA.
Low level optimization of processing using NVRAM is analyzed in work [20] in which authors presents a software
cache in which lines to be flushed are buffered first and flushed later. Cache size is adapted at run time.

So far image processing with NVRAM has been addressed to a certain degree in the literature in terms of
energy efficiency. For instance, paper [25] presents that power consumption for parallel image processing can
be reduced greatly with the use of non-volatile memory. Work [37] presents energy efficient in memory machine
learning for image processing and corresponding benefits when using non-volatile memory.

2.3. Motivation and goal. Taking into account the aforementioned contributions, in this work we propose
to integrate usage of NVRAM for parallel image processing, especially large images, and demonstrate benefits
of this approach. With expected adoption of NVRAM in the nearest future, we believe that it will be an asset
applicable to a variety of fields and users.

3. Proposed solution.

3.1. Assumptions. From the HPC perspective, image processing could be regarded as performing a set
of operations on a two-dimensional matrix in which each element corresponds to a pixel of a selected color. In
the most straightforward approach an application performs the following steps:

1. The application opens an image file and reads an image as a matrix.
2. The matrix is split into submatrices.
3. Submatrices are assigned to processes (one to one or many to one depending on the processing paradigm)
4. Each process reads required data, performs its computations on the assigned part and writes output.
5. The application closes the file.

We believe that these steps make the application as simple as possible from a developer point of view. Our
solution sticks to this in order to make it easy to implement own image processing algorithms. On the other
hand, our solution uses NVRAM in an intermediate layer between files and the MPI I/O functions invoked
within the application.

Such an approach should be efficient with images of a size limited to the sum of all RAM capacities in a
cluster. In such case a file is read once at the beginning of processing and written back after computations have
been completed. The situation changes when the size of an image increases. The greater the size of a file, the
smaller image part can be processed at once and the application requires more read/write requests. Finally, the
application that used to be computationally bound becomes data intensive and I/O operations appear to be a
bottleneck.
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Taking everything into account, the task is to design the application as simple as possible, keeping in mind
that in order to provide good application performance, it is required to perform I/O operations efficiently.

3.2. Design of the solution. As a base for our application we used the C programming language and
MPI which is the de facto standard for message passing parallel programming allowing to run applications on
clusters but also within nodes with multi-core CPUs. Choosing MPI ensures a wide knowledge of a platform
among HPC application programmers – e.g. MVAPICH, one of most popular MPI implementation, declares
being used by more than 2,750 organizations1. Many MPI implementations also offer additional advantages like
built-in Infiniband integration, efficient process managers, several levels of threads support or dynamic process
management routines.

In order to provide file access for all nodes within a cluster, in a typical HPC environment a parallel file
system (PFS) is used. Most popular PFSes provide POSIX support, but applications based on MPI can use
MPI I/O – a set of functions that allow accessing a file in a way convenient for a programmer. Popular MPI I/O
implementations also include many different optimizations, e.g. data sieving and two-phase I/O in ROMIO [34].

One of the conditions for comfortable file usage is the possibility to read and write a data chunk efficiently
independently from its location and size. As we will show in experiments, performance of specific operations
in regular MPI I/O and PFS could be significantly improved using our byte-addressable NVRAM distributed
cache [23].

The NVRAM cache, previously proposed by us, is a transparent component placed between an application
and MPI I/O. Its transparency is achieved through reimplementing selected MPI I/O API, so no additional
effort is needed from a developer. The most important requirements of this extension are installation of a
NVRAM device in each node of a cluster and the size of a file limited to the sum of all NVRAM capacities. As
justified in related work, NVRAM capacities are expected to far exceed RAM properties, so it should not be a
problem in the nearest future. The main distinguishing features of the cache are fully decentralized management,
prefetching the whole file during opening, synchronizing the whole file during closing and keeping minimal meta-
data. A set of tests with synthetic benchmarks and real-life applications like map searching, crowd simulation
or graph processing proved I/O improved performance, especially for long running applications [21, 22, 23]. An
additional feature of the cache that naturally benefits from NVRAM persistence is safety of the data during
processing [24]. The cache can also run using volatile RAM as its storage. Such a configuration forces reducing
RAM available for the application and does not offer any fail-safe mechanisms, but can be successfully applied
in order to enhance the efficiency of I/O.

Figure 3.1 presents the most important architecture components and their dependencies. As previously
stated, image files are served by a PFS. An application accesses it using MPI I/O API. The NVRAM cache is a
transparent component that improves efficiency of file access. Optionally, an application can use computational
accelerators.

3.3. Performance optimization. According to the description of the NVRAM based cache, overhead
for opening and closing a file may have a significant impact on application execution time. In a typical HPC
case this issue is negligible – in long running applications the gain from faster data access fully compensates the
initialization and deinitialization phases. However, omitting this overhead for fast and simple image processing
algorithms would be noticeable. The proposed application is prepared to be used as a service that is able to
process requested images one by one. The common idea in HPC used for avoidance of waiting for a data is
overlapping communication and computation. In our application we implemented a similar approach – image
processing overlaps with opening/closing a file.

Another important task was tuning the PFS. Our cluster was equipped both with Infiniband and 10Gb/s
Ethernet, so we were able to separate the application and the PFS traffic. Internal MPI communication was
based on Infiniband, while our cache was connected to PFS using Ethernet. The OrangeFS setting that has
the most impact on significant reduction of application execution time was turning off TroveSyncData option.
It allowed to omit costly data synchronization after each operation at the cost of increased risk of loosing data.
Instead of protection offered by OrangeFS we can use the fail-safe mode built into the NVRAM cache mechanism
or take the risk – in the worst case the application will process a lost image once more.

1http://mvapich.cse.ohio-state.edu/
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Fig. 3.1. Architecture of the application for large image processing

Application optimizations included also, among others, tuning buffer sizes, reducing number of round-trips
between PFS and NVRAM cache or proper usage of MPI I/O flags like MPI MODE READONLY.

3.4. Exemplary filters. Our implementation contains code for parallel execution of three different filters.
Figure 3.2 presents exemples of an original image and processed results. The initial version of application
contains the following filters:

1. Blur – the idea is to blur an image by averaging values of neighboring pixels (to each pixel).
2. Multi-pass blur – similarly to the standard blur but the value of a considered pixel is also considered

in the average. Additionally, several passes through an image are executed.
3. Sobel – in this case, application of the filter relies on conversion of each pixel to grayscale (using a

luminosity approach) and application of a 3x3 operator on each pixel. This allows to compute minimum
and maximum values across a domain and then normalize final values based on these minimum and
maximum values. It should be noted that these minimum and maximum values need to be propagated
across all processes (realized using MPI Allreduce()).

4. Experiments. The main goal of experiments was not only to show that the application processes images
in reasonable time, but also to present a comparison of an architecture with and without the byte-addressable
NVRAM distributed cache. As parameters of expected NVRAM devices are not yet published, the last three
experiments were dedicated to different settings of the simulation platform.

4.1. Testbed environment. The extension was tested on cluster named Lap06, its technical specifications
are included in Table 4.1 and Table 4.2. As the actual NVRAM devices are not available on the market yet, we
used a hardware simulation platform. The platform internally uses RAM but increases its access latency and
modifies the bandwidth. Unless otherwise noted, the platform was set according to Table 4.3.

4.2. Results of NVRAM extension vs regular MPI I/O.

4.2.1. Various image sizes. The first set of experiments verified the possibility of processing large images
efficiently. In this scenario we processed a single image using 6 computing nodes, 7 processes per each. As
presented in Fig. 4.1 and 4.2, in one minute the application was able to apply blur filter on an 800 megapixel
image and blur multi-pass filter (10 passes) on a 500 megapixel image. As expected, processing time increases
linearly with increasing the size of an image. Comparison of unmodified MPI I/O and the one supported by
NVRAM cache clearly shows that extended version performed much better. For the blur filter execution time
was about 30% lower for small images (100 megapixels) up to more than 40% lower for images larger that 500
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(a) Original image (b) Blur filter

(c) Blur-multipass filter (d) Sobel filter

Fig. 3.2. Original image and images processed using three different filters (fragment of a photo of Gdansk University of
Technology, author: Krzysztof Krzempek)
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Table 4.1
Hardware used in performance tests

Number of computing nodes 6
Number of PFS nodes 2
CPU 2 x Intel R⃝ Xeon R⃝ E5-4620
RAM 15GB
Network 40Gb/s Infiniband, 10Gb/s Ethernet
Storage SSD
NVRAM simulation 17GB, hardware simulation

Table 4.2
Clusters’ software configuration

Operating system CentOS release 6.5
MPI implementation MPICH 3.2
PFS Orange-FS 2.9.6

Table 4.3
NVRAM simulation platform parameters

additional latency before accessing the data 2000ns
additional latency before flushing the data on device 600ns
memory bandwidth divider 4

megapixels. According to previous expectations, less demanding algorithms like blur suffer from overhead for
opening and closing a file. This issue does not occur with blur multi-pass – for this scenario we were able to
observe more than 90% reduction of the execution time.

Fig. 4.1. Image processing results, blur filter, 6 nodes, 42 processes, 512kB application buffers

4.2.2. Various number of images. The next set of tests was focused on testing effectiveness of overlap-
ping image processing with opening/closing a file. In order to verify the approach we compared the proposed
application running with multiple files and the same application, but executed for each single image sequentially.
Results presented in Fig. 4.3 and 4.4 demonstrate reduced execution times for application with overlapping.
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Fig. 4.2. Image processing results, blur multi-pass filter, 6 nodes, 42 processes, 512kB application buffers

Unfortunately, the gain from implementation of overlapping was lower that expected. For a relatively simple
filter – Sobel – we observed reduction of execution time at the level of 5%. More complicated algorithms like
blur multi-pass allow for saving more time – for test scenario illustrated in Fig. 4.4 it was about 10%.

Fig. 4.3. Image processing results, Sobel filter, 6 nodes, 42 processes, 512kB application buffer, each image of 1 gigapixel

4.2.3. Various buffer sizes. Although our NVRAM distributed cache is designed to work well with
small data chunks (even with access to single bytes), the proposed application uses internal buffers. Two buffers
located in RAM, one for read and one for write operations, prevent from too frequent file requests. Results
presented in Fig. 4.5 and 4.6 prove that the NVRAM cache is prepared for serving even small data chunks.
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Fig. 4.4. Image processing results, blur multi-pass filter, 6 nodes, 42 processes, 512kB application buffer, each image of
1 gigapixel

Results were similar both for simple and more demanding processing algorithms. With unmodified MPI I/O and
requests lower than 128kB the application is extremely slow, because the PFS is flooded with a large number
of requests incoming frequently. In our opinion, such a result is another argument for applying the proposed
architecture – implementing buffers is an additional overhead for developers, especially for more complicated,
non-linear image processing algorithms. The proposed solution allows to focus more on implementing algorithms
themselves, rather than on difficult I/O optimization.

Fig. 4.5. Image processing results, Sobel filter, 6 nodes, 42 processes, image of 0.5 gigapixel
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Fig. 4.6. Image processing results, blur filter, 6 nodes, 42 processes, image of 0.5 gigapixel

4.2.4. Scalability. One of the most important parameters of HPC applications is scalability regarded as
the potential of reducing execution time with increasing hardware resources, today most often the number of
a cluster nodes and consequently the number of CPUs and cores. It may seem that with processing multiple
images, the application does not require good scalability because it could be executed multiple times for each
image independently. In practice, when the I/O is the bottleneck of the system, running many instances of a
data intensive application may result in overloading of PFS.

Figure 4.7 shows application speedup while increasing the number of nodes. Unmodified MPI I/O does
not scale well because the gain from higher computational power of greater number of nodes is insignificant
when PFS is more and more overloaded. The speedup of execution with NVRAM cache is also far from
linear, but still significant. Scalability is of the features of the distributed architecture of NVRAM cache. The
solution is designed in such way that each node participates in serving read/write requests. With an increasing
number of a file accesses from a higher number of processes, the extension has more nodes to process it, so the
average number of requests per node is constant. Furthermore, better scalability results are expected for more
demanding algorithms with a higher ratio of computations to I/O.

4.2.5. Various NVRAM simulation parameters. As we do not have NVRAM based devices yet, we
used a hardware simulation platform. Unknown properties of final devices result in necessity for testing solutions
for many different configurations in the range of expected parameter values. Although NVRAM devices should
outperform today’s SSDs, we assumed pessimistic values at the level similar to announced SSD specifications
(i.e. Intel R⃝ Optane R⃝ P4800X with typical latency of less than 10µs, up to 2400/2000MB/s read/write speed
and 500k IOPS for random requests [3]). The following three tests were performed using the blur multi-pass
filter.

Figure 4.8 presents comparison of execution times according to the memory bandwidth. Our nodes were
equipped with DDR3 1600Mhz memory units, the simulator allowed to divide the bandwidth by a certain factor.
In the plot we can observe that this parameter does not have a significant impact on the proposed application
– average growth of the execution time after reducing the bandwidth was less than 2.6%. With frequent, low
size requests our application depends more on the access latency rather than bandwidth.

Results shown in Fig. 4.9 concern an additional delay required to flush the cached data onto the device
to make it persistent. The plot is quite similar to the previous one – even when the additional latency before
flushing the data was doubled, average execution time of the application grew up about 2%. This latency is
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Fig. 4.7. Image processing results, blur multi-pass filter, 512kB application buffers, image of 1.5 gigapixel

Fig. 4.8. Image processing results, blur multi-pass filter, 6 nodes, 42 processes, 128kB application buffer

added only for write accesses and in our application write operations are less common than reads.

A much more visible impact on execution time is shown in Fig. 4.10. In this scenario we increased the
additional latency added for each memory request. Obtained results resulted in about 7% growth of processing
time.

Those three experiments proved that the impact of NVRAM parameters is significant in terms of execution
time, but insignificant when comparing the application with NVRAM cache and the one without. This leads
to the conclusion that if only NVRAM devices provide performance at the level of SSD devices or better, the
proposed architecture will be more efficient using the proposed distributed cache.
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Fig. 4.9. Image processing results, blur multi-pass filter, 6 nodes, 42 processes, 128kB application buffer

Fig. 4.10. Image processing results, blur multi-pass filter, 6 nodes, 42 processes, 128kB application buffer

5. Conclusions and future work. In this paper we proposed an architecture and software/hardware
components for large image processing application. Motivations included observation of increasing images sizes
and wide interest of efficient image processing architectures collected in the related work. In the exemplary
implementation we included three image processing filters: blur, Sobel and multi-pass version of blur. The
application is able to process a single image, as well as multiple images using additional optimization that
involves overlapping file opening and processing for subsequent images. The most distinguishing feature of the
proposed solution is application of byte-addressable NVRAM distributed cache. Emerging memory technology
combined with cache design allows for reducing PFS load, making the application development more convenient
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by using small data chunks efficiently and easily obtain better scalability with data intensive applications. The
presented experimental results show, among others:

1. efficiency of large (more than gigapixel) image processing,
2. better performance of NVRAM cache extension compared to unmodified MPI I/O,
3. performance gain obtained for processing multiple images using overlapping file opening and processing,
4. visible scalability of the solution,
5. impact of NVRAM parameters on the application execution time.

In the future we plan to improve performance of the NVRAM cache, which should also impact efficiency
of image processing with proposed architecture. Our idea involves a hybrid approach – using both plain PFS
performance and cache by balancing the load at runtime. Another interesting issue is connected with moving
the solution into a cloud – combining HPC and cloud processing becomes more and more popular nowadays.
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Electronics, Telecommunications and Informatics, Gdansk University of Technology, Poland.
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Abstract. HPC application developers, including OpenMP-based application developers, have stepped forward to endeavor the
future design trends of exa-scale machines, such as, increased number of threads/cores, heterogeneous architectures, multiple levels
of memories, and so forth; and, they have initiated procedures to address application level challenges, such as, data-driven scalability
issues, energy consumption requirements, data availability needs, and so forth. Despite the existence of manual performance tuning
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newly designed Modeling Assisted Firefly Algorithm (MAFA). MAFA of SCALE-EA was implemented in two approaches: Modeling
Assisted Firefly Algorithm with Random Forest Modeling support (MAFA-RFM) and Modeling Assisted Firefly Algorithm with
Linear Regression Modeling support (MAFA-LRM). The modeling and prediction algorithms of the proposed MAFA of SCALE-EA
were based on the execution time and the hardware performance events of code regions of OpenMP applications. Experiments were
conducted on two machines, namely, a Haswell based machine and an AMD Opteron based 48 core machine. The experimental
results of the MAFA of SCALE-EA manifested the energy efficiencies of 31.21 to 77.3 percentage and the search time efficiencies
of 5.53 to 32.56 percentage for candidate OpenMP applications such as CoMD, Arraybench, Taskbench, and Syncbench.
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1. Introduction. High Performance Computing (HPC) application developments are invariably cropping
up among various scientific domains, such as, High Energy Physics (HEP), bioinformatics, eyewear computing,
visualizations, electronic automation, graph-based machine learning, and so forth. OpenMP based programming
model is indeed reaching out to become a prominent programming model among a sector of HPC application
developers owing to the adequate doctrine of standards (OpenMP 4.0 and 4.5), ease of use, controlled program-
ming support, smooth applicability to programmers belonging to various scientific disciplines, and due to the
notion of having millions of cores in future exascale machines.

However, the realization of efficiently utilizing HPC applications in its present form for future large scale
machines requires innovative approaches to mitigate the following possible risky scenarios:

1. the performance of applications becomes more sensitive to data movement, data availability, data prove-
nance, data management policies, and so forth – a future software-cum-hardware computing system
must consider the massive storage options of machines, resiliency nature of applications, dynamic com-
puting behavior of applications, and the dynamic nature of the data access patterns of applications (big
data).

2. the current implementations of OpenMP applications might not have considered the design aspects of
emerging memory models (including data persistence of modern memory architectures), infrastructural
improvements, future parallel data structures, and so forth.

3. the scalability of applications might get an impoverished lead as applications are usually not ported
and tested for scalable machines.

4. the energy efficiency of applications could exhibit a daunting scenario when executed on machines with
varying degrees of parallelism – smaller or larger.

5. the current OpenMP application developers might not have quantified the possible uncertainties that
might evolve due to the underlying future parallel software frameworks.

In short, to mitigate these challenges, programmers or developers have to diligently write scalable and
energy efficient parallel algorithms by employing the apt scalability features of programming languages and by
considering the underlying requirements of machines. Vividly, OpenMP based application programmers have
to gain sophisticated knowledge on handling the newer OpenMP constructs in order to attain higher scalability,
portability, and energy efficiency – for instances, the synchronization points of OpenMP applications, such as,
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OpenMP barrier constructs should be limited or enriched; the granularity of OpenMP parallel regions should
be optimized to achieve higher scalability; and, the programmers should efficiently utilize the OpenMP private
data clauses in an application.

In general, the non-scalable and the energy/performance inefficient code regions of an application can be
identified and manually tuned. However, the manual tuning processes might laid down hefty responsibilities to
users – an intricate process. One solution that makes sense and intends to work in large scale HPC scenarios is to
establish an autotuning tool or a framework that automatically finds the non-scalable or energy inefficient parts
of the code regions of applications and tunes them accordingly. Historically, a notion of framing autonomic
computing systems was highly appreciated by researchers for decades [11, 29]. Moreover, researchers had
shown their keen interest in counteracting the scalability and the energy consumption issues of applications
[2, 4, 15, 31] at various levels of computing systems so that the existing applications could be executed on future
machines at ease.

Auto tuning, although a promising solution for tuning HPC applications, easily leads to voluminous com-
binations of optimization options which might impede the search time of the tuning process. In addition, the
autotuning process could inundate the search space with an immense volume of performance data, as autotuning
systems are, in general, self-aware, self-configurable [42], context-aware, and self-optimizable systems. In most
cases, the autotuning systems are guided in a single-objective or in a multi-objective modes of operations based
on pre-defined objectives, such as, minimizing energy consumption of code regions of applications, maximizing
the utilization of machines, minimizing the data movement to Dynamic Random Access Memory (DRAM), and
so forth. Thus, there is an increasing need for autotuning solutions or frameworks that intelligently minimizes
the search time of the tuning processes.

This paper proposes the SCALE-EA framework, a Scalability-Aware performance tuning framework using
EnergyAnalyzer (EA), for OpenMP applications – EnergyAnalyzer tool is an online based energy consumption
analysis tool for HPC applications. SCALE-EA automatically identifies the efficient number of threads for
individual parallel regions of OpenMP applications using FA and MAFA. The proposed FA and MAFA of
SCALE-EA improved the search time of the tuning process and enhanced the energy efficiency of applications.
The proposed method was evaluated using several OpenMP applications / benchmarks, such as, CoMD from
the co-design center of LLNL, USA [14], and OpenMP benchmarks from EPCC [17], on a Haswell processor
based HP-Zbook-15G machine and a 48 core HPProliant machine.

In succinct, the paper has the following contributions:

1. an SCALE-EA framework for automatically finding an efficient number of threads for the parallel
regions of OpenMP applications was proposed.

2. FA and modeling assisted heuristic algorithms were implemented in SCALE-EA in order to reduce the
search time of the tuning process. The modeling assisted heuristic algorithms were implemented in
two flavors: a) Modeling Assisted Firefly Algorithm using Linear Regression Modeling (MAFA-LRM)
and b) Modeling Assisted Firefly Algorithm using Random Forest Modeling (MAFA-RFM). MAFA
algorithms are the modified versions of FA.

3. Experimental evaluations of the proposed SCALE-EA and its associated algorithms were carried out
using OpenMP applications, such as, Arraybench, Syncbench, Taskbench, and CoMD applications.

The rest of the paper is organized as follows. Section 2 presents existing autotuning frameworks and
their solutions. Section 3 explains the proposed scalability-aware performance tuning framework for OpenMP
applications and Section 4 discusses the modified firefly algorithm which adds modeling support towards the
search process. Section 5 manifests the proposed mechanism called the SCALE-EA framework. And, finally,
Section 6 presents conclusions.

2. Related Works. HPC applications, specifically data-driven applications, are increasing in the scientific
market from various scientific disciplines, such as, massive graphs, HEP, bioinformatics, healthcare, distributed
manufacturing, electronic automation, visualization applications (social networks), multi-physics simulations,
and so forth. In the meantime, technological advances in hardware architectures are nearing exascale speed
through co-design architectural designs, abundant General Purpose Graphical Processing Units (GPGPUs),
hierarchical clustering of heterogeneous machines, and so forth. Despite the growth seen in the application
sector and in the hardware architectural design sector of HPC, the performances of applications, including the
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Fig. 3.1. SCALE-EA: Scalability Aware Performance AutoTuning Framework for OpenMP Applications

scalability and the energy efficiency of applications, should be concerned about by the researchers.

The HPC community, therefore, oriented their mindset to mitigate the effects of known performance issues
of large scale systems such as the dynamic nature of big data in applications (data sizes), heterogeneous hardware
architectures [7], energy consumption issues, scalability issues [22, 39], uncertainty of resources (including data
resources), and so forth [18].

In fact, the energy consumption issues of HPC applications should be addressed due to the scarcity of power
sources (especially in the developing countries, such as, India), owing to the emission of carbon footprints [10]
which lead to environmental hazards, and, due to the emerging power wall problem of dark silicons [31].

There exists a few standalone energy reduction mechanisms for HPC applications [28, 36, 21]. The most of
the existing approaches are either manual [34] or application-centric.

Researchers have proposed autotuning frameworks/solutions [16, 23, 24, 25, 13] in order to achieve per-
formance/energy improvements. Studies have also led a subset of researchers to frame autotuning solutions
at compile time [2, 9, 12, 27, 32] and a few others at run time of applications [37, 3, 40, 8]. In addition,
a few autotuning solutions with more emphasis to IOs were designed in [5]. To improve the performance of
heterogeneous systems and applications, the authors of [6] have designed an autotuning solution. Additionally,
tool developers are constantly finding mechanisms to assist application developers in terms of automatically
improving the performance efficiency of HPC applications.

To avoid the burdens caused due to the search time and the emergence of abundant performance data, a
few researchers have utilized modeling mechanisms [26, 1] to forecast the performance issues of applications
and to tune applications. In addition, modeling assisted automated systems have been successful in cloud and
distributed environments [30]. Recently, researchers have adopted autotuning using Domain Specific Languages
for autotuning applications in ANTAREX project [13].

This paper proposed a combination of heuristics and modeling approach for the tuning process of OpenMP
based HPC applications. To do so, Firefly Algorithm (FA), a heuristic method, is modified with modeling
algorithms, such as, RFM and LRM, in this paper. A detailed description about the proposed SCALE-EA
framework based on FA and MAFA algorithms is discussed in Section 3.

3. Scalability Aware AutoTuning using EnergyAnalyzer (SCALE-EA). SCALE-EA framework
does scalability aware performance autotuning of OpenMP applications. The framework is built based on
EnergyAnalyzer tool, an online based energy consumption analysis tool. This section explains the SCALE-EA
framework and the entities involved in pursuing the performance aware autotuning mechanism for OpenMP
applications.
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3.1. SCALE-EA Framework Functionalities. The functionalities of the proposed SCALE-EA frame-
work, the extensions made towards EnergyAnalyzer tool, are described as follows:

SSTranslator and its Extension. SSTranslator, an entity of EnergyAnalyzer tool, is extended to support the
proposed SCALE-EA framework. It is a source-to-source translator which includes program statements, such
as,

#pragma start_user_region

---

#pragma end_user_region

These statements notify the Monitoring Manager entity of EnergyAnalyzer about the user-specified code re-
gions of applications. The performance / energy consumption values of these user-specified regions are measured
using the Monitoring Manager entity of EnergyAnalyzer at the runtime of applications.

The extended version of SSTranslator additionally identifies each parallel regions of OpenMP based appli-
cations. These parallel regions are marked with two additional statements, such as,

omp_set_dynamic(0);

omp_set_num_threads(SCALEEA_NUM_THREADS_filename_n);

where n resembles the unique number for each omp parallel regions in an application and filename is the
filename representation of applications.

The line omp set dynamic(0) is automatically added before the omp parallel regions of OpenMP-based
applications using the extended version of SSTranslator. This statement instructs compilers to disable dynamic
allocation of threads. The variable SCALEEA NUM THREADS filename n is automatically defined at the initial
stage of the file using #ifdef conditions of C/C++ definitions. This is mandatory for the proposed SCALE-
EA framework as the framework would later assign the number of threads for each omp parallel regions. The
heuristics of SCALE-EA are responsible for assigning the values to these variables.

In addition, the line numbers for omp parallel regions and the file names of applications where the regions
belong to are noticed in a separate .sst file (static source-to-source file) of the SCALE-EA framework.

Performance/Energy Measurements. After inserting the required statements for SCALE-EA, (for instances,
the statements which would disable the dynamic allocation of threads to OpenMP applications and enable per-
formance measurements), the application is compiled with the MMLibrary of EnergyAnalyzer. The MMLibrary
of EnergyAnalyzer measures the performance values of the user-specified code regions of applications and stores
the performance values in EAPerfDB, a no-sql (Mongodb) based performance database of EnergyAnalyzer tool.

Heuristic Support. Selecting efficient numbers of threads for each omp parallel regions of OpenMP appli-
cation is a time consuming task. Thus, SCALE-EA framework depends on heuristics which suggest efficient
numbers of threads for each omp parallel regions.

In this paper, Firefly Algorithm (FA) is applied in the SCALE-EA framework in order to find the efficient
number of threads for OpenMP applications. In addition, the time spent for finding the efficient number of
threads (the search time) is further reduced using the modified versions of FA – MAFA-RFM and MAFA-LRM.
Detailed discussions on the Firefly Algorithm (FA) and MAFA can be found in Section 4.

4. FA and MAFA of SCALE-EA. In this paper, FA and a modified version of FA, namely, Modeling
Assisted Firefly Algorithm (MAFA) are proposed for identifying an efficient number of threads for OpenMP
applications. MAFA is implemented in two approaches, namely, MAFA-RFM and MAFA-LRM. This section
describes the FA and MAFA in detail.

4.1. Firefly Algorithm (FA). Firefly Algorithm (FA) is a meta-heuristic algorithm which is actively
utilized by a few researchers [41, 19, 35] in order to solve their real-world combinatorial optimizations problems.
FA was developed in 2007 by Xin-She Yang at Cambridge University [41]. In fact, the idea of meta-heuristics
intrigued the real world problem solvers when compared to the classical optimization techniques for decades
owing to the algorithms’ problem independent nature – the classical optimization techniques find solutions based
on analytical models (continuous or differentiable functions).

FA, an iterative based heuristic technique or a population based meta-heuristics, was introduced in several
flavors, such as, adaptive, multi-objective, hybrid, DiscreteFA, and so forth. A wide survey of FA and its
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Fig. 4.1. Realization of FA in SCALE-EA – Thread String Formation

derivatives was elaborated in [20].
FA was named after fireflies which exist in tropical geographical locations. In general, FA depends on the

flashing and mating communication behavior of fireflies. In succinct, the male fireflies lit a specific flashing
behavior and the females subsequently respond to the flash with unique characteristics. The bonding between
the male and the female fireflies heavily rely upon the distance between them. FA assumes the following:

1. Fireflies of FA are unisex. This ensures that each firefly would be attracted to the other available
fireflies irrespective of what sex they belong to.

2. The attractiveness of fireflies is dependent on the brightness of the fireflies, which is the the objective
function of FA.

4.2. Realization of FA in SCALE-EA – Problem Definition. SCALE-EA based on FA identifies
efficient number of threads for each omp parallel regions of OpenMP applications. To do so, the following steps
are carried out in the SCALE-EA framework:

SCALE-EA Preparatory Phase. As mentioned earlier, SSTranslator of EnergyAnalyzer includes statements,
such as, omp set num threads(SCALEEA NUM THREADS filename n) for each OpenMP parallel regions of appli-
cations. Later, in the SCALE-EA preparatory phase, SCALE-EA represents those statements in a string form
so that the heuristics could literally assign the number of threads for applications at the initialization and the
iterative phases of SCALE-EA. The string form representation of the parallel regions of OpenMP applications
is given as shown below:

ompP_1 ompP_2 ompP_3 ... ompP_n

where n represents the number of parallel regions in an application. For instance, Figure 4.1 shows the assign-
ment of threads 4, 8, and 16 for three parallel regions ompP 1 ompP 2 and ompP n.

The string form based on the parallel regions of applications are uniquely represented irrespective of
the files of applications. For instance, the eleven omp parallel regions from 3 files, namely, eam.c, ini-
tAtoms.c, and ljForce.c, of the CoMD application are represented as ompP 1 ompP 2 ompP 3 ompP 4 ompP 5

ompP 6 ompP 7 ompP 8 ompP 9 ompP 10 ompP 11 based on parallel regions SCALEEA NUM THREADS eam 1 (for
ompP 1) to SCALEEA NUM THREADS ljForce 2 (for ompP 11).

FA Initialization Phase. During the initialization phase, the initial values of FA parameters are set. The FA
paramters include the number of initial population of sequences (fireflies), the objective functions, the number
of generations applied in FA, and epsilon, alpha, beta, and gamma values. In the experiments, the impacts of
six combinations of FA parameter variations are studied as shown in Table 5.3.

In addition, during this initialization phase of SCALE-EA, the initial population of sequences (Fn) is
generated. The pictorial representation of the sequences in the initialization phase of the SCALE-EA mechanism
for an application is shown in Figure 4.2.

Based on the initialization phase values, SCALE-EA assigns the number of threads for each omp parallel

regions and execute them on the underlying HPC machine. Meantime, the performance values for the user-
specified code regions of applications are recorded in the EAPerfDB of SCALE-EA. Subsequently, the objective
function values of these sequences are noticed for the next phase of FA.
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Fig. 4.2. Initialization Phase of FA at SCALE-EA

FA Iteration Phase. During this phase, FA iteratively evaluates the light intensities of the two series of
sequences (Fi=1 to nandFj=1 to n) based on the objective functions. In fact, the objective functions of sequences
decrease with respect to the distance between them. The objective functions applied in SCALE-EA is a Com-
bined Simultaneous Objective (CSO) function with weight functions as shown in equation 4.1. The weight
functions are mandatorily devised for CSO – 50 percentage weights were given to the scalability parameter and
the other 50 percentage weights were splitted into 20, 20, and 10 for execution time, energy and performance
parameters of equation 4.1:

CSO = 0.5 ∗ (
ET

ETp=1

) + 0.2 ∗ ET + 0.2 ∗ EY + 0.1 ∗ gistPerf(4.1)

where: ET is the execution time of Fn in seconds; EY is the energy consumption of Fn in Joules; gistPerf is
represented using formula 4.2, where the performance values are converted to a two-decimal rounded off values:

gistPerf =
∑

i=1...pf

Perfi(4.2)

where pf is the number of performance counters, and Perfi is the performance value for each performance
counters such as Level 1 cache misses, Level 3 cache misses, unconditional branches, and so forth. For example,
if the total number of instructions, level1 data cache misses, unconditional branches, and level3 total cache
misses for an application are measured as 11960995473, 5486, 869583951, and 3801, the gistPerf value would
be rounded off as 1.28 (actual value = 1.28 ∗ 1010).

If the light intensity IFj of Fj is better than IFi, then FA moves Fi to Fj . In SCALE-EA, the movement
of firefly Fi to an attractive firefly Fj is determined using the formula given in equation 4.3:

Movement F t+1

i = F t
i + β0e

−γr2ij (F t
j − F t

i ) + αtϵ
t
i(4.3)

where the first component represents the previous Fi sequence (thread sequence); the second component rep-
resents the essence of attraction parameter. This component relates to the distance between two fireflies – β0

represents attractiveness at distance 0 and r relates to the distance between them at a constant value γ; and
the third component represents the randomization parameter – αt is a scalable value specified at time t and ϵ

is a random number for each iteration of FA.
The second component of equation 4.3 moves the sequences in a discrete manner instead of pursuing a bare

continuous calculation.
FA Ranking Phase. In this phase, the sequences are ordered and the local best sequence LB F g for that

particular generation of sequences are noticed. FA continues the ranking process for each generations until the
final iteration are complete. And, finally, FA searches for the global best sequence GB F g for the OpenMP
application from the list of available LB F g and their corresponding light intensity values.

Thus, identifying the efficient number of threads for the parallel regions of OpenMP applications is based on
the global best sequence which is derived from the pre-defined objectives (minimizing execution time, minimizing
energy consumption and increasing speedup) calculated using the CSO formula (see equation 4.1).
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Fig. 4.3. Modeling Assisted Firefly Algorithm (MAFA)

4.3. Modeling Assisted Firefly Algorithm (MAFA) – a modified FA. Although classical FA would
reduce the time for searching the efficient number of threads in OpenMP applications, the search time of the
SCALE-EA tuning process can further be improved using prediction models. Reducing the search time of
tuning process is crucial while pursuing autotuning in large scale machines. For instance, an application with 9
OpenMP parallel regions might have 134217728 number of combinations of thread sequences when experimented
with 8 threads. This could deliberately issue hefty number of performance data for each combinations of thread
sequences. SCALE-EA, thus, proposed a Modeling Assisted Firefly Algorithm (MAFA) in order to further
reduce the search time of the SCALE-EA tuning process.

In MAFA, a few iterative portions of FA are executed and the other remaining iterative portions of FA are
predicted using prediction algorithms, such as, Random Forest Modeling (RFM) and Linear Regression Models
(LRM). In the previous works, prediction algorithms were applied for predicting the efficient problem sizes [38]
of applications at compile time. In this paper, these prediction algorithms are applied for the first time for
assisting the search process of FA based meta-heuristics – i.e., a modified implementation of firefly algorithm.
Based on the utility of RFM or LRM, MAFA is represented as MAFA-RFM and MAFA-LRM.

The working principle of MAFA is pictorially represented in flow chart (see Figure 4.3). In general, MAFA
assumes the four phases as similar to FA – Preparatory, Initialization, Iteration, and Ranking phases. During
the initialization phase of MAFA, the initial parameters of FA are set; initialization population is defined; and,
the maximum number of generations for the tests is initialized. Later, MAFA iteratively evaluates sequences
and their corresponding intensities (objective functions) for the pre-assigned number of generations as discussed
in Section 3.

The modification adopted to FA resides in the iterative phase of MAFA. During the iteration phase of MAFA,
all of the combinations of thread sequences that are suggested by FA are not executed. Thus, instead of executing
and evaluating all of the combinations of sequences (the thread sequences of OpenMP applications), some of
the combinations of thread sequences are executed and the others are predicted using prediction algorithms. To
do so, initially, the sequences are enrolled in the Training-Execute list (see Figure 4.3). This list ensures that
SCALE-EA executes the OpenMP application during the evaluation step of FA. After a few iterations, there are
sufficient number of entries in the Training-Execute list (for instance, 100 entries in the Training-Execute list of
SCALE-EA), the next 30 percentage of the population in the FA generation is enrolled in the Testing-Predict
list of SCALE-EA.

If the sequence is listed in the Testing-Predict list of SCALE-EA, the OpenMP application with the corre-
sponding thread sequence would not be compiled or executed in the underlying machine. Rather, the modeling-
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cum-prediction component of MAFA is invoked by SCALE-EA. During this step, the RFM/LRM prediction
algorithms model (and predict) the outcomes of sequences based on the performance counter values (based on
the experimental results) available in the EAPerfDB of SCALE-EA.

A detailed insights on the RFM and LRM algorithms are explained in the following paragraphs:
Random Forest Modeling. RFM applies tree based technique for modeling the independent variables and

for predicting the dependent variables. It gains knowledge using ensemble learning methods; it predicts the
unknown variables after a creation of the high variance of de-correlated trees was done. Thus, RFM has modeling
and prediction phases for predicting the dependent variables in a regression form or in a classification form.

RFM undergoes two processes in the modeling phase, namely, the bagging and ensembling processes. During
the bagging process, random forest trees (RFTrees) are grown with high variances and they are grouped in
separate bags. The ensembling process of RFM ensures that there is enough information from the created trees
to generate models. At the end of this phase, a model is created using RFM.

RFM, at the prediction phase, tries to reduce the noises of the generated trees of the modeling phase of
RFM. Testing data is utilized at this phase of RFM for the prediction process.

Linear Regression Modeling. LRM predicts the dependent variables based on the linear predictor functions.
LRM suits well if the dependent function is mostly linear in nature as it attempts to find the best fitting line.
In both the prediction cases (RFM and LRM), a squared error based calculation is utilized in order to find the
error.

5. Experimental Results. This section demonstrates the proposed mechanism, SCALE-EA, the scala-
bility aware performance tuning of OpenMP applications framework using EnergyAnalyzer (EA) tool by: i)
conducting a study on the impact of variants of FA parameters, ii) understanding the energy efficiencies of
FA and MAFA in SCALE-EA, and iii) analyzing the search time efficiencies of MAFA-LRM and MAFA-RFM
based tuning processes.

5.1. Experimental Setup. Experiments were conducted on two machines, namely, a HP-Zbook-15G
machine – a Haswell processor based workstation – and a 48 core HPProliant machine. In all experiments, the
EnergyAnalyzer tool was utilized to measure the energy / performance values for the code regions of applications.

The following OpenMP applications / benchmarks are considered to demonstrate the proposed SCALE-EA
mechanism:

1. Arraybench: This benchmark suite of EPCC [17] is written in OpenMP-C and it consists of ten bench-
marks which reflect the performance of shared memory architectures in terms of the impact due to
array operations of OpenMP applications. The array operations of OpenMP benchmarks are consid-
ered based on the private clauses of OpenMP, such as, copyin, threadprivate, and so forth, within loop
blocks. The thread private data that are operated within the functional blocks of Arraybench are in
the range of 3, 9, 27, 81, 243, 729, 2187, 6561, 19683, and 59049. The Arraybench application of the
benchmark suite consists of four OpenMP parallel regions.

2. Syncbench: This benchmark consists of nine OpenMP parallel regions which are responsible for studying
the impact of utilizing synchronization points in OpenMP. In general, OpenMP applications can enter
into synchronization points at nine OpenMP constructs, such as, parallel regions, parallel for regions,
barriers, single regions, critical regions, ordered sections, atomic regions, reduction states, and OpenMP
locks. The impacts of these synchronization points of OpenMP constructs could be analyzed using
Syncbench application.

3. Taskbench: Taskbench studies the effects of task creation and scheduling aspects of OpenMP 3.0. For
instances, parallel task generation, master task generation, master task generation with busy slaves,
conditional task generation, and so forth, are analyzed in Taskbench application. This benchmark
consists of ten OpenMP parallel regions which could be tuned when executed on machines.

4. CoMD application: CoMD application [14] is an algorithmic representation of molecular dynamics
simulations. It was developed at the co-design center of LLNL, USA. For the tests, OpenMP version of
CoMD v.1.1 was utilized. This version of CoMD has eleven OpenMP parallel regions that are spread
across the files, such as, eam.c (4 regions), initAtoms.c (5 regions), and ljForce.c (2 regions).

In experiments, SCALE-EA identified an efficient number of threads for the OpenMP parallel regions of
the above mentioned applications based on the energy / performance values of user-specified regions of applica-
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Table 5.1

OpenMP Applications and Parallel Regions

Application No.of Parallel Parallel User User region No.of Perf.
regions region files region (lineNo) file Measurements

ArrayBench-3 to 4 arraybench.c lineNo: 46-88 arraybench.c 6
ArrayBench-59049
SynchBench 9 syncbench.c lineNo: 45-101 syncbench.c 6
TaskBench 10 taskbench.c lineNo: 44-97 taskbench.c 6
CoMD 4 eam.c lineNo: 119-136 CoMD.c 6

5 initAtoms.c
2 ljForce.c

Table 5.2

Energy and Performance Values of OpenMP Applications

Application Energy ExecutionTime TOT INS L1 DCM BR UCN L3 TCM EA Time
(Joules) (secs) (secs)

ArrayBench-3 16.04 0.395 1.05E+09 1.01E+07 2.80E+07 206 0.547
ArrayBench-9 13.43 0.37 9.70E+08 7.19E+06 2.70E+07 181 0.541
ArrayBench-27 15.27 0.363 8.60E+08 9.50E+06 2.70E+07 229 0.535
ArrayBench-81 11.58 0.279 7.20E+08 7.60E+06 2.50E+07 201 0.448
ArrayBench-243 14.29 0.349 9.20E+08 1.00E+07 2.40E+07 202 0.51
ArrayBench-729 12.15 0.284 7.40E+08 8.30E+06 2.60E+07 254 0.43
ArrayBench-2187 17.54 0.399 1.21E+09 4.60E+07 2.10E+07 279 0.56
ArrayBench-6561 16.71 0.35 1.04E+09 7.30E+07 1.59E+07 246 0.68
ArrayBench-19683 17.15 0.35 1.03E+09 6.79E+07 1.19E+07 373 0.537
ArrayBench-59049 13.75 0.277 7.40E+08 5.08E+07 9.70E+06 533 0.44
SynchBench 32.75 0.867 2.01E+09 1.30E+07 3.30E+07 262 1.02
TaskBench 25.42 0.69 2.14E+09 9.60E+06 3.50E+07 247 0.846
CoMD 285.99 7.845 5.41E+10 6.4E+07 9.8E+07 1.39E+07 8.23

tions. The number of parallel regions, the user-specified regions, and the number of performance measurements
undergone for OpenMP applications are listed in Table 5.1. The six performance measurements comprise of
four hardware performance events (mentioned in the following section), the execution time in seconds, and the
energy consumption of the code regions of applications in Joules.

5.2. Performance and Energy Consumption Values. In order to study the efficiency of SCALE-
EA, at first, applications were experimented without SCALE-EA and the performance / energy consumption
values of user-regions were recorded using EnergyAnalyzer tool. Table 5.2 shows the values obtained using
the EnergyAnalyzer tool when the applications were experimented using eight threads for all parallel regions
of OpenMP applications. The EnergyAnalyzer tool measured energy consumption values in Joules and four
hardware performance events, such as, total number of instructions (TOT INS), data cache misses in level 1
(L1 DCM), unconditional branches (BR UCN), and total cache misses in level 3 (L3 TCM).

From Table 5.2, it could be observed that CoMD application had the highest energy consumption value
when experimented with 8 threads (285.99 Joules). In this application, the total cache misses were in the order
of 107. The other applications had energy consumption values in the range of 11 to 32 Joules.

5.3. Impact of FA Parameters. In previous experiments, OpenMP applications were executed without
FA or MAFA. In this subsection, experiments were conducted using the FA algorithm of SCALE-EA for studying
the impacts of the variants of FA parameters.

In general, FA consists of seven parameters which control the performance of FA in terms of the convergence
speed of the algorithm. These seven parameters are named as number of generations, population size of
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Table 5.3

FA Parameters and their Variants

FA-Variant No.of Population Initial Epsilon Alpha Beta Gamma
Generations Size Randomness

FA-Variant-1 10 10 0.1 0.009 0.5 0.5 0.0001
FA-Variant-2 10 10 0.0001 0.009 1 1 0.0001
FA-Variant-3 10 10 0.0001 0.009 0.5 0.5 0.0001
FA-Variant-4 10 10 0.001 0.09 1 1 0.009
FA-Variant-5 10 10 0.5 0.009 0.5 0.5 0.005
FA-Variant-6 50 10 0.5 0.009 0.5 0.5 0.005

Fig. 5.1. FA Parameter variants and their Impacts on Energy / Search Time Efficiency on the Haswell Machine.

sequences, initial randomness, epsilon value, alpha value, beta value, and gamma value. The equations involved
to describe two fireflies (sequences) mate each other are discussed in the algorithmic section of this paper
(see 4.1).

It is crucial to understand the impact of these FA parameters during the process of identifying the efficient
number of threads for parallel regions of OpenMP applications. Thus, experiments were conducted using
Arraybench 19683 benchmark with seven varying combinations of FA parameters as shown in Table 5.3 on two
machines in order to observe the impact of these parameters on the quality of observations.

It could be observed from Figure 5.1 that FA-Variant-4 achieved better energy consumption values at the
reasonable amount of search time (3.841 Joules and 467.03 sec.) when compared to the others in the Haswell
machine. FA-Variant-6, which was experimented with 50 number of generations, recorded the highest search
time. Similar was the case when execution time efficiency was considered for the 48-core machine (see Figure 5.2).
FA-Variant-4 achieved only 2275.8 seconds of search time (represented as line in Figure 5.2) when compared
to FA-Variant-5 and FA-Variant-6 (2490.5 and 11969.5 seconds). The efficient number of threads identified by
SCALE-EA when FA-Variant-4 was utilized in SCALE-EA was listed as 7, 10, 12, and 11 for the parallel regions
of Arraybench-19683 benchmark. It should be noticed that the energy measurements could not be performed
for the 48-core machine owing to the lack of RAPL counters in it.

In subsections 5.4 and 5.5, FA and MAFA based SCALE-EA were, therefore, experimented based on the
FA-Variant-4 based parameter setting.

5.4. Energy Efficiency of OpenMP Applications – FA and MAFA. Fixing FA-Variant-4, SCALE-
EA was executed for OpenMP applications using FA on the Haswell machine. SCALE-EA identified the
efficient number of threads for parallel regions of applications as shown in Table 5.4. In addition, the energy
consumption values for the user-specified regions of OpenMP applications as identified by FA and MAFA are
given in Figure 5.3. As seen in Figure 5.3, all the applications showed better energy improvements when FA
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Fig. 5.2. FA Parameter variants and their Impacts on Exec.Time / Search Time Efficiency on 48core Machine.

Table 5.4

Optimal Number of Thread Sequence Identified using FA of SCALE-EA

Application Optimal Thread Sequence
ArrayBench-3 2 3 2 3
ArrayBench-9 4 4 2 3
ArrayBench-27 4 2 3 5
ArrayBench-81 4 2 2 6
ArrayBench-243 2 1 4 5
ArrayBench-729 3 2 2 3
ArrayBench-2187 5 2 2 5
ArrayBench-6561 3 2 2 3
ArrayBench-19683 3 2 2 3
ArrayBench-59049 3 4 2 1
SynchBench 6 3 4 2 4 5 2 5 5 2
TaskBench 7 5 2 4 6 2 5 3 4 4
CoMD 1 3 1 7 2 4 1 5 2 3 2

and MAFA were applied. For instance, CoMD observed better energy consumption value when the eleven
OpenMP parallel regions of three files were automatically executed with 1 3 1 7 2 4 1 5 2 3 2 thread numbers –
i.e., the parallel regions of eam.c were executed with 1, 3, 1, and 7 threads; the parallel regions of initAtoms.c
were executed with 2, 4, 1, 5, and 2 threads; and, the parallel regions of ljForce.c were executed with 3 and 2
threads. Similarly, the other applications, such as, Arraybench-2187 and Syncbench showed improved energy
consumption values when experimented with SCALE-EA.

Figure 5.4 reveals the energy efficiencies of applications due to FA, MAFA-LRM and MAFA-RFM. The en-
ergy efficiencies of applications due to FA and MAFA were compared with the normal executions of applications
constituting eight threads throughout the OpenMP parallel regions of applications. For instance, the energy ef-
ficiencies of ArrayBench-3 while experimenting with FA, MAFA-LRM and MAFA-RFM were identified as 69.01,
77.30, and 74.05 – i.e., Energy=16.04J for normal execution (all parallel regions with 8 threads), Energy=4.97J
for FA, Energy=3.64J for MAFA-LRM, and Energy=4.161J for MAFA-RFM. Similarly, the experiments were
carried out for all test applications (see Figure 5.4).

As seen in Figure 5.4, the following points could be inferred:

1. FA and MAFA, in general, performed well while identifying the efficient number of threads for OpenMP
applications. In all experiments, the energy efficiencies achieved for the applications were from 31.21
percentage (MAFA-LRM for CoMD application) to 78.51 percentage (MAFA-LRM for Arraybench-



26 S. Benedict

Fig. 5.3. Comparison of Energy Consumption Values – FA, MAFA-LRM, and MAFA-RFM

Fig. 5.4. Energy Efficiency of MAFA-LRM and MAFA-RFM based on FA

6561).
2. MAFA-LRM could achieve better energy efficiency in applications, such as, Arraybench-3,27,243, and

Arraybench-6561. In some cases, FA produced better energy efficiency than the other two MAFA
based algorithms – see the results of Arraybench-9,81,729, 2187,59049, and Taskbench application in
Figure 5.4.

5.5. Search Time Efficiency of MAFA. Although FA achieved better energy efficiencies in six OpenMP
applications (see the previous subsection), it resulted from challenging the search time of the tuning process.
Figure 5.5 shows the search time efficiency of MAFA algorithms (MAFA-RFM and MAFA-LRM) with respect
to FA. The points represented in the graph clearly manifests the inability of FA when compared to MAFA based
algorithms – i.e., MAFA-RFM and MAFA-LRM outperformed traditional FA in terms of search time efficiency:
MAFA-RFM reached up to 32.56 percentage of search time improvement for Arraybench-2187 when compared
to FA. It is also important to notice the improved energy consumption values achieved for Arraybench-2187
application based on these algorithms (without-FA–16.71 (J); FA–4.72 (J); MAFA-LRM–3.59 (J); and MAFA-
RFM–6.192 (J)). Vividly, MAFA based algorithms outperformed FA and without-FA in terms of energy efficiency
and search time efficiency when compared to the other approaches.

In addition, the efficiency chart of MAFA-RFM and MAFA-LRM with respect to FA is represented as a
100 percentage stacked column chart (see Figure 5.5). As seen, the search time efficiency values of MAFA-RFM
and MAFA-LRM for ArrayBench 3 had higher variations, while the values for CoMD had lower variations.
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Fig. 5.5. Search Time Efficiency of MAFA-LRM and MAFA-RFM based on FA

6. Conclusion and Outlooks. Scalability and energy consumption issues must be considered for future
HPC applications. These issues are dependent on the underlying HPC machines and the software frameworks.
Autotuning is one of the solution that supports application developers in these contexts. However, autotuning
solutions suffer from hefty search time for obtaining better solutions. This paper proposed a scalability-aware
performance tuning framework (SCALE-EA) using the Firefly Algorithm and using Modeling Assisted Firefly
Algorithm (MAFA) for OpenMP applications. SCALE-EA identified an efficient number of threads for each
OpenMP parallel regions of applications at reduced search time. The results when experimented on the machines
manifested that SCALE-EA achieved energy efficiencies of of 31.21 to 77.3 percentage and search time efficiencies
of 5.53 to 32.56 percentage for candidate applications, such as, Arraybench, Syncbench, Taskbench, and CoMD
applications.
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GPU-BASED ACCELERATION OF METHODS BASED ON CLOCK MATCHING METRIC

FOR LARGE SCALE 3D SHAPE RETRIEVAL

MOHAMMED BENJELLOUN∗, EL WARDANI DADI†, AND EL MOSTAFA DAOUDI ‡

Abstract. In this paper, we exploit the potential of the GPU in order to accelerate the process of 3D shape retrieval in large
databases. Indeed, the massive parallelism of the GPU offers a huge performance in much high-performance computing (HPC)
applications. Our solution consists to accelerate the shape matching process of methods that use a specific similarity metric called
Clock Matching (CM). This CM measure is used by view-based methods as an efficient solution to compare two 3D models even
if they are not presented in same pose and orientation by taking into account all possible poses in the matching phase. However,
the increase in the number of comparisons has a strong influence on the execution time. Our challenge is to exploit the maximum
benefit of GPU computing resource by considering the difficulty of implementing the CM metric on GPU. Indeed, the descriptor
of a given 3D object is organized using a specific data structure (hash table), where only the information whose values are not
equal to zero appears in the feature vector, which makes the parallelization on GPU to be not trivial. Experiment results show a
reasonable benefit from the GPU approach.

Key words: GPU, 3D Shape retrieval, Clock Matching, CM-BOF, CM-VGG, 3D object.
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1. Introduction. Thanks to the current digitizing and modeling technologies, the number of accessible
and available 3D models on the web is increasing, which yielded large databases of 3D models. This has led
to the development of 3D shape retrieval systems [1, 7, 6, 9, 10, 12, 14, 15, 16] that, given a query object,
retrieve similar 3D models. These systems work into two essentials phases which are shape indexing and shape
matching. The first one consists to compute the descriptor of a given 3D object while the second one, consists
to compare the query object with the 3D models in the database. For most of 3D shape retrieval method, the
k objects similar to the query are returned until the shape matching is done with the whole 3D objects in the
database. When the dataset size gets very large, the shape matching process becomes very challenging. The
challenges come especially from the augmentation of computational time.

In order to accelerate the retrieval process, various content-based retrieval methods and approaches have
been proposed in the literature [1, 2, 3, 4, 8, 14, 16]. Including sequential solutions [1, 4] and those based on
high-performance computing, like multi-core [3]and GPU[2, 8], ... Despite the high-efficiency of HPC solutions,
the problem is that there are a few works in the literature that implement the 3D shape retrieval under GPU
environment, most of them are partial since they only concern the shape indexing phase [8].

To accelerate the shape matching phase we have already proposed a GPU-based implementation [2], of a
given 3D shape retrieval method called BF-SIFT [11]. The solution proposed in [2] is general and it can be
applied to several methods based on the same similarity metric which is KLD (Kullback-Leibler divergence),
such as Euclidean distance.

In this paper, we propose a GPU-based implementation of a specific similarity metric called Clock Matching
(CM). This similarity measure is used by two view-based methods which are CM-BOF proposed by [10], and
CM-VGG presented in [14]. The only difference between the two methods is in the way they do shape indexing,
the first one uses Bag-Of-Feature [5, 10, 11] while the second one uses the deep learning approach [14]. The
CM metric is the common point between them, its basic idea is to compare two 3D objects even if they are
presented in different poses and directions by doing a set of comparison according to 24 different poses still exist
for a normalized model. This technique permits to overcome the problem of the alignment and the reflexion.
However, the increase in the number of comparisons is a very critical point with a strong influence on the
execution time.
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Fig. 1.1. An example of the used two types of data,(a) Indexed structure,(b) Specific structure

Our challenge is to adapt the CM metric to be performed on GPU. Indeed, the difficulty of this implemen-
tation is that the feature vector of a given 3D object is organized using a specific data structure cf. Figure 1.1.b,
which makes the parallelization GPU to be not trivial. Note that as our contribution concerns not only the
CM approach but it resolves the problem of how performing a metric between specific data-structure as a hash
table on the GPU.

The rest of the paper is organized as follows. Sect. 2 is devoted to the related works. In Sect. 3 we give a
brief description of the Clock matching technique. Our proposed implementation is presented in Sect. 4. Sect. 5
is devoted to the experimental results. We conclude the paper in Sect. 6.

2. Related works. 3D shape content-based retrieval in large datasets is an active research topic related
to different fields such as computer vision and pattern recognition,... Indeed, large databases of multimedia
data have become available on the web. However, when the dataset size gets very large, the retrieving process
becomes very challenging. The challenges come from storage, computation speed, and features representation.
Various methods and techniques have been proposed in the literature to accelerate the process of retrieving
[1, 2, 3, 4, 8, 14, 16]. The different solutions proposed can be classified into two categories:

• Solutions based on sequential approaches: as an example of these solutions, our proposed work [4],
the idea is, for a classified database, we represent each class by a representative in order to orient the
process of matching only in the classes of which its representative is the most similar to query. In other
work [1], we have proposed an approach that can reduce the number of comparisons of the query in the
database.

• Solutions based on high-performance computing(HPC), for multi-core architecture, the idea presented
in [3] is to compare the query object simultaneously with P objects, where P is the number of processors.
For GPU solutions, Wu [8] have proposed an implementation of SIFT algorithm, this solution is partial
because it concerns only a step of shape indexing process and not the shape matching process. To
our knowledge, the only work that dealt with the shape matching process on GPU is [2], in which we
have proposed a GPU-based implementation of an existing method called BF-SIFT [11]. This solution
is general it can be applied to different well-known dissimilarity measurements such as Euclidean L2,
Minkowski.

3. Description of the Clock Matching metric. The Clock matching is a specific similarity metric
employed for the first time by the CM-BOF [10] method to compare descriptors of two 3D objects. Recently,
it’s used in SHREC’17 Track by the CM-VGG method [14]. The CM-BOF and CM-VGG are both view-based
methods and the only difference between them is in the way that’s used to characterize the shape of a given 3D
object. The first one uses the Bag-Of-Features approach [5, 10, 11] while the second one uses the deep learning
approach [14].

To characterize a given 3D object, these view-based methods capture a set of 2D view around its 3D shape
using a virtual camera. Each 2D view is described as a feature vector of one dimension. Fortunately, for the
two case, in CM-BOF and in CM-VGG, the feature vector produced is a very sparsely populated histogram,
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in which most of the bins have population zero, and the remaining non-zero elements are small (e.g., < 200)
positive integers. Thus, the descriptor can be replaced by a lookup into a small table in order to minimize
the spatial storage and then the execution time. In this case, a 3D object is described by a matrix of a set of
lines, corresponding to each 2D view; while the number of columns differs from one view to another. Each line
represents the data structure, it contains the following information: number of non-zero elements, the non-zero
elements and its index in the original form cf. Figure 1.1.b.

To compare two 3D objects, the two methods uses the Clock Matching metric. The basic idea of this
approach is that, after getting the major axes of an object, instead of completely solving the problem of fixing
the exact positions and directions of these three axes to the canonical coordinate frame, all possible poses are
taken into account during the shape matching stage. For this, 24 different poses still exist for a normalized
model.

When comparing two 3D objects, one is fixed in the original orientation while the second one may appear
in 24 different poses. The dissimilarity between two 3D objects is measured by the minimum distance of their
all (24) possible matching pairs. The dissimilarity measurement used is:

D (O1,O2) = min
0≤i≤23

Nv−1∑

k=0

Dist( dV o1
, dV P i

o2
); (3.1)

where O1,O2 are the two objects to be compared, Nv is the number of 2D views of a given 3D object. Dist is
the distance between the descriptors of two 2D views and it’s defined as follows:

Dist (dV o1
,dV o2

) = 1−

∑Nw−1

j=0
min(dV o1

(j) ,dV o2
(j) )

max(
∑Nw−1

j=0
dV o1

(j),
∑Nw−1

j=0
dV o2

(j))
; (3.2)

where Nw is the number of features in each 2D view. Note that this number differs from one view to another.

4. The proposed implementation. Our solution is to adapt Clock Matching dissimilarity measurements
used by CM-BOF and CM-VGG to be performed in the GPU by parallelizing the two functions cf. Eq(3.1) and
cf. Eq(3.2) presented in previous section.

In order to maximize the benefits power of GPU computing, by launching the maximum of threads, our
general idea is to compare the query object simultaneously with the whole database of 3D models instead of
comparing one by one such as the sequential solution.

Launching the maximum of threads using Clock Matching metric is very challenging because this similarity
function contains several loops, and it’s necessary to take into account several permutations. The matter is
further complicated by the fact that, the data of the descriptors are organized using a specific data structure
(cf. Figure 1.1.b) which makes the parallelization GPU to be difficult and not trivial. For example, to compute
the following function

Nw−1∑

j=0

min(dV o1 (j) ,dV o2 (j)),

we need to compute the minimum between elements of two vectors for the same indices, which is not the case
because the two vectors are data structured.

To achieve the aim of comparing the query object at the same time as the entire database by launching the
maximum of threads, we need a good preparation of the data and an efficient adaptation of the treatment.

Assume that we have a database of m 3D models, and we want to retrieve similar objects for a given query
on the GPU. The first step is to prepare the data to be transferred to the GPU. For m 3D objects in the
database, the descriptor of each 3D object is represented by a matrix of Nv ∗ Nw(j), while and Nw(j) is the
size of the jth line; this size is different from one view to another cf. Fig 1.1. All this data will be converted
to a one-row vector of size equal m ∗ Nv ∗ Nw(j) and we transfer it to the GPU. We denote this vector by
dataDB =[O1, O2, ..., Om]
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Regrouping all the data of m 3D objects as one vector will raise the problem of how to determinate the
size of each jth line corresponding to each 2D view. To overcome this problem, our idea is to keep the data of
the query object in the original form without structuring it. In this case, the query object is represented by a
matrix of size Nw ∗Nv while Nw is the size of the descriptor of each 2D view. Since the indexing process of the
object query is performed online, our solution that consists of keeping the initial form permits to reduce the
execution time allowed to the structuring process.

So, after transferring the dataDB to GPU, we transfer the data of query object as one vector of Nw ∗Nv

which we denote dataQuery.

To perform the shape matching on the GPU, by taking into account the exploiting of the maximum of
GPU computing power, our solution consists to separate the treatment of the two functions cf. Eq(3.1) and cf.
Eq(3.2) as follows:

• Step 1: we calculate the function
∑Nw−1

j=0
min(dV o1 (j) ,dV o2 (j))

• Step 2: we calculate the function max(
∑Nw−1

j=0
dV o1 (j),

∑Nw−1

j=0
dV o2 (j))

• Step 3: we calculate the distance: Dist (dV o1 , dV o2)
• Step 4: we calculate the distance: D (O1, O2)
• Step 5: we sort the obtained distance D.

Several kernels are used to calculate the different functions on GPU such as:

1. Kernel 1 is used to compute the minimum between pair of elements of two vectors
2. Kernel 2 is used to compute the maximum between pair of elements of two vectors
3. Kernel 3 is used to compute the sum of elements of a given vector.
4. Kernel 4 is used to compute the division between pair of elements of two vectors

Each step of the five steps has its special adaptation on GPU. To clarify this, we will explain step by step.

4.1. Step 1. For the first step which is
∑Nw−1

j=0
min(dV o1 (j) ,dV o2 (j)), we use two kernels (kernel 1 and

kernel 2). The first one is to compute the minimum function and the second one to calculate the summation of
results obtained by the first kernel.

4.1.1. The minimum function. Instead of computing the minimum between two descriptors one by
one and sequentially, our solution is to compute this minimum function simultaneously and in the same time
between query and all objects in the database. Our idea is to launch a m*Nv*Nw(j)*24 threads on GPU each
one will execute following instruction:

if(dataQuery[]<dataDB[])
Result[]=dataQuery[ ]

else
Result[]=dataDB[]

The problem with launching these numbers of threads simultaneously is how to control access index to
vector elements because the size of each row in the database is different from one line to another cf. Figure 1.1.
For example, assume we have launched 18 threads to compute the minimum between the two vectors presented
in cf. Figure 1.1, for the first four threads there is no problem, each one will execute its instruction as follows:

Thread 1 Thread 2
dataQuery[0]<dataDB[0]) dataQuery[1]<dataDB[1]

Thread 3 Thread 4
dataQuery[2]<dataDB[2]) dataQuery[3]<dataDB[3]

The problem start with the second line of the matrix, it consists of determining the index that permits the
access to the second line of query matrix. To overcome this problem our solution is to generate two vectors :

• The first one is to control the acces to information in dataDB, its size is equal to the size of the database
data (m ∗ Nv ∗ Nw(j) ); we call it TableSize. Note that as this operation is performed offline. This
vector is generated as follows:
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For i=0 to m Do
For j=0 to NvDo

For k=0 to Nw(j) Do
TableSize[]=j

EndFor
EndFor

EndFor

• The second one is to control the access to the information in dataQuery, its size is equal to the size of
the data query Nv ∗Nw. We call it IndexDB.

The two tables are used as follows :

if(dataQuery[ indexDB[j]+Nw*tableSize[i]<dataDB[j])
Result[j]=dataQuery[ indexDB[j] +Nw*tableSize[i]]

else
Result[j]=dataDB[j]

where 0≤ i < m*Nv*Nw(j)*24 and 0≤ j < m*Nv*Nw(j).

It remains to take into account the 24 permutations possible, to do this our kernel is presented as follows:

global void MinGPU(const int *dataQuery ,const int *indexDB, const int *
tableSize, const int *dataDB, const int *Permute, int *ResultMin, int num, int
numElements)
{
int i = blockDim.x * blockIdx.x + threadIdx.x;
if (i < numElements)
{
int j=i%num;
if( dataQuery[indexDB[j] + Nw * Permute[tableSize[i]]] < dataDB[j] )

ResultMin[i] = dataQuery[indexDB[j] + Nw * Permute[tableSize[i]]];
else

ResultMin[i] = dataDB[j];
}
}

The kernel represented above is not very optimized. To optimize it, we calculate the treatment indexDB[j] +
Nw ∗ tableSize[i] on CPU since it’s an offline operation. To optimize the memory, we transfer the result of this
treatment using the vector allowed to return the result; this vector is called ResultMin.

The final kernel is given as follows:

global void MinGPU(const int *dataQuery, const int *dataDB, int *ResultMin,
int num, int numElements)
{
int tmp,j;
int i = blockDim.x * blockIdx.x + threadIdx.x;
if (i < numElements)
{

j=i%num;
tmp= dataQuery[ResultMin[i]];
if(tmp < dataDB[j] )

ResultMin[i] = tmp ;
else

ResultMin[i] = dataDB[j];
}
}
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This kernel is used to execute m∗Nv ∗Nw(j)∗24 threads simultaneously. The data transferred to GPU memory
for this kernel is as follows:

• The vector dataQuery is of size equal to Nw ∗Nv

• The vector dataDB is of size equal to m ∗Nv ∗Nw(j)
• The vector ResultMin is of size equal to 24 ∗m ∗Nv ∗Nw(j)

4.1.2. Calculate the sum of the obtained result. In this step we calculate the sum of the sub-vectors
of size Nw(j) of the obtained result (ResultMin). To compute this sum we have used the kernel ‘reduce by key’
of Thrust library by exploiting tableSize vector used previously.

4.2. Step 2. For this step, we proceed as follows:

• We transfer to the GPU the vector that contain the sum of lines of dataDB (
∑Nw−1

j=0
dV (j)). Note that

as this sum is calculated offline on the CPU (cf. Figure 4.1). This vector of size m ∗Nv is denoted by
SumDB.

• We calculate on GPU of the sum
∑Nw−1

j=0
dV (j) of the dataQuery. We obtain by this a vector of size

Nv. We call this vector by SumQuery. Note that as the data of the query is previously transferred to
the GPU memory.

• We calculate the max function simultaneously between the two vectors SumQuery and SumDB. To do
this we proceed as follows : we launch 24 ∗ m ∗ Nv threads on the GPU, each one will execute the
operation:
tabMax[i] = max(SumQuery[j], SumDB[Permute[k] +Nv ∗ t]), where 0≤i < 24 ∗m ∗Nv , j = i%Nv,
k = i%(24 ∗Nv) and t = i/(24 ∗Nv).

To optimize the treatment and the memory by avoiding multiple transferring of data and by avoiding the using
of modulo function, The operation Permute[k]+Nv ∗ t is performed on the CPU, since it’s an offline operation.
The corresponding kernel in this case is given as follows:

global void MaxGPU(const int *SumQuery, const int *SumDB,const int
*Permute, int *ResultMax, int numElements)
{

int i = blockDim.x * blockIdx.x + threadIdx.x;
int j,tmp;
if (i < numElements)
{

j=i%66;
tmp= SumDB[ ResultMax[i] ];
if(SumQuery[j]>tmp)

ResultMax[i] = SumQuery[j];
else

ResultMax[i] = tmp;
}
}

4.3. Step 3. In this step we use the kernel4 and we launch 24 ∗m ∗Nv threads in order to calculate the
operation : Dist[i] = 66− (ResultMin[i]/ResultMax[i])

4.4. Step 4. In this step :

• Firstly, we calculate the sum of sub-vector of size Nv of the obtained Dist vector. This step is performed
on GPU using the kernel 3. We obtain by this a vector of size 24 ∗m. We call it by SumDist.

• Then, we calculate the minimum of 24 elements of the obtained vector (SumDist). This step is performed
on GPU using reduce kernel but instead of calculating the sum we calculate the min between two
elements. The obtained vector (D) is the distance of the object query and m objects in the database.
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Fig. 4.1. calculate the sum of each line of matrices.
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Fig. 5.1. The obtained execution time for different sizes of the database.

4.5. Step 5. In order to return the result, the last step is to sort the obtained vector of distance. This
step is performed also on GPU.

5. Experimental results. Tests are performed on a machine with a GPU of type GeForce GT610 of 2048
MB global memory. For the GPU programming, we have used CUDA.

For the 3D object database, we have used Princeton 3D Shape Benchmark database [13]. We have compared
between CPU and GPU for the sizes of the database (100, 200, 300, 400, 500, 600, 700, 800).
Figure 5.1, shows the evolution of the execution time of the shape matching process with different sizes of
the database and for both implementations on the CPU and on the GPU. The obtained results show that the
execution time is significantly reduced for the case of GPU based implementation which means that’s interesting
to use this new resource of high-performance computing. On the other hand and always for the case of GPU,
the Fig Figure 5.1 shows that the evolution of the execution time when increasing the size of the database is
almost linear; if we consider Tm as the GPU time obtained for m 3D objects, the obtained results show as
Tm≈(2 ∗ Tm/2), which means that the large scale can be achieved using GPU. For multi-GPU, the database of
m 3D objects can be divided on the number k of GPUs. Each one performs the matching of m/k 3D models
independently.

6. Conclusion. In this paper, we are interested in the computational efficiency of 3D shape retrieval
process. We have proposed a GPU-based implementation in order to accelerate the shape matching of methods
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that use Clock Matching metric. This implementation exploits the maximum of the potential of the GPU
and it permits to compare simultaneously, the query object with a large number of 3D models. This has
the advantages of obtaining the retrieval results in a very short time, the thing that was well justified by the
experimental results. Experimental results show that the execution time is significantly reduced compared to
the execution on the CPU. Our proposed solution shows that the large-scale retrieval can be achieved using
GPU.
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ROUND ROBIN WITH LOAD DEGREE: AN ALGORITHM FOR OPTIMAL

CLOUDLET DISCOVERY IN MOBILE CLOUD COMPUTING

RAMASUBBAREDDY SOMULA∗
AND SASIKALA R†

Abstract. Mobile devices have become essential in our daily lives but it has limited resources such as battery life, storage, and
processing capacity. Offloading resource intensive task into the cloud is an efficient approach to improve battery utilization, storage
capacity and processing capabilities. Efficiently computing using cloud resources to process offloaded task in order to improve
response time and reduce both tasks’ waiting time and latency problems is one of the main goals in mobile cloud computing
(MCC). In order to improve user satisfaction and performance of the mobile application, a cloudlet framework concept has been
developed to reduce latency problems which improve response time. The cloudlet brings the cloud closer to the user to perform a
computational task. This article proposes a new balancing model among cloudlets in mobile cloud computing environment to find
the required resources and create an impact on performance. The efficient load balancing model makes mobile cloud computing more
attractive and improves user satisfaction. This paper introduces a Round Robin with Load degree algorithm for public cloudlets
in mobile cloud computing using a switch mechanism to choose different approaches for different situations. This algorithm uses
game theory based load balancing approach to improve application response time in public mobile cloud environments.

Key words: public cloud; cloudlet, offloading, mobile cloud computing, load balancing model, game theory

AMS subject classifications. 68M14, 91A80

1. Introduction. Mobile cloud computing (MCC) can be viewed as a resource to fill the gap between
limited resources of mobile devices (MD) and computation requirement of MD. According to the definition
provided by [9], mobile cloud computing is a task in which both computation and storage will happen outside
of smart device. The mobile cloud computing has attracted the attention of industries do to its benefits. It
reduces the efforts in developing application and also allows users to use the latest technology on demand basis
(or) pay per use model. The MCC has three main components: mobile device, wireless connection, cloud
infrastructure where both data storage and processing power will be available. Computation offloading means
that a computation part of mobile application is offloaded into remote cloud for execution in order to extend
mobile device capabilities. Computation offloading can be sufficient when network connection is good and cloud
provides enough resources [31]. The cloud provides resource to MD with the help of network communication in
heterogeneous environment [22].

The cloudlet is an emerging technology in mobile cloud computing that brings cloud near to mobile user
(being like a data center in the box). The cloudlet is based on a cluster of physical machines which allows
nearby mobile users to use available resources [24]. It can be available around mobile users. Figure 1.1 depicts
the cloudlet architecture: a cloudlet is a kind of small scale server, associated with specific resources. This can
be accessed by mobile devices within specific range. The cloudlet provides cloud resources to users in a short
time and with a certain level of throughputs [15].

The cloudlet can be composed of three layers: component layer, node layer and cloudlet layer. The compo-
nent layer provides resources to higher layer through interface overlooked by execution environment. The node
can be formed by running a node agent on one or more execution environments on the top of OS. Multiple
nodes can be formed as cloudlet by a cloudlet agent [27].

The cloudlet can be efficient and scalable, but maintaining and processing a large number of incoming jobs
consistently is very difficult. Therefore, the researchers are paying attention to the load balancing problem.
The behavior of the incoming jobs from mobile users is unpredictable and each cloudlet capabilities cannot be
constant (number of physical systems can always be changed). In order to improve the system performance and
maintain stability, controlling the workload distributed among cloudlets is very important.

Load balancing mechanisms can be classified into two types: static and dynamic [25]. In case of static,
the mechanism is simple and does not consider nodes performance before distributing load into heterogeneous
environment and handles nodes showing low load variation while dynamic mechanism uses nodes performance
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Fig. 1.1. Cloudlet Architecture

while distributing work load. Dynamic nature algorithms are more complex than static nature algorithms. The
behavior of dynamic scheme is changing according to node status or performance and brings additional cost.

In our model, the proposed method also follows dynamic load balancing as the load is distributed with
progression of time. The proposed model contains a cloudlet manager cloudlet agents. The cloudlet manager
directs the jobs from users to cloudlet. The cloudlet agent collects the information of cloudlet and updates the
status in cloudlet manager. The dynamic model is using system status and decides the best balancing strategy.
This process will influence other working nodes in cloudlet. The Load balancing model is mainly based on public
cloud environment. The cloudlets are distributed in geographical locations. The Cloudlet manager maintains
distributed cloudlets and each cloudlet is assigned to one agent. The Cloudlet manager will select a cloudlet for
incoming jobs and agent decides load balancing strategy. The existing algorithms allocate arriving jobs from
mobile users to available cloudlets without knowing the status of the cloudlet. These makes jobs to wait for
long time in queue until other jobs get finished. To address this problem a new balancing algorithm is proposed
in this paper. The proposed algorithm computes Load degree of each node in cloudlet to drive the incoming
jobs to a particular cloudlet in geographical area.

2. Background. Ofloading mobile application into remote cloud to avoid limitation of mobile devices and
increases the performance of application was studied in [4, 23, 20, 19]. There are many mechanisms introduced
to find when the task should offload on cloudlet [5, 8, 11, 26]. Usually, the model for offloading mobile
application into remote cloud consists of components for both client and server. The client components work on
mobile devices at client side whereas server components at remote cloud. The client side components monitor
network performance, predicts the computational resources of mobile application and estimating time for local
as well as remote execution times. By using this information the client components make decisions on how much
portion of the application to offload [7, 8]. The task offloading can be done by migrating VM from one cloudlet
to another cloudlet [13]. The recent works ThinkAir [17], cloudclone [7], proposed the concept of offloading
mobile application from single-machine execution into distributed execution environment automatically. The
study of the efficient model for offloading task solution to improve QoS of user application is done in [14]. The
users are able to offload tasks into a cloudlet by selection, in the papers [28, 29], [6]. There are studies which are
mainly focused to minimize revenue of service providers in cloud using linear programming model for offloading.
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The author of [10] proposed to incorporate QoS requirements and energy consumption.
The problem with offloading task to remote cloud is the latency which disturbs user experience with in-

teractive applications. A cloudlet is a new solution for high-latency problem between mobile user and remote
cloud. The cloudlet is a small scale datacenter which is available to nearby users. This provides rich computing
resource access and improves the performance of mobile application. Generally, the offloading application can
be done by the following VM-based approach [10]. The mobile device continues the process of creating VM
instances of applications and they are transferred to cloudlet, then the device remotely executes the offloaded
task on cloudlet. Once offloaded task execution is done, its result is sent back to the device. This approach can
cause the cloud to become constrained if more number of requests increases from the user. There are studies
which have presented novel model to find a task with average response time at cloudlet using queuing theory
[16]. When a cloudlet goes overloaded, the task is offloaded into remote cloud from current cloudlet. The author
of [27] proposed a new model for offloading tasks which can be distributed to multiple cloudlets by dividing
application into multiple independent executable components at runtime. The advantage of this approach is
the distribution of the workload into multiple cloudlets allowing parallel processing. However, this approach is
not applicable at some conditions especially when network condition is poor.

Load balancing is still a new problem in MCC, but load balancing mechanism is not a new concept, it
is a widely adapted mechanism in different fields especially in cloud computing. Load balancing concept has
been clearly described in the whitepaper [1] which describes the tools commonly utilized for implementing load
balancing in cloud. The load balancing scheme is used in mobile cloud computing among widely distributed
cloudlets in geographical environment. This scheme is a new approach in MCC to reduce latency, response time
and user satisfaction by balancing arriving jobs with a help of agent and cloudlet manager. The cloud can be
well utilized in geographical area by dividing the entire cloud into different regions [30], but it requires new
approach to improve the user satisfaction.

We propose a new architecture for representing the distributed different cloudlets in geographical environ-
ment. Different load balancing algorithms are there since decades. They are Equally Spread Current Execution,
Round Robin, Ant colony [2]. Ant colony algorithm can be used to analyze and compare the performance with
different algorithms in terms of time and cost [21]. Some of the widely used algorithms are similar to the
operating system method allocations, such as the First Come First Serve (FCFS), Shortest Job First (SJF),
Round Robin (RR). In our proposed mechanism Round Robin is used for simplicity.

3. Cloudlet Architecture. MCC has many models; our model is based on public cloud. The user will
get many services from the public cloud infrastructure provided by the cloud service provider. The cloudlet
is a subarea in the cloud computing. The public cloud is spread on a large area and hosts a certain number
of cloudlets and each cloudlet is composed with many number of nodes. The cloudlets are distributed in geo-
graphical areas which are managed by the cloudlet manager. The following architecture depicts the cloudlet in
different regional areas. The load balancing strategy follows by selection of cloudlet in public cloud environment.
When job arrives from mobile user, then cloudlet manager will receive and decide cloudlet for processing the
arriving job. If the status of cloudlet (nodes) is normal then the job allocated to the local cloudlet otherwise,
the job gets forwarded to another cloudlet. Figure 3.1 depicts the complete idea of the proposed model and
process.

3.1. Cloudlet Manager and Agent. The cloudlet manager maintains information of cloudlets dis-
tributed in geographical area. The cloudlet manager takes the arriving jobs and sends it to the optimized
cloudlet. Each cloudlet has an agent which will refresh the system status. Small dataset requires more pro-
cessing. The information related to the nodes in cloudlet are maintained by the agent. Based on this, the load
balancing strategy is decided. Figure 3.3 depicts the association between the agent and cloudlet manager.

Figure 3.2 describes the flow of cloudlet selection. When jobs arrive at the cloudlet manager, the first step
is to select the resourceful cloudlet. The status of cloudlet can be represented in three models.

1. LCL (low loaded cloudlet): when load of the nodes exceeds to A, turn to LCL status.
2. BCL (Balanced cloudlet): when load of the nodes exceed to B, turns to BCL status.
3. OCL (Overloaded cloudlet): when load of the nodes exceeds to C, turns to OCL status

The parameters A, B, C (threshold values) are set by cloudlet agents. The cloudlet manager will maintain
continuous connection with the agents of different cloudlets. When a job arrives to the cloudlet manager
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Fig. 3.1. Cloudlet Selection

Fig. 3.2. Flow of Job Scheduling

questions the cloudlet agent where the job is to be located. If the cloudlet status is LCL or BCL then job is
executed locally. Otherwise, another cloudlet is found with status either LCL or BCL. The algorithm is depicted
in Algorithm 1.

3.2. Assigning jobs to nodes in the cloudlet. The cloudlet agent gathers information about all nodes
in cloudlet to calculate the degree of each node. This is important to evaluate each node status in cloudlet
selection process. Based on the status of each cloudlet the job gets assigned to it. The first step is to find the
degree of nodes in each cloudlet.

The calculation of degree of each node depends on the dynamic and static parameters. The static param-
eters contain the number of CPUs, CPU speed, size of the memory, software information, etc. The dynamic
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Fig. 3.3. Cloudlet Management Architecture

Algorithm 1 Efficient Cloudlet Finding

1: begin

2: while job do

3: SearchPerfectCloudlet (job)
4: if cloudlet State=LCL || Cloudlet State=BCL then

5: Send Job to Cloudlet
6: else

7: Search for another Cloudlet;
8: end if

9: end while

10: end

parameters contain data about usage ratios of CPU, memory, speed, network bandwidth, etc. The evaluation
of load degree with different parameters is depicted in the following section.

The cloudlet Load degree values are input to the cloudlet agents for creating tables. Each cloudlet in mobile
cloud computing maintains an agent that decides the status of the cloudlet based on values available in the
table. The table updating is done at particular periodic time T . When jobs arrives at cloudlet, the cloudlet
agent assigns the jobs to a particular node in cloudlet based on cloudlet load status. The cloudlet agent assigns
jobs to another cloudlet if cloudlet is not having sufficient resources to handle the incoming jobs.

4. Cloudlet selection with load balancing algorithm. A load balancing mechanism is used to improve
the performance of mobile application by selecting resourceful cloudlet. There is no efficient load strategy to
satisfy all mobile users problems. Each load strategy has its own advantage in specific area. Multiple load
balancing methods have been developed to solve the existing problem and improve existing solutions. In our
model, the load strategy method is changed according to the system status information. System information
can always be changed based on the load balance method that has been adapted. In this model, simple methods
can be used for LCL state with complex method for BCL. This model mainly aims to select resourceful cloudlet
to reduce waiting time and improve the performance. An enhanced round robin method is used for LCL while
BCL uses game theory based load balancing method.

4.1. Load Balancing for LCL. When the cloudlet load status is LCL, the nodes in cloudlet are re-
sourceful for handling the arriving jobs. Then the cloudlet processes the arriving jobs as fast as possible and
also a simple algorithm is used for scheduling different jobs to nodes. There are many simplest algorithms for
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Algorithm 2 Calculation of Load Degree

Step 1: Let the load parameter set B = {B1, B2, B3, . . . , Bm} with each Bi(1 ≤ i ≤ m,B ∈ [0, 1]) the
parameter inside set can be static (or) dynamic. M denotes number of parameters.
Step 2: Evaluate load degree of node as follows:

Load degree(N) =

m∑

i=1

AiBi

Ai(
∑N

i=1
Ai = 1) is representing weights of the jobs, it may differ every time. N represents current cloudlet.

Step 3: Calculate the size of the cloudlet from the node degree statistics with the formula

Load degreeavg(N) =

∑N

i=1
Load degree(Ni)

n

The threshold Load degreehigh is applicable for various situations based on value of step 3. Where N is
number of nodes in cloudlet.
Step 4: The Cloudlet can be classified into three states as follows:
LCL (Low loaded cloudlet): when there is no job to be processed then cloudlet turns to be LCL state.

Load degree(N) = 0

BCL (Balanced cloudlet): when a cloudlet is neither LCL nor OCL, then cloudlet turns to be BCL state.

0 < Load degree(N) = 0 ≤ Load degreehigh

OCL (Overloaded cloudlet): when cloudlet nodes are busy and unable to process incoming jobs then cloudlet
turns to be OCL state

Load degreehigh < Load degree(N)

scheduling arriving jobs such as round robin algorithm, weighted round robin algorithm, dynamic round robin
algorithm [18]. The Round robin (RR) scheduling strategy is the simplest algorithm for allocating jobs to the
servers. RR will send all incoming jobs to queue inside the server but not the main status of each connection.
RR scheduling methods consider every node in cloudlet equally so that equal chance is given for every node in
cloudlet to be chosen. However, in a cloudlet each node differs with respect to configuration and performance.
RR can be improved by assigning arriving jobs based on load degree of each node. The incoming jobs get
stored into the circular queue. The system goes through the queue over and over. Each cloudlet in public cloud
maintains a table for the load status of the nodes, based on which the nodes get placed in the table from low
load to high load. The order of the nodes in table will be changed based on status of the load status table.
However, the inconsistency problem has been taken between read and write at refresh interval T . The jobs
keep on arriving at cloudlet manger when load balancing table is being refreshed. This makes wrong cloudlet
selection and wrong order of cloudlets in the table. Since the table will have old data after getting refreshed,
inconsistency problem will lead the arriving jobs to get assigned to wrong node in cloudlet. To address this
problem, the cloudlet manager should maintain two load refresh tables: Table 1 and Table 2. A label called
read or write can be assigned to each table through flag. The read table contains information of load of the
nodes in cloudlet which can be used by improved round robin based on load degree evolution. The write table
will be updated with new load information. One table provides exact location of the node in the queue and
other table is getting written with new information of the nodes. Both read and write labels will be exchanged
to avoid inconsistency problem. Figure 4.1 sketches the inconsistency problem to be addressed by read and
write tables.
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Fig. 4.1. Efficient model for inconsistency problem

4.2. Load Balancing for BCL. When a cloudlet status is BCL, then all jobs arrives to BCL than LCL,
every user wants to finish their work as early as possible. A cloudlet needs a special method to finish all the
incoming requests from mobile users. So different strategies are used for improving response time. Static load
balancing based on game theory is proposed by chronopulos [20]. This gives us a new idea of cloudlet in mobile
cloud computing: the load balancing in mobile cloud computing can be viewed as a game. In the game theory
there are cooperative games and non- cooperative games. In a cooperative game, the decision maker will take
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decision by discussing with other player or comparing each node with each other. In a non- cooperative game
the decision is taken for his own benefit and the other players in the game will take their own decision. The
system will reach to Nash equilibrium where each player will make his/her own optimized decision and no player
gets benefited by changing his or her own plan, while remaining players decisions are unchanged.

The game theory has been proposed by many studies to solve various problems and was adapted by different
areas. It is mainly introduced for distributed computing and later it has been popular in cloud computing too.
A dynamic load balancing based on game theory is proposed by Aote and Khara [3]. In this method, users
being decision makers in non-cooperative game. Mobile cloud computing is integrated with multiple technolo-
gies, networking, mobile computing and cloud computing. Mobile cloud computing is also viewed as distributed
computing because this MCC technology is integrated with cloud computing. So the load balancing algorithm
can be viewed as a non-cooperative game. The players in the game are nodes and jobs. For instance there are
’n’ nodes in current cloudlet with ’m’ arriving jobs. The following define this process:

βi: Each node processing ability, i= 1, 2, . . . , n

φj : Each job execution time

φ :
∑N

j=1
φj : total time of the entire cloudlet for processing φ <

∑n

i=1
βi

Fji: Job j get assigned to node (
∑n

i=1
Fji) and 0 ≤ Fji ≤ 1

Finding appropriate value Fji is an important step. Grosu et al. [12] has proposed a model called best reply
by using this model to evaluate Fji for each node with a greedy algorithm. The procedure will produce a Nash
equilibrium to reduce response time of each job. The balancing mechanism changes according to the system
status information. Figure 4.2 depicts the proposed model.

Fig. 4.2. Proposed cloudlet selection model

4.3. Extended Round Robin Algorithm. We use the Algorithm 3 to find optimal cloudlet to process
tasks coming from mobile users in MCC environment.

5. Performance Evaluation. In this section we describe how the proposed algorithm performs in various
work loaded environments using cloudlets. The computing performance of proposed algorithm is compared with
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Algorithm 3 Extended Round Robin Algorithm

Step 1: Calculate load degree of current node based on following equation:

Load degree(N) =
m∑

i=1

AiBi

Step 2: Calculate average load of the cloudlet from each node statistics:

Load degreeavg(N) =

∑N

i=1
Load degree(Ni)

n

Step 3:Classify the states of cloudlet based on following statistics:
LCL: Load degree(N) = 0
BCL: 0 < Load degree(N) ≤ Load degreehigh
OCL: Load degreehigh < Load degree(N)
Step 4: The job from user will get placed based on load such as LCL,BCL,OCL.

1: begin

2: while job do

3: SearchPerfectCloudlet (job)
4: if cloudlet State=LCL || Cloudlet State=BCL then

5: Send Job to Cloudlet
6: else

7: Search for another Cloudlet;
8: end if

9: end while

10: end

Table 5.1

Simulation environment

Symbol Definition Predefined

N Number of cloudlets 30
µi Response rate 20
λi Arrival rate at cloudlet 5
K Number of servers at cloudlet 4
A Number of cloudlet agents 30
M Cloudlet Manager 1

an existing algorithm.

5.1. Experimental results. We have conducted an experiment by sending a number of requests to dif-
ferent cloudlets. We observed the cloudlet selection process based on load degree of different cloudlets. If the
number of tasks at one cloudlet is more than the cloudlet capacity then the tasks are automatically leaded to
another cloudlet by considering cloudlet status without wasting time for cloudlet response.

We use MATLAB environment to generate a random number of cloudlets and requests. Each cloudlet
load status evaluated by considering capacity of each node involved in particular cloudlet. Furthermore, the
information of load of each cloudlet will be updated with cloudlet manager. We simulate a cloudlet environment
in MATLAB by assuming number of cloudlet (1 to N) and response rate for each cloudlet µi by sampling normal
distribution (6, 3) > 0, the number of nodes setup in cloudlet is mean of 3 (Table 5.1). In this model, we assumed
that the system should not exceed µi.

Figure 5.1 shows the comparison between the proposed and the existing algorithm: the proposed algorithm
decreases the response time of the cloudlet from 0.5 to 0.9 and the probability of processing a certain number
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of requests of the users is higher than for the conventional algorithm.
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Fig. 5.1. Probability of Response Time

Figure 5.2 shows the minimum and maximum task response time of the cloudlets. When the average
response time is higher, say R=1.5, the outgoing task demands in the overloaded cloudlets are lesser than the
underloaded cloudlets. Also the data flow among the cloudlets and the response time decreases. Similarly, when
the average task response time is set low, say R=0.6, the outgoing task demands in the overloaded cloudlets are
higher than underloaded cloudlets. The dataflow increases in the cloudlets, thus the response time increases.
When the average response time is set to zero, all the cloudlets are fully loaded.
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Fig. 5.2. Low and High Response Time for Average Number of Tasks

Figure 5.3 states that the proposed algorithm is not affected even though the number of cloudlets increases
respectively. Examine the response time of proposed algorithm when there are no requests coming from users as
well as requests from users with increasing number of cloudlet. When the count of overloaded cloudlet increases,
the task response time also increases.

Figure 5.4 shows the running time of proposed algorithm and existing algorithms (SJF, FCFS, Round
Robin) when the number of cloudlets is increased. The time was changed according to the number of cloudlets,
system configuration, network status. The graph represents the running time captured from 2.40 GHz Intel
Core i5 with 16GB RAM; the number of incoming requested to be processed in system over 0.4 seconds with 400
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Fig. 5.3. Delay for Arrival Jobs with Different Cloudlets

cloudlets. The table updating is done at particular periodic time T when jobs arrives at cloudlet: the cloudlet
agent assigns jobs to particular nodes in cloudlet based on cloudlet load status.
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Fig. 5.4. Running time of proposed algorithm on number of cloudlets

Figure 5.5 shows the cloudlet task response time with and without the proposed algorithm in a static
network. As graph shows, the number of incoming jobs increases, while the task response time also increases
under normal distribution. As can be seen, the cloudlet response time can be different from the existing
algorithm. The execution time includes transferring time and processing time. If the number of requests
comming from the users increases then the performance of existing algorithms is decreasing.

Figure 5.6 shows the cloudlet task response time for proposed method, SJF, FCFS and RR algorithms in a
static network. The X-axis represents the cloudlet response time and the y-axis represents the cloudlet arrival
rate. As graph shows, the Proposed Method is efficient in comparison with the other three existing algorithms.

6. Conclusion and Future work. This paper proposed a novel conceptual framework which is mainly
focusing on selection of distributed resourceful cloudlet in a public cloud with the help of a load balancing
algorithm. The Cloudlet manager and Cloudlet agent are responsible for scheduling the arriving jobs in the
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Fig. 5.6. The response time of cloudlet arrival rate for SJF, FCFS and RR

cluster of cloudlets. The job scheduling strategy is changed according to the status of the cloudlet of load
degree. The proposed algorithm is compared with SJF, FCFS and Round Robin. The results are showing that
the response time and the execution time are better than the ones of existing algorithms. Future work need
to focus on different aspects, as a Cloudlet selection process is not a simple task: the framework need to be
enhanced to represent cloudlet selection process in details, for instance, the number of hosts in cloudlet and how
far each host is away from other host, host may be away from other hosts in same cloudlet. The Cloudlet agent
refreshes system information at particular time period.

REFERENCES

[1] B. Adler and S. Architect, Load balancing in the cloud: Tools, tips and techniques, 2012.
[2] M. H. Aghdam, N. Ghasem-Aghaee, and M. E. Basiri, Text feature selection using ant colony optimization, Expert systems

with applications, 36 (2009), pp. 6843–6853.
[3] S. S. Aote and M. Kharat, A game-theoretic model for dynamic load balancing in distributed systems, in Proceedings of

the International Conference on Advances in Computing, Communication and Control, ACM, 2009, pp. 235–238.
[4] R. Balan, J. Flinn, M. Satyanarayanan, S. Sinnamohideen, and H.-I. Yang, The case for cyber foraging, in Proceedings

of the 10th workshop on ACM SIGOPS European workshop, ACM, 2002, pp. 87–92.



Round Robin with Load Degree: An Algorithm for Optimal Cloudlet Discovery in Mobile Cloud Computing 51

[5] N. Bobroff, A. Kochut, and K. Beaty, Dynamic placement of virtual machines for managing sla violations, in Integrated
Network Management, 2007. IM’07. 10th IFIP/IEEE International Symposium on, IEEE, 2007, pp. 119–128.
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Abstract. Hadoop YARN is an Apache Software Foundation’s open project that provides a resource management framework
for large scale parallel data processing, such as MapReduce jobs. Fair scheduler is a dispatcher which has been widely used in YARN
to assign resources fairly and equally to applications. However, there exists a problem of the Fair scheduler when the resource
requisition of applications is beyond the amount that the cluster can provide. In such a case, the YARN system will be halted
if all resources are occupied by ApplicationMasters, a special task of each job that negotiates resources for processing tasks and
coordinates job execution. To solve this problem, we propose an automatic and dynamic admission control mechanism to prevent
the ceasing situation happened when the requested amount of resources exceeds the cluster’s resource capacity, and dynamically
reserve resources for processing tasks in order to obtain good performance, e.g., reducing makespans of MapReduce jobs. After
collecting resource usage information of each work node, our mechanism dynamically predicts the amount of reserved resources for
processing tasks and automatically controls running jobs based on the prediction. We implement the new mechanism in Hadoop
YARN and evaluate it with representative MapReduce benchmarks. The experimental results show the effectiveness and robustness
of this mechanism under both homogeneous and heterogeneous workloads.

Key words: Cloud Computing, MapReduce, Hadoop, YARN, Scheduling, Resource Management, Admission Control, Big
Data, Scalable Computing, Cluster Computing
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1. Introduction. Large scale data analysis is of great importance in a variety of research and industrial
areas during the age of data explosion and cloud computing. MapReduce [11] becomes one of the most popular
programing paradigms in recent years. Its open source implementation Hadoop [5] has been widely adopted as
the primary platform for parallel data processing [1]. Recently, the Hadoop MapReduce ecosystem is evolving
into its next generation, called Hadoop YARN (Yet Another Resource Negotiator) [19], which adopts fine-grained
resource management for job scheduling.

The architecture of YARN is shown in Figure 1.1. Similar to the traditional Hadoop, a YARN system
often consists of one centralized manager node running the ResourceManager (RM) daemon and multiple work
nodes running the NodeManager (NM) daemons. However, there are two major differences between YARN and
traditional Hadoop. First, the RM in YARN no longer monitors and coordinates job execution as the JobTracker
of traditional Hadoop does. Alternatively, an ApplicationMaster(AM) is generated for each application in YARN
to coordinate all processing tasks (e.g., map/reduce tasks) from that application. Therefore, the RM in YARN
is more scalable than the JobTracker in traditional Hadoop. Secondly, YARN abandons the previous coarse
grained slot configuration used by TaskTrackers in traditional Hadoop. Instead, NMs in YARN consider fine-
grained resource management for managing various resources. e.g., CPU and memory, in the cluster.

On the other hand, YARN uses the same scheduling mechanisms as traditional Hadoop and supports the
existing scheduling policies (such as FIFO, Fair and Capacity) as the default schedulers. However, we found that
a resource (or “container”) starvation problem exists in the present YARN scheduling under Fair and Capacity.
As mentioned above, for each application in YARN, an ApplicationMaster is first generated to coordinate its
processing tasks. Such an ApplicationMaster is indeed a special task in the YARN system, which has a higher
priority to get resources (or containers) and stays alive without releasing resources till all processing tasks of that
application finish. Consequently, when the amount of concurrently running jobs becomes too high, for example,
a burst of jobs arrived, it is highly likely that system resources are fully occupied by ApplicationMasters of
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Fig. 1.1. YARN Architecture. When a client submits a job to the ResourceManager (RM), the RM communicates with a
NodeManager (NM) to launch an ApplicationMaster(AM) for running that job. The AM is responsible for submitting resource
requests to the RM and negotiating with a set of NMs to launch containers for processing the tasks of the job.

these running jobs. A resource deadlock thus happens such that each ApplicationMaster is waiting for other
ApplicationMasters to release resources for running their application tasks.

To solve this problem, one could kill one or multiple jobs and their ApplicationMasters to break the deadlock.
A preventative solution is to apply the admission control mechanism to control the number of concurrently
running jobs (or ApplicationMasters) in the system and thus reserve resources to run processing tasks. By this
way, the previous deadlock of resource waiting can be avoided. However, choosing a good admission control
mechanism (e.g., how many jobs admitted in the system?) is difficult when efficiency of the system is also an
important consideration. If we reserve too many resources for running processing tasks, then the concurrency of
jobs will be sacrificed because the resources for starting ApplicationMasters are limited. In contrast, the running
jobs may take too much time to wait for resources for running their tasks and thus be delayed dramatically
if we admit too many jobs in the system. Furthermore, MapReduce applications in real systems are often
heterogeneous, with job sizes varying from a few tasks to thousands of tasks and different submission rates [7].
A static and fixed admission control mechanism thus cannot work well.

Therefore, the objective of this work is to design a new admission control mechanism which can automatically
and dynamically decide the number of concurrently running jobs, with the goal of avoiding the resource waiting
deadlock and meanwhile preserving good system performance. The main performance metric we take into
consideration is the makespan (i.e., total completion length) of a given set of Mapreduce jobs. There are three
main components of our admission control mechanism.

• Resource Information Collector (RIC): this module periodically records the resource usage infor-
mation of the running jobs of each worker node.

• Reserved Resource Predictor (RRP): this is the major component of this mechanism. RRP resides
in the RM and uses the information provided by the RIC module to decide the amount of resources
that need to be reserved for regular tasks.

• Application Resource Controller (ARC): this module controls the admission of incoming ap-
plications based on the current amount of reserved resources determined by the RRP module. All
applications that are not allowed to enter the system for running will be queued.

We implement these components in a YARM platform (e.g., Hadoop YARN) and evaluate our new admission
control mechanism with a suite of representative MapReduce benchmarks. The experimental results demonstrate
the effectiveness of the proposed mechanism under both simple and complex workloads.

The remainder of the paper is organized as follows. In Section 2, we introduce the deadlock problem of
YARN systems and show our preliminary investigation on static admission control. Our proposed mechanism
is proposed in Section 3. Evaluation of this mechanism is presented in Section 4. We describe the related works
in Section 5 and conclude in Section 6.
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2. Motivation.

2.1. Background. In a YARN system, each application needs to specify the resource requirements of all
their tasks, such as ApplicationMasters, map tasks and reduce tasks. The resource requirement is a bundle of
physical resources with the format as <2 CPU, 1GB RAM>, for example. Then, a task from that application
will only be executed in a container whose resource capacity (e.g., 2 CPU and 1GB RAM) is equal to that
task’s resource demand. Meanwhile, the NodeManager (NM) keeps monitoring the actual resource usage of
that container and could kill that container if the actual usage exceeds the granted resource amount.

The ResourceManager (RM) acts as a central arbitrator, dispatching available containers to various com-
peting applications in light of each application’s resource demand and the scheduling policy. NMs residing in
the work machines (i.e., slave nodes) associate with the RM to manage the resource; they periodically report
the information of resource and containers usage to the RM through the heartbeat message in YARN. The
scheduler in the RM then schedules the queuing jobs based on the waiting resource requests of applications and
the current residual resource amount on each slave node.

When an application is submitted, the RM needs to first allocate resources for launching the Application-
Master container on a work node according to the resource requirement specified by the client. The launched
AM will then send resource requests for processing remaining tasks of that application to the RM. The RM
responses with resource allocations on NMs and the AM then communicate with the NMs for launching con-
tainers and executing tasks. The AM is also responsible for monitoring and coordinating the execution of other
processing tasks, e.g., re-submitting failed tasks, gradually submitting reduce tasks according to the progress of
map tasks, etc.. Therefore, the AM only terminates and releases the resources its container occupies after all
the remaining tasks of its application are finished.

Moreover, the AM is the head of a job and it must be launched firstly when processing the job. Since
AM needs to harness some resource to running the job’s tasks, it will issue requests to RM for allocating the
Task Container (TC) to process the tasks. While RM accepts the requests then it will response to AM that
which nodes have the available resource. The AM then continuously negotiates with the NMs of those nodes
to running the tasks. Finally, while all the tasks are processed the AM can be finished and the RM will release
the AMC. In conclusion, the RM and NM starts running when the YARN system is set up; however, the AM
launched upon a container is based on the condition that a job is submitted to the RM and the RM accepts to
processing it; then, the AM can start its negotiating mission, relative state [17] is as Fig. 2.1.

2.2. The Deadlock Problem of Fair Scheduler in YARN. Since an ApplicationMaster is the first
launched task of each job and will not release its resource until the associated job finishes, the number of AM
tasks running in a YARN system is always equal to the number of concurrently running jobs. It is not a problem
if a small amount of jobs are concurrently running in the system. However, it is possible that these AMs use
up most or even all of the resources during a busy period, for example, when a large amount of users submit
many ad-hoc MapReduce query jobs. In such a case, the YARN system faces a deadlock problem, i.e., none
of these AMs could get resources for running their map/reduce tasks. Consequently, overall efficiency of the
YARN system is severely degraded because the AMs are occupying most resources yet waiting for others to
release resources.

Therefore, our goal in this work is to design a new mechanism that can automatically control the resource
reservation in the YARN system such that the deadlock problem can be avoided even under busy conditions when
resource demands of AMs exceed the entire cluster capacity. Moreover, this new mechanism can dynamically
adjust the strategy for resource reservation according to the present workloads in order to improve the efficiency
of the YARN system, e.g., minimizing the makespan (i.e., the overall completion length) of a set of MapReduce
jobs.

2.3. Preliminary Investigations. The basic solution of preventing the deadlock situation is to reserve a
fixed amount of resources for non-AM processing tasks. However, as we discussed before, the system performance
could be degraded if the reservation number is not carefully chosen. We first modify the Fair scheduler to support
the static resource reservation and investigate the impact of resource reservation on the performance. Two sets
of experiments are conducted to evaluate the performance of resource reservations. For the sake of simplicity,
we only consider the cpu resource in these experiments (i.e., all jobs are cpu intensive). The YARN cluster we
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Fig. 2.1. Job Processing State Graph in YARN. When a job is submitting, the scheduler (in this case is Fair Scheduler) will
depend on the resource usage situation to decide to accept the application and allocate the AM container or not.

used has the resource pool of 64 vcores.
Case 1: We submit a batch of 66 terasort jobs to the YARN cluster. Each job will process 100 MB input

data generated through teragen. In this case, we fix the amount of resource requirement of each job’s map and
reduce tasks to be equal to 4 vcores in all the experiments. At the same time, we tune the resource requirements
of each job’s AM from 1 vcore to 4 vcores in different sets of experiments. The makespans of these jobs under
different resource requirement settings and different static resource reservations are shown in Figure 2.2. As
observed from the figure, the number of reserved resources has great impacts on the makespan of jobs and the
optimal configuration of resource reservation is changing as the resource requirement of AMs changes, see the
lower plot in Figure 2.2.

Case 2: In this case, we submit the same 66 terasort jobs to the cluster. We fix the resource requirement
of each job’s AM to be equal to 4 vcores and tune the resource-requisition of map and reduce tasks of each job
from 1 vcore to 4 vcores in different sets of experiments. The makespans of these jobs under different resource
requirement settings and different static resource reservations are shown in Fig. 2.3. Similar to case 1, we can
observe that the optimal reservation point (i.e., the number of reserved vcores) is changing as shown in the
lower plot.

Based on the above observations, we conclude that the optimal amount of reserved resources is related with
the characteristic of workloads. Generally, the best reservation number (RR) is inversely proportional to the
resource requirement of AM (AMCR), but proportional to the resource demands of other tasks (TCR), i.e.,
RR ∝

TCR

AMCR

.

3. Algorithm Design. As shown in Section 2.3, the number of reserved resources has a great impact on
system efficiency, and the optimal value could change under different workloads. Therefore, we design a new
admission control mechanism for YARN that can dynamically predict the optimal tuning point (i.e., the amount
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Fig. 2.2. Makespans of 66 terasort jobs under different resource requirement settings on AM and different static resource
reservations.

of resources reserved for non-AM tasks) and perform the admission control on incoming YARN jobs. There are
three main components in our mechanism:

• RIC (Resource Information Collector): collect the resource and container’s information from each node
through heartbeat messages.

• RRP (Reserved Resource Predictor): decide how many resources should be reserved based on the
information collected by from RIC.

• ARC (Application Resource Controller): leverage the predicted value of RRP to manipulate an appli-
cation’s running.

We will describe the design of these components in details in the following sections.

3.1. Resource Information Collector. The key function of this component is to record the number
of currently running ApplicationMasters and normal processing tasks as well as the resources that have been
occupied by these two kinds of containers on each worker node. A map data structure is maintained to record the
information and will be updated through each heartbeat message between NodeManager and ResourceManager.
The algorithm of RIC is shown in Alg. 4.

3.2. Reserved Resource Predictor. The purpose of the RRP component is to find out the amount
of reserved resources that can not only preserve high throughput of the system but also prevent the deadlock
problem. As shown in Section 2.3, the optimal value of reservation is varying under different workloads.
Therefore, the RRP component should be frequently triggered to recalculate the desired reservation level in
order to adapt to dynamic workload changes. The overhead of this component thus becomes a primary concern
when the workload changes too frequently. In this paper, we propose a simple, heuristic approach to decide
an appropriate reservation level according to the information of workload characteristics provided by the RIC
component.
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Algorithm 1: Resource Information Collector

Data:

Number of AM containers in node Ni: NAMCNi
;

Number of task containers in node Ni: NTCNi
;

Total resource of AMC in node Ni: Total AMCNi
;

Total resource of TC in node Ni: Total TCNi
;

HashMap that records each node’s AMC information: Map AMC;

HashMap that records each node’s TC information: Map TC;

1 while each node Ni doing NodeUpdate do

2 Record or update Ni: NAMCNi
and Total AMCNi

into Map AMC;

3 Record or update Ni: NTCNi
and Total TCNi

into Map TC;

4 Update AvgAMCR and AvgTCR;

In Section 2.3, we also find that the optimal amount of reserved resources (RR) seems to be proportional and
inversely proportional to the resource requisition of non-AM task’s (TCR) and AM task’s (AMCR) containers,
i.e., RR ∝

TCR

AMCR

, under static workloads. To get a more clear understanding of this relationship, we conduct
16 sets of experiments. In each set of experiments, we run a batch of jobs with the same resource requirements,
i.e., static workloads, repeatedly under different static resource reservations. The optimal resource reservation
amounts in terms of makespan are shown in Figure 3.1. We can observe a linear relationship between the
optimal reservation and the resource requirements of AM and tasks of jobs. Thus, we have the function:

RR = CR ·

TCR

AMCR + TCR

, (3.1)
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Fig. 3.1. 3D diagram of 16 sets of experiments under static workloads, where x-axis shows the resource requirements of an
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gives the amount of reserved resources (i.e., number of vcores). Different colors in 3D surface indicate different makespans of the
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Table 3.1

Optimal and predicted resource reservation, i.e., the number of reserved vcores. Predicted values are shown in the parenthesis.

AMC=1 AMC=2 AMC=3 AMC=4
EXP(PDI) EXP(PDI) EXP(PDI) EXP(PDI)

TC=1 32(32) 30(22) 27(16) 26(13)
TC=2 41(43) 34(32) 28(26) 27(22)
TC=3 46(48) 39(39) 32(32) 29(31)
TC=4 48(52) 40(43) 36(37) 32(32)

that fits such a linear relationship shown in the figure. The intuition behind this relationship is that we need
to reserve enough resources for each running application in order to run at least one processing task to avoid
severe resource contention.

The comparison between the optimal reservation results obtained through experiments and the prediction
ones is shown in Table 3.1. As we can observe, the predicted values (i.e., the number of reserved vcores, shown
in the parenthesis) are close to the optimal reservation in most cases. However, the amount of resources that
need to be reserved is underestimated when the resource requirement of AM is much larger than the resource
requirement of normal tasks. Under such a case, the benefit of accelerating each job’s execution, i.e., reserving
more resources for processing tasks, clearly surpasses the benefit of allowing higher concurrency between jobs,
i.e., allowing AMs to occupy more resources. That is because jobs release a large amount of resources that are
occupied by their AMs more quickly when they can finish their execution faster. To improve the accuracy of
prediction under the extreme cases, we simply set a lower bound for resource reservation as 40% of the total
cluster resources according to our observations. New prediction values are shown in Table 3.2.

Furthermore, we find that such a linear relationship still holds under the mixed workloads where jobs can
have different resource requirements if we use the average resource requirements of running AMs and processing
tasks to calculate the amount of reserved resources, i.e.,

RR = CR ·

AvgTCR

AvgAMCR +AvgTCR

, (3.2)
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Table 3.2

Compare the predicted and actual (Experiment result) optimal vcore reservation number.

AMC=1 AMC=2 AMC=3 AMC=4
EXP(PDI) EXP(PDI) EXP(PDI) EXP(PDI)

TC=1 32(32) 30(26) 27(26) 26(26)
TC=2 41(43) 34(32) 28(26) 27(26)
TC=3 46(48) 39(39) 32(32) 29(31)
TC=4 48(52) 40(43) 36(37) 32(32)
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Fig. 3.2. Compare the predicted reservation resources and the actual available resources.

where AvgAMCR and AvgTCR indicate the average resource requirements of running AMs and processing
tasks, respectively. Under the mixed workloads, the prediction value may change over time. For example,
the reservation may increase when a new job’s AM is submitted for running. However, such an increasing of
reservation usually cannot be performed immediately since the resources that are already occupied by AMs
cannot be released quickly.

For example, as shown in Figure 3.2, the desired resource reservation for processing tasks is 30 vcores at
time period 1. However, the actual amount of remaining resources in the system, i.e., resources that are not
occupied by AMs, is 10 vcores. The predicted reservation cannot be achieved until time period 10.

To mitigate the impact of this situation, we further scale up the amount of reserved resources to speed up
the execution of processing tasks in the next time period, i.e.,

RR = RR ·

RR + TotalAMCR

CR

, (3.3)

where TotalAMCR indicates the total amount of resources occupied by AMs. The scale-up is triggered when
the summation of resources that are currently occupied by AMs and are needed to be reserved for processing
tasks exceeds the resource capacity of the cluster. The algorithm for predicting the reservation amount is shown
in Alg. 5, where the scale-up approach is performed in lines 5-6. Figure 3.3 illustrates the summation of
resources that are currently occupied by AMs and the desired resource reservation for tasks. The scale-up is
triggered when this summation exceeds the capacity of the cluster.

3.3. Application Resource Controller (ARC). The ARC component manages two job queues, i.e.,
running queue and waiting queue. Each submitted job is inserted into one of these two queues according to the
reservation policy. Figure 3.4 illustrates the mechanism of this component. As shown Figure 3.4, when RRP
decides to reserve 21 vcores for processing tasks, 6 remaining vcores can then be assigned to AM tasks. The
AMs of currently running jobs, i.e., job1 and job2, have already occupied all 6 vcores. Therefore, job3 needs
to be inserted into the waiting queue and waits for available resources to start its execution. The algorithm of
the ARC component is shown in Alg. 6. In lines 1-6, when a job is submitted to YARN, the ARC component
decides if this job can enter the running queue. If the amount of resources for running processing tasks is more
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Algorithm 2: Reserved Resource Predictor

Input: Cluster resource: CR;

Output: Predicted reserved resource: RR;

1 while free resource available on node do

2 Get the information from RIC;

3 if NAMC ̸= 0 and NTC ̸= 0 then

4 RR = CR · AvgTCR

AvgAMCR+AvgTCR

;

5 if RR > CR − TotalAMCR then

6 RR = RR · RR+TotalAMCR

CR
;

7 if RR < CR · 40% then

8 RR = CR · 40%;

9 if RR > CR −AvgAMCR then

10 RR = CR −AvgAMCR;

11 else

12 RR = CR · 40%;
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Fig. 3.3. Illustrations of the total amount of resource (i.e., the resources occupied by AMs and the desired resource reservation
for tasks). When the curve is above the overall capacity (i.e., 64 vcores), the reserved resources are then scaled up.
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Algorithm 3: Application Resource Controller

Input:

Cluster resource: CR;

Reserved resource: RR;

Current occupied resource: TotalAppR;

1 if job J submitted then

2 if CR − TotalAppR −AMCRJ
≥ RR then

3 Push J into APPLIST RUN;

4 else

5 Push J into APPLIST WAIT;

6 while each node doing NodeUpdate do

7 Get existing available resource in Nodei : AV AR i;

8 Get the necessary resource to run next waiting job’s AM: WaitingJobAMR;

9 AV AR = CR − TotalAPPR −WaitingJobAMR;

10 if AV AR ≥ RR and AV AR i ≥ WaitingJobAMR then

11 Pop out job J from APPLIST WAIT;

12 submit ApplicationMaster of J on Nodei;

13 Push J into APPLIST RUN;

than the desired reservation, then the submitted job enters the running queue such that this job’s AM can be
launched immediately. Furthermore, once work nodes send heartbeat messages to the ResourceManager, the
ARC component re-calculates the amount of available resources (AV AR) and re-submits jobs that are currently
waiting in the queue if available resources are enough to run additional AMs, see lines 7-12.

4. Evaluation.

4.1. Experiment Settings. We implement our new admission control mechanism in the Fair scheduler
of Hadoop YARN, and build the YARN platform on a local cluster with one master node and 8 worker nodes.
Each worker node is configured with 8 vcores and 12GB memory, such that the YARN cluster has the resource
capacity of 64 vcores and 96GB memory.

In our experiments, we choose the following four classic MapReduce benchmarks for evaluation.
• terasort: a MapReduce implementation of quick sort.
• wordcount: a MapReduce program that counts the occurrence times of each word in input files.
• wordmean: a MapReduce program that records the average length of words in input files.
• pi: a MapReduce program that estimates π value using the Monte Carlo method.

The input files for terasort are generated through the teragen program, while the input files for wordcount
and wordmean are generated through randomtextwriter.

For better understanding how well our new mechanism works, we calculate the relative performance score
as follows:

Perf. Score =

(

1−
Makespan−Min Makespan

Min Makespan

)

× 100%, (4.1)

where Makespan is the measured makespan (i.e., total completion length) of a batch of MapReduce jobs under
our dynamic admission control mechanism, and Min Makespan represents the makespan under the optimal
static admission control setting.

4.2. Results Analysis. To better evaluate the robustness of the proposed mechanism, we conduct our
experimental evaluation under two sets of workloads, i.e., homogeneous workloads with the same MapReduce
jobs and heterogeneous workloads mixing with different MapReduce jobs.

4.2.1. Homogeneous Workloads. In this set of experiments, we submit a batch of 72 terasort jobs in
each round. All the jobs in the same round have the same resource requirement setting, and each job processes a
100MB randomly generated input file. We further change the resource requirements for jobs in different rounds,
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Table 4.1

Perf. Scores under homogeneous workloads.

AMC=1 AMC=2 AMC=3 AMC=4
TC=1 90.4% 99.6% 89.3% 91.4%
TC=2 99.3% 95.6% 99.4% 91.7%
TC=3 97.6% 99.2% 96.9% 97.4%
TC=4 88.5% 90.5% 99.7% 98.5%

i.e., from 1 vcore to 4 vcores for both ApplicationMasters and processing tasks. Therefore, there are totally
16 rounds with different resource requirement combinations. The performance (e.g., makespans) under our
admission control mechanism which dynamically sets the resource reservations (see red lines) as well as different
static reservation configurations (see blue lines) is depicted in Figure 4.1. The corresponding Perf. Scores of
our new mechanism are also shown in Table 4.1.

We first observe that different resource requirements need different amounts of reserved resources (e.g.,
numbers of vcores) for running tasks in order to achieve the best performance, i.e., the minimum makespan, see
blue curves in Figure 4.1. However, it is inherently difficult to statically find such an optimal reservation level,
especially if resource requirements are not fixed. While, by dynamically tuning the resource reservation level,
our admission control mechanism always obtains the best performance compared to the results under the static
resource reservations under almost all resource requirement configurations, see red lines in the figure. Table 4.1
further demonstrates that our new mechanism achieves high Perf. Scores, e.g., under more than half of the
cases, Perf. Scores are greater than 95%.

4.2.2. Heterogeneous. Now, we turn to evaluate our new mechanism under a more challenging scenario,
where we consider heterogeneous workloads which are mixed with different MapReduce jobs. Specifically, we
choose more than two MapReduce benchmarks and submit a batch of jobs from these benchmarks which are
configured with different resource requirements for running their ApplicationMasters and tasks. We totally
conduct 6 sets of experiments with different combinations of MapReduce jobs. Table 4.2 shows the detailed
configurations for each set of experiments.

The experimental results (e.g., the makespans and the Perf. Scores) under heterogeneous workloads are
shown in Figure 4.2 and Table 4.3, respectively. Consistent with the case of homogeneous workloads, we
can see that our proposed mechanism can still work well under various heterogeneous MapReduce workloads,
which achieves the performance close to those under optimal static resource reservations. On the other hand,
the settings for optimal static resource reservations are varying across different heterogeneous workloads. An
inappropriate configuration could dramatically degrade the performance. Therefore, our mechanism which
dynamically and automatically controls the admission of applications (i.e., reserving resources for running
regular tasks) is important for achieving competitive performance of YARN.

5. Related Works. While the original Hadoop MapReduce framework has been extensively studied in
recent years, Hadoop YARN is relatively new and has not been widely studied yet. A few preliminary works
have been presented to improve the scheduling in Hadoop YARN systems. Dominant resource fairness [14] was
proposed to improve the fairness between users when multiple types of resources are required by MapReduce
jobs as in YARN framework. Some previous studies [13] [6] designed modified frameworks to handle iterative
jobs. These works attempt to achieve performance improvements on share-based scheduling in Hadoop YARN.
However, the deadlock problem caused by ApplicationMasters has not been considered yet.

Simple admission control policy that could help avoid deadlocks is supported in Fair [3] and Capacity [2]
schedulers of YARN. For example, users can specify the maximum number of jobs for each queue under the
Fair scheduler. By manually specifying a small number of jobs that are allowed in each queue concurrently, the
ApplicationMasters of these jobs will not occupy all system resources. However, it is difficult for administrators
to manually choose a good configuration. Moreover, static configurations cannot work well, especially under
dynamic workloads.

Admission control in cloud computing has also been well studied in different aspects. Wu et al. [23]
proposed admission control policies that aimed to maximize the SaaS provider’s profits based on user SLA
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Table 4.2

Experimental setup for heterogeneous workloads.

Benchmark Job AMCR TCR TCR Input
number (Map) (Reduce) size

Terasort 15 1 2 1 100M
Exp1 Wordmean 15 2 1 2 400M

Wordcount 15 3 3 2 400M
Pi 15 1 4 1 N/A

Terasort 15 3 4 2 400M
Exp2 Wordmean 15 1 3 2 200M

Wordcount 15 2 3 2 200M
Pi 15 4 2 3 N/A

Terasort 15 4 1 3 400M
Exp3 Wordmean 15 3 2 4 400M

Wordcount 15 2 4 1 200M
Pi 15 1 2 2 N/A

Exp4 Terasort 30 2 3 1 200M
Wordcount 30 1 3 4 800M
Terasort 15 3 1 1 100M

Exp5 Wordmean 15 4 1 2 100M
Wordcount 15 4 1 1 100M

Pi 15 2 1 1 N/A
Terasort 20 1 1 2 200M

Exp6 Wordmean 20 2 3 3 400M
Pi 20 3 2 4 N/A

Table 4.3

Perf. Scores under heterogeneous workloads.

Exp1 Exp2 Exp3 Exp4 Exp5 Exp6
Perf. Score 100% 85.9% 94.2% 99.1% 90.6% 95.8%

and IaaS provider SLA. Machine learning based admission control for MapReduce jobs was proposed in [12] to
meet job deadlines. Our previous work [24] also proposed a similar admission control mechanism but it does not
consider heterogeneous workload use cases. In this work, our primary goal is to avoid the resource deadlocks and
meanwhile to improve the makespan of MapReduce jobs [22]. Furthermore, our admission control mechanism
only delays jobs instead of declining jobs.

Fine-grained resource management was also well studied for Hadoop systems. ThroughputScheduler [15]
was proposed to improve the performance of heterogeneous Hadoop cluster. An explore stage was proposed
to learn the resource requirement of tasks and the capabilities of nodes, and the best node was then selected
to assign tasks in the scheduler. [18] leveraged job profiling information to dynamically adjust the number of
slots on each node, as well as workload placement across nodes, to maximize the resource utilization of the
Hadoop cluster. [21] is the first comprehensive study of intermediate data for YARN with Lustre and RDMA.
[4] mathematically investigates the scheduling problem which is assigning inputs with various sizes to a set of
reducers with capacity. POPI [8] is a lightweight algorithm targeting for efficient processing large outer joins
under Hadoop. In order to improve the performance in large distributed environments, a new framework called
CCF [9] is proposed to co-optimize application-level data movement and network-level data communications
for distributed operators. Rayon [10] is proposed to reserve resources for production jobs and best-effort jobs
such that the SLAs for production jobs can be guaranteed and meanwhile the execution time of best-effort
jobs can be reduced. We note that our scheduler mainly focuses on how to allocate the reserved resources for
best-effort jobs, which is complementary to Rayon in [10]. Zaharia et al. [25] proposed a delay scheduling policy
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Fig. 4.2. Makespans under heterogeneous workloads, where the blue curves show the results under different static reservation
configurations and the red dashed-lines present the results under our mechanism which dynamically sets the resource reservations.

to improve the performance of Fair scheduler by increasing the data locality of Hadoop, which is compatible
with both Fair scheduler and our proposed scheduling policies. Quincy [16] formulated the scheduling problem
in Hadoop as a minimum flow network problem, and decided the slots assignment that obeys the fairness and
locality constraints by solving the minimum flow network problem. However, the complexity of this scheduler is
high and it was designed for slot based scheduling in the first generation Hadoop. Verma et al. [20] introduced
a heuristic method to minimize the makespan of a set of independent MapReduce jobs by applying the classic
Johnson’s algorithm. However, their evaluation is based on simulation only without real implementation in
Hadoop.

6. Conclusions. In this paper, we presented a novel admission control mechanism that integrates with the
existing Fair scheduler of Hadoop YARN. The main objective of our work is to automatically and dynamically
reserve a specific amount of resources for processing tasks in YARN such that the deadlock problem caused
by ApplicationMasters can be avoided. In addition, we aim to achieve better performance by controlling the
concurrency level of jobs in the cluster. To meet this goal, the mechanism collects the resource usage information
from each work node and leverages this information to predict the optimal amount of reserved resources for
processing tasks. A waiting queue is further maintained to hold delayed jobs that will be resubmitted when
there are available resources. We implemented our proposed mechanism in Hadoop YARN v2.2.0 and evaluated
it with a suite of representative MapReduce benchmarks. The experimental results demonstrate that our
mechanism can achieve the near optimal performance. The effectiveness and robustness of this new mechanism
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are validated under both homogeneous and heterogeneous workloads. In the future, we will investigate the
relationship between job concurrency and system throughput in a YARN cluster and further extend our work
to other cloud computing platforms.
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Abstract. In this study, the authors aim to propose an optimized density-based algorithm for anomaly detection with focus
on high-dimensional datasets. The optimization is achieved by optimizing the input parameters of the algorithm using firefly
meta-heuristic. The performance of different similarity measures for the algorithm is compared including both L1 and L2 norms to
identify the most efficient similarity measure for high-dimensional datasets. The algorithm is optimized further in terms of speed
and scalability by using Apache Spark big data platform. The experiments were conducted on publicly available datasets, and the
results were evaluated on various performance metrics like execution time, accuracy, sensitivity, and specificity.
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1. Introduction. In this era of big data, the traditional data mining algorithms are not capable of handling
high-dimensional, high-volume datasets efficiently. To handle such datasets, new algorithms need to be proposed
or the existing algorithms should be modified. Anomaly/Outlier detection [6][4][1] is a significant field of research
in data mining and like other data mining algorithms, anomaly detection algorithms also need to be enhanced
to handle such datasets. The algorithm should not only be accurate, but it should also be scalable and fast
enough to identify the anomaly in real-time from the vast amount of data that is being generated every second.

This paper discusses how an anomaly detection algorithm can be optimized to make it faster and more
accurate, with focus on handling high dimensional datasets. Most of these algorithms provide the results
based on some input parameters, and optimization of these parameters is must to obtain high accuracy for the
algorithm. These algorithms also make use of some distance/similarity measure to identify the outliers and
selection of this distance measure significantly affects the accuracy as well as speed of the algorithm. Further
to increase the speed of the algorithm, it can be parallelized to reduce the processing time considerably. So,
optimization of the parameters, selection of distance measure, and parallel implementation can collectively
have a huge impact on accuracy and speed of the algorithm. This paper aims to propose an efficient anomaly
detection algorithm for high-dimensional datasets based on all these fore-mentioned observations.

Local Correlation Integral [13] is a popular anomaly detection algorithm based on identifying the neigh-
borhoods of every instance in the dataset by using a distance/ similarity measure like Euclidean distance, and
the instances which are identified as isolated are deemed to be the outliers. In this paper, the authors aim to
optimize a LOCI-inspired algorithm for anomaly detection; one of the objectives is to optimize the input param-
eters, and the only input parameter for this algorithm is the radius of the neighborhood. To optimize this radius
threshold, the authors select a swarm intelligence meta-heuristic, which is the firefly algorithm. The second
phase of optimization deals with the similarity measure used by the algorithm, where the authors aim to find
which similarity measure is optimal while dealing with high dimensional datasets. So, both L1 and L2 norms
were compared for accuracy as well as speed. The platform chosen for conducting the experiments is Apache
Spark as it guarantees scalability, fault-tolerance and also provides quick results by distributed processing and
in-memory analytical abilities.

2. Related Work. In this section, we will review the literature dealing with anomaly detection followed
by optimization algorithms which can be utilized to optimize the input parameters.

2.1. Anomaly detection. Anomaly Detection is a field of data mining dealing with finding abnormal
data points in the given dataset. The major application areas of anomaly detection are intrusion-detection
in the field of network security, fraud detection in financial domain, finding misbehaving node in the wireless
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sensor networks, medical and healthcare datasets, etc. With the rise of big data, finding anomalies in large
datasets in real-time is quite a challenging task. So, we need to develop new faster algorithms or to optimize
existing algorithms so that outliers are detected before it is too late in critical real-time environments.

The simplest and fastest anomaly detection algorithm is the AVF (Attribute Value Frequency) [8] which is
based on the assumption that the data points with low frequencies are the prime candidates to be the outliers.
Another statistical algorithm is the Entropy-based Outlier Detection (EBOD) [9] which assumes that the points
whose removal causes the maximum decrease in the entropy of the dataset are the anomalies. There are graphical
techniques for outlier detection as well, namely, scatter-plots and box-plots; however these graphical techniques
fail for multi-dimensional datasets.

Machine Learning based algorithms are also available for anomaly detection. DBSCAN [7] is a clustering
algorithm with ability to identify anomalies, whereas OPTICS-OF [2] is an extension of OPTICS clustering
algorithm for anomaly detection. Neural Networks have been utilized in literature in the form of Replicator
Neural Networks for finding outliers. LOF (Local Outlier Factor) [3] and LOCI (Local Correlation Integral) [13]
are the two most popular algorithms for anomaly detection, provided by most of the machine learning libraries.

2.2. Optimization Algorithms. In artificial intelligence, a metaheuristic is a partial search algorithm
which finds a sufficiently good solution when there is no proper information for guiding the search process,
and going through all the possible states is not feasible. Metaphor-based metaheuristics are nature-inspired
metaheuristics like simulated annealing which is based on a naturally occurring chemical process. Evolutionary
algorithms [12] are a category of population-based metaheuristics which start with random solutions and move
towards an optimal solution. A category of evolutionary algorithms is swarm-based algorithms which mimic the
collective behavior of insects/organisms/animals shown while searching for food, finding mating partner, etc.
There are many swarm-based metaheuristics mostly derived from the PSO (Particle Swarm Optimization) and
ACO (Ant Colony Optimization) metaheuristics like Firefly Algorithm, Bat Algorithm, Cuckoo Search, Fish
School Search, etc. Some of the popular swarm-based metaheuristics are listed in Table 2.1.

The swarm intelligence optimization is based on two processes: exploitation and exploration. The exploita-
tion process deals with finding the best solution among the present candidate solutions (local best), whereas
exploration process deals with generating new candidate solutions to reach a global best. The exploration is
achieved by a random walk in the search space. Lévy flight [14][17] is a random walk which is used by most of
the researchers for exploration in the swarm-based optimization algorithms.

Table 2.1

Swarm-based Metaheuristics

Algorithm Year Proposed by
Ant Colony Optimization 1992 Dorigo, Di Caro
Particle Swarm Optimization 1995 Kennedy, Eberhart, Shi
Harmony Search 2001 Geem, Kim, Loganathan
Bacterial Foraging Algorithm 2002 Passino
Artificial Bee Colony 2007 Karaboga, Basturk
Firefly Algorithm 2008 Xin She-Yang
Cuckoo Search 2009 Xin She-Yang, Deb
Bat Algorithm 2010 Xin She-Yang
Flower Pollination 2012 Xin She-Yang
Cuttlefish Optimization Algorithm 2013 Eesa et al.
Artificial Swarm Intelligence 2014 Louis Resenberg
Grey Wolf Optimizer 2014 Seyedali Mirjalili
Ant Lion Optimizer 2015 Seyedali Mirjalili
Moth Flame Optimization 2015 Seyedali Mirjalili
Dragonfly Algorithm 2015 Seyedali Mirjalili
Whale Optimizer 2016 Seyedali Mirjalili

Most of the swarm-based optimization algorithms are based on the particle swarm optimization algorithm.
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PSO mimics the flocking behavior of the birds. The PSO algorithm begins by initializing its population first,
which consists of the candidate solutions, called as particles. Each particle has two components position and
velocity. The position is the current value of the particle, and the velocity components helps in movement of the
particle in the search space. The particles are evaluated using an appropriate fitness function, and the particle
which has the highest fitness is labeled as local best. After obtaining the local best, rest of the particles are
moved towards this local best particle. This process is repeated in several iterations keeping track of the local
best of each iteration and global best among all the iterations, to reach a final global best. The list of algorithms
derived from PSO is quite long; artificial bee colony, bat algorithm, firefly algorithm, cuckoo search are among
the algorithms which are inspired from PSO.

3. Proposed Work. In this section, we will study how the Local Correlation Integral algorithm iden-
tifies the outliers, the shortcomings of LOCI, and how can we optimize our LOCI-inspired algorithm by a
metaheuristic. The metaheuristic chosen is a swarm intelligence algorithm based on the behavior of fireflies.

3.1. Density-based Outlier Detection. LOF [3] is a density-based outlier detection algorithm derived
from DBSCAN algorithm. In LOF, a local outlier factor score is calculated for each data point. In this method,
number of neighborhood points (n) to consider is set a priori. A reachability distance/density is computed (for
the data point p under consideration) from the distance to the n nearest neighbors. The reachability density
of each of the n nearest neighbors is also calculated. The LOF score of the data point is ratio of the average
density of the n nearest neighbor of the point and the density of the point itself. For a normal data point, the
density of the point will be similar to that of its neighbors and the LOF value is low, whereas for an outlier
LOF score will be high.

LOCI (Local Correlation Integral) [13] addresses the difficulty of selecting the value of n in LOF by using
a different criteria for the neighborhood. In LOCI, all the points within a value of r (radius) are considered as
neighbors, and the reachability density is calculated w.r.t to all these data points. But still the problem that
remains is what value of r must be chosen to get optimal results. The LOCI algorithm doesn’t provide any
mechanism to select a value of r, so either we must know the value of r in advance, or we need to find the value of
r by an optimization algorithm. The LOCI algorithm makes use of MDEF (multi-granularity deviation factor)
which is the relative density of local neighborhood density of a point and average local neighborhood density of
its neighbors; the outliers have a low MDEF score (near zero), whereas normal points have high MDEF score
(normally around 1). However, the algorithm used in this paper doesn’t utilize the MDEF score; instead it just
keeps the basic principle of density-based anomaly detection in mind that low neighborhood density indicates
higher probability of the point to be an outlier.

3.2. Firefly Optimization. Firefly metaheuristic [16] is one of the simplest and yet powerful algorithm
of swam intelligence, based on flashing behavior of fireflies. The brightest firefly is the most attractive/fittest
and rest of fireflies move towards this brightest firefly for mating. This brightest firefly is also not static and
it moves randomly in order to further increase its brightness, as its brightness is dependent on brightness of
the fireflies in its neighborhood. Firefly metaheuristic begins by initializing a random population of fireflies
(solutions). The brightness of each firefly is evaluated by a fitness function, and brightest firefly is identified.
The less bright firefly (Xl) is moved towards a brighter firefly (Xb) according to equation (3.1).

Xl(t+ 1) = (1− β)Xl(t) + βXb(t) (3.1)

where,

β = β0e
−γd2

(3.2)

In equation (3.2), β0 is a random constant b/w 0-1, and it signifies the convergence rate of the system; high
value can jump past the optimal solution and low value can lead to slow convergence, so its value is generally
taken to be around 0.2. β signifies the convergence rate b/w a pair of points which depends on the distance d
b/w the points. γ is another constant which can be used to control the convergence rate b/w two points, by
multiplying it with the distance b/w the two points.

The equation (3.1) deals with exploitation process. For exploration process, the brightest firefly needs to be
moved. This random movement of the brightest firefly can be achieved by Lévy flight. Lévy flight is a random
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walk in which sudden large steps are taken amidst small steps. The generation of Lévy steps can be achieved
by Mantegnas algorithm [10], where the step length S can be calculated by equation (3.3):

S =
u

v
1
β

(3.3)

u ≈ N(0, σ2
u) and v ≈ N(0, σ2

v) (3.4)

σv = 1 and σu =
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where β is a parameter b/w interval [1,2] generally taken as 1.5, u and v are drawn from normal distribution,
and Γn=(n-1)! is the gamma function.

The firefly metaheuristic can easily be applied for optimizing the value of input parameter r in our anomaly
detection algorithm. For optimizing the value of r, the fitness function is k/r and we have to minimize this
fitness function. However, the value of r should not be too high so as to include all the points or too low such
that every point has small value of k. So, we need to set a lower limit as well as an upper limit on the value of
k. So, according to [11] the fitness function that could be used is:

α

rk
+

k

r
+

k

n− k
(3.6)

Therefore, the fireflies in our case will be the values of r. For each value of r, the fitness of each point is
calculated from equation (3.6).

Steps for anomaly detection by firefly optimized algorithm

Step-1. Initialization.
Generate the distance matrix dist mat of the dataset.
Define a list with N values of radius r, each value of r corresponding to a firefly.

Step-2. Calculate brightness of each firefly.
foreach r in list do

foreach row in dist max do
i. find number of elements less than r (set this value as k).
ii. find fitness of the row acc. to Eq. 3.6.

Find the row with minimum value of fitness function. The fitness of this row is the brightness of r/firefly.

Step-3. Identify brightest firefly.
In previous step, we get N fitness values corresponding to brightness of each firefly.
The firefly (value of r) with least fitness value is the brightest firefly, denoted by r*.

Step-4. Move fireflies.
foreach r in list do

if(r !=r* )
update r acc. to Eq. 3.1.

else
update r* by Lévy flight.

Step-5. Repeat Steps 3 and 4 for fixed number of iterations.
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Return the value of r* found to be optimal.

Step-6. Rank the points for r*.
foreach row in dist max do

i. find number of elements less than r*
ii. find fitness of the row acc. to Eq. 3.6.

Rank all the rows (lower the fitness value, higher the rank).

Step-7. Return the k highest ranked rows/points as outliers and remaining as inliers.

3.3. Parallelization in Apache Spark. The most popular framework for parallel/distributed computing
is Hadoop MapReduce. MapReduce [5] is a distributed/ parallel programming model which runs on a cluster
of commodity hardware, where a master node distributes the job to worker nodes for parallel processing.
MapReduce model consists of two phases: map and reduce; in the map phase the job in divided into independent
sub-tasks and assigned to worker nodes, and in the reduce phase the output returned by each worker is aggregated
to give a final result. In MapReduce model, the data is mapped into a list of (key,value) pairs, and then reduce
operation is applied over all pairs having the same key.

The Hadoop MapReduce model has a major limitation that it forces a linear dataflow structure on the
programs i.e. it doesn’t support iterative algorithms. Apache Spark overcomes this limitation through a data
structure they call RDD (Resilient Distributed Dataset). RDDs are immutable and their operations are lazy.
Fault tolerance is achieved by keeping track of the lineage of each RDD, so that it can be reconstructed in the
case of data loss. Apache Spark also has an advanced DAG execution engine that supports acyclic dataflow
and in-memory computing. Apache Spark is said to be faster than Apache Hadoop due to its in-memory
computation capability and use of Resilient Distributed Database (RDD) on which two types of operations can
be performed viz. transformation and action. These transformations and actions contain over 80 high-level
operators which make development of parallel applications much easier as compared to other MapReduce based
tools like Hadoop.

A Spark job typically contains sequential steps, and those steps which contain independent sub-tasks can be
parallelized by executing the sub-tasks in parallel as shown in Figure 3.1. Spark provides APIs with high-level
abstractions which provide implicit parallelism over distributed data elements. Spark 2.0 introduced DataFrame
API which like RDD is an immutable collection of data, but unlike RDDs, it organizes data into named columns.
DataFrame API provides various SQL-like operations which execute in parallel over Spark DataFrame.

Fig. 3.1. Spark Job

The proposed algorithm is implemented using Spark DataFrame API and the hence parallelization is implicit
and wasn’t needed to be programmed explicitly. The Data- Frame is iterated one row at a time, and its euclidean
distance with rest of the rows is calculated in parallel, stored as a temporary distance vector, utilized for counting
the number of nearest neighbours and finally the fitness of the row is calculated and stored in a fitness vector.



74 A. Shiraz Hashmi, M. Najmud Doja, T. Ahmad

The fitness vector contains fitness value of each row in the dataset. There are N fitness vectors corresponding
to N fireflies (values of r). The process of calculating the distance vector is slow when done sequentially, so
parallelization of this step improves the performance of the algorithm considerably.

4. Experimental studies. In this section, the experiments conducted on various publicly available data-
sets are discussed. The experiments were conducted on i5 processor with 2 cores and 4 GB RAM running
Ubuntu 16.10. The algorithm was implemented in PySpark and run over Spark 2.2.0.

4.1. Datasets. The datasets used for experiments are Cardiotocography, Optdigits, Arrhythmia, Musk,
Speech and SMTP-KDDCUP99. All these datasets are openly available on UCI/ODDS data repository. The
Cardiotocography dataset has 1831 instances with 21 features containing 176 (9.6%) outliers. The Optdigits
dataset has 5216 instances with 64 features containing 150 (3%) outliers. The Arrhythmia dataset has 452
instances with 274 features containing 66 (15%) outliers. The Musk dataset has 3062 instances with 166 features
containing 97 (3.2%) outliers. Speech dataset has 3686 instances with 400 features containing 61 (1.65%) outliers.
SMTP-KDDCUP99 dataset has 95156 instances with 3 features containing 30 (0.03%) outliers.

The Cardiotocography dataset originally has 2126 instances with 23 attributes. The instances are assigned
class normal, suspect or pathologic. The points labeled as suspect are discarded, the normal points are considered
as inliers and the pathologic points are down-sampled to 176.

The Optdigits dataset is a character recognition dataset for integers 0-9. The 32X32 bitmaps are divided
into non-overlapping blocks of 4X4 each, which generates an input matrix of 8X8. The instances for digits 1-9
are treated as inliers whereas the instances of digit 0 are treated as outliers (after down-sampling) to give 150
outliers.

Arrhythmia dataset originally has 279 attributes. There are 5 categorical attributes (age, sex, height,
weight, class) which are discarded, giving 274 attributes. The 452 instances are assigned to 16 different labels
from 01 to 16. The classes with least instances, i.e., 3, 4, 5, 7, 8, 9, 14, 15 are combined to form the outlier class
(66 instances) and the rest of the classes are combined to form the inliers class (386 instances).

Musk dataset describes a set of 102 molecules of which 39 are musks and 63 are non-musks. A single molecule
can adopt many shapes due to bond rotations, therefore all the low-energy conformations of the molecules are
generated to produce 6598 conformations. The naming convention used for the molecules is MOL ISO+CONF.
These 6598 conformations are reduced to 3062 conformations, keeping molecules j146, j147 and 252 as non-musk
(inliers), whereas molecules 213 and 211 are kept as musks (outliers).

The speech dataset consists of 3686 segments of English speech spoken with eight different accents. Most
of the segments (98.35%) correspond to American accent whereas only 1.65% (61) of the segments belong to
one of the seven other accents. So, the segments belonging to American accent are treated as inliers whereas
segments belonging to non-American accent are treated as outliers.

The SMTP-KDDCUP99 dataset is a subset of original KDDCUP99 intrusion detection dataset having
3925651 attacks (80.1%) out of 4898431 records. A smaller set is forged by having only 3377 attacks (0.35%)
of 976157 records, where attribute ’logged in’ is positive. From this forged dataset, 95156 instances of ’SMTP’
service data is used to construct the SMTP-KDDCUP99 dataset having 30 (0.03%) outliers.

4.2. Evaluation Metrics. To evaluate and compare our results, we need some evaluation metrics. TP
(True positives), FP (False Positives), TN (True Negatives) and FN (False Negatives) are the number of normal
points correctly detected as inliers, the number of abnormal points that are detected as inliers, the number
of abnormal points that are correctly detected as outliers, and the number of normal points that are wrongly
detected as outliers, respectively.

Accuracy, sensitivity, and specificity are defined as the following expressions:

Accuracy =
TN + TP

TN + TP + FN + FP
(4.1)

Sensitivity =
TP

TP + FN
(4.2)
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Specificity =
TN

TN + FP
(4.3)

4.3. Results. In this section, the results of the experiments are discussed. Analyzing the datasets, the
size and feature-to-instance ratio is shown in Table 4.1.

Table 4.1

Analysis of datasets

Dataset Size Values Feature-Instance Ratio
Arrhythmia 452 X 274 123,848 0.6061
Cardio 1831 X 21 38,451 0.0114
Musk 3062 X 166 508,292 0.0542
Speech 3686 X 400 1,474,400 0.1085
Optdigits 5216 X 64 333,824 0.0122
SMTP KDDCUP99 95156 X 3 285,468 0.00003

From the literature, it is inferred that Euclidean distance is the similarity measure of choice for ordinary
datasets. Table 4.2 provides the execution time to generate the similarity matrices by different similarity
measures for our chosen datasets. From Table 4.2, we can infer that execution time is primarily dependent on
number of instances rather than total size of the dataset. Further, it is noticed that Manhattan distance is the
best choice among the chosen distance measures as far as execution time is concerned; the notable exception is
the cardio dataset which has the smallest dimensions among the chosen datasets and for this dataset Euclidean
distance has best execution time. It is also noticed that feature-instance ratio has no major impact on choice of
similarity measure, as Cardio and Optdigits have nearly same ratio, but results are clearly different. From these
results we can conclude that Manhattan distance is the best candidate for similarity measure while dealing with
high-dimensional datasets.

Table 4.2

Execution Time (in seconds) for distance matrix

Data-
base

Distance Measures

Euclidean
Cosine
Similarity

Manhattan
Distance

Hellinger
Distance

Arrythmia 0.145 0.141 0.125 0.134
Cardio 1.70 1.66 1.61 1.63
Musk 4.75 4.82 4.50 4.67
Speech 6.58 6.67 6.42 6.51
Optdigits 20.98 14.18 13.74 13.94

Table 4.3 summarizes the accuracy, sensitivity, and specificity of the proposed solution for each dataset. The
results show that the algorithm returns highly accurate results for all the datasets. Specificity is the indicator
of algorithm’s capability of identifying the outliers, whereas sensitivity and accuracy are the indicators of
algorithm’s capability of identifying normal instances as well as anomalies.

Table 4.4 compares the performance of proposed firefly-optimized algorithm for anomaly detection with
state-of-the-art algorithms of anomaly detection viz. K-Means, DBSCAN and LOF. The performance compar-
ison is done on the basis of accuracy metric using euclidean distance as similarity measure. From the results,
it is obvious that the firefly optimized algorithm is far superior in terms of accuracy. The major reason for
superiority of firefly optimized algorithm is that rest of the algorithms are run with random/default parameters
whereas firefly algorithm is self-optimizing (it optimizes the neighbourhood radius “r”).

5. Conclusion and Future Scope. From the experiments, we can conclude that optimization achieved
by firefly algorithm for the value of “r” was quite fruitful as the results were evaluated to be highly accurate.
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Table 4.3

Performance Metrics

Dataset Distance Measure Accuracy Sensitivity Specificity

Cardio
dataset

Euclidean Norm 0.9235 0.9564 0.5909
Cosine Similarity 0.9235 0.9564 0.5909
Manhattan Distance 0.9213 0.9577 0.6022
Hellinger Distance 0.9224 0.9564 0.5965

OptDigits
dataset

Euclidean Norm 0.9704 0.9848 0.4866
Cosine Similarity 0.9689 0.9786 0.4600
Manhattan Distance 0.9635 0.9812 0.4266
Hellinger Distance 0.9651 0.9820 0.3933

Arrhythmia
dataset

Euclidean Norm 0.8362 0.9046 0.4218
Cosine Similarity 0.8362 0.9046 0.4218
Manhattan Distance 0.8451 0.9097 0.4531
Hellinger Distance 0.8407 0.9072 0.4375

Musk
dataset

Euclidean Norm 0.9800 0.9895 0.6804
Cosine Similarity 0.9794 0.9892 0.6700
Manhattan Distance 0.9794 0.9892 0.6700
Hellinger Distance 0.9885 0.9781 0.6494

Speech
dataset

Euclidean Norm 0.9722 0.9859 0.1475
Cosine Similarity 0.9722 0.9859 0.1475
Manhattan Distance 0.9744 0.9870 0.2131
Hellinger Distance 0.9733 0.9864 0.1803

SMTP
KDDCUP99
dataset

Euclidean Norm 0.9996 0.9998 0.4000
Cosine Similarity 0.9996 0.9998 0.3666
Manhattan Distance 0.9996 0.9998 0.4000
Hellinger Distance 0.9996 0.9998 0.3666

Table 4.4

Performance Comparison with state-of-the-art

Dataset K-Means DBSCAN LOF Firefly
Arrhythmia 0.7351 0.6892 0.8543 0.8362
Cardiotocography 0.7916 0.7495 0.8641 0.9235
Musk 0.8512 0.7718 0.9268 0.9800
Optdigits 0.8648 0.8251 0.9375 0.9704
Speech 0.8922 0.8442 0.9416 0.9722
KDDCup99 0.9448 0.9152 0.9657 0.9996

From the discussions above, it is evident that Manhattan L1-norm is most suitable similarity measure for high-
dimensional dataset; and as the algorithm was implemented on Apache Spark, therefore the solution is scalable
as well as fast.

The future scope of this work is to use other swarm-intelligence algorithms and find a better alternative to
firefly algorithm in terms of convergence speed. Parallelization can be done on platforms like GPU which can
possibly speed-up the turnaround time even further.
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