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A NOVEL APPROACH FOR CLUSTER HEAD SELECTION
USING TRUST FUNCTION IN WSN

VIPUL NARAYAN∗
AND A.K. DANIEL†

Abstract. The enhancement of new technology in the sensor network shows a significant result in every aspect of life such as
military surveillance, hospitals, mining and hospitals etc. The nodes are scattered randomly in RoI (Region of Interest) and data
is transmitted to Base Station (BS) using the multi-hop technique. The Wireless Sensor Network (WSN) become an important
research field for challenging problems as energy consumption, efficient cluster head selection process, routing algorithm, network
strength, packet loss, energy loss and so forth. The agenda in the paper is to enhance Residual Energy (RE) of nodes and network
lifetime. The problem is solved by using an efficient clustering and Cluster Head (CH) selection process.The cluster head selection
is based on the maximum node residual energy and the minimum distance from the base station. The Proposed protocol worked
in two stages. The new Threshold value T(H) is calculated for the cluster head selection process in the first stage. The data fusion
method based on the trust function is used to get accurate data in the second stage. The energy model is utilized to reduce the
excessive energy transmission inside the network. The Proposed protocol is compared with Stable Election Protocol and achieves
44% lifetime improvement, 59% stability improvement and 15% in survival rate respectively.

Key words: Clustering, Cluster Head Selection, Energy Efficiency, Wireless Sensor Network, Trust.

AMS subject classifications. 68M14

1. Introduction. Recent growth in the field of the mobile internet and sensor network technology has
motivated the mindset of people towards new technology [1][2]. The Sensor Nodes (SN) are distributed to cover
the network area and interact with the external environment using certain communication factors. The SN have
limited battery power. The multiple SN are required to perform real-time tracking of objects in the network.
In the twenty-one century, the WSN has played a significant impact on human lives. The evolution of science
engineering and advanced technology in many disciplines improve sensor nodes technology and influences daily
life nowadays. In year 1970s, the first generation sensor network was introduced. The SN follow point to point
communication to transfer the data to BS. The next generation sensor network instead comprises less energy
and operated independently with the cooperation of former nodes and collects data in the network. In the early
1990s, the third generation sensor network was introduced in the market with advance features and use a device
manager and bus connection system to collect the information in the network. The fourth generation sensor
networks have an advanced characteristic which performs a multi-hop approach and self-organizing features in
the network for data transmission in the WSN [3][4]. The sensor network collects the information from various
sources and sent to BS via single/multiple hop fashion. The sensor objects and observers play a significant
role together for establishing communication via the communication link in the network. The multiple SN are
deployed in the critical zone area after regular interval of time because data collection in these places are very
difficult. The location of every SN in the network is not easily tracked. The GPS is used in some sensor nodes
to know the exact location in the network. The sensor network has played an important role in the current
scenario as deployement strategy,protocol design and green communication etc.[5]. The various applications
are handled remotely and embedded therefore,requirements of sensor network in every place for the scientific
and research purpose [6]. The modern sensor network technology is much more efficient than the traditional
network. The node energy and environmental interruption affects the communication in the network. The
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effective route optimization technique and utilization of resources in the network solve the problem which
maximizes bandwidth utilization and maintain QoS in the WSN. The nodes are placed at static location in the
hazardous region and sometimes unable to cover the network area due to several obstructions. The problem is
solved by using energy efficient-coverage protocol and improves network lifetime. The RSSI is used to determine
the current power of the signal. The complete coverage and optimum utilization of energy while transmitting
the data in in the network become important research in the present scenario [7][8]. There are two types of
transmission in the sensor network. The first is the actual transmission and another is the data fusion rate.
In actual transmission the data is lost due to environment factors and data corruption. The data fusion rate
helps in node computing, storage computing and reduce the consumption of energy inside the WSN. The nodes
are randomly distributed in network and every time long distance node use more RE compared to shortest
distance.

The paper proposed a protocol that uses new Threshold value for advanced nodes and normal nodes to
prevent randonmness in the selection process of CH. The new Threshold value consits of weighted energy and
distance ratio to prevent CH(s) and low node failure. The data fusion method based on trust function to get
accurate data and energy model are utilized to reduce the energy transmission in the WSN.

The remaining section is defined as follows. The Design issues and Related work are discussed in section 2.
The LEACH protocol in section 3. The Proposed Protocol is presented in section 4. The Experimental results
are performed and contrasted with SEP in section 5. Conclusion and future work describe in section 6.

2. Design Issues and Related Work. The important task in the sensor network is to enhance the RE
of the SN and WSN life by using optimum energy conservation techniques. The WSN area is partitioned into
the number of regions by using longitudinal distance to the BS. In [9] the regions constitute CH for transmitting
data to BS via the multihop scheme. In [10] performed static clustering to reduce the overhead in the system.
The node having maximum RE is used for the selection of CH in the WSN. The increased number of CH(s) in the
region enhanced the RE of SN and lifetime of system [11]. In [12] proposed LEACH protocol and performed
static clustering for the CH selection by utilizing maximum RE of SN and minimum distance from BS as
parameter in the network. In [13] proposed a minimum spanning tree algorithm for the selection of CH and
transmission of data to BS using a single-hop scheme in the network. In [14] introduced the LEACH protocol
for an efficient cluster head selection process and used K means clustering method for proficient utilization
of clusters node inside the network and improved the performance of the WSN. In [15] proposed a clustering
technique for the organization of SN and efficient routing scheme for transmission of data to BS. The WSN
is partitioned into different regions and CH is based on the SN having maximum RE and minimum distance
from BS which enhances the network lifetime. In [16]used distance,energy and node density as a parameter
to increase the lifespan of WSN. In [17] energy problem in LEACH protocol is solved by adjusting the CH
formula bassed on distance and energy as important parameters in the network. In [18] used radius and weight
function to elect candidate CH in the network area and transmission of data to BS via a multi-hop approach
which minimizes the energy consumption in the network. In [19] introduced the K- Medoids algorithm for
the selection of clusters inside the network which enhanced the lifespan of the WSN. In [20] introduced a new
methodology that uses the fusion method based on the principle of ingredient analysis algorithms to minimize
the energy issue in the network. In [21] authors said that unequal nodes energy consumption and CH selection
process is randomly performed in the network. The problem is solved by an efficient CH selection process
which enhanced the node’s RE and the lifetime of the WSN. In [19] proposed a protocol in which WSN is
partitioned into equal size regions and static clustering scheme is used to avoid the overhead problem and
multi-hop scheme for transfer the data to the BS. In [22] proposed a protocol in which the CH and non-CH
are selected according to the RE of SN. The maximum value is chosen as CH among them which reduced the
consumption of energy inside the network and improve system performance. The CH selection in the LEACH
protocol is not appropriate so causes various problems.

In [23] introduced trust model for secure data transmission and minimize various issues in the network.
In [24] the trust model is used to secure various layers of communication in the network. In [25] proposed
data fusion process relying on the degree of trust to enhanced the system performance. In [26] proposed the
data fusion method based on multivariate streams of data to detect and avoid outliers in the system. In [27]
proposed a Trust-Distrust protocol and use four stages as topology management, linq quality appraisal, grading
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and secure data transmission based on grade points in the network for data routing to the BS. In [28] achieved
secure communication based on trust function and energy efficient clustering algorithm in the network. In [29]
proposed a protocol for the selection of CH based on trust function. The data fusion and trust function is
utilized to avoid unnecessary transmission and achieve a higher packet delivery ratio in the system.

3. Low Energy Adaptive Cluster Hierarchy (LEACH). The LEACH is the first clustering proto-
col.The selection of CH in the protocol is performed randomly and average energy is distributed among all
nodes to avoid energy issues and network survival period. In the protocol different clusters are formed and
among them, one is elected as CH. The rest non-CH(s) nodes sent data to each respective CH(s) to avoid the
redundancy problem occurred in the data. The CH(s) aggregate the data and sent it to BS. The non-CH(s)
have the cluster header information and a small routing table is maintained by the CHs [22]. The unnecessary
consumption inside the network is avoided by using a routing table in the protocol. The protocol has many
advantages as well as disadvantages too. In LEACH protocol when cluster formation takes place, the energy
is optimized in the stabilization phase. The random numbers are allocated as 0 and 1 to every SN and when
the resulting number is greater compared to the threshold set T(n) will be chosen as CH for that round. The
clustering process has two phases known as the establishing phase and stabilization phase. The formation of
clusters takes place and message-id is broadcast in the network using signal strength and with the help of
non-CH(s) nodes in the network. The CH(s) request all messages and the routing table is maintained and
follow the TDMA schedule for all clusters. The data aggregation is performed on the basis of the routing table
and finally, the data is sent to BS [30][31].

4. Proposed Model. The SEP protocol was introduced to minimize energy issues in the network [32][33].
The SEP protocol uses weighted probability for CH election in normal as well as advance nodes. The SEP
protocol does not ensure whether the nodes are effectively deployed or not in the network.

This paper proposes a new protocol in which WSN is partitioned into regions and contains two different
SN. The nodes for high energy are known as advanced nodes and for low energy nodes called normal nodes.
The proposed protocol is executed in two phases. In the first phase, distribution of SN and new Threshold
value for cluster head selection in the WSN. In the next phase the accuracy of data is preserved by utilizing
the data fusion method based on trust function to obtained accurate data. The energy model is used to reduce
the unnecessary energy transmission in the WSN. The proposed protocol uses new a cluster head selection
mechanism which avoids randomness for CH selection process. The selection of CH(s) is performed by using
maximum RE of SN and minimum BS distance. The new T(H) consists of distance ratio and weighted energy
which avoids energy failure problems in the CH(s) and low node energy problem. Through this way,it enhances
the CH(s) nodes RE. The CH(s) wait for the completion of the data communication task of their cluster nodes.
The proposed protocol reduces the energy consumption in WSN and improves the system performance.

4.1. Network Assumptions for Designing the Proposed Protocol. The following presumptions are
considered for designing the proposed protocol.

• The SN are scattered in a random fashion in the RoI.
• The BS has a continuous power supply and the SN are deterministic in nature.
• The RSSI Plays a major role in the distance estimation between two nodes.
• The battery is not rechargeable.

4.2. Energy Model. The Energy model for the proposed protocol shown in the Fig 4.1. For communi-
cating c bits over distance d, the transmission energy (TE) is required as follows [16]:

TE =

{

c× Eelec + c× Efs × d2, if d < d0

c× Eelec + c× Emp × d4, else
(4.1)

where, Eelec= Electrical energy (Eelec required for the conversion of 1 bit of data to signal), Efs= Power
amount for free space, Emp= Power amount for multipath models.

d0 =

√

Efs

Emp

(4.2)
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Fig. 4.1: Energy Model

The energy required for receiving c bits is as follows:

ERX = c× Eelec (4.3)

The energy required by the Cluster Member(CME) for communicating c bits is as follows:

CME = c× Eelec + c× Efs × dCH (4.4)

where dCH= distance to CH.
The energy required by the CH (CHE) is calculated as follows:

CHE = c×m(Eelec + Efs × dB + EDA) (4.5)

where m =count of cluster member’s, dB= distance from Base Station, EDA = Aggregation Energy.

4.3. Trust Function. Let us assume that the set of SN as S = s1, s2,…, sn is covering the entire network
area. The di and dj is the data collected by the sensor node si and sj at same moment. If the accuracy of
sensor data di is higher, than the trust degree of di is greater than the rest of the sensor data. When data
di is trusted by dj , than di covers all the possible degree for sensor data. Thus the trust degree function is
represented as [25]:

tij = f(|(di − dj)|) (4.6)

where tij = f(|(di − dj)|) ∈ [0, 1] and i, j = 1, 2, . . . , n. Based on the trust function tij , the trust matrix
corresponding to n number of sensor nodes computes all same parameters used at the same time as follow:

T =







t11 · · · t1n
...

. . .
...

tn1 · · · tnn






(4.7)

The weight of data (di) collected from the sensor node (si) is bi. In the matrix T , tij represents the trust
degree of di to dj , but does not show the trust degree of all data with respect to di. The actual value of di
is reflected by ti1, ti2,. . . ,tin. Therefore, weight matrix B combine all the actual value of T with a set of the
non-negative matrix A with values a1, a2, . . . ,an.











b1
b2
...
bn











= T











a1
a2
...
an











(4.8)

bi = a1ti1 + a2ti2 + . . .+ antin (4.9)
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bi =

n
∑

j=1

ajtij (4.10)

The matrix B and A are scalar multiples, if B = TA = λA. Here, λ is the Eigenvalue for the corresponding
eigenvector A. Thus the degree of trust is measured as:

bi

bj
=

ai

aj
, i, j = 1, 2, . . . , n (4.11)

The normalized bi is:

bi =
ai

a1 + a2 + . . .+ an
(4.12)

The data fusion is the process to collects data from multiple sources and gives meaningful information that
is not performed by any single sensor node. The objective of data fusion is to enhance the QoS and achieves
reliable and accurate data transmission in the RoI. The data fusion process also minimized data redundancy
problems and minimized the energy conniption in the WSN. The data fusion expression is:

DF =

n
∑

i=1

bidi (4.13)

From equation 4.13 data fusion is also expressed as:

DF =

∑n

i=1 aidi

a1 + a2 + . . .+ an
(4.14)

4.4. Cluster Head Selection Phase. The CH are selected by using maximum nodes RE and minimum
distance from BS.The nodes are categorized into two parts.The first is normal nodes and the second is advanced
nodes.

NP =
P

1 +NnNa

(4.15)

AP =
P

1 +NnNa

(1 +Nn) (4.16)

where, NP =Selection probability of normal node as CH, AP = Selection probability of advanced node as CH,
Na = Advanced Node percentage, Nn = Amount of energy higher than the normal node.

The threshold is calculated as shown below:

T (H) =

{

P
1−P×(r mod 1

P
)
, if n ∈ G

0, otherwise
(4.17)

where T (H) =Threshold Value, r =current number of round, P =The desired percentage of a node to be CH.
The new T (H) is calculated by modifying in equation 4.17. The weighted energy (E) and distance ratio

(D) are calculated as follow:

E = (REcurrent − (Ea + Et + Er)) (4.18)

D =
DBS

DL

(4.19)

where REcurrent is current Residual Energy, Ea is Aggregation Energy, Et is Transmission Energy, Er is
Reception Energy and DBS is the distance from the BS, DL is the longest distance from BS.The new T (H) is
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used to avoid the low energy problem and improves CH survival rate. By utilizing equation 4.15, 4.16, 4.17,
4.18, 4.19 simultaneously improves in distribution of Normal and Advanced nodes. The new T (H) for Normal
and Advanced nodes are given in equation 4.20 and 4.21 below.

T (H) =

{

NPX

1−NP×(r mod 1

NP
)
(a× E + b×D), if n ∈ G

0, otherwise
(4.20)

T (H) =

{

APX

1−AP×(r mod 1

AP
)
(a× E + b×D), if n ∈ G

0, otherwise
(4.21)

where NPX represents NP with weight parameter X, APX represents AP with weight parameter X, and a, b

are the coefficient i.e. a ∈ [0, 1], b ∈ [0, 1] and a+ b = 1.
Equation 4.20 and 4.21 improves energy consumption in the WSN. The long-distance nodes consume much

more energy compares to short distance nodes. Therefore by using new T (H) for normal and advanced nodes
improves the distribution of SN and enhanced the node RE in the WSN.

4.5. Proposed Protocol. The flow chart for the Proposed protocol is shown in Fig 4.2.
The network consist of advanced nodes and normal nodes. The new threshold value minimizes the ran-

domness in the CH selection process. The data fusion rate is used to get accurate data using trust function.
The energy model are used to avoid unnecessary energy transmission in the network.

Algorithm 1: The Data Prediction Phase

Initialization: HE = Node High Energy, H = Transformed High Energy, L = Transformed Low
Energy, CH = Cluster Head, BS = Base Station ;
Nodei ← rand (0,1) ;
if Nodei > HE then

Set H_Nodei ← High Energy Node ;
else

Set L_Nodei ← Low Energy Node ;

Calculate energy radio weight ;
Calculate distance parameters ;
Transform H_Nodei ← H ;
Transform L_Nodei ← L ;
if ((H < T(H) & & L < T(H)) then

Broadcast ← CH message ;
Nodes receive ← message ;

else
Non_CH nodes ← wait till message broadcast;

Nodes receive information intensity ;
Nodes receive message to join CH ;
CH receive request message ;
CH set TDMA schedule ;
Broadcast TDMA schedule ;
CH receive data ;
CH Fused data ;
CH send data to BS ;
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Fig. 4.2: Flow Chart of Proposed Protocol
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Table 5.1: Parameter for Simulation

Parameters Used Values

Nodes (N) 150
Network Area (150,150)
Position of BS (150,75)
Efs 10 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

(E0) 0.5 J
(ERX) 50 nJ/bit
(EDA) 5 nJ/bit/signal

Fig. 5.1: The deployment of Normal Nodes and Advanced Nodes

5. Simulation Results And Execution Assessments. The simulation is performed in Matlab 2017a.
The RoI is (150 × 150) m2 area and the distribution of nodes are deterministic in the area. The probability of
CH selection is 10%. The proposed protocol is compared with the SEP based on simulation parameter [34] as
shown in Table 5.1.

The initial network deployment is as shown in the Figure 5.1.
In the Figure 5.1 the blue color represents the advanced nodes and the red color represents the normal

nodes. The BS is located at (150, 75) on the X axis and the Y axis respectively and represented with black
color. The effectiveness of the proposed protocol is compared with respect to the SEP for alive nodes is shown
in Figure 5.2, dead nodes in Figure 5.3, number of packet transmitted to BS in Figure 5.4, nodes elected as CH
in Figure 5.5, percentage of energy consumed in Figure 5.6, percentage of remaining energy in Figure 5.7 and
survival rate percentage in Figure 5.8 respectively.

The results in Figure 5.2 shown that the proposed protocol has 29 alive nodes after the first iteration which
is better than SEP.

In the Figure 5.3 shown the proposed protocol reveals better performance than SEP protocol because in
the proposed protocol first node dies at 998 rounds where as in SEP protocol dies at 411 rounds.

As shown in the Figure 5.4, the packets transmitted to BS are 1.8× 104 for the proposed protocol while in
SEP protocol the value 1.7× 104 has used for packet transmission.

As shown in Figure 5.5, the proposed protocol has more number of nodes as CH compares to the SEP
protocol. It can be observed from the figure that the number of CH starts decreasing after 400 rounds in
SEP and for the proposed protocol number of CH starts decreasing after 1000 rounds. So we can say that the
stability period is higher for the proposed protocol compared with SEP.

In the Figure 5.6 shown that the energy consumption is reduced for the proposed protocol compared with
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Fig. 5.2: Number of Alive Nodes

Fig. 5.3: Number of Dead Nodes

Fig. 5.4: Number of Packet Transmission to BS
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Fig. 5.5: Number of Node to become CH

Fig. 5.6: The amount of energy consumption (in %)

Fig. 5.7: The remaining amount of energy
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Fig. 5.8: The Death Rate of Network

SEP protocol. It is observed that the energy consumption is around 100 % in SEP protocol for 1400 rounds
whereas it is around 80% for 1400 rounds in the proposed protocol.

In the Figure 5.7 the proposed protocol has more remaining energy compare to the SEP protocol which
has almost zero energy for each node.

In the Figure 5.8 the survival rate of the proposed protocol is around 15% which is significantly better in
comparison with SEP.

6. Conclusions. The proposed protocol prevents randomness in the selection process of CH. The new
Threshold value consists of weighted energy and distance ratio which prevent the energy issues inside the
sensor network. The data fusion method is used in the Proposed protocol to get accurate data using the trust
function and the energy model is utilized to minimize energy trnasmission within the network. The simulation
results have shown a better lifetime, stability period and survival rate for the Proposed protocol compared with
the SEP protocol. In the future fuzzy logic approach will be used for the CH selection process which efficiently
utilized energy consumption inside the network and enhanced the system performance.
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MITIGATING MALICIOUS INSIDER ATTACKS IN THE INTERNET OF THINGS USING
SUPERVISED MACHINE LEARNING TECHNIQUES

MIR SHAHNAWAZ AHMAD∗
AND SHAHID MEHRAJ SHAH†

Abstract. The interconnection of large number of smart devices and sensors for critical information gathering and analysis
over the internet has given rise to the Internet of Things (IoT) network. In recent times, IoT has emerged as a prime field for solving
diverse real-life problems by providing a smart and affordable solutions. The IoT network has various constraints like: limited
computational capacity of sensors, heterogeneity of devices, limited energy resource and bandwidth etc. These constraints restrict
the use of high-end security mechanisms, thus making these type of networks more vulnerable to various security attacks including
malicious insider attacks. Also, it is very difficult to detect such malicious insiders in the network due to their unpredictable
behaviour and the ubiquitous nature of IoT network makes the task more difficult. To solve such problems machine learning
techniques can be used as they have the ability to learn the behaviour of the system and predict the particular anomaly in the
system. So, in this paper we have discussed various security requirements and challenges in the IoT network. We have also applied
various supervised machine learning techniques on available IoT dataset to deduce which among them is best suited to detect the
malicious insider attacks in the IoT network.

Key words: Internet of Things, attack detection, security, malicious insider, supervised machine learning.
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1. Introduction. The recent advancement in various technological fields has led to the interconnection of
enormous devices over the Internet, thus giving rise to the Internet of Things (IoT) network. With the help of
IoT network even the ordinary devices (e.g. wearables, smart meters, smart water meters etc.) used by human
beings in day-to-day living can be used to gather the information from surroundings using sensors/actuators,
which can be used to solve various real life problems. IoT has transformed the classical field into smart field
like: smart healthcare, smart transport, smart grid, smart home, smart waste management and many more [1].
However, an IoT network has some constraints like, limited computational capability of sensors, heterogeneity
of devices, limited energy resource and bandwidth etc. These constraints restrict the use of high-end security
mechanisms in IoT network and thereby makes such networks more vulnerable to malicious insider attacks[2].

A malicious insider can be employee or an ex-employee or a business partner of a company, who has or
once had an authorized access to the company’s data or network. Malicious insider can exploit that access
to launch various malicious attacks in the company’s network [3]. Non-authorized attackers are comparatively
easy to detect since they have to break various authentication and authorization mechanisms employed by a
company. Whereas, an insider is already known to company’s security mechanisms and gets an easy access to
the company’s network and crucial data, thus making it hard for the already implemented security mechanisms
to detect such attackers in the network. With the increasing use of IoT devices the insider attacks may also
increase drastically because we are surrounded by a large number of IoT devices. Since IoT devices are usually
low-end devices with limited resources hence it becomes easy for the insider attackers to launch malicious
attacks in the network.

To solve such problem of detecting insider attackers in an IoT network, machine learning techniques can
be used as they have the ability to learn the behaviour of the system and predict a particular anomaly in the
system[4]. In order to use various machine learning techniques to detect malicious insiders in the IoT network,
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Fig. 2.1: Attacks that can affect the security requirements of IoT devices.

we need some dataset to train the algorithm. One such dataset is Network Security Laboratory–Knowledge
Discovery in Databases (NSL-KDD). NSL-KDD is the latest version of KDD99 dataset [5]. The KDD99 was
generated in 1999 as a result of international competition for Knowledge Discovery in Databases (KDD) and
using DARPA98 network traffic. The various attacks included in NSL-KDD dataset include: DoS (Denial of
Services) attack, User-to-Root attack, Remote-to-local attack and Probes. In the literature, this dataset has
been widely used to assess the performance of anomaly-based attack detection systems for IoT network [6, 7, 8].

In this paper we apply various supervised machine learning algorithms on NSL-KDD dataset and analyse
the performance of each algorithm. Based on various performance metrics we identify the best machine learning
technique for malicious insider attack detection.

The rest of the paper is organized as: Section 2 describes various IoT security requirements and challenges;
Section 3 highlights the characteristics of a malicious insider, its types and various malicious activities carried
out by such attacker in an IoT network; Section 4 describes various supervised machine learning techniques
used in our study; Section 5 outlines the attributes of NSL-KDD dataset and describes various performance
parameters to measure the performance of each machine learning classifier for detecting a malicious insider;
Finally, section 6 concludes the paper.

2. IoT security requirements and challenges. IoT is the integration of physical objects/things over
an internet in order to create a smart living environment. The IoT devices are usually deployed in diverse
environment to sense or gather the desired data, which can be used to accomplish various tasks. However,
to successfully accomplish a task using IoT network, it must meet various security requirements [9]. The
heterogeneous nature of IoT network makes it susceptible for various attacks. Due to the limited computational
resources of IoT devices, it becomes computationally difficult to use complex security mechanisms for attack
detection. The IoT devices are usually connected over a wireless medium, this makes them vulnerable to
malicious intruders. Figure 2.1 shows some of the attacks that can affect various security requirements of IoT
network, which are summarized as:

• Authentication: The identity of IoT network user should be first verified and only then they should be
allows to access the network. However, due to limited resources of IoT devices the implementation of
robust authentication mechanism is a challenging task. The authentication mechanism should have a
trade-off between robustness, flexibility and IoT device constraints [10].

• Authorisation: It includes those security procedures which grant permission to legitimate users so that
they can access various IoT devices in a network [2].

• Integrity: The sensed data by IoT devices is usually transferred/ shared via wireless channels, due to
which it can be easily accessed by illegitimate users that can then modify it. So, one must ensure
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integrity of IoT network data and should be flexible enough to deal with wide variety of IoT devices
[2].

• Availability: The services provided by various IoT devices should be readily available to all the au-
thorized users, but attacks like Denial of Services (DoS) and jamming attacks may create a hindrance
by overwhelming the IoT devices. So, we need to implement such mechanisms which can detect such
attacks in IoT network, but these attacks are difficult to detect and the heterogeneity & resource
constraints of IoT network make it much more challenging task.

• Confidentiality: Like other networks, the security of gathered data in IoT network is very important.
The confidentiality of data can be done by implementing various encryption algorithms, but keeping
in view the resource constraints of IoT devices, these algorithms should be lightweight [11].

In this paper we deal with attacks related to availability requirement for the IoT network.

3. Malicious Insider Attacks in IoT. In this section we will be discussing in detail about the malicious
insider attacks, their types and how they can affect the IoT networks.

3.1. Malicious Insider. Greitzer et al. [12] defines a malicious insider as a user of an organization who
once had or has currently an authorized access to the organization’s confidential data, resources or network,
and uses these authorized privileges to launch various attacks in the network. Since the malicious insider
has an authorized access to the network, so the authentication/ authorization mechanism implemented at the
organizational level is unable to detect such attackers in the network. Due to this characteristic of an insider
attacker node, it becomes very challenging for a security mechanism to detect such attackers in the network.
Also, if these attackers are left undetected in an IoT network, it makes IoT nodes vulnerable to a malicious
node. In order to further understand the details of insider attackers, we will be discussing various types of
malicious insiders in the following section.

3.2. Types of Malicious Insiders. The malicious insiders can be categorized mainly into three cate-
gories: traitor, masquerader and unintended insiders. Among all these insiders, traitor is most threatening to a
system and is responsible for launching around 92% of total attacks out of all the malicious insider attacks [13].
The traitors are those attackers who have authorized access to company’s resources and use these privileges
to launch various attacks in the company’s network. They can be more severe since they already know the
vulnerabilities of a network and are independent of any time constraint for launching attacks. Another category
of insider attackers is a masquerader [14] who does not belong to an organization but somehow gets an access
to the organization’s networks (e.g. by guessing/ stealing the password of a legitimate user). The unintended
insiders can also be categorized as a malicious insider, who threatens an organization by accidentally breaking
the security mechanism [15].

3.3. Classification of Malicious Insider activities. Various activities that a malicious insider can
perform in order to harm an organization mainly includes: IT Sabotage, Theft of Intellectual Property, Fraud
and Espionage [9]. In IT sabotage, a malicious insider makes use of privileged access to network data and
uses it to directly vandalise an organization or an individual by lunching attacks like DoS, sybil, man-in-the-
middle, botnet and various other attacks. Since a malicious insider can access the organization’s resources, so
it can steal various innovative ideas, schemes and other essential artefacts which constitute various intellectual
properties of an organization. A malicious insider can also perform fraudulent transactions that can affect
an organization. The espionage includes all those activities with which a malicious insider can overhear the
network data and sell the organization’s critical information to other rival companies.

All the above discussed malicious activities by an insider can critically harm an organization and when an
organization uses IoT network, then these attacks become more catastrophic due to low computational abilities
of IoT devices. So, one needs to use a security procedure that will not only detect such anomalies in the system
but also puts less load on IoT devices. The characteristics of machine learning techniques make them suitable
for detecting such malicious attacks in the IoT network.

4. Supervised machine learning algorithms for detecting malicious insiders in IoT network.
In this section we will discuss various supervised machine learning techniques that are used in our study.
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4.1. Ridge Regression. If the data is given as (xi, yi) where, xi = (xi1, xi2, · · · , xip)
T is the input and

yi is the outcome, then a linear regression model can be written as:

yi = β1xi1 + β2xi2 + · · ·+ βpxip(4.1)

where, β1, β2, · · · , βp represents the regression coefficients for different xi. The aim of linear regression is to
choose those βi for which the residual sum of squares minimize. Hence the optimization problem is framed as:

min
β





N
∑

i=1

(yi −
∑

j

βjxij)
2



(4.2)

But, this model does not generalize well for the new data (i.e., the data with high variance) and hence result
into overfitting. To overcome this problem, the ridge regression is used, which continuously narrows down the
regression coefficients and hence producing a stable model [16]. The ridge regression overcomes this problem
by adding a constraint for optimization problem of 4.2. Hence the optimization problem corresponding to a
ridge regression can be written as:

min
β





N
∑

i=1

(yi −
∑

j

βjxij)
2



 , s.t.
∑

j

|βj |
2 ≤ 1(4.3)

Now to solve this optimization problem, we introduce Lagrange multiplier α, also known as regularization
constant. Hence, Ridge estimate for β̂ = (β̂1, β̂2, · · · , β̂p)

T is given as:

β̂ = argmin
β





N
∑

i=1

(yi −
∑

j

βjxij)
2



+ α
∑

j

|βj |
2(4.4)

subjected to the condition that for each xij ,
∑

i xij/N = 0 and
∑

i xij
2/N = 1. Where,

∑

j |βj |
2 is the

regularization term and α is constant which controls the amount of regularization applied. In our study, we
have set α = 1 and allowed maximum iterations to 10.

4.2. Lasso Regression. In a model where a set of features are highly correlated the ridge regression will
distribute weights equally to all the correlated features. Also, ridge regression will shrink the coefficients of
less important predictors, but never makes them zero. This hinders the process of feature selection in a model.
To overcome these limitation Lasso (Least Absolute Shrinkage and Selection Operator) regression can be used,
which narrows down some of the model coefficients and sets others to zero [17]. It combines the best features
of ridge regression and subset selection. For a given data (xi, yi) where, xi = (xi1, xi2, · · · , xip)

T is the input

and yi is the outcome, the Lasso estimate for β̂ = (β̂1, β̂2, · · · , β̂p)
T is given as:

β̂ = argmin
β





N
∑

i=1

(yi −
∑

j

βjxij)
2



+ α
∑

j

|βj |(4.5)

subjected to the condition that for each xij ,
∑

i xij/N = 0 and
∑

i xij
2/N = 1. where α is the constant which

controls the amount of regularization applied. The penalty term
∑

j |βj | has such effect that it forces some
of the coefficients to exactly zero for large value of α. Thus, helping in variable selection and yielding sparse
models. In our study, we have set α = 0.019 and allowed maximum iterations to 150.

4.3. Elastic Net. The Lasso only selects one variable among a group of variables having high correlation
and due to convex optimization it selects a limited number of features. These properties of Lasso affects its
performance. To overcome this issue, elastic net regularization technique was proposed [18]. The elastic net can
continuously shrink the model parameters and can also select a group of variables which have high correlation.
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Fig. 4.1: Sigmoid Function

If the data is given as (xi, yi) where, xi = (xi1, xi2, · · · , xip)
T is the input and yi is the outcome, then the elastic

net estimate for β̂ = (β̂1, β̂2, · · · , β̂p)
T is given as:

β̂ = argmin
β





N
∑

i=1

(yi −
∑

j

βjxij)
2



+ λ2

∑

j

|βj |
2 + λ1

∑

j

|βj |(4.6)

under the condition that:
∑n

i=1
yi = 0,

∑n
i=1

xij = 0, and
∑n

i=1
xij

2 = 1, for j = 1, 2, · · · , p. where λ1 and λ2

are non-negative constants. In our study, we have set λ1 = 0.2 and λ2 = 0.8 with allowed maximum iteration
to 150.

4.4. Lasso with Lars. Lars is a least-angle regression technique which helps to fit regression model to a
high dimensional data. In our study we have used the combination of Lasso with Lars which resembles forward
step-wise regression process, but at each step it selects those estimated coefficients which are in the direction
equiangular with the square of residual error [19]. In its implementation for detecting malicious traffic in the
IoT dataset, we have set α (constant which controls the amount of regularization applied) = 0.02 and maximum
iteration to 50.

4.5. Logistic Regression (LR). Logistic regression describes a statistical method of predicting a bino-
mial event. Like other Machine Learning classifiers, the input data can consist of one or multiple features.
The outcome for the binary logistic regression is 0 or 1 that performs a differential positive class classification
from the negative class. To give out a probabilistic value, Sigmoid curve shown in figure 4.1 is used in logistic
regression [20].

The hypothesis function used in logistic regression in shown in equation below:

h(x) = S(w0 + w1x1 + w2x2 + . . .+ wnxn)(4.7)

where x1, x2, . . . , xn denotes the features, w0, w1, w2, . . . , wn denotes the model weights and S() represents the
sigmoid function identified by:

S(Z) =
1

1 + e−Z
(4.8)

The range of output of S() is from 0 to 1. All the values below 0.5 refer to negative class while as values
from 0.5 to 1 indicate a positive class. While implementing logistic regression on the dataset we have set
maximum iteration of 100 and used L2 norm for regularization, also we have used BFGS (Broyden Fletcher
Goldfarb Shanno) optimization algorithm [21].
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4.6. K-Nearest Neighbors (KNN). In KNN algorithm, the aim is to classify any new, unknown data
point by analyzing the data points (most similar to the input or feature space) given in the training set [22].
The algorithm works by finding the K-nearest neighbours of the new data point by usually using one of the
three distance measures for continuous variable viz. Euclidean distance (EuD), Manhattan distance (MaD) or
the Minkowski distance (MiD) represented below:

EuD =

√

√

√

√

n
∑

i=1

(xi − yi)
2(4.9)

MaD =

n
∑

i=1

|xi − yi|(4.10)

MiD =

[

n
∑

i=1

(xi − yi)
q

]1/q

(4.11)

where, x = (x1, x2, . . . , xn)
T & y = (y1, y2, . . . , yn)

T represent the data points.
We have implemented the KNN classifier for various values of K on the given dataset. To choose the optimal

value of K we observed that the accuracy of KNN algorithm increases with K but for K > 10 the accuracy
saturates, hence choose the value of K as 10. We have used Euclidean distance to find K-nearest neighbours
for a new data point.

4.7. Support Vector Machine (SVM). It is a Machine Learning classifier that is currently receiving
the most significant attention due to its high performance [23] and the ability to alleviate the problem of
classifying non-linear data. Typically SVMs are the non-probabilistic, binary classifiers aimed at discovering a
hyperplane that divides the two classes of the training set with the highest margin.

If the data is given as (x⃗i, yi) where, x⃗i represent the input vector and yi is the outcome which indicates
to which a particular x⃗i belongs. The SVM tries to find a maximum-margin hyperplane which divides x⃗i into
different classes such that the distance between the hyperplane and the nearest point x⃗i from either classes is
maximized. The equation of a hyperplane is given as:

w⃗ · x⃗− b = 0(4.12)

where, x⃗ represent the input vector, w⃗ is the vector normal to hyperplane and b is the intercept (bias term).
The objective of SVM is to minimize:

[

1

p

p
∑

i=1

max(0, 1− yi(w⃗ · x⃗i − b))

]

+ α∥w⃗∥2(4.13)

where, max(0, 1− yi(w⃗ · x⃗i− b)) represent the hinge loss function, which return a value proportional to distance
from margin to x⃗i, if x⃗i is misclassified, otherwise returns zero. ∥w⃗∥2 represents the penalty for incorrect
classification, which is controlled by constant α.

Apart from linear classification, SVMs perform non-linear classification of data by implicitly mapping an
input variable into high dimensional attribute spaces using kernel trick [24].

As such SVMs tried in our work are classified into three categories: Linear SVM, SVM with Radial Basis
Function (RBF) kernel and SVM with the polynomial kernel. The information about their kernels is given
below.

Radial Basis Function (RBF) is the common kernel choice that is implemented in SVM. Given x and y as
the input feature vectors, then the RBF kernel is given as:

K(x, y) = exp(−γ||x− y||2)(4.14)
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where, γ defines the influence of single training example in a model, i.e., increased value of γ results into over-
fitting and decreased value results into under-fitting of model. γ > 0, and is often parametrized by γ = 1

2σ2 ,
where σ is a free independent parameter. Therefore, the RBF kernel becomes:

K(x, y) = exp

(

−
||x− y||2

2σ2

)

(4.15)

To define the similarity among the input samples, Polynomial kernel not only takes into account the given
features, but also the combinations of samples. A polynomial kernel is given as:

K(x, y) = (xT · y + t)c(4.16)

where x, y denote input feature vectors, t is a complexity parameter which trades-off between higher-order
and lower-order terms in the polynomial (t ≥ 0), and c is the integer exponent. If t = 0, then the kernel is
homogeneous.

In our study, for SVM, we have used L2 norm for regularization in all kernel types. For Linear SVM,
maximum iteration was set to 10000 and kernel coefficient was 1/N , where N is the total features in dataset.
For polynomial kernel type the degree was chosen to be 3.

4.8. LR and SVM with Stochastic Gradient decent (SGD). SGD is an extended version of Gradient
Descent algorithm that decreases the number of computation per iteration by incorporating randomness in the
learning process. It repeatedly considers a single or batch training example and evaluates the gradient of the
loss function to reduce the model’s risk, and hence updates the parameters used by the model. Whether it be a
strictly convex problem or a non-convex one, SGD performs better and supports robustness and scalability [25].
The main objective of SGD algorithm is to minimize the regularized training error, which is the combination
of empirical risk and the regularization term. The empirical risk term measures the performance of training
set using a loss function L(ŷ, y) (that gives the cost of predicting ŷ , given y as the actual output). The
regularization term decides the penalty for the model’s complexity, whose impact is decided by the term α
(non- negative hyperparameter) [26].

We have studied the performance of SGD using SVM and logistic regression. SVM uses Max-margin
classification, where correct category score should be larger (by a predefined margin) than the collective wrong
category scores. Log loss (or cross-entropy loss or the logistic loss) decreases as the probability of correct
prediction increases. During simulation, maximum number of iterations was set to 10000 with α = 0.1, where
α is a constant which is multiplied to regularization term to control the degree of regularization. Here again
we have used L2 for regularization.

4.9. Random Forest (RF) Classifier. Random Forest Classifier is an Ensemble method of classification,
which combines the outputs of various decision trees to generate more accurate results. Thus, it is based on
the simple philosophy that the collection of classifiers will always perform better than a single classifier. This
classifier works well for large datasets, gives an estimate of essential features in the dataset and possesses
robustness for noise and outliers [27]. It also decreases the generalization error by randomly selecting subset of
features during the splitting of a node (which also decreases the degree of correlation between various generated
trees). Random Forest uses the Gini Index (GI) as an approximation to choose the best set of features during
tree formation.

GI = 1−
n
∑

i=1

(pi)
2(4.17)

where, pi is the probability with which an element is classified to a particular class. Due to the use of multiple
trees, some of the features in the dataset may be used more than once for the training purpose. This increases
the classifier stability because a slight change in input may not cause any change in the output of classifier,
hence making it more robust and accurate [27].

In our study we have chosen the best split at each node in a decision tree using gini index with a minimum
allowed splits at each node as 2. The classifier was iteratively run on the training data to find the optimal
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number of trees in the forest and maximum training samples to be used to train each base estimator. We
observed that if we increase the number of trees in the forest beyond 10 and maximum training samples to be
used for base estimator training beyond 1000, then there was no change in classifier’s accuracy. So, we selected
number of trees in the forest as 10 and maximum training samples to be used for base estimator training as
1000.

4.10. AdaBoost (AB). AdaBoost is an iterative machine learning technique which attempts to fit weak
classifiers iteratively [28]. The process starts with un-weighted training sample, using which a weak classifier is
trained and then at each iteration the weights are boosted and the classifier is trained again. At each iteration
the weights of those examples are increased for which the classifier at previous iteration predicted wrong label
and the weights for those examples are decreased for which the classifier at previous iteration classified correctly.
This process continues until all the data entries are correctly classified or it becomes difficult for a classifier to
predict a label for unclassified/misclassified data. In this way the final classifier acts as the linear combination
of various classifiers used at each iteration.

In our study, we have used Decision tree classifier as the weak classifier at each step and the maximum size
of estimator (at which it terminates) was set to 200. The learning rate was set to 1 and we have used SAMME
(Stage-wise Additive Modelling using a Multi-class Exponential loss function) algorithm for implementing the
boosting process [29].

4.11. Gradient Boosting (GB). Gradient boosting is also a form of ensemble method which uses gradi-
ent descent to minimize the model’s loss function by incorporating weak classifiers in an iterative manner [30].
At each iteration the gradient descent algorithm selects those classifiers which minimize the loss function. In
this technique each weak classifier is trained on the residue of strong classifier. The input to the algorithm is
the training data, a loss function (which should be differentiable) and number of iterations. In each iteration,
it computes the residual error from strong classifiers, uses it to fit the weak classifiers, chooses that classifier
which minimizes the loss function and finally updates the model.

We have used Decision tree classifier as the weak classifier at each step and log loss function with learning
rate of 0.1 in our study. Number of boosting stages was chosen to be 200 and the quality of node split in
decision tree was done using mean squared error (with an improved score by Friedman).

4.12. Artificial Neural Network (ANN) Classifier. For ANN based classification we have used multi-
layer perceptron (MLP) classifier. MLP is a multi-layer feed-forward neural network that trains using back-
propagation algorithm [31]. The first layer of neurons acts as the input layer, which is responsible for taking
inputs (feature vector), and the final layer is responsible for generating the classified output. In between these
two layers, there can be multiple layers of neurons, known as hidden layer, which processes the input vector
and helps the output layer to generate output. In hidden layers each connection from one layer to another is
associated with a weight vector. Figure 4.2 shows an example of Multi-layer perceptron with only one hidden
layer of neurons and a single neuron at the output layer.

Each neuron is associated with an activation function, which generates an output depending on the values
of previous layer neurons and the associated weights. The training algorithm (SGD) tries to fit a perfect
combination of weight vector values to reduce the loss.

For implementing MLP, we have used a single hidden layer of neurons (with number of neuron = 90 and
the activation function as a rectified linear unit function) and a single neuron at the output layer to classify
the input data into malicious (abnormal) or non-malicious (normal). We train the neural network using SGD
algorithm with a learning rate = 0.001 and L2 norm for regularization.

5. Numerical results. To compare the efficiency and applicability of various Machine Learning algo-
rithms for detecting malicious insider attacks in IoT, we have used a popular Intrusion detection dataset –
NSL-KDD, the details of which are given in next sub-section.

5.1. Introduction to NSL-KDD dataset and data pre-processing. NSL-KDD is the latest version
of KDD99 dataset and has been widely used by researchers to evaluate the performance of the attack detection
system in IoT [6, 7, 8]. In NSL-KDD dataset, the training data is available in “KDDTrain+” file, consisting of
125973 data entries, out of which 67343 entries represent non-malicious and 58630 entries represent malicious.
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Fig. 4.2: Multi-layer Perceptron with single hidden layer and only one neuron in output layer

The testing data is available in “KDDTest+” file, consisting of 22543 entries, out of which 9710 represent non-
malicious and 12833 entries represent malicious. Each dataset has 41 features and a single class label (as shown
in figure 5.1). After analysing the feature of dataset, we have categorized them into four categories. Category
– I represents those features which reveal the properties of TCP connection between source and destination
node. Category – II highlights the basic features of the data that is being shared over a single connection
between source and destination nodes. Category – III represents those features which depict the status of
various connections in the network with a time frame of 2 seconds. Attributes of destination nodes in various
connections in a network which help to analyse an attack that lasted for more than 2 seconds are represented
by category – IV. The last feature represents the class label for each data entry (malicious or non-malicious)
in the dataset. Among all the features, some of them represent various sub-features/attributes, they include:
‘Protocol type’, ‘Service’ and ‘flag’, and for the computational purposes we have converted them into numeric
data. In ’protocol type’ we have used 1, 2 and 3 for representing ICMP (Internet Control Message Protocol),
TCP (Transmission Control Protocol) and UDP (User Datagram Protocol) protocols respectively. The ‘service’
attribute contained 70 different web services used by the destination network. Various attributes of ‘flag’ feature
are shown in figure 5.2.

Since the available data in the dataset is multidimensional and to enhance the performance of Machine
Learning algorithm, we have normalized the data using standard scalar:

X̂i =
Xi − µ

σ
(5.1)

where, X̂i is the normalized value of a data sample Xi with mean µ and standard deviation σ. It is evident
from the above equation that the Standard Scaler normalizes the data by removing the mean of each feature
and scaling the variance to 1.

5.2. Performance Parameters. To evaluate the performance of each trained machine learning model,
confusion matrix was used, that is shown in Table 5.1.

Using the values obtained from the confusion matrix for each classifier, the following performance param-
eters were used to analyse the performance:

Accuracy =
TP + TN

TP + FN + FP + TN
(5.2)



22 Mir Shahnawaz Ahmad, Shahid Mehraj Shah

Fig. 5.1: Various features of NSL–KDD dataset with corresponding values in the dataset

Fig. 5.2: Attributes of Flag feature in NSL–KDD Dataset

Precision =
TP

TP + FP
(5.3)

Recall =
TP

TP + FN
(5.4)
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Table 5.1: Confusion Matrix

Actual Value
Predicted Value

Malicious Non-malicious
Malicious True Positive (TP) False Negative (FN)

Non-malicious False Positive (FP) True Negative (TN)

Fig. 5.3: Accuracy of Ridge regression for detecting malicious IoT network traffic in KDDTest+ dataset for
varying values of α

F1− score =
2 ∗ TP

2 ∗ TP + FP + FN
(5.5)

The accuracy give the percentage of samples that are correctly classified out of all the tested samples,
precision depicts the classifier’s ability to detect only relevant data, recall gives the efficiency of a classifier to
detect all interested data points in the dataset (i.e total positives detected by the system to that of actual
positives throughout the system) and F1-score is the harmonic mean of both precision and recall.

We have also used Area Under the Curve (AUC) of a Receiver Operating Characteristic (ROC) curve as a
performance matrix, which gives the overall performance of each classifier used in classifying the malicious and
non-malicious traffic in KDDTest+ dataset. The value of AUC lies between [0, 1] and the performance of a
particular classifier is directly proportional to the value of AUC obtained, i.e. a classification model is considered
efficient if its AUC value lies close to 1 and inefficient if its value lies close to 0. Besides these performance
parameters, we have also noted the time a particular classifier takes to train on KDDTrain+ dataset (Training
Time) and the time it takes to predict a label for data in KDDTest+ dataset (Test Time). Evidently, more the
training time of a particular classifier, more computation resources are needed for achieving classification, and
lesser the test time indicates that the classifier will have quick response.

5.3. Performance evaluation of various machine learning algorithms for detecting insider at-
tacks in IoT. In order to analyse the performance of various supervised machine learning algorithms for
detecting insider attackers in IoT network, they were first trained on KDDTrain+ dataset and then their classi-
fication performance was evaluated using KDDTest+ dataset. For the implementation of these models, we have
used intel core i3-5005U CPU @ 2.00GHz * 4, RAM: 4GB and operating system: ubuntu 14.04 LTS (64bit),
using Scikit-learn and pandas package.

To choose the optimal value of various critical parameters in various classifiers, we have simulated the
models for different values as shown in figure 5.3 to 5.8.

Figure 5.3 plots the accuracy of ridge regression to detect malicious IoT network traffic against various
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Fig. 5.4: Accuracy of Lasso regression for detecting malicious IoT network traffic in KDDTest+ dataset for
varying values of α

Fig. 5.5: Accuracy of Elastic Net for detecting malicious IoT network traffic in KDDTest+ dataset for varying
values of λ1 and λ2

values of α, and it is evident from the figure that maximum detection accuracy is achieved for α = 1. Also,
figure 5.4 proves that maximum detection accuracy is achieved at α = 0.02 for Lasso regression. We have tested
the Elastic Net for varying values of λ1 and λ2 on KDDTest+ dataset, as shown in figure 5.5. The figure shows
that maximum accuracy is achieved for λ1 = 0.2 and λ2 = 0.8.

The value of K in K-Nearest Neighbor classifier was chosen to be 10, since the detection accuracy saturates
after K = 10 (as shown in figure 5.6). Figure 5.7 gives the optimal number of iterations for various classifiers by
analysing the detection accuracy. Optimal values for number of training samples used to train base estimator
for Random forest, AdaBoost and Gradient Boosting respectively are shown in figure 5.8.

Thus, after getting the optimal values for various parameters, the detailed results for detecting malicious
insider attacks in the IoT network by various supervised machine learning algorithms are shown in Table 5.2,
figure 5.9 and 5.10.

After thorough analysis of performance parameters in table 5.2 and figure 5.9 & 5.10 for various machine
learning algorithms, we conclude that ensemble machine learning methods (Random forest, AdaBoost and
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Fig. 5.6: Accuracy of K-Nearest Neighbor classifier for detecting malicious IoT network traffic in KDDTest+
dataset for varying values of K

Fig. 5.7: Accuracy of various classifier for detecting malicious IoT network traffic in KDDTest+ dataset for
varying number of iterations during training process

Gradient Boosting) perform better than the other studied machine learning classifiers for classifying the IoT
network traffic into malicious and non-malicious. Among them the Gradient Boosting outperforms with an
accuracy of 81.29% and AUC value of 0.96. Although the training time of Gradient Boosting algorithm is
slightly more than some of the discussed algorithms, the testing time is nominal.

6. Conclusion. In this paper, we have discussed various characteristics and security requirements of an
IoT network. We have also discussed how a malicious insider can be a major threat to IoT network and analysed
various supervised machine learning algorithms which make them favourable for detecting such attacks in the
IoT network. In order to demonstrate that the machine learning techniques can be used to detect malicious
insiders in the IoT network, we trained various supervised machine learning algorithms on NSL-KDD dataset.
The results show that Gradient Boosting technique outperforms the other discussed techniques. As part of
future work, new and updated optimization techniques can be used to further enhance the attack detection
accuracy of Gradient Boosting algorithm.
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Fig. 5.8: Accuracy of various classifier for detecting malicious IoT network traffic in KDDTest+ dataset for
varying number of training samples used to train base estimator

Table 5.2: Performance Analysis of various Machine Learning Classifiers on KDDTest+ dataset

Machine
Learning
Classifiers

TP FP TN FN Accu-
racy
(%)

Pre- ci-
sion

Re-
call

F1-
score

Train-
ing
Time
(Sec)

Test
Time
(Sec)

AUC

Lasso 9391 4725 8108 319 77.62 0.83 0.78 0.77 0.93 0.0021 0.80
Ridge 9484 4786 8047 226 77.77 0.84 0.78 0.77 0.22 0.0021 0.80
Elastic Net 9404 4604 8229 306 78.22 0.84 0.78 0.78 0.62 0.0021 0.80
Lasso with
Lars

9389 4752 8081 321 77.5 0.83 0.77 0.77 0.08 0.002 0.80

LR 9070 4899 7934 640 75.42 0.81 0.75 0.75 11.38 0.0021 0.87
K-NN 9482 4977 7856 228 76.91 0.84 0.77 0.77 74.39 184.52 0.85
Linear SVM 9071 4953 7880 639 75.19 0.81 0.75 0.75 410.21 0.0022 0.87
SVM with
RBF Kernel

9508 4699 8134 202 78.25 0.84 0.78 0.78 117.93 9.68 0.94

SVM with
Poly. Kernel

9500 5092 7741 210 76.48 0.83 0.76 0.76 100.81 7.85 0.89

LR with SGD 9342 4781 8052 368 77.16 0.83 0.77 0.77 0.50 0.0021 0.92
SVM with
SGD

9515 4931 7902 195 77.26 0.84 0.77 0.77 0.36 0.0021 0.90

Random For-
est

9430 4655 8178 280 78.10 0.84 0.78 0.78 14.05 0.32 0.96

AdaBoost 9409 4196 8637 301 80.05 0.85 0.80 0.80 34.18 0.79 0.95
Gradient
Boosting

9424 3932 8901 286 81.29 0.86 0.81 0.81 73.47 0.11 0.96

MLP 9466 4581 8252 244 78.59 0.84 0.79 0.78 406.99 0.14 0.96
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ESTIMATION OF TRAFFIC MATRIX FROM LINKS LOAD

USING GENETIC ALGORITHM

JOSEPH L PACHUAU, ARNAB ROY, GOPAL KRISHNA AND ANISH KUMAR SAHA ∗

Abstract. Traffic Matrix (TM) is a representation of all traffic flows in a network. It is helpful for traffic engineering and
network management. It contains the traffic measurement for all parts of a network and thus for larger network it is difficult to
measure precisely. Link load are easily obtainable but they fail to provide a complete TM representation. Also link load and TM
relationship forms an under-determined system with infinite set of solutions. One of the well known traffic models Gravity model
provides a rough estimation of the TM. We have proposed a Genetic algorithm (GA) based optimization method to further the
solutions of the Gravity model. The Gravity model is applied as an initial solution and then GA model is applied taking the link
load-TM relationship as a objective function. Results shows improvement over Gravity model.

Key words: Traffic Matrix, Traffic Engineering, Gravity model, Link loads, Optimization, Genetic Algorithm, IP networks.
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1. Introduction. Traffic matrix is a representation of traffic volume flowing between node pair in a
network. It plays an important role in traffic engineering. Traffic matrix helps network manager in task like load
balancing, network optimization, anomaly detection etc. The ingress-egress traffic matrix is collected between
ingress and egress routers in the network. Origin destination matrix measures the traffic flow from actual source
destination. The point where the packages are created and where they are received. For large IP networks
this produces an extremely large and sparse matrix. For such a case an aggregated IP or blocks of IP may be
considered as a single point. Direct measurement of traffic matrix requires placement of flow measurement at
each ingress/egress points. This is impractical for large IP networks in terms of cost, time and effort [1]. As a
result, several approaches have been implemented to estimate or model the traffic matrix from other available
measurements. Link measurements provides traffic data for each link in a network. These measurements are
easily collected from routers using SNMP (Simple network management protocol). In [2], authors proposed
the method of network tomography, where used of traffic matrix is estimated from link measurements and
routing information. The link and traffic matrix relationship has greater number of unknown than the number
of equations. Thus, it cannot be solved for a unique solution. Approaches like Bayesian and Expectation
Maximization model estimates the TM from statistical features of the traffic data [3][4]. These approaches take
into account nature of traffic with changes in time. Spatial estimation of traffic matrix ignores the temporal
features and works for a single time instance of TM matrix. Spatial model like Gravity model, Discrete choice
model, independent connections etc. model have been implemented to produce TM. Different traffic model
provides useful estimations based on the implementation. But these models are not actual representations
and so they have inaccuracy. Several approaches were introduced where the output from these model are
improved for higher accuracy. Traffic matrix estimation by using a combination of network tomography and
spatial models was proposed in [5]. Estimation method in [6] implemented neural networks to improve TM
based on expectation maximization model. Applying optimization methods to estimate and improve traffic
matrix accuracy was proven successful in various studies [7, 8, 9]. In this paper we explore the use of GA as
an optimization tool. Genetic Algorithm is a soft optimization technique which uses guided random techniques
to search for an optimized solution. GA is known to work well for noisy environments and large parameter
problems. For traffic matrix estimation using neural networks GA was applied to optimize the weights [10].
GA also found its implementation in Distributed Denial of Service attack. Parameters of traffic matrix were
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optimized using GA to detect the attacks [11]. We proposed the combination of Gravity model and GA
optimization to estimate and improve the accuracy of traffic matrix.

2. Related Works. Traffic Engineering (TE) deals with improvement of network performance by analy-
sing traffic data and patterns. Traffic prediction is used in TE to control time varying traffic. Traffic variation are
categorised into short-term and long-term variation. The long term variation helps to define the daily behaviour
of traffic, while short term variation are handled to avoid congestion. Prediction is used to manage the traffic for
optimal link utilization[12]. Dynamic behaviour of routing depends on proper prediction of traffic. In [13], the
authors proposed optimization of router deployment depending on traffic flow to improve network efficiency.
In their method, traffic flows are directed to a service node for making egress based optimization routing.
The network paths are planned to facilitate an effective TE for improvement of quality of network traffic. In
[14], a sequence-to-sequence model is proposed to improve the challenges caused by growth of Internet traffic.
The sequence-to-sequence model learns forwarding path based on traffic data. In [15], authors investigated
various TE techniques to improve different aspects of a network. They proposed Centralized Optimal Traffic
Engineering system, Suboptimal Solution, and Distributed & Greedy solution to maximize data delivery. The
performance of the network is measured in aggregated network throughput, average end to end delay and flow
fairness. In [16], a heuristic approach is proposed to optimize routing over multiple TMs. The routes obtained
through this methods are loop free and optimized bandwidth of links.

GA due to it’s flexibility is implemented for different problems in networking. In [17], authors give weigh-
tage on quality of service for mixed traffic environment. They proposed a scheduling algorithm using GA for
optimal resource allocation in a network. The quality of service is taken as fitness function in their proposed
GA. The traffic is possible to be classified into different categories as shown in [18]. They used wavelet kernel
function with GA for classification. This type of classification helps in intruder detection for unwanted traffics
of various applications. There are other example of GA based traffic classifiers like, distance-based, K-Nearest
Neighbors, and neural networks. Data points are separated using Mutual information, Dunn, and SD based
biased measurement. It helps in Peer to Peer and non Peer to Peer traffic classification [19]. Classification
of packets require a robust scheme that provide scalability, reliability and quality services. Feature selection,
a classification process, selects relevant features during prediction. Both GA based classification and feature
selection are used to classify packets as shown in [20]. An incomplete collection of traffic data degrade the
integrity, information and quality. Fuzzy C-Means is an algorithm used to tackle clustering problem of incom-
plete traffic data. The missing data is filled up with the process called imputation, where estimated data replace
the missed data. Fuzzy C-means with GA is making a good hybrid model for traffic data estimation[21].

Effective TE applications requires accurate estimation of Traffic matrix. A model named, network tomog-
raphy equation establishes a relationship between link measurements and traffic matrix. This relationship is
an under determined system. Due to this ill posed problem, numerous works focus on combining network
tomography method with other mathematical models. The Gravity model construct TMs by assuming Origin-
Destination flows proportional to the incoming and outgoing traffic of nodes. The generalised gravity further
improves this process by classifying the traffic flows. The tomogravity model combines gravity and tomogra-
phy model to increase accuracy of TM. Advanced tomogravity method introduces a relativity factor to further
improve the estimation as in [22]. The co-variance method [23] uses co-variance matrix of link count sample to
make up for insufficient information. TMs are estimated from the link count covariance matrix. This method
provides a light weight estimation consistent with actual link measurements. The Generalized Autoregres-
sive Conditional Heteroscedasticity model [24] deals with the ill posed nature of TMs. It provides a flexible
approach to capture self similarity in traffic behaviour. Comparison of different TM estimation method [25]
shows that tomogravity and entropy maximization performs better than linear programming approach. Adding
extra constraints in entropy maximization further increase the performance. In [26], authors present the use
of Simple Network Management Protocol for complete traffic collection with known estimation techniques to
improve accuracy. The adaptive information gain maximization also focuses on traffic collection for improve-
ment in accuracy. The most informative flow from traffic is determined for estimation of TMs. This approach
increases the accuracy with a small increase in measurement resources [27]. For a large network, estimating
TM takes high computation time for which division of network is one of the solutions. In [25], authors proposed
divide and conquer method for estimating TM for large size network. The large network is divided into smaller
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Table 3.1: An Instance of Traffic Matrix for duration of 5 min. on 01/03/2004

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12

S1 10000 195828 615502 125898 154887 183703 136904 306701 169523 280277 145619 1178115

S2 166931 30997781 6106169 1938388 1474276 10256961 1816513 6836966 4801483 533208 3359056 19405592

S3 1422635 4775747 10779162 5151845 3686376 9884916 2451656 10415963 5286877 681353 1685721 3992645

S4 86552 878056 14444321 1410746 3153286 2702903 1480837 8015838 2146278 5394549 3978549 4593323

S5 89641 1108792 6334313 1384882 2102362 3428964 2673813 36921723 2724474 1105266 839099 3189994

S6 1787597 3470525 45766716 8016824 12440169 8568396 3709065 9151891 15231037 1299895 5209570 15426785

S7 157860 1666336 10114602 2022864 2053539 3006659 1508587 3252594 4815904 458907 916602 4518164

S8 127373 7272971 33646381 3389768 3386575 16020094 5088844 4263424 22936657 866828 9569795 20897395

S9 1461615 15332940 20127858 6129395 8995420 31247043 9287731 26633460 51298517 3596757 8225459 41947778

S10 10000 390452 1892275 3902592 538756 1448104 786402 750079 829298 5351103 1236618 745390

S11 41632 5955580 8442220 1627941 4238538 2884194 847818 6662390 9317015 1783127 389384 3944017

S12 4207163 47226648 24952949 13523783 5789742 23543180 12241025 34378360 50123027 742716 11160076 70370056

parts then combined them for the full estimation of TM. This approach deals with smaller routing table and
allows parallel processing which improves computational time. Artificial Neural Network approach is possible
to improve estimation of TM. In [28], authors proposed Recurrent Neural Network approach for estimation of
TM. The Recurrent Neural Network takes real world data for training of the model to extract spatio-temporal
features of TM. Convolutional neural network is another finding for spatial relationship between link loads and
Origin-Destination flows[29]. These artificial neural networks approach are good in finding hidden features of
TM, although it requires large training data. TM estimation often includes aggregation of large traffic flows
which is a difficult task at real time. In [30], authors proposed distributed Map Reduce approach for aggregation
of large traffic flows. The Map Reduce approach uses topology information to identify origin-destination links,
for easier aggregation of traffic flows. The input for the Map reduce is collected using a big data streaming
module and the result shows near real time estimation of TM.

3. Proposed model for GA based Traffic Matrix Estimation.

3.1. Basics of Traffic Matrix Model. We have used a well known network for TM estimation named
Abilene network collected by Y.Zhang, which contains data set of actual traffic matrix of the Abilene network
for 6 months [31]. Each instance of TM collects 5 minutes of traffic between all source and destination. The
routing matrix and topology are included in the data set. It consist of 12 nodes and 54 links. There are 32
uni-directional links between nodes and each nodes has an inbound and outbound link, therefore a total of 54
links. The TM of an instance Xi is a 2D matrix of 12×12 in size, an example is shown in Table 3.1. Each value
xij in the matrix denotes the traffic flow from source Si to destination Dj . With elapsed time t, the traffic
matrix extend to a complete 3D traffic matrix as X1, X2, X3, ..., Xi.

For determining TM X, two inputs are required namely, routing matrix A and link loads Y respectively.
The relationship among them is as follows,

AX = Y (3.1)

For this, all links load are measured for a network, from which different models are applied to have more
precise TM values. In Abilene network, 54 numbers of link loads are available as seen 1D vector. Link loads
are direct count of packets for a link. Abilene network has 144 (12 × 12) numbers of all possible combination
of {Source, Destination} for all 12 nodes and 54 numbers of various links. Thus making the routing matrix A

of {144× 54} in dimension size. The entries of A are as follows,

Aij =

{

1, if link i is utilized in {Source-Destination} j path

0, otherwise
(3.2)

Eq. 3.1 is a linear system where the number of unknowns are larger than the number of equations. There
are multiple solutions for the value of X. Proper use of mathematical models such like, Gravity model, provides
a close estimation, yet further improvement is possible in the solution.
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Fig. 3.1: Abilene network topology with various link traffic direction

Fig. 3.2: Flowchart for proposed GA

3.2. Basics of Gravity Model. The Gravity model as the name suggest its an adaptation of Newton’s
Gravity model. This model is applied in different transportation problems, like road traffic, goods etc. In
internet TM also it is applied to estimate traffic matrix by taking the ingress and egress flow of a node [32].
Each entry of the TM, Xij represent the traffic from node i to node j. It is considered proportional to all traffic
flowing out from i, T out

i and all traffic flowing in to j, T in
j . The total traffic T total =

∑n
k=1 T

in
k =

∑n
k=1 T

out
k ,

is used for normalization. The expression for the TM entry is as follows:

Xij =
T out
i × T in

j

T total
(3.3)

where n is number of nodes in the network and the output is a traffic matrix of X{n× n} dimension, where
1 ≤ i ≤ n and 1 ≤ j ≤ n.

3.3. Proposed TM model. The Concept of GA, was introduced as an optimization technique that
models after the evolution of biological being in the natural world. GA is a heuristic random search that
finds sub-optimal solution. The first step of GA is initialization, where a set of random feasible solution for the
optimization is generated. GA basic operators, like crossover and mutation are applied to form new population.
The best solutions are selected from the population. The operations are repeated until the result converged
towards a sub-optimal solution [33]. The gravity model solution is possible to further optimize using GA to
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closer match the link measurements. The optimization with the help of Eq. 3.1 is defined as follows:

Min. ∥AX − Y ∥+ w ∥X −XGM∥
Subject to

∑n
j=1 xij = Ii

∑n
i=1 xij = Jj
xij ≥ 0 i = 1...n & j = 1...n.

(3.4)

where, Ii and Jj are the total incoming and outgoing traffic for node i and node j respectively. The first part
of the objective function gives the distance of calculated link load from the link measurement, while the second
part calculates the TM solution distance from the Gravity model. The w is a weight applied to the distance
with gravity model in order to adjust the significance of Gravity model in the optimization. First and second
constraint maintains the conservation of traffic, i.e. total traffic is constant. Third constraint makes sure that
the traffic between any two nodes is always positive. The details of the proposed GA operators, shown in Fig.
3.2, for optimization of Eq. 3.4 are discussed below.

3.3.1. Initialization. We need a set of random solution known as initial population. For making initial
population, a first individual is generated from Gravity model. Then after the remaining population are
generated by making random changes to the first individual while maintaining all constraints. For this we
introduce a matrix ∆ of dimension {n× n} which is defined as:

∆ =

[

[B] −[B]
−[B] [B]

]

. (3.5)

B is a matrix of size (n
2 × n

2 ), where each element bij takes a random value from the set {-1, 1}. Therefore ∆
contains random elements of 1 or -1, and due to its arrangement given in (1), the sum of each row and column
is equal to 0. A random multiplier, r is generated to calculate random solution. If XGM represents the TM
obtained by gravity model, then the rest of individual can be calculated as,

X = XGM + r∆ (3.6)

Eq. 3.6 is possible to evaluate with multiple repetition for different values of r for generating multiple in-
dividuals. Since the sum of rows and columns of ∆ is 0, the new individuals satisfy the first and second
constraint.

3.3.2. Selection. Individuals for crossover are selected using the selection operator. For this purpose a
roulette wheel is implemented. Roulette wheel as the name suggest takes inspiration from the game. The
individuals are placed on the wheel as a pie chart structure. The fitter individuals occupy larger space on the
wheel. A fixed pointer is placed on the wheel. When the wheel is spun the individual that the pointer lands
on is selected. The roulette wheel provides a random selection while giving preferences to the better solution.

3.3.3. Crossover. The crossover takes two individuals and exchange information between them to form
new individuals or offspring. Two individuals P and Q are selected as parents where P is the fitter parent and
the generated offspring are C and D. A random gene location with index i and j is selected to apply crossover
as below,

cij = pij + β × (pij − qij)
dij = qij + β × (pij − qij)

(3.7)

where β is a random number in the range of [0, b]. The remaining gene locations in C and D are directly
copied from P and Q respectively. This crossover is known as the heuristic crossover [34]. Other crossovers
like, average, arithmetic, blend etc., are also applicable in this process. The heuristic crossover is suitable here
for finding a new solution closer to the fitter parent and the range of values for child genes are adjustable with
b. The same is shown in Fig. 3.3.
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Fig. 3.3: Crossover operation

3.3.4. Mutation. The Mutation makes random change in gene values. This process is generally used
to prevent the solutions converging to a local optimum point or premature convergence. For an individual P
mutation is performed to produce one offspring C as follows,

cij = α× pij (3.8)

where α is a random number in the range of [0, a]. The gene location with index i and j are randomly selected.
The rest of the gene remain unchanged. Here, the rate of mutation is kept to 0.2.

3.3.5. Constraint Validation. The crossover and mutation when applied to a single gene value leads
to violation in first and second constraints. These violation of constraints are handled using direct method as
explained in [35]. The offspring of crossover and mutation are processed for constraint validation. If x′

ij and
xij denotes the old and updated values for offspring X, the change in gene value is calculated as δ = xij − x′

ij .
Changes are made in X as follows:

xkl =











xkl, if i = k and j = l

xkl +
δ

n+1 , if either i = k or j = l

xkl +
δ

(n+1)2 , otherwise

(3.9)

where k = 1 . . . n and l = 1...n. This maintains the traffic conservation of first two constraints. Constraint 3
is handled by assigning a penalty to the fitness function when constraint is violated.

4. Results and Analysis. The results obtained from Gravity model and the proposed GA for the same
traffic are compared. The traffic is collected from Abilene network available in [31]. The error is calculated
using Root Mean Square Error(RMSE). The RMSE is calculated as follows,

RMSE =

√

1

n
(Xestimated −Xraw)

2
(4.1)

Population size plays an important role in the proposed model. The algorithm is executed for different
population size for the same time instance t = 1 as shown in Figure 4.1. It is observed that above 300, almost
the RMSE is reaching to lowest value. A population size of 300 is taken as the optimal size. Figure 4.2 shows
the comparison of TM values for the proposed GA and Tomogravity proposed in [5]. We observe that the
GA estimation are closer to the real value, which is represented as a diagonal line. The RMSE and average
error comparison is shown in Table 4.2. It is observed that the RMSE value shows good improvement while
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Fig. 4.1: Output of proposed GA with Population size for time instance, t=1.

Table 4.1: Effects of parameters in GA operators.

(a) Effect of α range in mutation.

Value of a Generation number

0.25 417
0.5 344
1 247
2 253
4 280
8 329
16 365

(b) Effect of β range in crossover.

Value of b Generation number

1 678
2 337
4 291
8 240
16 237
32 251
64 287

the average error improvement is lesser. This shows that the proposed GA estimation give higher accuracy for
large traffic flows which contribute more to the entire traffic. The TM estimation for time instances t = 1 to
50 shows that the proposed GA provides improved results over the initial Gravity model and the Tomogravity
results as seen in Figure 4.3.

The effectiveness of mutation and crossover decides the performance of GA. Varying the range of the random
multiplier α and β from the range [0, a] and [0, b] affects the performance of the proposed GA in mutation and
crossover respectively. The optimal value of the proposed GA for different values of a and b are shown in Table
4.1. The proposed algorithm is executed with different values of a and b, and the outcomes are measured in
the number of generation to converge to an optimized solution. For mutation Table 4.1a, a = 1 shows the
best result, obtaining the solution at 247 generations. For crossover Table 4.1b, b = 16 shows the best result,
obtaining the solution at 237 generations.
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Fig. 4.2: Comparison of various TM to raw value for instance t=1.

Table 4.2: Comparison of RMSE and Averrage error TM instance t=1.

Gravity Model Tomogravity GA estimation

RMSE 6.1510× 106 4.7038× 106 4.2787× 106

Average error 3.4572× 106 2.6660× 106 2.7638× 106

5. Conclusion. Traffic matrix calculation for large IP network is a difficult task due to insufficient infor-
mation. In this paper we have proposed a way to improve estimation for traffic matrix. The gravity model
provides a reasonable estimation but can be improved with GA optimization. Higher population size provides
a more diverse population thus allowing for better exploration of the search space. As the TM consist of 144
elements, such a high dimensional search space requires a larger population size. The GA estimation gives rea-
sonable result at population size beyond 100, and as it further increases beyond 300 no significant improvement
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Fig. 4.3: RMSE of Gravity model and proposed GA for different time instances t= 1 to 50 & fixed population
size= 300.

is observed. Our proposed model shows improvement over the gravity model in both RMSE and average error,
while comparison with tomogravity results shows improvement in RMSE value shows better improvement than
the average error. This shows that the propose GA estimation is more sensitive to the larger traffic values which
are more significant to the overall matrix. Overall the proposed model provides improvement for traffic matrix
model and theoretically it can be used with any TM model by replacing the Gravity model for an improved
result.
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A MICROSERVICE DECOMPOSITION METHOD THROUGH USING DISTRIBUTED

REPRESENTATION OF SOURCE CODE

OMAR AL-DEBAGY∗
AND PÉTER MARTINEK

Abstract. This research proposed a novel decomposition method for refactoring monolithic applications into microservices
applications using a neural network model (code2vec) for creating code embeddings from the monolithic application source code. As
a Result, semantically similar code embeddings are clustered through a hierarchical clustering algorithm to produce microservices
candidates to resemble the domain model more efficiently. The quality characteristics of the results were measured using two
metrics for measuring cohesion. These metrics were Cohesion at Message Level (CHM) and Cohesion at Domain Level (CHD).
Also, four applications were used as test cases with different sizes ranging from small to big applications. The proposed method
showed promising results in terms of cohesion when compared to other decomposition methods. The proposed method scored better
scores in 5 out of 8 tests compared to other methods. Also, averaged CHD and CHM results were 0.52 and 0.76, respectively, for
the proposed method, better results when compared to the other methods.

Key words: microservices decomposition, microservices, refactoring
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1. Introduction. Nowadays, the internet requires a more flexible, scalable, and understandable software
architecture. Therefore, many companies and organizations started the process of migration from the monolithic
architecture toward a more suitable architecture that meets the demands of the current market [1]. The current
market requires an architecture flexible enough to face the frequent changes in user demands, and easily scalable
architecture to face the massive number of users [2]. These reasons led many companies and organizations to
adopt the microservices architecture. They chose microservices architecture to have a more scalable, easier to
maintain, and easier to manage applications [3]. Microservices is an architecture of fine-grained services that are
working independently from each other and communicating with each other through lightweight mechanisms to
do the tasks of an application suite. Although microservices provide different advantages to the organization,
but the process of migration introduced multiple issues. One of these issues is how to decompose or refactor
an existing monolithic application into microservices, which are loosely coupled and highly cohesive at the
same time, according to Newman [4]. Multiple researchers have introduced several methods to decompose the
monolithic application [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. These methods include many different
approaches such as static analysis of the application’s code [8, 9, 10, 14], dynamic analysis of the performance
of the applications [11, 12, 15, 16], and analysis of the applications interfaces [7, 17, 13]. These methods
provide assistance for developers to help them in the process of migrating from monolithic applications to the
microservices application. Still, the result of these methods cannot be considered as absolute results. This
research aims to tackle the issue of microservices identification using vector representation of software’s source
code. Hence, this paper proposed a novel approach to decompose monolith application into a microservices
application by using a neural model [22] to represent snippets of code as continuous distributed vectors. The
code of the monolithic application would be converted into vector representation using the provided model, and
then certain classes would be grouped to provide microservices candidates.

Four monolithic applications with different sizes were decomposed using the provided methodology in order
to verify the effectiveness of this approach. These applications were tested in other research papers before, so
they are considered benchmark applications for monolithic applications’ decomposition process. We used two
different metrics to compare the proposed method’s performance with other methods from the literature. Also,
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we utilized other metrics to compare the sizes of the mentioned applications in the test, such as the number
of classes, number of methods, lines of code (LoC), and the number of microservices. The proposed method is
a useful aiding tool for developers in the process of migration from monolithic to a microservices architecture,
which suggests a specific direction for the decomposition process.

The goal of this paper is to investigate the effectiveness of using code embeddings in the process of decompos-
ing monolithic applications into microservices ones. Also, provide a new technique for extracting microservices
from monolithic applications.

The rest of this research is organized as follows: the literature review provides different approaches for
handling microservices decomposition. Then, the methodology section presents the details of the proposed
methodology and how the decomposition method was constructed. After the methodology, there is a section
with the results and the discussion. Finally, a conclusion section highlights future potentials for the method
and other possible implementations.

2. Literature Review. There are several research papers related to microservices identification or de-
composition. These researches provide different types of methods that can be divided into three groups. The
first group is based on the static analysis of the source code of the monolithic application. The second group is
based on the dynamic analysis of the monolithic application. Finally, the third group is using the analysis of
the application program interfaces or application interfaces.

Abdullah et al. [15] created a decomposition method that considers the scalability and performance of
the application and improve its performance after decomposition. Their method used an unsupervised ma-
chine learning approach analysing access logs of monolithic applications. Then, they proposed a method to
automatically assign the type of virtual machines and their resources to the microservices instances on a cloud
architecture. Their method of decomposing a monolithic application based on the application’s performance can
be misleading because it depends on how the application can be used or how the users are using it. Therefore,
the methods based on performance analysis need to have very detailed testing scenarios to work efficiently.

Mazlami et al. [9] proposed a decomposition method for monolithic applications by analysing the version
control repository of the application and converting it into graphs for detecting microservices candidates using
a graph clustering algorithm. Their method consisted of three different extraction strategies, which are Logical
Coupling Strategy, Semantic Coupling Strategy, and Contributor Coupling Strategy. One limitation of the
method is the use of classes without considering methods and their input and output parameters.

Kamimura et al. [8] created a method for extracting microservices candidates from source code using a
clustering algorithm. They tested their method on two different applications, and two developers reviewed
their results. Also, they visualized the provided microservices for the ease of understanding with the Software
Architecture Finder (SArF) map for visualization.

Li et al. [6] proposed a data-flow driven approach for decomposing monolith applications into microservices
candidates. They highlighted how the decomposition process is different between service-oriented architecture
(SOA) and Microservices. First, services in SOA are coarse-grained while in microservices are fine-grained.
Second, the process is bottom-up in SOA and top-down first then bottom-up in microservices. Their method
consists of 4 steps, first analysing requirements of the monolithic application. Second, constructing data flow
diagrams (DFD). Third, compress DFDs into decomposable DFDs. Fourth, propose microservice candidates
through decomposable DFDs.

Furthermore, they used cohesion and coupling metrics to evaluate their results compared to Service Cutter
and API analysis. The issue with this approach is the need for attention to details in order to create a detailed
DFD to make the process of identifying appropriate microservices. Furthermore, they used a relatively small
application for the evaluation.

Taibi and Systa [11] proposed a decomposition method using a data-driven approach based on process
mining by utilizing log files as a data source. Their decomposition method consisted of 6 steps. The first step is
the execution analysis path; the second step is the frequency analysis of the execution path. Removing circular
dependencies is the third step. The fourth step is identifying decomposition options. The fifth step is ranking
the decomposition options based on metrics. Finally, the sixth step is selecting the decomposition option. They
used coupling and the number of classes as metrics for step five. Their evaluation method of depending on the
coupling metric is lacking because their method needs other metrics such as cohesion.
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Table 2.1: Literature Review Summary

Research Input Decomposition Method Year Tested Application

Abdullah et al. [15] Log Files Performance Based 2019 ACME Air
Mazlami et al. [9] Commits Version Control Analysis with Graphs 2017 Multiple
Kamimura et al. [8] Source Code SArF software clustering algorithm 2018 PetClinic
Li et al. [6] Data Flow Diagrams Analyzing DFD 2019 Cargo App
Taibi and Systa [11] Log Files Analysis of the execution paths 2019 Industrial App
Saidani et al. [14] Source Code nondominated sorting genetic algorithm 2019 JPetstore, Spring Blog
Jin et al. [12] Log Files 2018 JPetstore, SpringBlog, JForum, Roller

Nunes et al. [10] Source Code Clustering call graphs 2019
LdoD, Blended
Workflow

Service Cutter [17]
System Specification

Clustering of graphs 2016 Cargo App
Artifacts

Al-Debagy and Martinek [7] API Clustering of Operations 2019 Cargo App, Kanban Board, Money App
Santos and Silva [5] Method Calls Clustering call graphs 2020 LdoD, Blended Workflow, FenixEdu

Saidani et al. [14] introduced a new decomposition method called MSExtractor. They used the source
code of monolithic applications to extract classes and group classes to create microservices candidates. For the
evaluation of their method, they used cohesion and coupling metrics. Furthermore, they are utilized a non-
dominated sorting genetic algorithm to identify microservices from the source code. This research is compared
to the proposed method of this research paper.

Jin et al. [12] proposed a functional oriented decomposition method for microservices applications that
monitor the application dynamic behaviour and clusters execution logs or traces. They proposed some evalu-
ation metrics for cohesion and coupling. The logs are generated using specific test cases, but sometimes these
test cases cannot cover all the business functionalities, which may lead to ignoring some essential classes and
functionalities. The metrics proposed in Jin et al. are used in this paper in order to compare the performance
of the proposed method to other decomposition methods.

Nunes et al. [10] developed a method that converts the source code of a monolithic application into call
graphs. After that, domain entities are identified, and a clustering algorithm will group these entities. This
work has several limitations such as, it is developed for a specific web application framework, and the tool that
creates call graphs does not work correctly with all Java versions.

Service Cutter [17] is a decomposition tool that uses domain models and use cases to extract coupling
information. This coupling information was defined by the authors and was represented as a weighted graph
using Epidemic Label Propagation clustering algorithms.

Al-Debagy and Martinek [7] introduced a decomposition method that relies on the monolithic application’s
API. They used API operation names to identify the microservices through grouping semantically similar
operation names using a hierarchical clustering algorithm.

Santos and Silva [5] proposed a decomposition method that collects graph calls of the monolithic application
and converts them into domain entities. Then a similarity function measures the similarity between two entities,
and a clustering algorithm groups similar entities together to create microservices candidates. Also, they
proposed a complexity metric to verify the validity of the suggested microservices candidates.

Table 2.1 summarizes the methods mentioned in the literature review section 2 and included the applied
types of inputs and the type of decomposition they used.

3. Methodology. Machine learning for code refactoring was used on several other software architectures
before [23, 24, 25]. However, it can be applied in a microservices’ environment as well. This research proposes a
new decomposition method for decomposing monolithic applications into microservices applications as follows.
The approach uses a novel approach for microservice decomposition by using code representation to understand
the similarity within the application classes and cluster semantically similar classes together to create microser-
vices candidates. Clustering semantically similar classes together in order to resemble the domain model more
efficiently.

The proposed machine learning-based method consists of these steps:
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1. extracting the methods and its code from the monolithic application,
2. converting the code to code embeddings or vector representations,
3. aggregating the code embeddings of one class,
4. group together semantically similar classes to obtain microservices candidates.

3.1. Extracting Code Embeddings. Methods are extracted from classes and converted into code em-
beddings using the code2vec [22] model. Code embeddings are snippets of codes characterized as a vector-based
representation for a machine-learning algorithm to understand these snippets of codes.

Embeddings are a mapping of an object represented as vectors. For example, word embeddings are repre-
sentations of a word (or sequence of words) as vectors of real numbers [26]. Word embeddings make it possible
for textual data to work with a mathematical model. Code embeddings have a similar benefit to word embed-
dings; these embeddings can capture the semantics of the source code. These code embeddings can be used for
several tasks such as malware detection, author identification, and refactoring.

3.2. Code Embeddings Model. The proposed method uses the code2vec model created by Alon et al.
[22] to obtain code embeddings or continuous distributed vectors of the extracted methods. Code embeddings
give us the ability to find a similarity between the extracted classes.

Code2vec is a deep representation learning method, which was used for predicting method names. However,
code2vec code embeddings can be used in other tasks as well. Code2vec converts the source code into a set
of Abstract Syntax Tree (AST) paths and sums these paths using an attention mechanism. The attention
technique works by giving more weight for the important AST paths that represent the source code. So, the
vector representation of a function is an aggregation of weighted AST paths. The attention mechanism shows
the important AST paths that need more focus than the other available paths.

AST is represented with branches and leaves similar to a tree. The functional structure of source code
is represented by AST instead of a detailed description of source code. For example, Fig. 3.1 shows an AST
representation of a factorial function. The utilization of AST improve the accuracy and training of a machine
learning model [26].

The goal of code2vec is to generate code embeddings that keep the semantics of the source code. Code2vec
represent the source code as a bag of AST paths; these paths are generated between the leaves of the AST tree.
AST path is a path between two leaves in an AST tree. For example, the coloured paths in Fig. 3.1 are AST
paths. Path-context is a set of three tokens, consisting of two tokens represent the two AST leaves and another
token represent the path between these two leaves. For example, the red path in Fig. 3.1 can be represented
as follows:

{n, T imes ↓MethodCall ↓Minus ↓, n}

The sign ↓ represent the path goring toward the leaves while ↑ represent going toward the root of the AST tree.
For more details and information check the original paper [22]. Fig. 3.2 shows the architecture of code2vec
model with all the processes described earlier.

3.3. Aggregation Method. This step combines the code embeddings of the methods in order to reflect
the representation of the class. Multiple aggregation functions were used, such as mean, sum, maximum,
minimum, standard deviation, and variance. The mean function gave the best results regarding the accuracy
of the clustering function in the next step. Fig. 3.3 shows the process of aggregating multiple code embeddings
into one vector representation using the mean function. Table 3.1 lists all the aggregation methods that we
tested to find the most applicable aggregation method for the proposed decomposition algorithm.

After this step, the aggregated code embeddings are sent to the next step, which is the clustering method,
where it will generate the microservices candidates.

3.4. Clustering Method. Following the conversion of the source code into code embeddings based on
code2vec model and aggregating code embeddings, a clustering method was applied. Related classes are clus-
tered together using the clustering method in order to generate a suitable microservice candidate. The Affinity
Propagation [19] algorithm was chosen for this process because it identifies the sum of clusters minus the neces-
sity to indicate it in advance. Microservices candidates are identified using the previously mentioned methods
combined with the clustering algorithm.
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Fig. 3.1: AST representation of a factorial function

The Affinity Propagation algorithm is based on two concepts that are passing messages between data points
and finding exemplars [19]. Exemplars are the centres of each cluster, which represent the cluster, and each
cluster contains a single exemplar. Also, there are two types of these exchanged messages between the data
points. The first type is exchanged between the data points and the candidate exemplars, and these types of
messages are called (responsibility) messages. They are used to find the strength of the link between the data
points and the exemplars.

The (responsibility) messages are represented by r(i, k) in equation 3.1 implies if point k is fit to be an
exemplar for point i. Responsibilities are exchanged from point i to exemplar to be k:

r(i, k)← s(i, k)− max
k′ s.t. k’ ̸=k

{a(i, k′) + s(i, k′)} (3.1)

The second type checks the suitability of an exemplar in being an exemplar by sending messages from the
exemplar candidates to other data points in the cluster. This type of messages referred to as (availability)
messages. The (availability) represented by a(i, k) in equation 3.2 shows if point i can select point k as an
exemplar. Availabilities are exchanged between exemplar candidate k and data point i starting from k:
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Fig. 3.2: code2vec Model [22]

Table 3.1: Aggregation Methods

Aggregation Method Equation

Mean 1
n

∑n
i=1 xi

Summation
∑n

i=1 xi

Maximum xi : xi ≥ xi, i ̸= j∀i, j ∈ n

Minimum xi : xi ≤ xi, i ̸= j∀i, j ∈ n

Standard Deviation

√

∑

( xi−x )2

(n−1)

Variance

∑

( xi−x )2

(n−1)

a(i, k)← min







0, r(k, k) +
∑

i′ s.t. i′ /∈{i,k}

max {0, r(i′, k)}







(3.2)

Equation 3.3 shows the method of updating self-availability for an exemplar:

a(k, k)←
∑

i′ s.t. i′ ̸=k

max {0, r(i′, k)} (3.3)

Then pairwise similarities are used to identify the similarities between the data points. Also, clusters can
be found by maximizing the total similarity between the exemplars and their data points.

Mezard [20] described the significance and effectiveness of message passing algorithms, even on complex
problems. Thus, Affinity Propagation was used for our research paper for clustering related classes to generate
microservices candidates.

Affinity Propagation algorithm includes three parameters which affect the performance of the clustering
algorithm:
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Fig. 3.3: Mean Aggregation Method

1. The first parameter is damping, which checks the interchange of messages between responsibility and
availability to avoid numerical fluctuations while updating the values of responsibilities and availabilities
[21].

2. The second parameter is the maximum number of iterations.
3. The third one is the number of iterations with no change in the number of estimated clusters that stop

the convergence.

Algorithm 1 shows the steps of the Affinity Propagation algorithm.

Algorithm 1 Affinity Propagation algorithm

1: Input: {s(i, j)}i,j∈{1,...,N} data similarities and preferences
2: Output: cluster assignments ĉ

3: Availability←0
4: repeat a and r updates until convergence
5: r(i, k)← s(i, k)−maxk′s.t.k′ ̸=k{a(i, k

′) + s(i, k′)}

6: a(i, k)← min
{

0, r(k, k) +
∑

i′ s.t. i′ /∈{i,k} max {0, r(i′, k)}
}

7: if k ̸= i then

8: a(k, k)←
∑

i′ s.t. i′ ̸=k max {0, r(i′, k)}
9: end if

10: until convergence
11: Return ĉ = argmaxk [a(i, k) + r(i, k)]

Affinity Propagation groups similar code embeddings together in order to generate microservices candidates.
The proposed microservices candidates are analysed using cohesion metrics in order to be compared with the
results of other decomposition methods.

3.5. Metrics for Evaluating Clustering Method Performance. Silhouette coefficient, precision, re-
call, and f-measure were used to determine the efficiency and the threshold of the clustering method parameters.
Silhouette coefficient s(i) [28] is a validation method for clustered data. It measures the similarity of an object
within its cluster and compares it to other clusters. An object is perfectly matched to its cluster when it gets
a score of 1, and it is incorrectly matched when it gets a score of -1, so s(i) score ranges from -1 to 1. The
silhouette coefficient was used to evaluate the effectiveness of the clustering method with different parameters
setup. The silhouette coefficient is shown in equation 3.4.

s(i) =
b(i)− a(i)

max {a(i), b(i)}
(3.4)

where a(i) is the mean dissimilarity for object i, compared to the other objects in the same cluster. b(i) is the
smallest average distance between i and other data points in different clusters. Also, a grid search was utilized
in order to find the most suitable values for the cluster algorithm parameters.

Besides the silhouette coefficient, precision and recall [29] were used to measure the performance of the
clustering algorithm and its parameters. These metrics measure the efficiency of the information retrieval
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method and how the retrieved results by the method are related to the requested data. Precision is defined as
shown in equation 3.5.

P =
TP

TP + FP
(3.5)

where P is precision, TP represent true positive results, and FP represents false positive results. The recall
definition can be found in equation 3.6.

R =
TP

TP + FN
(3.6)

where FN represents false-negative results. In order to get the harmonic mean of precision and recall, we used
F-Measure (F1) to calculate the average of the precision and recall metrics, where 1 represents the best value,
and 0 is the worst. F1 definition can be found in equation 3.7.

F1 = 2 ∗
P ∗R

P +R
(3.7)

3.6. Evaluation Metrics. For this section, we chose metrics that were used by other researchers, as well.
As a result, the comparison can be suitable with other decomposition methods. These researches [12], [16], and
[14] used these metrics.

The first metric is Cohesion at Message Level (CHM) which uses the average cohesion of microservices
interfaces at the message level. It is a refined version of Lack of Message Level Cohesion by Athanasopoulos et
al. [18]. CHM value can be calculated, as shown in equation 3.8.

CHM =

∑

∑

K

i=1
ni

j=1 CHMj
∑K

i=1 ni

where CHMj =







∑

(k,m)
fsimM(Opk,Opm)

|Ii|∗(|Ii|−1)/2 if |Ii| ̸= 1

1 if |Ii| = 1

fsimM(Opk, Opm) =
(
|resk

∩

resm|

|resk
∪

resm|
+

|pask
∩

pasm|

|pask
∪

pasm|
)

2

(3.8)

ni represents the number of the interfaces of a microservice i. k represents the number of microservices
candidates that were generated from the monolithic application. CHMj measures the cohesion of a microservice
at the message level. Opk and Opm represent the operations that are provided by the interface ”Ii” of a
microservice. The similarity between the output parameters and the input parameters are calculated by the
similarity function fsimM . The higher value of the CHM metric is the better.

The other metric is Cohesion at Domain Level (CHD), which measures the average of the interfaces’
cohesion at the domain level. It is a modified version of Lack of Domain Level Cohesion by Athanasopoulos et
al. [18]. The formal definition of the metric is shown in equation 3.9.

CHD =

∑

∑

K

i=1
ni

j=1 CHDj
∑K

i=1 ni

where CHDj =







∑

(k,m)
fsimD(Opk,Opm)

|Ii|∗(|Ii|−1)/2 if |Ii| ̸= 1

1 if |Ii| = 1

fsimD(Opk, Opm) =
|TOpk

∩

TOpm
|

|TOpk

∪

TOpm
|

(3.9)
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Fig. 3.4: High - Level Representation of the Proposed Algorithm

Table 4.1: Dimensions of the Tested Applications

Application Classes Methods LoC MS numbers

JPetStore 24 290 2059 4
SpringBlog 46 155 1553 6
JForum 335 2702 52,719 8
Roller 153 780 29,154 11

ni represents the number of the interfaces of a microservice i. K represents the number of microservices
candidates that were generated from the monolithic application. fsimD function calculates the similarity of
the operations at the domain level. Opk and Opm represents the domain terms that are extracted from the
operations. The higher value of the CHD metric is the better.

CHM and CHD metrics were introduced by Jin et al. [12]. These metrics are used for measuring the
cohesion at message and domain levels of the microservices through analysing their interfaces.

Fig. 3.4 presents a high-level description of the proposed algorithm, which starts with obtaining the methods
code snippets from the monolithic application source code. Then these codes are converted to code embeddings
using the code2vec model. Furthermore, aggregate the methods code embeddings using the mean function to
represent the code of each class of the related methods. Finally, microservices candidates are generated through
clustering related class files using a hierarchical clustering algorithm.

4. Experiments and Results. The setup of the experiment consists of testing four applications to
compare the performance of the proposed method against other methods in the literature. The first application
is JPetStore1 is a pet store commercial website written in JAVA, and it is a monolithic web application consists
of 24 classes. Also, it is the smallest application in the experiment setup. The second application is SpringBlog2,
which is a blogging website that is written in JAVA consists of 46 classes. The third application is JForum3,
which is a messaging boards application consisting of 335 classes. The last application is Apache Roller4,
which is a monolithic application that allows multiple users to create blog sites and posts. The sizes of these
applications range from small to big applications with different class numbers, method numbers, and lines of
codes. See a detailed comparison of the tested applications in Table 4.1.

1https://github.com/mybatis/jpetstore-6
2https://github.com/Raysmond/SpringBlog
3https://sourceforge.net/projects/jforum2/
4https://github.com/apache/roller
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Table 4.2: Aggregation Methods Accuracy Comparison

Aggregation Method Accuracy Precision Recall F1 Silhouette coefficient

Mean 0.70 0.58 0.46 0.49 0.47
Sum 0.07 0.07 0.008 0.015 N/A
Maximum 0.15 0.33 0.10 0.14 0.27
Minimum 0.15 0.33 0.10 0.14 0.23
Median 0.23 0.56 0.27 0.30 0.17
Standard deviation 0.15 0.05 0.33 0.09 N/A
Variance 0.15 0.05 0.33 0.09 N/A

Table 4.3: JPetStore Metrics Scores

Application Metrics Jin et al Our Method

JPetStore
CHD 0.52 0.52
CHM 0.78 0.82

4.1. Aggregation Method. Several aggregation methods were tested to find the most effective method
for the proposed algorithm. These methods are mean, sum, standard deviation, variance, maximum, and
minimum. The setup for the experiment consisted of comparing the accuracy, precision, and recall of the
clustering results against the optimal microservices design of Spring Pet Clinic5, which have the monolithic
application and the microservices design6 as well. The results of the experiment are shown in Table 4.2. Thus,
the mean function is the most suitable aggregation method for this experiment because it has the highest scores
for accuracy, precision, and recall.

4.2. Clustering Method Parameters. The parameters for refining the performance of the Affinity
Propagation algorithm are damping, the maximum number of iterations, and convergence iterations, the values
for these parameters were 0.8, 500, and 50, respectively. These values were found using the gird search technique
with different setups, configurations, and tests against the monolithic application Spring Pet Clinic which was
mentioned previously. The results for these tests are displayed in Table 4.2. The tests were compared using
the silhouette coefficient score.

4.3. Decomposition Results. After conducting the previous experiments and tests to find the most
optimal aggregation method and the most efficient parameter values, it is the turn of displaying the results of
the proposed decomposition methodology. As was mentioned before in Section 4, the decomposition method
was tested with four different applications (listed in Table 4.1.)

The first application is JPetStore, which was tested by Jin et al. [12] and Saidani et al. [14]. JPetStore
application was compared with Jin et al. approach in detail. For example, Fig. 4.1 shows a comparison between
the decomposition results of our approach and their approach. Our approach generated four microservices while
Jin et al. approach gave three microservices. Fig. 4.1 displays the microservices and their related classes.

For the cohesion side of the comparison, both of the approaches have similar results, but our approach
has a slightly better score for CHM . These results in Table 4.3 are concerning the results of only JPetStore
application because the decomposition results for JPetStore were described thoroughly in the research of Jin
et al. [12].

The results for the comparison of the proposed method and the other methods using the additional three
applications are available in Table 4.4.

5https://github.com/spring-projects/spring-petclinic
6https://github.com/spring-petclinic/spring-petclinic-microservices
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Fig. 4.1: JPetStore Results

Table 4.4: Decomposition Results

Application Metrics Jin et al Saidani et al. Our Method

JPetStore
CHD 0.52 0.65 0.52
CHM 0.78 0.55 0.82

SpringBlog
CHD 0.55 0.67 0.50
CHM 0.68 0.75 0.73

JForum
CHD 0.45 0.15 0.52
CHM 0.70 0.51 0.73

Roller
CHD 0.52 0.38 0.53
CHM 0.72 0.78 0.76

The second application is SpringBlog, which consists of 46 classes. The results in Table 4.4 suggest that our
approach have a better performance in term of CHM metric compared to the other decomposition methods,
but our approach has a less cohesive score, based on the CHD score, compared to the other approaches.

For the JForum application, the proposed method performed the best in terms of cohesion at the message
and domain level, as it is shown in Table 4.4. It scored better scores in both CHD and CHM compared to Jin
et al. and Saidani et al. methods. Therefore, this means the proposed method creates better decomposition
results in terms of cohesion.

The final application is Apache Roller, where our approach had slightly improved results in term of CHD,
while had a good result for CHM metrics. These results show that the proposed method can handle big
applications such as JForm and Apache Roller without any issues.

The overall results for tested applications suggest that our approach has some advantages in terms of
cohesion in the middle and high range applications. For example, Table 4.4 shows that most of the better and
good metrics values were related to our approach, except in the small tier application such as JPetStore. Our
approach scored the best results in five test experiments out of 8, while Saidani et al. method scored 3 out of
8, and Jin et al. scored 0. These results show that all the methods have good results, but the proposed method
had better ones when compared with the other methods. The proposed method showed better performance in
terms of cohesion, which is one of the essential requirements for a good microservices application design because
microservices applications need to be loosely coupled and cohesive, according to Newman [4].

Fig. 4.2 shows an interpretation of the results that are shown in Table 4.4. Fig. 4.2 shows that our method
is performing similar to Jin et al. [12] but in 4 cases has better performance. Also, the results of Saidani et al.
[14] fluctuates between 0.1 and 0.8, while the results of the proposed method are between 0.5 and 0.8. Therefore,
this means the proposed method has a more stable approach when compared to Saidani et al. approach.
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Fig. 4.2: Metrics Results Comparing the Performance of the Decomposition Methods

Table 4.5: Average Results of CHD and CHM Metrics

Metrics Jin et al Saidani et al. Our Method

CHD Average 0.51 0.46 0.52
CHM Average 0.72 0.65 0.76

The overall results showed that the proposed decomposition method is better performing compared to Jin
et al. and Saidani et al. methods. For example, our method had better results in 5 out of 8 metrics scores,
Saidani et al. had 3, and Jin et al. ’s method performed the worst when compared to the other methods. In
another interpretation of the results, Table 4.5 presents the averaged results of Table 4.4, which shows that the
results of Jin et al. are better on average compared to Saidani et al., but our proposed method has the best
results in this case as well.

5. Conclusion. This paper proposed a novel decomposition method for refactoring monolithic applications
into microservices applications using a neural network based model for creating code embeddings from the
monolithic application source code. As a Result, semantically similar code embeddings are grouped using a
hierarchical clustering algorithm in order to generate microservices candidates. The quality characteristics of
the results were measured using two metrics for measuring cohesion.

The proposed method showed promising results in terms of cohesion when compared to other decomposition
methods. The results were compared with two other methods proposed by Jin et al. [12] and Saidani et al.
[14], 8 test cases were conducted, and the proposed method got the highest scores in 5 of them.

In conclusion, the proposed method can be a helpful add-on for developers in the process of migration
from monolithic architecture into microservices architecture. This method will give the developers insights and
directions on the path and the design that the developers need to take in order to achieve a good microservices
design.

For future work, this method can be developed further and can be tested with other programming languages
such as Python, C, C++, et al. The tested cases of this research were all written in JAVA, and the proposed
method is only capable of handling code written in that programming language. Also, the neural network-based
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model can be trained on the source codes of the microservices application to achieve more precise results.
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A NOVEL SENTIMENT ANALYSIS FOR AMAZON DATA
WITH TSA BASED FEATURE SELECTION

ANAND JOSEPH DANIEL D.∗AND JANAKI MEENA M.†

Abstract. Sentiment analysis of online product reviews has become a mainstream way for businesses on e-commerce platforms
to promote their products and improve user satisfaction. Hence, it is necessary to construct an automatic sentiment analyser
for automatic identification of sentiment polarity of the online product reviews. Traditional lexicon-based approaches used for
sentiment analysis suffered from several accuracy issues while machine learning techniques require labelled training data. This paper
introduces a hybrid sentiment analysis framework to bond the gap between both machine learning and lexicon-based approaches.
A novel tunicate swarm algorithm (TSA) based feature reduction is integrated with the proposed hybrid method to solve the
scalability issue that arises due to a large feature set. It reduces the feature set size to 43% without changing the accuracy
(93%). Besides, it improves the scalability, reduces the computation time and enhances the overall performance of the proposed
framework. From experimental analysis, it can be observed that TSA outperforms existing feature selection techniques such as
particle swarm optimization and genetic algorithm. Moreover, the proposed approach is analysed with performance metrics such
as recall, precision, F1-score, feature size and computation time.

Key words: Tunicate Swarm Algorithm, Feature optimization, sentiment analysis, classifier, machine learning.
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1. Introduction. The enormous growth of social networks including blogs, forum discussions and e-
commerce sites are used among people to share their opinion about online products, services or any topics.
These online reviews can be used by many organizations to enhance customer satisfaction, to improve product
quality and identify the aspects of products to be upgraded. It also helps to make better-informed decisions
towards user interest and preference thereby generating more profits. For example, Amazon collects customer
reviews about the products or services. Similarly, social networks like Twitter and Facebook allow their users
to share their opinions on any topic like events, elections, products or services. These opinions are useful to
manufacturers as well as customers [1]. The manufacturers collect the negative reviews from the customers and
rectify them to increase the sales. This kind of analysis is usually called as sentiment analysis (SA) termed
as the computational opinion study for several events, topics, products, entities and their qualities. Hence, it
is necessary to construct a sentiment analyser for the classification of product data into negative or positive
sentiments and for automatic identification of product aspect sentiments from the review documents.

Based on the mechanisms used, SA is mainly classified under three forms like machine learning (ML),
lexicon-based and hybrid [2]. In ML-based approaches, various learning algorithms and labelled datasets are
utilized to train the classifier for identifying the sentiments [3]. In lexicon-based approaches, the sentiment
polarity of the dataset is calculated through the semantic orientation of words [4]. It will classify the texts
using unlabelled training set where the lexicons are defined independently of the text; so that overfitting at any
instance can be prevented [28]. It showed robust performance across texts and domains and can be applied to
perform SA on multiple domain datasets [6]. Though this approach posses more merits, the need for manual
maintenance and less accuracy becomes a major disadvantage. Moreover, it could not identify abbreviations
in a non-standard form which are mainly used in posts due to limited coverage on informal texts [7]. On
the other hand, the ML approach is very suitable for informal text and unstructured content. It provides
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more flexibility and hence eliminates predefined lexicons. Although ML approach performs well, it requires a
manually annotated training dataset [8]. As a result, hybrid methods are introduced to bridge the gap between
ML and lexicon-based approaches [9]. In this paper, valence aware dictionary for sentiment reasoning (VADER)
is utilized for lexicon-based approaches and linear support vector machine (LSVM) classifier is utilized for ML
approaches.

Since high-quality word embeddings can be obtained from Glove [10] and fastText [11] models, the proposed
work utilizes these models to get initial word embeddings. However, including all the possible features will
grow the feature size that would not fit in the memory and cause scalability problem. An approach with
better scalability will be able to maintain its performance even with larger datasets. This is usually achieved by
adopting suitable feature selection methods [12]. The main aim of feature selection is to generate a well-selected
subset of feature that can improve the performance of classifier with better scalability and minimize the time cost
simultaneously. Conversely, feature selection through optimization algorithms can automatically select features
without manual intervention and eliminate large quantity of unnecessary features without compromising the
accuracy.

Conventional feature selection techniques based on concepts like data pick up, shared data and Chi-square
are better in reducing the redundant features but have less accuracy. Furthermore, the unwanted features create
a non-polynomial hard issue which reduces the system efficiency on selection [13]. Therefore, the attention is
now been shifted to intelligent algorithms to enhance classification and to solve the scalability issues. These
intelligent algorithms are nature-inspired algorithms that are effective for solving complex problems during
classification [14]. It reduces any kind of problems related to accuracy, rate of misclassification and error.
Particle swarm optimization (PSO) [15] and genetic algorithm (GA) [16] are two traditional algorithms employed
to resolve many complex problems. PSO is influenced by two notable drawbacks such as diversity loss and
outdated memory [17]. This can be overcome with a novel nature-inspired algorithm called tunicate swarm
algorithm (TSA) [18]. It is effective with redundant data and selects the appropriate features within least
execution time.

The main aim of this paper is to propose a hybrid SA method by combining lexicon-based and ML ap-
proaches. The data is initially labelled by using VADER sentiment lexicon and the labelled data input to ML
classifier. Feature selection is carried out with novel tunicate swarm algorithm. Experiments are performed to
show the performance of proposed method with Amazon product reviews from four categories such as Elec-
tronics, Toys, Furniture and Camera. The performance is evaluated in terms of metrics such as F1 score, recall,
precision and accuracy. Moreover, the computation time comparison of proposed TSA based feature selection
with existing methods like GA and PSO is also provided. The experimental results of the proposed method
with Amazon dataset shows best classification performance in each test data while adapting more training data.
The rest of this paper is arranged as follows. Section 2 details the related works in the area of hybrid SA and
optimized feature selection. Section 3 explains the proposed methodology. Experiments are provided in Sect.
4. In Sect. 5, the results of experiments are discussed. Section 6 concludes this paper with future work.

2. Related Works. In this section, the related works carried out in the area of lexicon-based approach,
ML based approach and hybrid approach with feature selection are discussed.

2.1. Hybrid Sentiment Analysis. The lexicon-based sentiment analysis methods are widely classified
into two approaches: (i) dictionary based and (ii) corpus based [19]. In dictionary-based approach, the words
with their polarity scores are utilized for sentiment analysis. In corpus-based approach, positive and negative
set of words together with their probability of sentiment is utilized. VADER is a lexicon as well as rule-based
SA framework that performs equally or better when compared to existing SA lexicons [20]. Anton and Martin
[21] applied the VADER sentiment lexicon with support vector machine (SVM) to classify the sentiments of
customer response. Their method is effective with mean AUC of 0.896 and F1 score of 0.834. Tanjim et al.
[22] proposed a supervised learning method for SA. Five various ML methods are utilized by them to train
the classifier for Amazon product reviews and attained classification accuracy up to 94.02%. When comparing
different ML classifiers, LSVM shows the best performance closely followed by random forest (RF). A similar
comparison is presented in the proposed work for classifier performance evaluation and accurate measurement.

In lexicon-based methods, the polarities and frequencies of the negative and positive words are examined
to get the sentiment of analysed text using a predefined dictionary of words [23]. In ML based approach,
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features are generated from the text and used by different learning algorithms to predict a label. A hybrid
approach is necessary to eliminate the disadvantages and to combine the merits of each methodology. The
hybrid classifier is designed by using ML and lexicon-based methods to classify the documents and to improve
the sentiment classification. Term polarities from lexicons are utilized as extra features to train ML classifiers in
hybrid approaches [23]. Combination of these methods helps to improve the result of classifier. Xia. et al. [24]
presented a hybrid approach with the combination of both ML and lexicon-based methods for SA. Kang et al.
[25] introduced a combination of naive bayes (NB) and lexicon-based method for SA of reviews of restaurant.
Govindrajan [26] implemented classification-based hybrid SA approach with arcing classifier. The performance
of both NB and GA ensemble classifiers are analysed in terms of accuracy. Geetika et al. [27] presented set of
approaches to ML with lexical analysis for the product reviews and sentence classification.

A hybrid SA technique on Facebook to automatically analyse sentiments of online product reviews has
been proposed by Ortigosa et al. [28]. Zou et al. [29] introduced a method for finding imbalanced threshold
classification. Agrawal and Nandi [30] proposed a layered hybrid method for SA. It has two layers where the
primary layer is based on the lexicon-based method and the secondary layer is based on the ML method.
Rajganesh et al. [31] introduced a hybrid method for SA of feedback-based recommendation system. A hybrid
method has been implemented for SA of product reviews from Amazon [32] . In [33], a hybrid SA approach
has been introduced by integrating both ML and polarity-based lexicon methods. But these existing works did
not employ any optimization algorithms in the feature selection task to improve the scalability and accuracy
of hybrid SA.

2.2. Optimized Feature Selection in SA. Feature selection in sentiment analysis plays a vital role
in system accuracy enhancement. Many studies have been done in text classification domain with optimized
feature selection. Bio-inspired algorithms have an incredible ability in solving different optimization problems
[34]. Kalarani et al. [35] proposed the firefly algorithm (FA) for feature reduction with SVM and ANN classifier
to classify the sentiments of movie reviews. The experimental outcomes displayed an improved accuracy with
reduced training time. Kristiyanti et al. [36] implemented three algorithms called principal component analysis
(PCA), PSO and GA based feature reduction with SVM classifier. The accuracy of SVM classifier has been
enhanced with these three algorithms. They used Amazon products’ reviews for classification. When compared
with GA and PCA, PSO algorithm showed higher accuracy for classification.

Farkhund et al. [1] introduced a novel GA based feature selection technique to enhance the scalability
issue that happens when the feature-set size increases in the SA. A hybrid SA approach with reviews from
IMDB, Yelp and Amazon is utilized. The performance is analysed in terms of recall, accuracy, precision,
F1 score and six different classifier algorithms. The results proved that GA based feature selection approach
obtains higher accuracy than LSA (Latent semantic analysis) and PCA methods. In the proposed work, a
hybrid framework is utilized for SA with novel TSA based optimal feature selection for testing ML classifiers.
In sentiment classification, PSO with SVM classifier is the most commonly used approach among researchers
followed by ant colony optimization (ACO) [34]. But PSO based optimization has some disadvantages such as
the need for multi-objective optimization, fine-tuning of parameters value and poor performance for datasets
of multi-domain [37].

This paper proposes a novel TSA based feature reduction in SA. The proposed feature selection approach
is encouraged by swarm and jet propulsion behaviours of tunicates throughout the foraging and navigation
process [18]. TSA can reduce local optima problem and deliver fast convergence speed by providing better
performance in exploration and exploitation stages. Furthermore, it has the capability to keep the stability
between exploitation and exploration by searching the large space to get the best global solution. Thus, TSA
will be a better solution for feature selection tasks to overcome

3. Proposed Methodology. This section explains the hybrid SA with TSA based optimized feature
selection approach. The proposed methodology with VADER sentiment lexicon and ML classifiers is detailed.
Then TSA based optimized feature selection is explained

3.1. Hybrid SA with Optimized Feature Selection Approach. This hybrid method includes lexicon-
based dictionary for training the ML classifier and bag-of-words as features for testing the ML classifier with
TSA based feature selection. A complete framework of proposed work is displayed in Fig. 3.1.
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Fig. 3.1: Block diagram of proposed hybrid SA methodology

In the proposed method, the Amazon product data is utilized for SA. Initially, the dataset is pre-processed
to eliminate unnecessary data. VADER sentiment lexicon is performed to label the pre-processed data. The
feature vectors are generated for labelled training data using Glove and fastText word embeddings. If all
the feature vectors are directed to the ML classifier, scalability issue may arise because these vectors contain
80% of the input data. As the dataset size grows bigger, this problem worsens. To minimize this problem,
an efficient TSA based feature selection process is introduced in this paper. In this method, each feature
vector is modelled on TSA for several hundred generations. TSA simulation is run to find the optimal feature
vectors to give improved accuracy for SA. These selected features are utilized to train the ML based classifiers.
Linear Support Vector machine, Decision Tree (DT), Naïve Bayes and k-Nearest Neighbours (KNN) are the
ML classifiers utilized for classification in this proposed work. The description of these classifiers is given below.
Manually labeled dataset is utilized to validate the performance of proposed hybrid SA model.

LSVM. SVM is one of the most used supervised learning techniques which can perform regression, and
classification. However, SVM is widely utilized for classification in ML. SVM can handle simple and complex
datasets with higher accuracy than other algorithms. In classification, SVM transforms the data points and
find hyperplane with maximum margin from multiple decision boundaries to classify the data points in n-
dimensional space using the kernel trick technique. The polynomial, linear or Gaussian RBF kernel can be
utilized to minimize the computational complexity related to the prediction of new data point. Training an
SVM with a linear kernel is quicker than with any other kernel. NB: It is also a supervised learning technique
mainly utilized in text classification. NB classifiers are based on the Bayes’ theorem and occurrence of a
particular feature is independent of occurrence of other features. It is a probabilistic based machine learning
model that predicts based on the probability of each feature. NB is capable of handle high dimensional complex
datasets.

KNN. It is also one of the simplest supervised learning techniques that is utilized for both regression and
classification. To classify new data this algorithm assumes the similarity between training data and new data.
Then classifies the data based on the similarity. The data is assigned to the category for which the similarity is
maximum. To assume the similarity, the distance between training data and testing data is measured by using
Euclidean distance. The number of nearest neighbours is calculated for test data. The category of new data is
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Fig. 3.2: Block diagram of proposed hybrid SA methodology

selected for which data have a greater number of nearest neighbours.
DT. It is also a supervised learning technique that can be utilized to perform both regression and classifica-

tion. DT utilizes tree structure to classify the data based on given conditions in which root node represents the
whole training dataset, decision rules such as Boolean function are represented as branches and output class
label is represented by each leaf node. The DT algorithm starts with root node which contains whole dataset.
The best attributes are selected using the Attribute Selection Measure. The decision node is created with best
attributes. This process is repeated until finding the leaf node for all branches.

3.2. Feature Selection using TSA. When using a larger dataset, scalability issue arises as the increase
in the feature vector size. This issue can be eliminated with feature vector optimization by minimizing its
size when keeping the accuracy without reduction. This problem is framed in this section and its solution is
proposed by utilizing TSA approach.

3.2.1. Problem formulation. If we include all the possible features in the testing set, then the increase
in the size of datasets will create larger feature size that creates scalability problem. Thus, to eliminate this
problem, the feature selection optimization technique is required. An optimization problem is the minimum
number of selection of features from the feature-set of large size. As discussed before, the TSA has more merits
such as achieving optimized fitness value and early convergence compared to other optimization algorithms like
PSO and GA. Also, this optimization algorithm does not need labelled dataset for sentiment classification.

3.2.2. Mathematical model and optimization. From the training data, the feature vectors are ex-
tracted and the optimal feature subset is selected by using TSA approach. Fig. 3.2 shows the flow chart of the
proposed TSA based feature selection approach.

In the proposed approach, the optimal feature subset is selected according to the position of best features
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(
−→
FS). The features are initialized as the tunicate population (

−→
Pp). The features can keep its position towards the

best feature. The best feature is explored after the computation of fitness value of each feature. In the proposed
approach, the feature subset having minimum error rate in prediction of sentiment polarity is considered as the
best feature. The fitness value is calculated using Eq. 3.1.

fitness = min(1− accuracy)(3.1)

Here, accuracy in the prediction of sentiment polarity is considered to calculate the error rate. Algorithm
3.1 explains the fitness function calculation.

Algorithm 1: Fitness calculation

Procedure Compute Fitness (
−→
Pp)

for i← 1toN do

Fit [i] = FitnessFunction (Pp)(
−→
i , :))

Fitbest ← Best(Fit[]);
return Fitbest

Procedure Procedure Best (Fit)
Best ← Fit[0];
for i← 1toN do

if (Fit[i] < Best) then
Best← Fit[i]

return Best

The position of best feature
−−−→
(FS) is explored after the computation of fitness value.

−−−→
(PD) is defined as the

distance between the features and the position of best feature. It can be determined using Eq. 3.2.

−−−→
(PD) = |

−−−→
(FS)− rand.

−−−−−→
(Pp(x))|(3.2)

where x represents the present iteration, (rand) represents a random number in the range between 0 and 1.

(
−→
A ) is calculated using Eqs. 3.3, 3.4 and 3.5.

−→
A =

−→
G
−→
M

(3.3)

−→
G = c2 + c3 −

−→
F(3.4)

−→
F = 2.c1(3.5)

Here
−→
G represents the force of gravity and

−→
F represents water flow advection in deep ocean [17]. c1, c2andc3

are random number variables between the range [0, 1].
−→
M shows the tunicates social forces.

−→
M is calculated as

shown in Eq. 3.6.

−→
M = ⌊Pmin + c1.Pmax − Pmin⌋(3.6)

where Pmin and Pmax shows the initial and secondary speeds to create social interaction. Pmin and Pmax values

are considered as 1 and 4 respectively.
−−−−−→
(Pp(x)) is the position of feature which is calculated using Eq. 3.7.

−−−→
Pp(x) =

{−→
FS +

−→
A.
−−→
PD, if rand ≥ 0.5

−→
FS −

−→
A.
−−→
PD, if rand < 0.5

(3.7)
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The position of each features
−−−→
Pp(x) is updated according to the position of best feature

−→
FS using Eq. 3.8.

−−−−−−→
Pp(x+ 1) =

−−−→
Pp(x) +

−−−−−−→
Pp(x+ 1)

2 + c1
(3.8)

The updated features going beyond the optimal feature size are adjusted. The fitness value is calculated for
the updated position of features. (

−→
Pp) is updated till a solution is found better than the prior optimal solution.

This process is repeated until the satisfied stopping criterion is obtained. Thus, the best optimal feature subset
is obtained from the OBL-TSA based feature selection process. Algorithm 3.2 explains the optimal feature
subset selection with OBL-TSA based feature selection process.

Algorithm 2: Feature selection with Tunicate Swarm Algorithm

input : Feature set as tunicate population
−→
Pp, N dimension of features.

output: Position of optimal best features
−→
FS

Procedure Procedure TSA_feature_selection
//Initialization;

Initialize population
−→
Pp;

Initialize the parameters
−→
A,
−→
G,
−→
F ,
−→
M, and Maxiter;

Set
−→
Pp ← 0, Pmin← 1, Pmax←4;

while x < Maxiter do
//Compute fitness;

Calculate position of best features
−→
FS using Eq. 3.1;

−→
FS ← ComputeF itness(

−→
Pp) using;

// Jet propulsion and swarm behaviour;
c1, c2, c3, rand ← Rand();

Determine
−−→
PD using Eq. 3.2,3.3,3.4,3.5 and 3.6.;

Calculate the position of features
−−−→
Pp(x) using Eq. 3.7;

Update the position of features using Eq. 3.8;

return
−→
FS

4. Experiments. This section details which dataset used in this work, how dataset is prepared for SA by
removing the redundant data and also explains how to evaluate the proposed model for SA tasks.

4.1. Dataset. The dataset utilized for this experiment is Amazon product reviews from four categories
such as Electronics, Toys, Furniture and Camera. It consists of approximately 48,500 product reviews extracted
from Amazon.com (https : //s3.amazonaws.com/amazon − reviews − pds/tsv/index.txt). The dataset after
manual data cleaning process has been taken for analysis. This contains 1000 positive reviews and 1000 negative
reviews for each category. Each review has information with rating (0–5 stars), reviewer location and name,
review date and title, product name and the review text. The dataset was unlabelled and labelled manually
while using as testing data. For that purpose, the ratings of product reviews have been divided into two
categories, reviews with ratings >3 labelled as positive and the reviews with rating <3 labelled as negative.
These reviews go through data cleaning and pre-processing before given as input to ML classifier because of its
unstructured format.

4.2. Data Pre-Processing and Cleaning. In this section, product reviews after manual processing are
kept in the memory for pre-processing and cleaning. Pre-processing of data removes unwanted data including
web addresses, URLs and online links. This module also includes tokenization and case conversion.

• Removal of unwanted data. This step removes unwanted non-characters consisting of URLs, symbols,
web addresses, digits and online links from the review.
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Table 5.1: Model Parameters

Algorithm Parameters Values
PSO Weight 0.2

Constant 2
GA Rate of Crossover 0.8

Rate of Mutation 0.01
Proposed TSA Pmin 1

Pmax 4

• Removal of stop words. Most of the more regularly used stop words in English are “an”, “of”, “a”,
“you”, “the”, “and”, etc. These are some words that do not have any meaning. So, these words are
generally ignored to improve the accuracy of SA. These words are collected together and removed from
the dataset.
• Tokenization. In this process, the sequence of strings is separated into individuals such as keywords,

words, symbols, phrases and tokens based on the space of separation. Further, punctuation marks are
discarded in this process.
• Case conversion. All the reviews should be converted to lower case because it must be in same case to

process. At last, a string of meaningful words is obtained.

4.3. Performance Metrics. In this paper, four performance measures were utilized for the performance
evaluation of proposed approach: precision, accuracy, recall and F1 score. The performance measures are given
as follows.

• True Positives. It is the count of positive comments classified correctly.
• False Positives. It is the count of negative comments classified wrongly.
• True Negatives. It is the count of negative comments classified correctly.
• False Negatives. It is the count of positive comments classified wrongly.
• Accuracy. It is the ratio between the correctly classified comments and the total number of comments

as shown in Eq. 4.1.

accuracy = TP + TN/TP + TN + FP + FN(4.1)

• Precision. It is the ratio of properly classified positive comments over the total number of positive
classified comments as shown in Eq. 4.2.

precision = TP/TP + FP(4.2)

• Recall. It is the ratio of properly classified positive comments over all comments actually belonging to
that class as shown in Eq. 4.3.

recall = TP/TP + FN(4.3)

• F1-Score. It is the weighted average of recall and precision as shown in Eq. 4.4.

F1 = 2 ∗ precision ∗ recall/precision+ recall(4.4)

5. Parameter Settings. The experiments are performed on a HP laptop with Windows 10 operating
system, Intel Core i3 processor having 2.3 GHz frequency, 4GB of RAM. The software used for evaluation
of the proposed framework is MATLAB R2020a. The model parameters used to validate the performance of
various optimization techniques in SA oriented feature selection domain and general feature selection domain
is given in Table 5.1.
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Table 6.1: Performance measures comparison of different classifiers in sentiment analysis

Classifier Accuracy Precision Recall F1 score Computation Time (sec)
LSVM 93 94.3 97.6 96 22

NB 85 89.7 94.3 92 28
DT 82 88.8 88.4 88.6 32

KNN 87 92.9 96.5 94.7 25

Table 6.2: Performance measures comparison of VADER lexicon model

Products Accuracy Precision Recall F1 score
Furniture 68 71.3 65.3 68.3

Toys 62 63.5 56.8 59.9
Electronics 63 65.3 57.7 61.5

Camera 59 61 58.4 59.7

6. Experiment Results and Discussion. The experiment results and discussion are given in this sec-
tion. The performance of the proposed SA approach is evaluated using four different ML based classifiers:
LSVM, NB, DT and KNN. The accuracy, recall, precision and F1 score are used as performance measures for
classifiers.

6.1. Performance Comparison of ML classifiers. The comparison of four various ML classifiers in
the proposed hybrid SA approach is performed by applying TSA and non-TSA enhanced features. The same
tests are performed for the reviews of four different products that have been discussed previously.

Table 6.1 shows the accuracy, precision, recall and F1 score comparison for four different classifiers. These
results are taken for SA of Furniture dataset. The accuracy of LSVM is higher than other classifiers. It has
achieved more than 90% accuracy which lies below 90% for remaining classifiers. The precision rate of all the
classifiers are observed to be more than 85%. However, precision rate of LSVM is comparatively higher than
other classifiers. The recall measure and F1-score of all classifiers except DT attained more than 90%. The
recall rate is 1% higher for LSVM compared to KNN approach. Likewise, F1-score is slightly better for LSVM
in comparison to both NB and KNN. When considering computation time, LSVM takes less time than other
classifiers. From these results, it can be observed that total performance of LSVM classifier is better than other
classifiers. In the proposed work, LSVM classifier is used for classification of other datasets since it proves best
accuracy than other classifiers.

6.2. Comparison of three different SA approaches. Three SA approaches are implemented in the
proposed SA framework. Table 6.2 shows the performance comparison for VADER sentiment lexicon model.
The accuracy of all datasets except Camera dataset attained more than 60% . The accuracy of Furniture
dataset achieved 68% which lies below 65% for other datasets. In terms of precision, the Furniture dataset has
the maximum precision of 71.3%. Similarly, the F1 score of Furniture dataset is comparatively higher than
other datasets. The Recall rate is 65.3% for Furniture dataset.

Table 6.3 shows the performance measures comparison of ML approach for LSVM classifier with TSA based
feature selection approach. The fastText and Glove word embedding model is utilized to create feature vectors.
From Table 4, it can be observed that Camera dataset has the maximum accuracy than other datasets. The
precision rate of Furniture dataset is comparatively higher than other datasets. In terms of Recall, Camera
dataset shows a higher recall than Electronics dataset. The F1 score of all datasets was observed to be more
than 70%. The F1score is slightly better for Camera dataset in comparison to Electronics dataset.

Table 6.4 shows the results of the proposed model with TSA and without TSA. LSVM classifier is utilized
to classify the Amazon product data as it shows better results. From Table 5, it can be observed that the
accuracy of TSA and non- TSA based approaches for Furniture dataset achieved maximum accuracy than
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Table 6.3: Performance measures comparison of ML approach with LSVM classifier

Products Accuracy Precision Recall F1 score
Furniture 79 81.8 62 71.9

Toys 74 75.2 71.6 73.4
Electronics 78 78 78.8 78.4

Camera 85 70.2 87.2 78.7.7

Table 6.4: Performance measures comparison of proposed hybrid model with TSA and without TSA on Amazon
data

With TSA Without TSA
Products Accu

racy
Preci
sion

Recall F1
score

Accu
racy

Preci
sion

Recall F1
score

Furniture 93 94.4 97.6 96 91 93.9 97.3 95.6
Toys 86 92.5 95.3 93.9 84 89.8 91.6 90.7
Electronics 89 93 96.2 94.6 88 89.3 95.1 92.2
Camera 85 87.5 93.1 90.3 82 85.4 92.8 89.1

other datasets. The precision rate of all datasets achieved above 90% except Camera dataset for both TSA and
non- TSA optimization. The Recall and F1 score is more than 90% for all datasets with TSA optimization.
Without TSA optimization, the Recall rate is above 90% for all datasets. Likewise, F1 score is above 90%
for all datasets except Camera dataset without TSA optimization. These results show that the performance
measures of TSA based optimized feature selection is almost similar to non-TSA based technique with reduced
feature size. Thus, TSA based optimal feature selection reduces the scalability problem and computation time
than non- TSA based approaches. Thus, Tables 3, 4 and 5 shows that the proposed hybrid SA approach with
TSA based feature selection outperforms VADER lexicon and ML-based approaches.

6.3. Feature size comparison of TSA based ML approach. Feature size comparison is performed
to show that TSA based feature selection improves the scalability by reducing the feature size while keeping
the same accuracy as non-TSA based SA.

Figure 6.1 shows the feature size before and after SA optimization on selection of features. For Electronics
dataset, the size of features before employing TSA is 3295. After employing TSA, the feature size has been
minimized to 2169 which is nearly 34% less in the size. For the Toys dataset, the size of features before
employing TSA is 4045. After employing TSA, the feature size has been minimized to 2985 which is almost
26% less in the size. For Camera dataset, the size of features before employing TSA is 2940. After employing
TSA, the feature size has been minimized to 1754 which is almost 40% less in the size. Moreover, for Furniture
dataset, the size of features before performing TSA is 3492. After performing TSA, the feature size has been
minimized to 1982 which is nearly 43% less in the size. We have already seen that the performance of both
methods is similar but optimization using TSA gives minimized size of the feature. This reflects an important
effect on the system scalability. When dataset with large features is used for SA, it results in an enormous
bottleneck.

6.4. Comparing of TSA with GA and PSO. The results are taken only for LSVM classifier because
LSVM gives a better outcome for both TSA and non-TSA methods. To make a comparison and to verify the
results of TSA, two famous existing algorithms: GA and PSO are considered.

Figure 6.2 illustrates that TSA finds the optimum solution faster than the other two optimization algorithms
and it has an improved convergence speed. Thus, the proposed TSA based feature selection algorithm can keep
the balance between the exploration and exploitation and escape from local optima problem.

From Table 6.5, it can be known that TSA based feature selection shows better accuracy of 93% which is
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Fig. 6.1: Features size comparison for various datasets with TSA and without TSA

Fig. 6.2: Convergence curve comparison for PSO, GA in general feature selection domain

Table 6.5: Performance Comparison of various feature selection techniques

Performance measures
Techni
ques

Accur
acy

Preci
sion

Recall F1
score

Com-
putation
time

Feature
size re-
duction
(%)

Proposed
OBL-
TSA

95 95.4 96.6 96 15 sec 43

TSA 93 94.3 97.6 96 22 sec 40
PSO 89 91.1 96.5 93.7 35 sec 38
GA 90 92.1 96.5 94.3 38 sec 35
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Table 6.6: Comparative Analysis with related works

Methods Dataset Accuracy
(%)

SA with Probabilistic Machine Books 82.9
Learning for Amazon Reviews Electronics 86.6
[38] DVD 83.7

Kitchen 89.1
SA for business analytics with Accessories & 80.11
and cellphone Amazon Reviews [39] Cellphone 72.95
SA for Amazon Product Camera 62
Reviews and feature selection and 80
methods [40] 68

Musical 62
instruments 80

68
Books 70

70
80

Proposed Model Electronics 89
Toys 86
Camera 85
Furniture 93

better than PSO and GA based feature selection with less computation time (22 sec). Moreover, 43% of the
features are minimized using TSA based SA. The final part of this discussion demonstrates that TSA based
feature reduction outperformed both GA and PSO based feature selection approaches. From these results,
it can be concluded that the proposed TSA based approach is efficient than other commonly used existing
algorithms for feature selection.

Table 6.6 shows the comparative analysis of the proposed method with the related works in terms of
accuracy. The related works employed various pre-processing and feature extraction processes. In the proposed
approach hybrid approach is employed with optimized feature selection. From this comparative analysis and
above results, it can be observed that the proposed approach is more effective than existing optimization
algorithms for feature selection and could give better results than related works.

7. Conclusion. In this paper, a novel hybrid model with feature selection using TSA is designed, developed
and evaluated. Moreover, the proposed hybrid technique is evaluated for scalability in terms of execution time
comparison. In the total execution time, optimal feature-set selection using TSA took about 50-60% and
reduced feature-size up to 43% without any change in accuracy (93%). Experiments showed the performance of
proposed method with the data of Amazon product reviews from four categories Electronics, Camera, Furniture
and Toys. The evaluation of the proposed work is done with performance metrics such as F1-score, recall,
precision and accuracy. The results indicated that the TSA based optimized feature selection method showed
improved accuracy than PSO and GA algorithms with less computation time. Thus, the proposed approach
has higher accuracy and better scalability for SA of online reviews. The future work aims at the extension of
the proposed work on multi-domain SA with various sources of datasets.
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DISTRIBUTED APPLICATION CHECKPOINTING
FOR REPLICATED STATE MACHINES∗

NIYAZI ÖZDINÇ ÇELIKEL†
AND TOLGA OVATMAN‡

Abstract. Application checkpointing is a widely used recovery mechanism that consists of saving an application’s state
periodically to be used in case of a failure. In this study we investigate the utilisation of distributed checkpointing for replicated
state machines. Conventionally, for replicated state machines, checkpointing information is stored in a replicated way in each of
the replicas or separately in a single instance. Applying distributed checkpointing provides a means to adjust the level of fault
tolerance of the checkpointing approach by giving away from recovery time. We use a local cluster and cloud environment to
examine the effects of distributed checkpointing in a simple state machine example and compare the results with conventional
approaches. As expected, distributed checkpointing gains from memory consumption and utilise different levels of fault tolerance
while performing worse in terms of recovery time.

Key words: Application Checkpointing, Replicated State Machines, Cloud Computing

AMS subject classifications. 68M14, 68W15

1. Introduction. During the passing few years, serverless computing has become more widespread among
the cloud service providers. Very broadly, this term refers to isolating almost every layer of the software
development stack from service developer by providing a service modelling medium such as a state machine.
By using this service definition model, developer might model and execute simple services without worrying
about the configuration of software stack layers.

From a cloud provider’s perspective, using replicated state machine (RSM) approach for fault tolerance is a
favourable alternative [1] [2] since it is a widely-known and implemented approach among software developers,
there even exists many frameworks for back-end programming such as Spring State Machines1. RSMs simply
execute replicas of a state machine to handle requests in a distributed way. During running time, each replica
handles different requests and executes them as if they are being orderly processed by a main state machine.

An example of state machine replication can be seen in Fig. 1.1, where a master state machine on top is
replicated over three replicas. State machines transit between defined states such as A, B and C with incoming
events such as E1, E2 and E3. Using a master replica (or state machine) is dependent on the context of usage.
When no master is used, replicas are expected to eventually be orchestrated to reflect a single logical state
machine. The replicas can be deployed in proximate locations as well as in geographically distinct locations [3]
that may affect the performance of orchestration among the replicas.

One of the important aspects in deploying RSMs is fault recovery. Replicas may periodically save system
state, known as checkpoints, to recover to a past state in the presence of a system failure. Checkpointing is also
utilised for the cases where a new replica is introduced to the system to update the replica’s state to the current
state of the RSM. For RSMs, using different checkpointing approaches might have different characteristics in
terms of non-functional properties of the system. For instance, if each replica keeps full restore information
specific to the replica, redundant replicated checkpointing information would emerge since all the replicas
eventually go through the same execution path at run-time. On the other hand, keeping a single checkpointing
replica would result in a single point of failure for checkpointing operation.

∗This work is supported by The Scientific and Technological Research Council of Turkey (TUBITAK) under grant id 118E887.
†Istanbul Technical University Department of Computer Engineering Istanbul, Turkey (celikelni@itu.edu.tr).
‡Istanbul Technical University Department of Computer Engineering Istanbul, Turkey (ovatman@itu.edu.tr) ORCID-id:0000-

0001-5918-3145. Corresponding author.
1https://projects.spring.io/spring-statemachine/
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Fig. 1.1: State machine replication

In this study, we utilise characteristics specific to state machines to introduce a distributed checkpointing
approach for RSMs (DCfRSM) that simply distributes the checkpointing operation and checkpoint information
among replicas. Our approach makes it possible to utilise different levels of replication of checkpointing infor-
mation to leverage recovery overhead and fault tolerance. We use a simple state machine instance, implemented
using spring state machines to demonstrate and evaluate our approach. We use different number of replicas
running in a local cluster and in amazon web services separately to measure memory consumption for each
replica and recovery time for a booting state machine replica. We compared our approach with two differ-
ent approaches, namely conventional checkpointing and centralised checkpointing, to evaluate the advantages
in using distributed checkpointing for RSMs. Results from these experiments show that DCfRSM provided
advantage in terms of memory consumption compared to centralised conventional approaches. On the other
hand, DCfRSM produces a high recovery time when it is compared to centralised and conventional approaches
because of the extra communication overhead needed for collecting partial histories from different replicas inside
a cluster. However, we believe this overhead is the cost of obtaining a higher level of fault tolerance especially
with respect to centralised checkpointing. This study expands our earlier preliminary study [4] by providing
implementation details of the DCfRSM approach and results from experiments on a real cloud environment.

The rest of the paper is organised as follows: In Sect. 2 we review related literature. In Sect. 3 we explain
the DCfRSM approach in more detail. Experimental architecture, implemented approaches for benchmarking
purposes and simulation environment are introduced in Sect. 4. Section 5 presents the results of the experiments
and the paper is concluded in Sect. 6.

2. Related Work. There exists numerous studies to optimise performance and recovery costs of check-
pointing approaches in distributed computing. In this study, we study on application level checkpointing which
is applied in a more software-agnostic way by relying on operating on memory as a whole; a comparative
discussion between system and application level checkpointing can be found in [5]. The work depicted in [6]
states the necessity for replicated state machines to guarantee that majority of replicas inside a cluster can
communicate with each other and be prone to node failures. In case of failures on physical machines, in order
to minimise checkpointing costs, [7] proposes a novel replication technique with the aim of decreasing recovery
costs while [8] proposes a new approach for reducing storage costs.

Due to the review by [9], several layers of fault-tolerance may be defined, such as optimistic fault-tolerance
and conservative fault-tolerance mechanisms. This study also states that, by using checkpointing and redo
mechanisms, there is a strong chance for ensuring replica consistency for the RSM clusters. Achieving replica
consistency, is also one of the features proposed by the DCfRSM approach.

The idea behind using replicated state machines in order to model distributed checkpointing approach is
already stated by [2] and [10]. Replicated state machines can be made fault-tolerant with feeding the same
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inputs to multiple computers which is the approach used as fundamental principle within scope of experiments
of this study. In this aspect, another interesting study is abortable state machine replication approach [11],
implemented as an extension for Zyzzyva [12] where authors provide a byzantine fault tolerance mechanism to
support interruption of execution in replicated state machines.

Moreover, the study in [1] states that increasing the quality of the user experience is highly dependent on
making systems replicated across geographically by using replicated state machines. As suggested by [1], we
also experiment on cloud systems to be able to examine the advantage of DCfRSM approach on geographically
distributed and replicated state machines.Thesis study in [13], also represents an efficient logging mechanism
along with an efficient checkpointing model, which is executed in a parallel and distributed manner by executing
concurrent commands. By using this approach, not only recovery process is parallelised but also checkpointing
is persisted concurrently in all replicas.

Following geographical distribution, a number of studies has also been publishing the utilisation of check-
pointing in cloud environments and in state machines running on cloud environments. Providing checkpointing,
as a cloud service has been proposed in an earlier study, where authors have used existing software packages
to implement checkpointing on cloud environments [14]. A later study examined checkpointing in edge cloud
scenarios and provided algorithms to improve persistence and recovery server selection processes [15]. Having
a similar domain with edge domain, a past study uses state machine models of internet of things devices to
select optimal points for checkpointing and try to reduce energy overhead of checkpointing process [16].

Another area of literature, regarding checkpointing in the cloud, consists recovery processes of distributed
running tasks. A recent study proposes a system in this aspects and evaluates over energy consumption, service
level agreement violations, recovery time of tasks and failure rates [17]. A very recent study also reports storage
checkpoint recovery times for bag-of-tasks jobs over Amazon Web Services [18]. Even though not being in cloud
domain, there has been past research on modelling tasks as state machines and using state machine properties
to schedule checkpointing process to optimise restoration time [19].

Reduction of communication between replicas is not the primary concern of our study but there are studies
in literature focusing on networking aspects. For instance, the study in [20] proposes a high-performance
replicated state machine checkpoint and recovery approach inspired by Paxos consensus protocol. There are
also other studies that utilise Paxos such as [21], where authors propose an efficient implementation for snapshots
and recovering current state of the state machine.

In order to minimise overall checkpoint overhead, the study in [22] proposes to checkpoint only straggling
tasks in order to minimise the number of checkpoints. Within the scope of our study, instead of persisting
checkpoints after only certain tasks, as suggested by [22], we have chosen to persist checkpoints to be triggered
just after every task execution inside state machines.

With the aim of reducing the checkpoint data size, the study depicted in [23] propose a novel checkpointing
mechanism by modelling a decision algorithm in order to reveal the and persist dirty pages that are modified
since last checkpoint time. We employ the time ticks and execution history elements in incremental checkpoint-
ing approach introduced by [23] and store events occurred within predesignated time ticks for a predesignated
execution steps, instead of forcing all the replicas to checkpoint all the modifications performed on the internal
states so far. Another study in [24] presents concurrent replication technique for the replicated state machines
and compensate non-determinism with the help of static analysis. In our study we reduce the checkpointing
storage costs by trying to eliminate redundant checkpointing information from replicas.

Another important aspect of implementing a checkpointing approach is the system level which the desig-
nated approach is going to operate on; such as in user level [25] or kernel level [26]. The approach introduced
in this paper operates as user level. In the study depicted by [25], states that the user level checkpoint-
ing is performed explicitly by external applications and hence, user-level application is unaware whether it is
check-pointed or not.On the other hand, the study in [26] proposes an innovative approach called buffered
co-scheduling which is implemented at kernel level, hence has unrestricted access to hardware and software
resources easily so that operating system’s signal mechanism can easily be used for checkpointing formulations.

Although considerable amount of work has been performed on memory checkpointing, very few recent
studies exists that provides an approach utilising state machines. A very recent example to such a study uses
checkpointing in persisting distributed legacy in memory software by the introduction of a persistent memory
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based tool [27]. Another recent study in non volatile memory systems uses differential checkpointing to leverage
energy efficiency [28]. Even though state machines are not explicitly used in this study, a recent application of
differential checkpointing is presented.

Checkpointing in in-memory processing has been focus of recent studies; an example to such a study is the
idea of applying probabilistic checkpointing on the domain of stream processing where authors present a periodic
multi-level checkpointing approach and evaluated their approach by experimenting on Apache Flink [29]. An
earlier study proposes asynchronous checkpointing approach to be used in in-memory database systems by
defining virtual consistency points in application run and apply checkpointing regarding those points [30].
Frequency of checkpointing, lately has drawn some attention as well; a recent study explores how recomputing
some data values instead of recovering a persistent copy may decrease checkpointing frequency and provide
energy efficiency [31].

Besides checkpointing approaches, there has also been interest in recovery mechanisms with respect to state
machine execution context. Due to the study in [32], there are various industry-standard tools which adopts
recovery approach in the context of state machines in different aspects. An example to such an approach
is ”declarative system update”, that works by defining the desired state of system and applying necessary
modifications to current state in order to achieve the desired state by using RSMs in different context. In
addition to this study, the study in [13] increases the performance of the recovery of failed replicas by parallelising
the checkpointing operation. Parallelisation, in this study, is achieved by execution of concurrent commands
under coordinated and uncoordinated modes of execution. This approach provides a chance for achieving
consistency for both faulty and regular(non-faulty) replicas. The study depicted in [33], proposes three novel
recovery approaches that produce less overhead during restoration in faulty replicas. Our proposed approach is
also inspired from this study in reducing the amount of overhead produced by replicas by reducing the amount
of extra processing related to checkpointing.

Efficient checkpointing and recovery mechanisms in the context of replicated state machines has other
application areas as well. An example to such an application area can be found in [34], where efficient recovery
execution is implemented in the presence of arbitrary faults. The study depicted in [35], proposes to use divide-
and-conquer approach for the fault-tolerant replicated state machine cluster systems. According to the study
in [36], a decision system inside state machine cluster may predict the executing process being CPU-bound
or I/O-bound. According to this decision, subsequent modifications are speculatively executed and used in
checkpointing. If the speculation is correct, then checkpoint is made durable and persistent, otherwise, RSM
cluster rolls back to previous state to the checkpoint and re-execute further operations for ensuring durability.
This approach is stated as beneficial if the time interval of checkpointing is less than the time interval of
performing operation which generates the expected result.

3. Distributed Checkpointing for Replicated State Machines (DCfRSM). Distributed check-
pointing approach employs deploying and serialising request history handled by an RSM into many pieces
during persisting checkpoints. This way, each RSM instance may store a specific piece of history instead of
full execution history. During a recovery, whole history is going to be gathered from the components of the
system, which also means, logical master history will be shared between all the active state machine replicas.

Definition 3.1 (State Machine). A state machine is composed of a triplet where S is a set consisting the

states in the system, E is the set of events and F is a transition function that represent transitions between the

states, each triggered by an event.

M = {S,E, F}

S = {s0, s1, . . .}

E = {e0, e1, . . .}

F ⊂ S × E × S

To explain the distributed checkpointing approach in more detail we employ a labelled state transition
model where a state machine is defined with a triplet M = {S,E, F} such as in Definition 1. In this model
S represents the set of states in the transition system, E corresponds to the set of labels used to label the
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transitions between the states and F is the transition function between the states that defines a deterministic
system.

More precisely, each and every RSM instances includes some states stated as si ∈ S, some labels corre-
sponding to events ei ∈ E triggering transitions between state machine states such as si

ek→ sj . The transition
function F is defined over S × E → S. For instance for the master state machine in Fig. 1.1, S = {A,B,C}
where E = {E1, E2, E3} and F = {(A,E1, B), (B,E2, C), (C,E3, A)}.

We may use the generic machine definition in presented in Definition 1 to demonstrate the distributed
checkpointing process. Whole execution history for the RSM instance can be illustrated as in definition in
Eq. 3.1. By using this equation, it is possible to state the history begins with a designated state, execution of
state machine continues by events that trigger the machine to transit between the states.

H = (si, ei, sj , ej , sk, ek, sm) . . . (3.1)

An execution history instance contains some number of events that results in the machine to transit between
states in an orderly manner. In order to represent this order of events we may use superscripts to annotate
our history definitions such as in Eq. 3.22. Here, we omit the subscripts that distinguish between the specific
events/states for simplicity. In case of a replicated state machine, eventually, each replica of the master state
machine is supposed to execute the same order of events. Hence, in a synchronisation agnostic manner, we may
distribute the responsibility of saving specific parts of history to specific machines.

H [0−59] = (s0, e0, s1, e1, s2, e2, . . . , s59, e59, s60)

H
[0−19]
0 = (s0, e0, s1, e1, . . . , s19, e19, s20)

H
[20−39]
1 = (s20, e20, s21, e21, . . . , e39, s40)

H
[40−59]
2 = (s40, e40, e41, e42, . . . , e59, s60)

(3.2)

A very straightforward example would be the one in Eq. 3.2, where the history is divided into three equally
length parts. A division like in Eq. 3.2 might be accomplished in the presence of three replicas which has
executed 60 events so far. Each replica saves a specific portion of history which might be represented as Hτ

i

where i represents the replica id and τ represents the time interval which replica needs to save the history for
the checkpointing purpose. Once the τ is parameter is determined for the overall system, a specific replica
might simply perform history saving decision by a simple arithmetic operation. For instance for a three replica
system where τ is designated as 20, the replica with id 0 should begin saving history for 20 events every time
the modulus of the event number divided by τ equals its own id. Equation 3.3 formalises this calculation by
representing replica id by rid

3, event number by ei and number of replicas by |R| where R corresponds to the
replica set.

rid == ((ei div τ) mod |R|) (3.3)

In this decision process, an important aspect would be the necessity to broadcast and synchronise whenever
a new replica joins the replica set or a present replica leaves the replica set since those situations change the
specific points in history where a replica starts saving history for checkpoint. Another important aspect is
distributing the history portions in the aforementioned way works correctly for the case when a new replica
joins the system but in case of a failure, the specific portion of the history saved by the failing replica becomes
lost. In order to deal with this issue, an additional parameter may be introduced to the system such as ρ that
represents the replication factor.

Replication factor parameter designates how much each portion of the execution history is replicated among
replicas. When performing history saving decision, each replica checks the replication factor parameter as well
to starts saving history. For instance, for the straightforward example above ρ is 1 since each portion of the
history is saved by a single replica. If we designate ρ as 2 then each portion should be saved by two replicas.

2We use simple brackets to represent an ordered set.
3We assume replica id’s start from 0 in the context of this paper
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Fig. 4.1: Example book store state machine.

Parameter ρ can be adapted as in Eq. 3.4 simply by adding ρ number of additional condition where the right
hand side of the equation is incremented once for each additional condition.

ρ∧

k=0

(rid == ((ei div τ) mod |R|) + k) (3.4)

For instance, for a 240 event execution, if the number of replicas is 6, τ is determined as 20 and ρ is
determined as 2, replica with id 4 is going to save history for twenty events beginning from 80th, 100th, 200th

and 220th events. Additionally, replica with id 5 is going to save history for twenty events beginning from 100th,
120th, and 220th events. Since we assume the execution history consists of 240 events, replica 5 is going to stop
saving at the end of 240th event but for a case with longer execution histories it is going to continue saving for
20 events starting from 240th event as well. This approach is similar to mirroring and striping approach used
in RAID 1+0 implementations [37].

A final remark might be to note that ρ parameter should not exceed the number of replicas, naturally. This
parameter provides full history saving by all the replicas when it is set to the number of replicas and provide
minimal level of reliability when it is set to 2. If ρ parameter is set to 1, distributed checkpointing will be
useful only for the joining replicas to the replica cluster but it will be unreliable in case of a replica failure. It
should also be noted that as ρ gets larger it will produce more overhead on each replica during checkpointing
and recovery operations.

4. Experimental Environment.

4.1. Overall Architecture. We use a simple book store state machine, as shown on Fig. 4.1 to carry out
experiments on distributed checkpointing approach. When a book is ready to be bought from customers, it
starts with UNPAID state and waits the PAID event to be triggered. When the booking and payment operations
are performed on the book, PAID event is triggered and state has been changed from UNPAID to PENDING state.
In this state, book store waits the receipt from customer in order to ship the book. Once the receipt is received
by book store, RECEIPT event is triggered and state is transited from PENDING to PAID. In our experiments we
use an implementation of this state machine using Spring State Machines.

We set an experimental environment up using containers and a message queue as illustrated in Fig. 4.2.
Each state machine is implemented using Spring State Machine framework inside containers running replicas
of the book store state machine. Coordinator node is responsible from generating workload for state machine
replicas and coordinating booting sequences of the state machine instances by communicating with replica
agents through a simple message queue. We also use coordinators and agents to collect information about the
run-time measures that we use to evaluate the performance of the experimented approaches. We have used this
architecture in our local experiments as well as cloud experiments.

A typical execution of an experiments kicks off with booting all the replicated state machines inside current
cluster. During their booting sequence, replicas prepares themselves to process events -initialize local and shared
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Fig. 4.2: Overall architecture.

variables and so on-, and then, begin listening to incoming events in order to perform transitions between state
machine states. Controller node, creates necessary events and sends them to replicas via message broker. The
message broker in our architecture is responsible from the following actions:

• Event communication between the coordinator node and replicas,
• Acknowledging controller node of replica life cycle,
• Communicating checkpointing information between replicas and the coordinator node,
• Measuring and reporting number of messages passed through during event processing.

Once the first event is send to state machines, it processes this event, performs necessary operations on its
variables and finishes its execution in order to process a new event. After event processing finishes checkpointing
operations are performed. During our experiments we use replicas to store checkpointing information as well as
coordinator node whenever an external entity is necessary for the checkpointing approach. The details of the
checkpointing approaches we have implement is explained in more detail in Sect. 4.2. During checkpointing,
we store the context of the state machine which involves inputs and outputs of the current state. Inputs
consist of incoming event, event timestamp, source state of the state machine while outputs consist of local and
shared variables, destination state of the state machine. As a result of checkpointing process in each replica,
whole execution history is recorded as a sequence of state machine contexts in replicas and/or coordinator node
depending on the applied approach.

4.2. Implemented Approaches. For our experiments we implemented four different approaches to
compare the performance of the distributed checkpointing approach. Initially we implemented centralised
checkpointing approach where checkpointing information is stored only in the controller node. Afterwards we
implemented conventional approach where each replica stores all the checkpointing information. Finally we
implemented two variants of our approach: a striped DCfRSM where each replica stores a single portion of the
execution history (ρ = 1) and a striped and mirrored DCfRSM where each replica stores two portions of the
execution history (ρ = 2).

In case of centralised approach, none of RSMs store any of the checkpoints; instead all the checkpoint
messages are stored by the controller node, ensuring all the events processed by all the replicas are persisted.
To avoid the controller node to be a single point of failure, centralised node can also be replicated. We have
left implementation and performance evaluation of such a scenario for a future study.
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One of the checkpointing approaches that is used for benchmarking DCfRSM approach is conventional
checkpointing. In this approach all the replicas perform checkpointing after each and every event processing,
storing exactly the same checkpoints information. In case of any failure on any of the RSM instances, all the
checkpoint information should be gathered and applied in order to join back to the RSM cluster. Likewise, a
freshly booting replica should communicate with a/some running replica(s) to gather checkpoint information.
Memory overhead of this approach is expected to be larger than other approaches, since checkpoint snapshots
are redundantly stored by replicas.

As explained in Sect. 3, we implemented two variants of DCfRSM, with replication factor(ρ) set to one and
two respectively, to reason about the amount of increase in the overhead as the replication factor parameter
gets higher. As discussed earlier, employing a higher level of ρ provides more reliable checkpointing and a
higher overhead to replicas.

We provide our implementations for the book store state machine4 and controller node5 openly hosted in
a cloud repository service to make our experiments reproducible by the scientific community.

5. Experimental Evaluation. For the executions of tests, we use two different environments, a local
cluster and a cloud based environment. All the experiments are conducted with 4, 6, 8 and 10 replicas in the
experimental environment over 10 repetitions for each experiment by sending a total number of 3600 requests
for the master state machine of the replicated cluster. We set the replica’s history portion interval τ to 120
events being a common multiple for each different number of replicas used in the experiments and also being a
divisor of total number of requests used in the experiments.

During these experiments average amount of memory consumption used by all replicas in the cluster
is measured as well as average of restore duration of newly joining replica. In order to measure memory
consumption of each replica during state machine execution, an external library is used for counting number of
checkpoint objects in memory. Java’s instrumentation API6 is used during state machine execution to measure
and log memory usage whenever a checkpoint is about to be persisted. An overview of the application of our
experiments can be summarised as follows:

• Initialise controller node and message broker,
• Initialise the necessary number of replica in the cluster,
• Trigger messages from controller node, wait for replicas to finish execution,
• Once all the events are processed, compare local and shared variables of all the replicas in order to

ensure that replicas executed consistently,
• Boot a new replica in order to join the cluster, wait for the replica to gather checkpoint information

from respective node/nodes
Once the new replica finishes its execution, it means that first round of the experiments are finished. As of

all the experiments for the respective replica set is finished, reports can be generated. By using the flow above,
total memory consumption of the cluster is calculated for the replicas. Then, averages and standard errors for
repeated experiments are calculated.

5.1. Experiments on local cluster. As a local cluster we use computers with 2.60 GHz Intel i5 proces-
sors, 4 GB RAM and 100 GB SSDs running debian linux distributions. We begin presenting the experiments on
our local cluster by examining memory consumption of each approach on average for each replica. Figure 5.1
presents and compares the memory consumption for approaches. As expected, conventional approach con-
stantly consumes the highest amount of memory since all the replicas in the cluster keep the whole history all
the time for this approach. Likewise, centralised approach constantly consumes the lowest amount of memory
since replicas do not keep any checkpointing history for this approach. Distributed checkpointing approaches
stand in the middle between conventional and centralised approaches and spend less memory as the number of
replicas increase since the history will be divided among more number of replicas. Comparably, mirroring on
top of striping increases the amount of memory consumption, as expected.

For restore duration in Fig. 5.2, the results in the local cluster are close and have high deviations. However,

4https://github.com/celikelozdinc/DistributedStateMachine
5https://github.com/celikelozdinc/LoadBalancer
6https://docs.oracle.com/javase/7/docs/api/java/lang/instrument/Instrumentation.html



Distributed Application Checkpointing for Replicated State Machines 75

Fig. 5.1: Average memory consumption by replicas.

Fig. 5.2: Restore duration.

the average restore duration for centralised approach performed the best with respect to other approaches since
the booting sequence requires less communication and only with coordinator node. Conventional approach came
the second because obtaining history information from another replica requires and extra step of communication
in our implementation compared to centralised approach: during booting sequence checkpoint information needs
to be communicated from a running replica to coordinator and then from the coordinator to booting replica.
This overhead may be avoided by enabling the booting replica to directly obtain checkpoint data from a
running replica. Distributed checkpointing approaches perform worse because they need more communication
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Fig. 5.3: Average time spend for each phases of restoring

Fig. 5.4: AWS EC2 architecture for cloud experiments.

with other replicas more than the conventional and centralised approaches. An important remark might be the
mirrored and striped approach beating the striped approach for restore duration. We believe, this is due to the
more number of alternatives to obtain checkpoint data portions during restoring phase. Any slow responding,
bottleneck, replica is eliminated due to the presence of alternatives to obtain the same data when striping and
mirroring is applied.

Furthermore, we investigated the time spent during the restoring of a booting replica in Fig. 5.3. It can
be seen that the difference between different approaches is greatly due to the checkpoint data communication
phase.

5.2. Experiments on cloud environment. We also repeat our experiments on geographically dis-
tributed t3.medium instances running on a Amazon Web Services Elastic Compute Cloud (AWS-EC2). As per
Fig. 5.4, 6 virtual machines from 3 different regions are used for executing experiments in cloud environment.
While executing experiments, controller node and message broker service is isolated and positioned on a dif-
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Fig. 5.5: Memory consumption from the experiments in cloud.

Fig. 5.6: Restore duration from the experiments in cloud.

ferent region which is totally apart from RSM instances. All the RSM instances distributed among 4 virtual
machines and hence, spread to 2 regions. Freshly booting replicas are joint to cluster from a region apart from
the regions of active replicas. By doing so, whenever a new replica joins the cluster, it is needed to gather
checkpoint snapshots from different machines on geographically distributed regions.

Figure 5.5 shows the same advantage of DCfRSM approach in terms of memory consumption. Distributed
approaches spend less memory since they divide the history data to multiple parts during their execution.
Centralised approach is the best in this respect, naturally, since it doesn’t require any replica to keep any
checkpointing data.

As per Fig. 5.6, results from experiments in cloud environment shows some differences in terms of restore
duration in cloud environments. Conventional approaches perform worse than the rest due to the fact that
the booting replica is always in a geographically different region than the replica that provides checkpointing
information. Likewise, for the centralised approach it is guaranteed that the booting replica and the coordinator
are in the same region, which provides an advantage of communication latency during the booting time. In more
realistic scenarios these measurements might change form case to case. A booting replica might not always
find the checkpoint data in a close replica in terms of geographical location or network latency. However,
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our experiments provide the best and worst case scenarios under centralised and conventional approaches
respectively to show the place of distributed checkpointing approaches with this respect. For distributed
checkpointing, restore duration is always better than conventional approach even though the booting replica is
in a different region than all the other replicas. This situation is due to the exploitation of alternatives instead
of relying on a single replica. On the other hand, for cloud experiments, striped approach has performed slightly
better than the striped and mirrored approach for small number of replicas but striped and mirrored approach
performed much better as the number of replicas reached to 10. This situation shows that for increased network
latency mirroring might lose its positive effect on restore duration for small number of replicas.

6. Conclusion and Future Work. In this paper, distributed checkpointing for the replicated state
machines is examined and compared with conventional approaches. Especially in terms of full replication of
checkpointing data and using a single node, distributed checkpointing approaches provide a mediation point
to leverage between the amount of fault tolerance of the cluster versus restore duration of the replicas. Our
experiments show that using distributed checkpointing provides a certain amount of memory consumption
advantage and provides worse (as expected) but comparable restore duration. Main advantage of using a
distributed checkpointing approach is to distribute the checkpointing information among replicas to provide an
adjustable level of fault tolerance during replicated state machine execution.

Our studies can be extended to decrease recovery time overhead as much as possible in order to provide a
better trade-off between distributed checkpointing and other approaches. Though many possible improvement
opportunities exist in our implementations, allowing replicas to communicate each other via agents to eliminate
the need to use a coordinator node might the most important one. Another possibility might be to better
parallelise the recovery phase for distributed checkpointing since the approach benefits from using independent
portions of the execution history. Moreover, various different values for parameters τ and ρ might be used to
find optimal values for different scenarios in RSM checkpointing. Finally, providing the reliability of history
portions by using parity information instead of mirroring might be another possible improvement to store even
less checkpointing information in this context.
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IMPROVED LOCALIZED SLEEP SCHEDULING TECHNIQUES

TO PROLONG WSN LIFETIME

NACHIKETA TARASIA∗, AMULYA RATNA SWAIN†, SOHAM ROY‡, AND UDIT NARAYANA KAR§

Abstract. A standard Wireless Sensor Networks(WSNs) comprises of low-cost sensor nodes embedded with small batteries.
To enhance the network lifetime of WSN, the number of active nodes among the deployed nodes should be minimum. Along with
this, it must be ensured that coverage of the targeted area would not get affected by the currently active nodes. Considering
different applications of WSN, there is still a demand for full coverage or partial coverage of the deployed area. Irrespective of
the circumstances, a proper sleep scheduling algorithm needs to be followed. Else, the active nodes will be tuckered out of the
battery. Random distribution of the sensor nodes in a common area may have multiple active nodes. It is essential to identify
the redundant number of active nodes and put them into sleep to conserve energy. This paper has proposed a methodology where
the active sensor nodes form a hierarchical structure that heals itself by following a level-wise approach. In the meantime, it also
detects the total number of redundant nodes in the coverage area. The performance of the proposed protocol is evaluated using
the Castalia simulator. The simulation results show that the proposed level-wise periodic tree construction approach increases the
network’s durability in conjunction with the level wise approach.

Key words: Wireless Sensor Network, Sleep Scheduling, Coverage, Energy Efficient.
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1. Introduction. Wireless Sensor Networks (WSNs) have been generally considered as one of the most
imperative innovations. A regular Wireless Sensor Network comprises many low-cost devices known as sensor
nodes. These multi-practical sensor nodes have limited battery life and are generally used to monitor a region of
interest [1] [2]. These sensor nodes have inbuilt miniaturized controllers and radio transceivers. Subsequently,
sensor nodes can detect outside events, process the detected information, and transmit it to the sink. WSNs are
broadly utilized for ecological condition monitoring, security surveillance of combat zones, monitoring untamed
natural life, etc. [3]. Sensor nodes, as a general, are densely deployed in an inhuman domain, where it would be
tough to maintain the nodes’ battery capacity. To observe and control the physical conditions, WSNs should
address the following two requirements: (i) sensing in the intended zone should be appropriately done, and
(ii) proper communication should be maintained among the sensor nodes to ensure that the collected data is
properly transmitted to the sink node. Else, the overall collection of the data is pointless.

In WSN, a sensor node can sense its detecting range, which is called as sensing coverage of the node.
The network coverage [3] [4] could be translated as the aggregate coverage by all the ACTIVE sensor nodes.
Similarly, an ACTIVE node should send the information to another node within its radio coverage area. More
is the number of ACTIVE nodes; more is the consumption of energy. To boost the lifetime of the WSN, it is
logical to limit the number of ACTIVE nodes while accomplishing the most extreme conceivable sensing and
radio coverage.

Depending upon the necessities of the application, the sensing and radio coverage may be limited [5]. For
an application like intrusion detection or movement detection, it must have at least one ACTIVE sensor node
for each location. So, most of the ACTIVE nodes will run out of battery very rapidly. Similarly, for applications
like humidity or temperature monitoring, it is required to have fewer numbers of ACTIVE nodes, with limited
coverage. Nevertheless, if any node is ACTIVE for a long duration, it is necessary to have a proper sleep
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scheduling mechanism to manage the whole network. Applying a sleep scheduling mechanism over WSN allows
the sensor nodes to share their duties among themselves. This mechanism can be constructive in conserving
the energy of the sensor nodes. There may be instances where multiple sensor nodes are deployed to cover a
common area, which ultimately resulting in wastage of battery. In such scenarios, it is essential to identify the
redundant nodes. These redundant nodes can move to sleep mode to enhance the network lifetime. To achieve
this, WSNs must follow an appropriate duty cycle mechanism that govern the cycle of slreep and wake-up mode
among the sensor nodes.

In this manuscript, we have proposed a sleep scheduling mechanism where redundant nodes are identified
and put those nodes into sleep mode to conserve energy. Our proposed protocol ensures full coverage of the
desired region. The proposed approach uses a level-wise hierarchical structure, where the sensor nodes mend
themselves locally intending to save energy. The rest of the paper is organized as follows. Section II presents
state of the art, followed by a proposed approach presented in Section III. The detailed simulation generated
results, and analysis of the generated graphs are presented in Section IV. Finally, the manuscript concludes in
Section V.

2. State of the Art. Energy conservation is one of the significant taxonomies of WSNs. To enhance the
overall lifetime of the WSNs, energy conservation schemes are being consistently investigated and scrutinized
by researchers across the globe. Hence, there is an abundant number of research articles available in the
background. There exists a considerable different coverage optimization approaches like probing environment
and adaptive sleeping (PEAS), probing environment and collaborating adaptive sleeping (PECAS), controlled
layer deployment (CLD), random back-off sleep protocol (RBSP), and so on. In PEAS [6], the network lifetime
has been extended by embracing a basic 3-mode approach, i.e., sleeping, probing, and active. For each probing
region, an active node has remained in charge of coverage, and in the meantime, the other sensor nodes stay
in sleep mode to spare energy. The sleep node goes into the probing stage from time to time and checks for
the accessibility of the active node’s presence by sending a probing message. At that point, it returns to sleep
mode to spare energy. The PEAS has some impediment, i.e., a sensor node, which ended up active, must be
in a similar state all the time till it dries out which may result in lopsided vitality utilization in the system.
PECAS [7] is the extended version of PEAS, where it overcomes few limitations of the prior. The active node
in PECAS goes to sleep mode after a stipulated period, but it shares its remaining energy with its neighbors
before it goes to sleep mode. This information is used by the probing nodes in the region to decide when to be
active again.

The cascading effect is the most commonly faced issues in WSN between the sink and the leaf nodes. The
nodes closer to the sink are engaged in transmitting data most of the time compared to far away from leaf
nodes. If any event occurs far away from the sink, then more intermediate nodes participate, thus shortening
the network’s lifetime. The PEAS algorithm has been modified in CLD [8] approach, which uses deterministic
node deployment to counter the cascading effect. In CLD, the average distance between two active nodes is
maintained as 2r/3, where r is the sensing radius. Sleeping nodes surround the active nodes at a distance of
r/6. More number of sleep nodes are placed near the sink node to overcome the cascading effect. CLD can be
implemented in those applications where the target area is known beforehand.

RBSP [9] is a probe-based algorithm that uses information regarding the rest of the energy level of the
present active node. Here, back-off sleep time is calculated, which is utilized by the currently active node’s
neighboring nodes to choose when to wake up and examine the currently active node’s status. Using this
approach, when an active node has high outstanding energy, a neighboring node’s chance to turn active is low
and the other way around.

The authors [28] recommended sleep scheduling algorithm is intended to improve network administration
by reducing power distribution due to the passive listening of nodes. The sleep period is proportionate to the
remaining power of sensor nodes and adaptive. A sleep scheduling approach is required to adjust the network
administration by utilizing the least energy. A distributed sleep scheduling system allows the sensor node to
entirely satisfy the sensing ranges and switch off the node if the conversation doesn’t occur or does not have
adequate energy [29].

One of the significant challenges in formulating such systems lies within the obliged energy and computa-
tional assets accessible to sensor nodes. These constraints must be taken into consideration at all levels of the
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system progression. The arrangement of sensor nodes is the primary step in setting up a sensor network. Since
WSNs contain many sensor nodes, the nodes must be placed in clusters [30], where the area of each specific
node cannot be wholly ensured a priori. In this manner, the number of nodes deployed to cover the complete
observed zone is mostly higher. The authors in [10] have presented an algorithm that chooses mutually elite
sets of sensor nodes, where the union of these sets covers the observed region. The interim actions are same for
all collections, and one of the groups is active. This algorithm accomplishes considerable energy savings along
with ultimately protecting coverage.

In [11], the authors defined the coverage issue as a choice based problem. Here, the objective is to decide
whether each point within the desired region of the sensor network is secured by at least k nodes, where k
could be predefined esteem. The sensing ranges of nodes can be unit disks or non-unit disks. This paper
displayed polynomial-time calculations in terms of the number of nodes, which can be effectively interpreted
in distributed conventions. The simulation result showed that energy could be conserved along with the fault-
tolerant model in an area where nodes are deployed randomly. In [12], the authors address the difficulty of
choosing the least number of associated sensor nodes to cover a distributed set of interest objects. A centralized
algorithm runs by iteratively appending nodes that maximize a measure called k-benefit to an initially empty
set of nodes. Though running with the least number of sensor nodes does not singularly signify the system’s
maximal lifetime. Without global optimization, any nodes that can cover many targets could be recorded to
work massively, and they will soon run away from energy.

In [13], the authors disseminated a single step arrangement algorithm that divides the region of intrigued
into two equal networks. The nodes are deployed to possess each point in grids to be completely covered
and connected. Two strategies have been proposed for the deployment of sensor nodes, i.e., randomized and
planned as per the situations. The authors in [14] have proposed an approach in which a moving robot fixes
the coverage hole by picking nodes from the coverage area where redundant nodes are present. A carrier-based
sensor relocation by robots to mend coverage holes has also been proposed in [15] that uses a virtual force
approach in a grid structure of interest. In this approach, full coverage is achieved by placing redundant sensor
nodes in coverage holes with the help of robots that randomly move in the network and are restricted in grids.

In [16] and [17], an energy-efficient coverage approach has been proposed where authors consider a large
number of sensor nodes were deployed in the area of interest to achieve coverage. In this approach, the number
of sensor nodes is highly populated; these nodes are divided into several disjoint sets. The idea of prolonging
the network lifetime is by putting the rest of the nodes into sleep mode, whereas one disjoint set is active in a
specific area for coverage. This mentioned algorithm follows a centralized approach. A localized and distributed
algorithm [18] called Node Scheduling scheme Based on the Eligibility rule(NSBE) that follows a scheduling
approach where each node decides to be in either active or in sleep mode. At any instance, one node is active
for covering the area of interest, and the redundant nodes are in sleep mode. In each cycle, the active node
tries to find an alternative node, which will cover the area of interest. If the alternative node is found, then the
active node can go to sleep mode. There is no simulation proof of the stated approach.

Sensor Scheduling for k-Coverage(SSC) [19] monitors a two-dimensional region, where the same locations
do not have sensor nodes more than one. K number of sensor nodes must guard each point continuously. The
SSC is a centralized algorithm, which is NP-hard. The existence of WSN is determined as the whole span
during which the entire region is k-covered. The authors in [20] recommended a solution for domain coverage
in a synchronous WSN, where radio strength is equal to the sensing range. This approach considered that each
sensor node knows the exact location of its neighbor nodes. The precise location information helps the node to
decide autonomously either to be in active or in sleep mode. A node can go to sleep mode if it’s sensing range
is covered by its neighbor nodes. A backoff algorithm is being followed to avoid coverage gaps while going to
sleep mode. However, this may affect the node connectivity.

A centralized algorithm has been proposed by [21], where the sensor nodes are grouped into different sets.
The nodes of a particular set are active to cover the required positions. A scheduling algorithm decides the
nodes’ state of being alternate between active and sleep to extend the whole network’s lifespan. An adaptable
energy-efficient sensing coverage protocol using a differentiated monitoring service for WSN has been proposed
by [22]. Here, each node ensures a certain coverage degree by obeying dynamic scheduling for self. The
proposed protocol uses the grid-based approach, where the deployed area is split into several grids, and each
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grid is allocated with a sensor node. Each active node covering any grid also maintains a list of other nodes
that can also cover the same grid. If the network is dense, then the time and space complexity are high as the
list contains the sensor node details.

The author in [23] proposed a greedy algorithm that maximizes the network lifespan by following a state
scheduling approach. The state scheduling approach gives autonomy to nodes to become active or inactive
initially. The proposed approach then tries to cover the target area with the selected active nodes; if failed,
the algorithm restarts. However, the algorithm consumes more energy concerning the exchange of messages
[24, 25]. It should be noted that all the readings discussed earlier address the scheduling problem for coverage.
But not the coverage problem, which ensures connectivity that we concentrate on to achieve. We analyze the
sensor nodes’ scheduling obstacle to observe the full coverage and connectivity.

3. Proposed Work. After the initial tree construction with currently selected active nodes, the nodes are
categorized into two types, viz. the internal nodes(type1) and leaf nodes(type2). Together they maintain full
coverage of the whole deployment area. So, they are also referred to as the coverage nodes. The internal nodes
are always active as they receive data packets from their children and send it to the sink node. Nevertheless,
the leaf nodes along with type1 nodes do the job of sensing the event and sending messages to their parent.
The leaf nodes stay in sleep mode most of the time. These leaf nodes turn active only when they perform the
sense operation in case of an event, pass the message to their parent, and again go back to sleep mode.

From the above description, it can be seen that all the sensor nodes participate both in the event detection
process as well as message passing. However, in a WSN with high concentration of nodes, either the sensing
radius of sensor nodes are overlapping with each other or a combination of nodes entirely coincides with the
sensing area of some other nodes. In such scenario, when all these nodes sense their surroundings and send the
sensed data to their parent nodes, they perceive the same occurrence of the event and transmit the same data
to the sink, which is entirely unnecessary. This leads to ineffective use of energy, where all the efforts by these
nodes are useless at the expense of the tree’s longevity.

To ensure full coverage of the deployed area, all the sensor nodes do not have to participate in event
detection. Some of the nodes can completely remain in sleep mode and do not take part in any operation, and
still the full coverage can be ensured. Such nodes remain a part of the tree but do not contribute in providing
coverage. Here, those nodes are referred as the type0 nodes. As long as a node is completely in sleep mode, it
is equivalent to a dead node.

In WSNs, the sensing radius of most of nodes overlaps with each other. A node is said to be redundant, if
its sensing area is within the sensing range of one or more sensor nodes. For area coverage in WSNs, the basic
idea is to find the redundant nodes in a required area, which is already under the coverage of some other nodes,
and put those redundant nodes into sleep mode. Keeping longevity and coverage in mind, in this paper, we
have proposed a novel approach that initially constructs a hierarchical structure and periodically mends itself
locally with consultation of nearby nodes based on nodes’ level. It finds the redundant nodes in the vicinity of
currently changing area only with the involvement of a minimum number of sensor nodes. Thus, full coverage
is ensured only by engaging the nodes of the concerned area without involving all the nodes of the whole tree.

3.1. Construction. Based on initial tree construction, the sensor nodes are categorized into three types
viz., type0, type1, and type2 nodes. Type0 nodes are the redundant sleep nodes which are currently in sleep
mode and do not partake either in event detection or in area coverage. Their behavior is equivalent to a dead
node. Type1 nodes are the internal nodes and always remain active for a fixed duration. Type2 nodes are
called non-redundant leaf nodes that remains inactive but take part in the coverage of deployed area. Among
these three types of nodes, type1 nodes consumes more energy as compared to type0 and type2 nodes. During
periodic tree reconstruction, the type1 nodes, which meet the criteria to go to sleep, will be put into sleep
mode, i.e., type1 nodes will be turned to either type0 or type2 nodes depending upon the need of coverage of
the locale. Moreover, before the reconstruction phase for the (n+ 1)

th
round, it is ensured that the tree was

under full coverage and connectivity is maintained till the end of the nth round.

We use the different abbreviations to describe the proposed protocol as given in Table 3.1.

For this proposed protocol, the sink node always remains active during the entire lifetime of the network.
Before the beginning of (n+ 1)

th
round of tree reconstruction phase, a node N(i), which was considered as
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Table 3.1: Abbreviation

Short Name Description

N(i) ith node

SS(N(i)) Sleep signal for ith node

RE(N(i)) Remaining energy for ith node

LEVEL(N(i)) Level of ith node

PT(N(i)) No. of packets transfer by ith node in a round

ALIVE(N(i)) True if ith node is alive

CONS(N(i)) No. of consecutive rounds node i is active

CRL(n) Current level reconstruct for the nth round.

CRL(n) = (CRL(n-1) +1) % max_level.

A CRL value of 3 means level 1,2,3 will be reconstructed.

CHECK_REDUNDANCY(N(k)) kth node checks for redundancy among its neighbors.

type1 node in the nth tree reconstruction phase and spends a significant amount of energy, can initiate its
sleeping process based on satisfying any one of the following criteria.

1. Number of packets transmitted by node N(i) in the current nth round, i.e. represented as PT (N(i)),
is greater than the threshold value.

2. Number of consecutive rounds the node N(i) is active, i.e. represented as Cons(N(i)), is equal to
three.

3. The level number of node N(i) is less than or equal to the current level reconstruct for the nth round,
which is represented as CRL(n). This CRL(n) value plays an important role as the proposed protocol
claims that rather than applying the sleeping process over all the nodes of WSN in each reconstruction
phase, it applies on nodes present in certain level of the tree in different reconstruction phase. This is
necessary because all the nodes in the different level of the tree do not consume energy in a uniform
manner. The nodes which are closer to the sink consume more energy as compared to the nodes which
are far away from sink. So, the nodes present in the higher level of the tree need to participate more
frequently in tree reconstruction as compared to nodes in lower level. Considering the above necessity,
we compute the CRL(n) = (CRL(n − 1) + 1)%max level that indicates up to which level the nodes
will participate in nth round of reconstruction phase. For example, if the CRL value is 3 then it means
that nodes in level 1, 2, and 3 will participate in reconstruction phase.

Once, the type1 node N(i) initiates its sleeping process, it sends a sleeping signal called SS(N(i)) to find
new parents for all of its children before it is allowed to turn into type0 or type2 node. Then the node N(i)
starts with broadcasting a FIND_PARENT message packet to its children to find their new parent.

As per the algorithm-1, the active node N(i) waits for a random amount of time until all its children
get a new parent before it turns into type0 or type2 node depending upon whether it is considered to be a
redundant node with the support of its nearby type1 and type2 nodes. Once a node N(j), which is a child of
node N(i), receives the FIND_PARENT packet, it initiates its process to find a new parent by broadcasting
a WANT_PARENT packet and waits for a random amount of time to decide its new parent. A node N(k),
which receives a WANT_PARENT packet, is eligible to become a parent only when it does not want to sleep,
i.e. SS(N(k)) is false, and it is currently alive, i.e. ALIVE(N(k)) is true. Once the node N(k) meets its
eligibility criteria, it replies back a PARENT_REPLY packet with including information such as level number
and remaining energy which are represented by LEVEL(N(k)) and RE(N(k)) respectively. Now, N(k) is ready
to become parent of any node if it is chosen by a node N(j), which is looking for a parent. A node N(j)
might receive multiple PARENT_REPLY packets from different type0, type1 or type2 nodes. Out of all the
PARENT_REPLY packets from its neighboring nodes, the node N(j) chooses the most suitable node N(k) to
be its parent based on the following criteria.

• Node N(j) will give a higher priority to a node N(k) to be its parent if LEVEL(N(k)) is equal to
LEVEL(N(j))-1 rather than LEVEL(N(k)) is equal LEVEL(N(j)).
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Nevertheless, it will out-rightly reject all nodes N(k) if LEVEL(N(k)) > LEVEL(N(j)).
• Bsed on above criteria, If node N(j) has more than one possible nodes then it selects its parent whose

remaining energy is high. The node N(j) chooses N(k1) over N(k2), if LEVEL(N(k1)) is equal to
LEVEL(N(k2)) and RE(N(k1)) > RE(N(k2)).

After node N(j) selects its parent from the multiple PARENT_REPLY packets, it sends an ACKNOWL-
EDGEMENT message to node N(k). When node N(k) receives the ACKNOWLEDGEMENT packet, it
acts depending on the type of node it is. If it is a type0 node then it turns to type1 node and sets its
CHECK_REDUNDANCY(N(k)) to true. As this node turns active from sleep mode, some of its type2 neigh-
bors might have the possibility to become redundant. So, N(k) performs a redundancy check after a random
amount of time among its type2 neighbors, and all nodes found to be redundant are turned to type0 nodes from
type2 and put to sleep mode. Once the redundancy check gets over, node N(k) becomes an internal node and
turns to type1 node and remains active for the n+ 1th round. If N(k) is type2 node then it turns to type1 node
as type1 and type2 are both coverage nodes Inter-conversion between these two types of nodes does not require
a redundancy check as the coverage was already ensured up to nth round. If node N(k) is a type1 node then it
remains a type1 node and does not do any redundancy check as it had already been done before when it turned
to type1 node in previous rounds.

After this process gets over, the node N(i), who was waiting for a random amount of time, wants to check
whether all of its children have received a new parent or not. It carries out a sequence of events that comprise
of message passing to and from its neighbors to determine whether it has been able to get rid of all its children.
Still, if N(i) has a child, then it cannot be type2 for the n+ 1th round as it has not been able to lose all its child
nodes. So N(i) has to remain type1 for the n+ 1th round too. N(i) again tries to go to sleep for the n+ 2th

round after the completion of the n+ 1th round. However, if every child N(j) of N(i) can receive a new parent,
N(i) gets rid of all its children, and changes its state to type2 node for the n+ 1th round.

Once the parent selection process gets completed, all the type1 nodes with parameter CHECK_REDUN-
DANCY(N(k)) as true check for redundant nodes among its type2 neighbors and the newly found redundant
nodes are converted to type0 and put them to sleep mode. When the n+ 1th round starts, CONS(N(i)) for all
the type1 nodes is increased by 1 to keep track of the no of consecutive rounds a node is active. After each nodes
state gets decided, type1 and type2 nodes can resume its task of event detection and send the data packets to
the sink through the intermediate nodes. For each packet being sent to the sink node by node N(i), PT(N(i))
is increased by 1.

After a certain number of tree reconstruction phase, when the RE(N(i)) reaches below the threshold energy,
then node N(i) needs to die permanently and will not be a part of the tree anymore. However, if N(i) is allowed
to die immediately, it might lead to a coverage hole. If node N(i) is a type0 node, it can be allowed to die
immediately as it does not provide coverage anyway. If node N(i) is a type2 node and it was instrumental
in providing coverage then letting it die instantly, leads to a void in coverage. So, node N(i) broadcasts a
TURN_T_2 message among its neighbors, which instructs all its type0 neighbors to turn to type2 to fill the
void in coverage. In addition to this, node N(i) broadcasts a CHK_RDNCY message, which is meant for its
type1 neighbors. This sets the CHECK_REDUNDANCY(N(k)) as true for the type1 neighbor such as N(k).
Then, node N(k) performs redundancy check among its newly turned type2 neighbors, and it turns all the
redundant type2 nodes to type0, which was converted because of TURN_T_2 message from node N(i). N(i)
does not take part in the redundancy check process of N(k). Once this process gets over, full coverage is
maintained without N(i) being a part of it. So ALIVE(N(i)) is set off, i.e., it can die now without any issue.

4. Simulation Results. The proposed protocol performances have been measured using one of the popu-
lar simulator exclusive for WSN, called Castalia [31]. Around 1000 number of sensor nodes have been deployed
randomly in a deployed area of 250x250m2 to analyze the proposed approach. As per the universal standard
mentioned in the TelosB data sheet [26], the radio transmission power, sensing range, etc., have been considered
for this simulation purpose.

To fulfill the primary objective of WSN, i.e., sense the whole deployed area along with maintaining network
lifetime, the proposed level-wise tree construction approach includes the area coverage into consideration to
fulfill the above two requirements. To validate the efficiency of the proposed algorithm with respect to network
lifetime, in figure 4.1, we compare the number of nodes alive after each tree reconstruction round in the proposed
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Algorithm 1: In The tree reconstruction phase between two round

Function In TIMER_2:
if N(i) is type1 AND sleep constraint satisfied then

starts the process to sleep;(set timer of start_process)
else

do nothing until next round

if (ALIVE(N(i))==FALSE AND N(i) is type2 then

Broadcast TURN_T_2 message;
Broadcast CHK_RDNCY message

Trigger TIMER_3 after a random time;

Function In start_process:
Send FIND_PARENT packet to notify N(j) (their child) that they need to find new parent;
After a random time interval it triggers ”determine_istype1”;

if N(j) receives FIND_PARENT packet then

if ALIVE(N(j)) AND [PFj,1==N(i) OR PFj,2==N(i)] then

Broadcasts a WANT_PARENT packet;
Waits a random time while it chooses the best parent reply.

Function In TIMER_3:
Trigger FIND_REDUNDANT function;
Send packets to Sink node(if type1 and type2);
TIMER_2 after a certain time(next round);

if N(k) receives WANT_PARENT packet then
if (ALIVE(N(k)) == true and SS(N(k)) == false) and (LEVEL(N(k)) == LEVEL(N(j)) or LEVEL(N(k)) +1

== LEVEL(N(j)) then
broadcast PARENT_REPLY packet

if N(j) receives PARENT_REPLY packet then

if if N(j) wants new parent or PFj,1/PFj,2 is -1) then
if [LEVEL(N(k+1))==LEVEL(N(l))] OR [if(RE(N(k)) >RE(N(l))) AND (LEVEL(N(k))==LEVEL(N(l)))]

then

Select node N(k) as parent over N(l);
Send ACKNOWLEDGEMENT packet to its newly selected parent N(k)

if N(k) receives ACKNOWLEDGEMENT packet then

if N(k) is type1 node then
Remains type1

if N(k) is type2 node then
Turns to type1

if N(k) is type0 node then

CHECK_REDUNDANCY(N(K))=True;
turns to type1

if N(l) receives TURN_T_2 packet then

if N(l) is type0 then
turn to type2

if N(m) receives CHK_RDNCY packet then

if N(l) is type1 then
CHECK_REDUNDANCY(N(l))= True

Function In determine_istype1:
Determine number of child through a sequence of message if no_of_child >0 then

remains type1
else

turns type2

Function In determine_istype1:
if CHECK_REDUNDANCY(N(i))= True then

check redundancy among type2 neighbour nodes
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Fig. 4.1: Number of nodes alive after each tree reconstruction round in the normal level-wise tree construction
approach [27] vs the proposed level-wise tree construction along with coverage.
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Fig. 4.2: Number of dead nodes, sleep nodes and coverage node after each each tree reconstruction rounds.

approach compared to the normal level-wise approach given [27]. From this figure, it is observed that after
46th round, the nodes start dying out in both the earlier approach and the proposed approach. At 64th round,
in the previous approach, almost all nodes have died out, whereas in the case of the proposed method, after
the same number of tree reconstruction rounds, the number of nodes dies out is nearly 50%. So, the network
lifetime in the proposed approach is almost double as compared to the earlier approach. It indicates that the
proposed method not only increases the network lifetime but also achieving area coverage.

Figure 4.2 shows that after the nodes start dying out, how the alive nodes become segregated into completely
sleep node and coverage nodes in each tree reconstruction round. Here, the coverage nodes include both
intermediate nodes, which are completely active, and the leaf nodes, which are in sleep mode. When an event
occurs in their surroundings, those nodes wake up, complete the event detection process, and again go back
to sleep mode. From this figure, it is observed that with an increase in the number of dead nodes, both the
coverage node and sleep nodes decreases. Here, one interesting observation is that with the rise in the number
of dead nodes, the area coverage is even managed with fewer nodes up to a certain tree reconstruction round.
As per the figure, it is 64th round. After onwards, even with the total number of alive nodes, the complete
coverage could not be achieved.

Figure 4.3 depicts the number of nodes present in each level of the tree after the nodes start dying out
as the tree reconstruction round progresses. From this figure, it is observed that the level 2 and 3 have the
maximum number of nodes, and the rate of dying out of nodes in level 1 is more as compared to level 2, which
is again greater than level 3. The nodes closer to the sink spend more time in data transmission and thus
consume more energy than the nodes far away from the sink.

As per the proposed approach, when the type1 nodes want to sleep, the children of those nodes try to select
their new parents from the group of nodes, i.e., either a leaf node or a sleep node, or an intermediate node in
the previous tree reconstruction round. Figure 4.4 shows that the number of sleep nodes, intermediate nodes,
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Fig. 4.3: Number of nodes present in each level of the tree in different tree reconstruction rounds.
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Fig. 4.4: Number of nodes select as parent in the next round of tree reconstruction from different group of
nodes (sleep nodes, intermediate node, and leaf nodes).

and active nodes is selected as new parents by the nodes whose current parents are interested to sleep in the
next tree reconstruction round. It is also observed that the nodes, which are looking for a parent, always have
a higher tendency to choose type0 nodes over type1 & type2 nodes.

Figure 4.5 depicts the number of type0, type1, and type2 nodes in each level of tree at different round of
tree reconstruction. In a network size of 1000 nodes, the number of levels comes up to 5. The majority of the
nodes are dominated by type0 and type2 nodes. During the initial rounds of tree reconstruction, the number of
type2 nodes is more than type0 nodes. As the round progresses, the tree adjusted to show a significant increase
in type0 nodes and a decrease in type2 nodes.

In order to evaluate the longevity of the proposed protocol, we simulated both the earlier approach [27]
as well as the proposed approach to identify the number of sleep nodes present in different rounds of the
tree reconstruction as shown in figure 4.6. This figure ensures that the network lifetime achieved through the
proposed approach is far better than the earlier level-wise tree construction approach. This enhancement is
achieved as the coverage through the proposed approach is ensured with fewer nodes.

Figure 4.7 compares the number of sleep nodes, coverage leaf nodes, and intermediate nodes in different
rounds of tree reconstruction. From this figure, it is observed that in the initial few rounds of tree reconstruction,
type0 nodes increase continuously, and coverage nodes decreased. Nevertheless, after the 46th round, more than
150 nodes died at once. So, there is a rise in the coverage nodes and drop in sleep nodes, as many sleep nodes
turn to coverage nodes to compensate for the loss of so many coverage nodes.
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5. Conclusion. In this paper, we addressed the problem of scheduling sensor activities while having full
coverage. Improving the network lifetime by increasing the number of sleep nodes along with maintaining full
area coverage is the purpose of this research. We approached the least energy exhaustion provision in WSNs,
proposed a level-wise sleep scheduling mechanism, and maintained coverage to achieve the above requirement.
In this proposed approach, a routing tree is built that maintains coverage, and at the same time, longevity can
be achieved by putting the redundant nodes in the sleep mode. The tree mends itself locally by following a
level-wise approach for the tree reconstruction and finds the redundant nodes in the vicinity of the changing
area only with the engagement of a minimum number of nodes in the process. Thus, full coverage is ensured
only by engaging the nodes of the concerned area without involving all the nodes of the tree. The simulation
results also ensured improved network lifetime by making more nodes in the sleep state.
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