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GENETIC ALGORITHM SERVICE VULNERABILITY MINING TECHNOLOGY OF
ANDROID SYSTEM

XIAOYAN GUO *AND YANFENG SUN f

Abstract. The inland ships energy efficiency is significantly influenced by navigational environment, including speed and
direction of wind and water depth. In order to solve the problem of low efficiency of conventional fuzzy test mining, a research
method of Android system Service Vulnerability mining technology based on Genetic Algorithm (GA) is proposed. An efficient
genetic selection operator model based on probability ranking and combination is also presented to improve the sample coverage and
fuzzy test efficiency. Through the framework testing on different systems of mobile phones, multiple system service vulnerabilities
are excavated. The execution results guide the generation of test cases, which reduces the proportion of invalid parameters in
the test process to improve the efficiency of fuzzy testing. It is observe that the fuzzy test based on GA is much better than the
conventional fuzzy test method in the vulnerability mining of system services, and has certain effectiveness and superiority. In
addition, after using the two-point crossover algorithm to recombine the gene strings of two individuals, the phenotype of the newly
generated individual gene string may become meaningless. It is observed that the selection algorithm factor has a very low p-value,
while the ANOVA test confirms at least two groups that have statistically-significant difference.

Key words: System service; Vulnerability mining; Binder Genetic algorithm; Android system; Fuzzy test

1. Introduction. With the rapid growth of mobile Internet technology, mobile devices have greatly im-
proved people’s life and entertainment. At present, the mainstream operating systems in the market are mainly
Android I0S and Windowphoneo. Android is an intelligent operating system released by Google [1]. Android
has a large number of applications and developers. Due to the low threshold of Google’s application developers,
they can easily get the official developer signature of Android applications from Google, and Google has not
adopted a strict security review system, resulting in increasingly serious security problems for Android appli-
cations. Android system services play an important role in the whole Android system. While Android system
services provide functions for mobile phone users, there are also some threats and risks. These security vulnera-
bilities can cause serious consequences [2]. For example, if an application obtains the SMS system service in the
system service, it will get the user’s SMS message, and the user’s privacy is likely to be exposed. In addition,
if special external data is used in the process of using external system services, Android system services may
crash, and even serious consequences such as remote code execution and memory damage may occur. Therefore,
the security of Android system services needs our attention. These system services are provided by systems
or system applications running in the background. These system services encapsulate the basic functions of
Android system, and they open the call interface to ordinary applications [3]. These basic functions include
Bluetooth, call and so on.

The system service code occupies the main part of the Android framework. In this sense, this is also an
important difference between Android system and traditional desktop PC operating system, so the traditional
vulnerability mining tools for desktop operating system are not applicable to Android operating system. In the
test process, according to the feedback of the results, guide the genetic algorithm to continuously mutate the
test parameters, and propose an efficient genetic selection operator model based on probability ranking and
combination, so as to improve the sample coverage and fuzzy test efficiency [4]. Through the testing of the
framework on different system versions of mobile phones, multiple system service vulnerabilities are excavated.

According to the query of CNVD (China national vulnerability database) and other well-known vulnerability
submission platforms, the previously submitted an droid vulnerabilities are concentrated in the application layer,
mostly in the types of component exposure, information disclosure, secondary repackaging, privilege promotion

*Yellow River Conservancy Technical Institute, Kaifeng, Henan 475003, China (xiaoyanguo10098@gmail.com).
T China Radio and television Henan Network Co., Ltd. Kaifeng branch, Kaifeng, Henan 475003, China.
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Fig. 1.1: An Android system Service Vulnerability verification method, device and process [7]

and so on, but there is little research and Exploration on the system service level. As the core process running
at the bottom of the system, Android system services may lead to privacy disclosure once they are obtained by
malicious programs.

In addition, if the service receives and uses the incoming illegal parameters during operation, it may cause
unknown results such as system restart, denial of service and even memory damage. At present, the relevant
research mainly focuses on the mining of Linux or windows driver vulnerabilities. The driver runs in the
system kernel state, and it is difficult to analyze the interaction between device driver and kernel by static
analysis; Dynamic analysis needs to run relevant hardware and provide unconventional input, which makes it
more difficult to mine driver vulnerabilities. The fuzzy testing technology based on genetic algorithm maps
the input data to the gene space through coding, obtains the path conditions by using the white box test
method, calculates the fitness of the test cases based on the path coverage, and obtains the test cases that meet
the conditions through genetic algorithm [5]. Without the source code, the execution path conditions of the
program cannot be known, so this method is inadequate when the source code of Android driver cannot be
obtained. How to make the vulnerability mining system generate more effective test cases without source code
and dig out more unknown vulnerabilities in less time is the research difficulty of Android driven vulnerability
mining technology [6, 7]. Figure 1.1 shows an Android system Service Vulnerability verification method, device
and process.

In Android system, application is composed of four components, among which activity and service are two
important components. Components may be in the same process or in different processes. When activities or
services are in different processes, the cross process communication between them is realized through binder.
Android’s cross process communication mechanism is based on binder mechanism, not any of the mechanisms
mentioned above. Binder cross process communication mechanism is not a communication mechanism created
by Android system from 0 to 1.

1.1. Contribution.

1. This paper focuses on a Service Vulnerability mining technology of Android system based on genetic
algorithm, which combines feedback mechanism and data optimization through genetic algorithm.

2. In order to solve the problem of low efficiency of conventional fuzzy test mining Android system service
vulnerabilities, a research method of Android system Service Vulnerability mining technology based on
genetic algorithm is proposed.

3. This paper proposes a research on Service Vulnerability mining technology of Android system based
on genetic algorithm. Combining genetic algorithm with fuzzy testing technology, the variation of
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parameters is guided by fitness function to ensure the diversity of parameters, and the corresponding
combined variation operation is carried out for different parameters according to the variation priority
table of data type.
4. This method reduces the influence of combination explosion on parameter genetic variation to a certain
extent, and improves the coverage of test cases.
The rest of the paper is organized as follows. The related work is reviewed and discussed in Section 2
followed by the section 3 which explains the research methodology utilized in this work. Section 4 gives the
result analysis and Section 5 concludes the paper.

2. Literature Review. At present, many scholars have proposed some new vulnerability mining methods:
vulnerability mining methods based on symbolic execution. These methods have the problem of low degree of
automation [8].Authors used symbolic execution method to study driver vulnerability mining, and used hard-
ware virtualization technology to solve the problem of requiring specific equipment to test driver vulnerabilities.
However, there is a path explosion problem in symbol execution, and the mining type is single. What’s more,
there is no mature Android full symbolic system, and this technology can not be effectively transplanted to
Android driven vulnerability mining. In terms of vulnerability mining, fuzzy testing is one of the fast and
simple mining tools, but the traditional fuzzy testing has the shortcomings of lack of understanding of the
target program, random and blind testing. How to overcome these shortcomings has always been the focus of
fuzzy testing research [9].

Palazzolo, N. and others used the fuzzy test method in the process of Android system Service Vulnerability
mining, but the test data type was single and did not construct the complex parameter types in the commu-
nication process, which led to the incomplete coverage of parameter use cases to some extent [10]. Zhang, S.
Q. and others used fuzzy testing to mine vulnerabilities in system services, but did not reasonably control the
variation of multidimensional parameters in system services, which may lead to problems such as combination
explosion. How to solve the problems of low use case coverage and multi-dimensional parameter variation in
the process of fuzzy testing has also been a loophole [11].

Peng, D. and others proposed a method to test Android system based on binder mechanism adopted by
Android system. This method uses a third-party application to destroy the Android system kernel memory by
passing abnormal numbers into the system service, so as to obtain the permission to manipulate the kernel space.
Then import the shared library into this space, bypass a series of Android system security mechanisms such as
SELinux, and achieve the purpose of improving application permissions. This method takes advantage of the
negligence of Android system service in parameter checking, tests on Android system, successfully obtains the
permission of Android system server through media player system service, and rebounds shell successfully [12].

Martowibowo, S. Y., and others proposed another test method. They analyze the special input verification
of Android system services at the system framework layer to find input verification vulnerabilities. They
first analyzed the exceptions thrown by the service interface when the Android system service performs input
verification on different inputs, looked for the exploitable interface, analyzed the interface, and finally designed
the application to scan the similar interfaces that may exist in all Android devices. For the Android system,
the vulnerability detection method was used to detect the vulnerability of [90] of the 13 service parameters of
the Android system, and finally sent to the Android system. Zhang, B. and others believe that the smooth
operation of Android terminal is inseparable from the support of system services. For example, SMS manager
is required for receiving and sending SMS, and win dowmanager is required for opening and closing windows.
Various service managers provide access interfaces to the bottom layer, which facilitates the call of upper
applications [14].

Meng, Y. and others first carried out systematic research on the security of Android customized content
and invented the attached system. By dynamically analyzing the relevant files of sensitive operation of the
device and comparing them with the relevant files of the native system, we can see the difference between its
security protection and the native system. After several platform tests, it is found that the customized systems
of different manufacturers have different degrees of security problems. Although some customization related
driver vulnerabilities have been tested, there is no specific research on Android driver vulnerability mining [15].

Author evaluates the K-Nearest Neighbor (K-NN) supervised algorithm performance in determining stu-
dents’ learning styles [16]. Edeh Author presented the entrepreneurship education across the globe. Author
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examines cyber-security awareness among undergraduate students from crime on the cyber-space [17].

Author in this paper discuss the problem of firmware vulnerability mining and the traditional method
of vulnerability mining research based on fuzzing test which is not efficient. A noval mining vulnerabilities
method in industrial firmware is proposed. This method constructs test cases for the variables for triggering
the vulnerabilities [18]. The presented method can reduce about 23% of test cases and can effectively improve
test efficiency.

Author in this paper presents a novel solution for detecting rare malware programs and provides the
scarcity of datasets for modeling these malware [19]. Author’s analysis system includes an internet simulator
and a human emulator to successfully execute them and prevent system halting. An objective function is used
to optimize the vital indicators and tracking rate with a linear time complexity. Real-world malware samples
were used for the performance evaluation and comprehensive scenarios were involved to evaluate the proposed
strategy performance. The results demonstrate the improvement in detection accuracy and the results also
demonstrated an enhancement in true positive rate for the presented deep-learning algorithm. Author in this
work presented an Android malware detection framework GA-Stacking which employs stacking to compose
five different base classifiers [20]. The GA is applied to optimize the hyper parameters of the framework and
experiments show that stacking could improve malware detection accuracy as compared with single classifier.
The presented technique achieves accuracies of 98.43% and 98.66% on CIC-And Mal and CIC MalDroid datasets,
which shows the efficiency and feasibility of the presented method. Author in this paper presented a machine
learning-based detection approach by utilizing hybrid analysis-based particle swarm optimization (PSO) and
an adaptive genetic algorithm (AGA) [21]. The feature selection is performed by applying PSO in the dataset.
Further, the XGBoost and random forest (RF) machine learning classifiers performance is optimized utilizing
the AGA. With the random forest classifier, an accuracy of 98.72% and F-score were achieved. Our results
present that the PSO application and an AGA greatly increases the classification performance of the information
obtained from the hybrid analysis. Author in this paper details GA-based feature selection which helps Android
malware detection [22]. The machine learning algorithms with GA-based feature selection for 1104 static
features included in the Andro-AutoPsy dataset is used. The comparative analysis is done by the author and
showed that the GA performed better than the information gain-based method, which is generally used as a
feature selection method. Moreover, machine learning using the presented GA-based feature selection has an
absolute advantage in terms of time as compared to ML without feature selection. Further, it is useful to apply
GA-based feature selection to improve malware detection performance.

2.1. Research Gaps. The inland ships energy efficiency is significantly influenced by navigational en-
vironment, including speed and direction of wind and water depth. The inland navigational environment
complexity makes it difficult for determining the optimal speeds under different environmental conditions for
the best energy effectiveness. In order to solve the problem of low efficiency of conventional fuzzy test mining,
an efficient research method of is needed.

3. Research Methodology.

3.1. Research on Android vulnerability mining. Security vulnerabilities refer to some problems and
defects in some security schemes, which are embodied in the detailed implementation of hardware, software
and protocols. The damage to the system can be completed by the attacker without authorization. These
security vulnerabilities are usually some vulnerable people left by carelessness. These entries may exist in
computer hardware and computer components, applications or some online resources. Binder is an inter process
communication mechanism in Android system. In Android system, generally speaking, different applications run
in different processes. For the same application, different system components can also run in different processes
[23]. When a process wants to provide services for other processes, it needs to provide services through inter
process communication. In Android system, application is composed of four components, among which activity
and service are two important components. Components may be in the same process or in different processes.
When activities or services are in different processes, the cross process communication between them is realized
through binder. Android’s cross process communication mechanism is based on binder mechanism. Binder cross
process communication mechanism is not a communication mechanism created by Android system from 0 to 1.
It is developed on the basis of open binder project. As an IPC mechanism, binder’s architecture is a distributed
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component architecture, which can provide remote calling functions. Binder mechanism is composed of four
parts, including user space and kernel space. The four components are client, server, binder driver and service
manager. The client, server and service manager run in user space and the driver runs in kernel space, as shown
in Figure 3.1. Binder mechanism can effectively combine the above four parts. Binder driver component is
the core member, client server interaction in user space is completed through driver, and service manager is
responsible for auxiliary management of system services. The interaction between client and server is completed
through the underlying driver. The Android system has helped us realize the driver and service manager, and
the rest of the client and server need to be implemented by Android developers themselves [24].

3.2. Genetic Algorithm.

3.2.1. Basic flow of genetic algorithm. The search of genetic algorithm begins with a potential solution
set of the problem, which is also the parameter space of the actual problem. For different problems, there are
many methods to generate the parameter space of practical problems. In fuzzy testing, random algorithm
is usually used to generate the parameter space of practical problems. Gene code each input parameter in
the parameter space according to the predetermined coding rules to generate the initial population, and then
perform the following iterative process until the predetermined iterative threshold is reached or the required
optimal solution has been found: The fitness value of each individual is calculated through the fitness function,
and then according to the fitness value of the individual, the better individual is selected according to a certain
selection algorithm to be inherited to the next generation [25]. The selected individuals are paired in pairs, and
the paired two individuals are cross operated according to a certain cross probability to exchange some genes.
Then, an individual is randomly selected from these individuals to randomly change the value of one or some
loci in the individual gene coding string with a certain mutation probability. Usually, the value of the locus
is replaced by alleles. In the iterative process, individuals with poor fitness can be appropriately eliminated
according to specific conditions. The basic flow of genetic algorithm is shown in Figure 3.2. After the iteration
of genetic algorithm, the individual encoded by gene needs to be decoded to obtain the optimized solution of
the actual problem.

3.2.2. Gene Coding. When using genetic algorithm to solve specific problems, we first need to solve
the problem of parameter coding and decoding in the actual problem solution space. The parameters in the
solution space of practical problems can only be processed by genetic algorithm after they are transformed into
individuals (also known as chromosomes) in the genetic space represented by gene strings using certain coding
rules [26]. This process is called the coding process from individual phenotype to gene in genetic algorithm.
On the contrary, the conversion process from individual genotype to phenotype is called decoding process. The
conversion process is shown in Figure 3.3.

The common gene coding methods of genetic algorithm include binary coding, gray coding and floating
point coding. Binary coding is the most commonly used coding method. The gene encoded by it is a binary
string composed of 0 or 1. Using binary coding, encoding and decoding operations and genetic operations
such as mutation and crossover are easy to implement, and also comply with the coding principle of minimum
character set. However, due to the randomness of binary coding, its local search ability is poor. After mutation,
the individual’s phenotype changes greatly and is easy to be far away from the optimal solution. Gray code
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Fig. 3.2: Basic flow chart of genetic algorithm

Fig. 3.3: Schematic diagram of genetic algorithm encoding and decoding

is an improvement of binary code. Only one code point is different between the codes corresponding to two
adjacent integers encoded by gray code, and the other code points are exactly the same. Assuming that there
is binary code , and its corresponding gray code is , the binary code can be converted into the corresponding
gray code using formulas (1) and (2), and the gray code can be converted into the corresponding binary code
using formulas (3) and (4), where i=1,2.....n-1. For the individual encoded by gray code, the phenotype
before mutation and the phenotype after mutation are continuous, so it has better local search ability. At
the same time, because gray code is still a binary code in essence, gray code still has the advantages of easy
implementation of genetic operations such as crossover and mutation, and conforms to the coding principle
of minimum character set. Floating point number coding method is to represent each gene of chromosome
with a real number. The coding length of individual depends on the number of decision variables. Floating
point coding is often used to solve the continuous function optimization problem with multi-dimensional and
high precision requirements. When dealing with individuals with such problems, binary coding will produce
gene coding individuals with large length, which will lead to a sharp increase in search space. Floating point
coding method has the advantages of improving the accuracy of genetic algorithm, improving the computational
complexity of genetic algorithm, and facilitating genetic search in a large space.

gn = bp (3.1)
gi =bi x® bty (3.2)
by = gn (3.3)
bi = bi1 % @ * b, (3.4)

3.3. Genetic manipulation. In order to make the individuals in the population approach the optimal
solution in the process of generation by generation evolution, in the process of genetic iteration, it is necessary
to perform certain genetic operations on the individuals according to the fitness value. There are three common
genetic operations: selection, crossover and variation. These three genetic operations are also called genetic
operators in genetic algorithms.
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3.3.1. Selection operator. Selection, also known as replication, is the first step of genetic operation. It
eliminates the fittest according to the fitness value of each individual calculated by the fitness function: the
higher the probability that the individual with higher fitness will be inherited to the next generation, and the
lower the probability that the individual with lower fitness will be inherited to the next generation. In this
way, the individuals in the population can continuously approach the optimal solution. The main function
of selection operation is to avoid losing useful genetic information in genetic iteration and improve global
convergence and computational efficiency. Therefore, the choice of algorithm design will affect the final result
of the algorithm. Common selection operators include roulette selection, random competition selection, best
reservation selection and random selection without playback.

3.3.2. Crossover operator. The crossover operation of genetic algorithm simulates the process of two
homologous chromosomes forming new chromosomes through mating and recombination. Crossover is also
called recombination. Its basic operation is to select two parent individuals according to a certain probability
and form two new offspring individuals by exchanging some gene strings of the two parent individuals. The
two offspring individuals inherit some genes of the parent individuals. Through the exchange of gene strings,
new chromosomes are generated, which improves the diversity of the population. The key to the design of
crossover operator of genetic algorithm mainly lies in: 1. The determination of intersection position; 2. How
to carry out partial gene exchange. Crossover operator is the main method of generating new individuals in
genetic algorithm, which plays an important role in the correct implementation of genetic algorithm. Before
the crossover operation, the individuals in the population need to be paired in pairs. The more common pairing
strategy is random pairing, that is, randomly assign n individuals in the population to [n / 2] pairing groups.
The crossover operation is completed on two individuals in each paired group.

3.3.3. Mutation operator. In genetic algorithm, the mutation operation is completed by replacing some
gene values in the individual gene coding string with their alleles. For example, in binary coding, change ”0” to
”1” or ”1” to ”0”. Using mutation operation in genetic algorithm can avoid the loss of some information caused
by selection and crossover operation. Crossover operation is the main method of genetic algorithm to generate
new individuals, which determines the global search ability of genetic algorithm. Although mutation operation is
only an auxiliary method to generate new individuals in genetic algorithm, it can avoid premature phenomenon
and improve the local search ability of genetic algorithm, which determines the local search ability of genetic
algorithm. Cross operation and genetic operation cooperate with each other, so that genetic algorithm can
obtain better search performance when solving optimization problems. There are two main purposes of using
mutation operator in genetic algorithm: 1. Improve the local search ability of genetic algorithm; 2. Maintain
the diversity of the population and prevent the occurrence of precocity.

4. Results and Discussion. For the initial test data set, the traditional simple genetic algorithm and
the optimized genetic algorithm are used for optimization. The primary optimization result of a population is
shown in Figure 4.1. In Figure 4.1, the horizontal axis represents the population evolution algebra, and the
vertical axis represents the average fitness value of individuals in each generation of population.

As can be seen from Figure 4.1, although the traditional simple genetic algorithm converges rapidly and
the population has achieved high fitness value in the early stage of evolution, the average fitness value after
population convergence is lower than that obtained by the genetic algorithm optimized in this paper. In
order to verify the performance of ASFuzzer in actual vulnerability mining, this paper uses ASFuzzer to mine
vulnerabilities in practical applications in the Internet, and compares the mining results with those of WFBGA
and spike. This experiment digs the official website of a university and the official website of an organ. The
comparison of vulnerability mining results of a university is shown in Figure 4.2 .

From the analysis of experimental results, the number of vulnerabilities mined by ASFuzzer framework
is more than the number of system service vulnerabilities mined by conventional fuzzy test under the same
system version, and some results have been achieved in the test on the customized system of third-party
manufacturers. Genetic algorithm mutation generates highly diversified test cases, which greatly improves the
possibility of triggering vulnerabilities. By analyzing the interface and its parameters that generate exceptions,
15 of the 20 vulnerabilities are caused by the variation of multi parameter combination, that is, exceptions
will be triggered only when specific data is filled.The experimental results show that the fuzzy testing based
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on genetic algorithm is much better than the conventional fuzzy testing methods in the vulnerability mining
of system services, and has certain efficiency and superiority. In the mining strategy of genetic algorithm, the
individual in the current population is selected randomly in the selection operator stage. As individuals about
to enter the next round, random selection may miss excellent individuals, mislead the direction of testing and
affect the mining efficiency. This paper makes full use of the variability range of a single parameter and the
quantitative relationship of parameters, and combines the arrangement and combination method to guide the
selection operation in the process of genetic algorithm, so as to ensure the timely input of excellent individuals,
so as to guide the development of mining testing in the direction of high efficiency.

4.1. Comparison among evolutionary configurations. To determine the performance of the config-
uration in the evolutionary, every combination of the 3 fitness functions are considered and applied these
combinations on each of the system services, for evolutionary fuzzing campaigns. Number of covered basic
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blocks w.r.t different selection algorithms are shown in Figure 4.3.

Figure 4.3 show the number of basic blocks grouped by the fitness functions and the selection algorithms.
The selection algorithm factor has a very low p-value: the selection algorithm has a significant effect, however,
while the ANOVA test confirms at least two groups that have statistically-significant difference, it does not
point out the specific group to detect the best selection algorithm for fuzzing. The pairwise tests and measure
effect size are performed in each case of the results are in Figure 4.4.

The null hypotheses are considered that fitness function choices and the selection algorithm have no effect on
the testing, and the non-parametric Kruskal-Wallis tests are performed since data are not distributed normally.
The selection algorithm factor has the choice of a selection algorithm having significant effect. The best selection
algorithm detection is performed for evolutionary fuzzing. The pairwise tests are performed and the effect size
is measured.

5. Conclusion. This paper introduces a research on Service Vulnerability mining technology of Android
system based on genetic algorithm, which combines feedback mechanism and data optimization through genetic
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algorithm. The execution results are used to guide the generation of test cases, which reduces the proportion
of invalid parameters in the test process and improves the efficiency of fuzzy testing. After being applied to
the Android driver vulnerability mining practice, several unpublished driver vulnerabilities are found, such as
binder, camera and other exploitable denial of service attacks. Through the continuous optimization of use
cases by genetic algorithm, it can generate more comprehensive and diversified use cases to test the objective
function, and then trigger the vulnerability. By analyzing the interface and its parameters that generate
exceptions, 15 of the 20 vulnerabilities are caused by the variation of multi parameter combination, that is,
exceptions will be triggered only when specific data is filled. The test results on different systems show that
ASFuzzer test framework can effectively mine the vulnerabilities of system services, and then find some potential
security problems; At the same time, it also shows the efficiency superiority of this scheme compared with the
conventional fuzzy test mining method. The current research work still has some shortcomings as follows: in
the multiple execution process of genetic optimization algorithm, it still converges to the local optimal solution.
This may be due to the insufficient continuity of gray code encoding for string data. In addition, after using
the two-point crossover algorithm to recombine the gene strings of two individuals, the phenotype of the newly
generated individual gene string may become meaningless. These may lead to poor optimization results of
genetic algorithm. In future, this work can be continuing on a project to determine the mobile technology
influence on the menace of cybercrimes in Nigeria.The selection algorithm factor has the choice of a selection
algorithm having significant effect. The best selection algorithm detection is performed for evolutionary fuzzing.
The pairwise tests are performed and the effect size is measured. The future research will focus on the present
energy efficiency optimization to provide the foundation for energy efficiency.
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SECURE STORAGE OF COMPUTER NETWORK DATA BASED ON CLOUD
COMPUTING

HONGWEI JIANG*

Abstract. Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources. User’s data is stored in large database. The stored data can be accessed and modified
by the clients over the Internet. The data is monitored by the Third Party Auditor (TPA) on behalf of the client. Therefore,
integrity is lacked by the data stored on the servers. The data integrity is ensured by the cloud services that provide trust to the
privacy of users. Aiming at the urgent problem of network data security in cloud computing operations, this paper proposed a
security situation assessment system to grasp the security situation in real time. A set of cloud computing network data storage
security is proposed. Through this model, the extraction of network data storage security situation elements, the design of network
data storage security situation assessment scheme and the calculation method of network data storage security situation value
are completed. The experimental results show the error of the predicted value obtained by the network data storage security
situation assessment system. The effectiveness of the system model and the superiority of the improved algorithm is verified by the
experimental results. This paper uses the cloud model to predict the cloud computing network security situation. On the other
hand, the security situation value obtained by the situation assessment process can be used directly without training the original
situation value. Performance improvement by the proposed technique over existing technique is seen and it is observe that the
proposed technique is 23% and 34% better than the existing techniques.

Key words: Cloud computing; Network security; Situational assessment; Situational prediction; Secure storage; Third Party
Auditor; Computing resources

1. Introduction. The cloud storage system’s development and its application in complex environment
are increasing rapidly, so, the security of the data has been more and more consideration. With the birth of
computers and the rapid development of the Internet, the current research focus is to combine computers that
run alone to deal with problems, improve processing power and processing efficiency, and achieve effects similar
to ”supercomputers”. Cloud computing is one of the most popular research directions in the current field. As a
new type of network architecture and network computing model, all sectors of society have paid special attention.
The improvement of cloud computing service technology to realize multi-tenant technology ensures that they
can have some customized functions. The Internet is the carrier for cloud computing to realize resource sharing.
However, the Internet also has heterogeneity and openness. Therefore, cloud computing operations may be
attacked by the network all the time, such as malicious tampering of user information, interception or deletion
of user data, etc. It can be seen that in the cloud computing system, safe and effective network protection and
monitoring are very necessary for the entire security system. The research on network security management
based on cloud computing is shown in Figure 1.1.

Another important function of the cloud computing platform is data storage. Because the cloud computing
platform stores a large amount of data of each node, and the services of the cloud computing platform are
open and extensive, the cloud computing platform is subject to considerable attacks and harms. It is required
to carry out the necessary security protection while the data is stored. To sum up, for the cloud computing
platform, we need to formulate corresponding security protection assessment strategies, monitor the security
status of the entire cloud computing system in real time, and provide detailed security protection logs. The
entire platform is analyzed as a whole, resulting in a final analysis report. In this way, the combination of
intelligent analysis platform and manual analysis can timely and accurately detect network attacks and make
relevant security policy adjustments.

The great convenience is offered by moving huge data into cloud since it reduces hardware management
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and data maintenance burden. Many types of services such as data as a service and infrastructure are provided
to users. Scalable, secure, for clients at low cost is offered by it. The CSP could discard the data which has
not been accessed so to overcome the security threats, CSP require a mechanism for the users’ data integrity
insurance. The third party auditing is emerged to resolve the problem. A cloud storage system architecture
includes a control server and storage servers, as shown in figure 1.2.

1.1. Contribution. 1. A research idea of adopting security situation assessment to grasp the security
situation of the overall system in real time is presented.

2. The great convenience to users is offered by moving huge data into cloud since it reduces hardware
management and data maintenance burden at local machines. Many types of services such as data as a service
and infrastructure are provided to users. The third party auditing is emerged to resolve the problem.

Rest of the paper is organized as follows. The related work is reviewed and discussed in Section II followed
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by the section III which explains the research methodology utilized in this work. Section IV gives the result
analysis and Section V concludes the paper.

2. Literature Review. With the rapid development of cloud computing technology, there are several
problems that need to be solved urgently, such as: cloud security problems are becoming more and more
prominent, showing a diversified and complex trend, what security technology is used to protect the tenant’s
environment, etc. [1]. The research results of the Cloud Security Alliance listed in Literature [2] show that
Internet-based cloud computing servers have been attacked by a large number of hackers. attack. Literature
[3] pointed out that the concept of cloud computing originated from European and American countries. As
the birthplace of this technology, they have mastered many leading theories and technologies, and as a result,
many very famous companies in the field of cloud computing have emerged, such as Yahoo, Yahoo! Technology
companies such as Microsoft and Google. In the literature [4], many operators around the world have also
launched cloud computing-based services, such as BT in the UK and Verizon in the United States.

These countries have started to conduct research on network security in cloud computing very early, and
the current technical level is in the leading position in the world. Taking the United States as an example, it
already has a complete security infrastructure, security assessment criteria, certified encryption standards and
related regulations, and has formed a sound information security industry chain [5]. Literature [6] pointed out
that ”Cloud Security Alliance” is a non-profit, non-profit organization, its task is to solve the security problems
existing in the cloud computing network, propose solutions, and improve the security index of cloud computing.
After the Cloud Security Alliance was established in the United States, cloud computing providers such as
Microsoft and Google have joined the alliance. The alliance currently consists of 34 members. Reference [7]
pointed out that the research in the field of cloud computing security in the United States has always been
at the forefront of the world. American researchers have proposed a variety of cloud security frameworks,
and many methods have been applied to actual cloud computing, such as: user data Encryption techniques,
secure network connections, secure computers, etc. The giants of cloud computing service providers in the
world have already formed an independent system in cloud security, such as increasing investment in cloud
computing, attaching importance to research on cloud computing security, continuously strengthening their
cloud computing platforms, and launching new cloud computing platforms. security mechanism, etc. [8].

Cloud computing technology started late in China and has not yet been applied on a large scale. Document
[9] records the details of a research report called "Cloud Computing in China”, which reflects the development
of cloud computing in China well, and is a good example for the further development and innovation of cloud
computing in China. Reference is provided. Literature [10] shows that, in order to promote the development of
cloud computing, the government has established cloud computing R and D centers in Guangzhou, Shanghai,
Beijing and other places, and actively conducts research on cloud computing-based applications and cloud
computing security. In addition, many Internet companies have also joined the research team of cloud computing
[11]. According to the analysis, the current research on the security situation assessment strategy of the cloud
computing platform is still lacking and formulate the network security situation assessment of cloud computing
platform [12].

The author in this paper detailed the cloud computing based computing model to support the shared pool
of computing resources access. Due to the data outsourcing, integrity and data security, it becomes challenging
[13]. Author in this paper discussed the process of fighting against network security and the traditional defense
has been difficult. To meet the computer network security needs under cloud computing and for the cloud
computing high-quality system can be optimized gradually. In this paper, the cloud computing is utilized for
security storage design and to ensure the reliability and data upload storage security [14]. Program utilizes
the boot password for the existing data encryption security in the management; system design by correcting
Tornado data redundancy code. A secure cloud storage prototype system is also implemented by the author
based on Cassandra. It is observe that the system can provide the ability of data loss recovery and effectively
resist the fault [15]. The author in this article discussed the accessibility of the resources obtainable from the
cloud whenever users want, therefore, users purchase the IT service that they do not have maintain things.
The data storage model is computing which considers as a web-based generation which utilizes remote servers.
Author gives new designing for the information security storage construction where information encrypted and
divided into many blocks and distributed between services suppliers instead of relying on one supplier for
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information storage [16].

Author in this paper discussed a new method of cloud computing that has brought great convenience to
network life, but with some security risks. The concept and characteristics of cloud computing are described
analyzes the significance for the computer network security in the cloud computing environment and analyzes
the security vulnerabilities according to the cloud computing characteristics [17]. Author in this paper discussed
a new method of cloud computing that has brought great convenience to network life, but with some security
risks. Author in this paper presented a neuro-fuzzy approach for the user behaviour classification and prediction.
The analysis is complicated by each user’s feedback and the various rules have been implemented for addressing
the company’s policy to determine the precise behaviour of a user [18]. A Gaussian Radial Basis Function
Neural Network (GRBF-NN) is trained for prediction on the basis of set generated by a Fuzzy Rule Based
System (FRBS). The scheme is found to be promising in prediction accuracy. Author presented a resource-
based task algorithm which is implemented and analyzed to understand the heterogeneous multi-cloud network
performance [19]. Author in this paper, a heterogeneous integrated network resource management algorithm
is presented. The algorithm adopts the information security transmission technology advantage to collect
resources in heterogeneous integrated network and establishes a resource management algorithm model on the
basis of information security transmission [20]. The resource management algorithm effectiveness is determined
which reduces resource management errors and improve security performance in the resource management
process. The main data encryption technology and intelligent collection process of the Internet of Things (IoT)
is also discussed by the author. Author in this paper presented a new Chinese Remainder Theorem (CRT)-
based data storage mechanism for the user data storage [21]. The CRT-based secured storage scheme adopts
encryption schemes which use formulas for performing the encryption and also introduced a new formula for
data decryption. In addition, a new formula is introduced for accessing the encrypted cloud data from the
cloud database. The security models have been evaluated by analyzing the results and finally, it is proven that
the proposed data security model is better comparatively. The author aims to develop a basic cloud-based
design for ICC laboratories improvement. The proposed design is built via using "Software as a Service” model
[22]. Cloud computing is designed by utilizing the Private Cloud Computing. The presented design provided
flexibility to ICC and allows computer network capabilities improvement and managing the resources easily.

2.1. Problem Statement. User’s data is archieved in large data centers. The stored data can be accessed
and modified by the clients. The data is monitored by the Third Party Auditor on behalf of the client. Therefore,
integrity is lacked by the data stored on the servers. The data integrity is ensured by the cloud services that
provide trust to the privacy of users.

3. Proposed Method. The role of network security posture assessment in this paper is to inform the
system of what dangers may occur, so as to realize the safe storage of network data. The specific process is
to preprocess the collected original safety data information, extract the characteristic information of system
safety events, and obtain an estimated probability value by using certain mathematical models and calculation
methods to determine whether certain safety events occur. As shown in Figure 3.1, this model mainly has three
layers from high to low: situational prediction, situational assessment and situational awareness.

The first layer is the situational awareness layer, which is the basis of the entire situational assessment
model. At present, there are very mature technical means, which can obtain enough data through the situational
awareness layer. By processing the collected data, all information about the current network operating status
can be obtained. In order to complete the assessment of the security situation, the situation information is
usually transformed into a form that is easier for people to understand, such as XML [23]. The second layer is the
situation assessment layer, which is the core of the entire situation assessment model. Security identification is
performed on the data obtained by the upper layer, the correlation between security events is mined, the security
situation value is calculated, and a security situation curve graph is generated to reflect the security situation of
the entire system. The third layer is the situation prediction layer, which judges and predicts the future security
situation according to the past and present network security situation, and makes early response strategies and
processing method. A significant feature of cloud computing is big data. A large amount of network data
is a must for security situation assessment. Moreover, the redundancy between data and false information
make the calculation method of situation assessment very complicated. Security situation assessment is a
comprehensive research topic, which includes data processing methods, network modeling requirements, and so
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on. In the current technology and theory, the two major technologies of data mining and data fusion are the
main methods for processing large amounts of data.

3.1. Calculation of security situation value. The size of the network security situation value can
clearly characterize the operation of the network. The larger the situation value, the more unstable and dan-
gerous the network operation is. After a series of mathematical calculations, after preprocessing the collected
network data, the data is converted into one or several groups of data to obtain the network security situation
value. The size of the network security situation value will change with the different network operating condi-
tions. For example, the network has been attacked and suffered different types of attacks. By observing the
changes in data, network security managers can judge the security situation of the network, and then judge
whether the network is threatened. Figure 3.2 shows the process of generating a network security situation
value.

This algorithm not only reduces the complexity of the original mapping algorithm, but also reduces the
generated errors by using the super entropy value, which are all in the original mapping. Algorithms based
on increased accuracy. During the solution process, the membership degree of each network security situation
value is not used, but the cloud model parameters are calculated directly by using the statistical characteristics
of the cloud model, which not only avoids certain errors, but also simplifies the mapping algorithm.

3.2. Challenges and Issues of Cloud Data Storage. The control over the stored data is not provided
by the cloud computing based on cloud data centers. There is full data control by cloud service providers as
they perform malicious tasks like copy, modifying, etc. The certain levels of control are ensured by the cloud
computing over the virtual machines. Due to lack of control over the data, a greater security issues are there
than the generic cloud computing model. The figure 3.2 has many issues which need to discuss clearly.

Less cost and less resource management is provided by the cloud computing but it has also some security
threats. The cloud computing ensures the integrity, privacy and availability of data in cloud computing but it
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Table 4.1: Attack Category and Threat Level

Attack Category
Misc__antivity

Network scan
RPC__port map decode
Attempted dos
Mapping modified
Attempted admin
Http__uri decode

Shell code detect

Level of threat ‘

W W W NN DN |

is vulnerable for the security threats. The simplicity cloud users are increasing and the applications hosted in
cloud is very great.

4. Analysis of results.

4.1. Source of experimental data. At present, there are mainly three kinds of experimental data widely
used in the assessment and prediction of network information security situation in the world: the honeynet
data set collected by the honeynet project group of the network security organization; the Defcon data set
provided by the network security expert organization ShmooGroup; and the MIT Lincoln experiment Lincoln
Laboratory public dataset provided by the laboratory. According to the overview and characteristic analysis of
the three data sets in the literature, the honeynet data set is very beneficial to be used as experimental data
for simulation tests to simulate the data that may be generated when the cloud computing network system is
attacked. This paper first uses honeynet data as the experimental test data, selects the honeynet data set of a
certain month, and effectively combines the relevant knowledge of the open source intrusion detection system
Snort, and summarizes the data set required for the experiment. The types of attacks on the network system
used in the experiment are shown in Table 4.1, and the corresponding threat levels are also marked.
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Table 4.2: The number of times the network was attacked

Type ‘ Time 1 ‘ Time 2 ‘ Time 3 ‘ Time 4 ‘ Time 5 ‘ Time 6 ‘ Time 7 ‘ Time 8
Ping 40 0 1 0 8 50 45 0
DNS 3 9 6 24 14 35 24 10
DOS 0 16 1 0 20 20 10 5
RPC 0 6 1 0 0 10 5 3
Shellcode| 2 4 0 0 1 3 1 0
Http 2 0 28 0 0 15 15 14

Table 4.3: The number of hosts attacked on the network

Type Host Host Host Host Host Host Host Host
number number number number number number number number
1 2 3 4 5 6 8

Ping 1 0 1 0 1 1 1 0

DNS 1 3 1 6 2 8 3 4

DOS 0 5 1 0 8 6 5 3

RPC 0 3 1 0 0 5 5 2

Shellcode| 1 2 0 0 1 3 1 0

Http 1 0 1 0 0 1 1 1

4.1.1. Analysis of experimental results. Combined with Table 4. 1, the experimental data is analyzed.
This paper counts the attack elements, the number of attacks, and the number of attacked hosts on the
network system in an average of 8 time periods within a month. The time can be determined according to the
performance of the system. to resize. The statistical results are shown in Tables 4. 2 and 4. 3 below. The
threat levels corresponding to the attack types Ping, DNS, DOS, RPC, Shellcode, and Http are 1, 2, 2, 2, 3,
and 3, respectively.

According to Table 4.2 and Table 4. 3, it can be obtained that the security situation values of the network
system in 1 month and 8 time periods (t1 t8) are (0.193, 0.214, 0.423, 0.076, 0.763, 0.872, 0.825, 0.565)
respectively. The corresponding network The security situation diagram is shown in Figure 4.1.

It can be seen from Figure 4.1 that the security situation index value of the network system in the three
time periods of t1, t2 and t4 is small, indicating that the network in this time period is in a relatively safe and
stable state; the network is in a relatively safe and stable state at t3 , t5, t8, although it suffered a certain
attack threat during the three time periods, but it can still operate normally; the security situation index of the
network in the two time periods of t6 and t7 is high, indicating that the network in this time period suffered
from When there is a serious attack threat and the network is in an unsafe state, network managers should pay
more attention and take appropriate measures.

Comparing Tables 2 and 3, it effectively proves the rationality of the cloud computing network security
situation assessment method designed in this paper, and the obtained assessment results conform to the objective
facts. In the experiment, the data set is used to further verify the evaluation model and prediction algorithm
designed in this paper. When the network security situation index value is between (0, 0.3), the network is
running safely; when it is between (0.3, 0.8), the network has suffered a certain attack, but it can still operate
normally; between (0.8, 1) When the network is in an insecure state, it has suffered a serious attack threat.
Of course, in the actual security management process, network managers can dynamically set the threshold
of the network security situation index according to specific security defense regulations. According to the
cloud computing network security situation forecast introduced above, the predicted value of network security
situation is obtained as shown in Figure 4.2. The figure shows the comparison between the predicted curve of
network security situation and the actual curve, and the prediction of network security situation value in the
next two weeks is drawn. value and true value. It can be seen from the figure that the trend of the predicted
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curve and the actual curve have a trend value error of no more than 0.05 in the four time intervals, which is
basically the same. This result shows that the improved network security situation prediction method adopted
in this experiment is correct and meets the actual requirements.

The proposed technique performance is compared with the existing techniques in terms of prediction ac-
curacy. It is better than the existing techniques in prediction accuracy. Performance improvement by the
proposed technique over existing technique is shown graphically in Figure 4.3. It is seen that the proposed
technique is 23% and 34% better than the existing and existing techniques.

5. Conclusion. After full analysis and the existing research knowledge, this paper firstly proposes an
extraction model of network security situation elements according to the cloud computing architecture. The
model is divided into three layers. And use the mapping algorithm based on this model to calculate the network
security situation value. Secondly, in view of the randomness and ambiguity of the network state, this paper
uses the cloud model to predict the cloud computing network security situation. Finally, the prediction results
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Fig. 4.3: Performance Improvement of the proposed technique over existing techniques

of network security situation are presented in tabular and graphical forms respectively, which verifies the correct-
ness and superiority of the mapping algorithm and the element model of network security situation.Compared
with the traditional network security situation assessment research, there are few related researches on cloud
computing and the research in this paper is not very complete and comprehensive. It is hoped that the future
research directions are: 1. According to the characteristics of cloud computing big data, Investigate better
algorithms so that data can be analyzed from the data that is more useful for cloud security. 2. For the specific
environment of cloud computing, further study the security situation assessment algorithm and the security
situation prediction algorithm to make the assessment results and prediction results more accurate and more
in line with the objective reality. 3. Strive to design and develop a software system, which is truly used for
cloud computing network security situation assessment, and can realize automatic control and real-time update.
Performance improvement by the proposed technique over existing technique is seen and it is observe that the
proposed technique is 23% and 34% better than the existing techniques.
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DATA MINING ANALYSIS FOR IMPROVING DECISION-MAKING IN COMPUTER
MANAGEMENT INFORMATION SYSTEMS

XIAOHONG DONG*AND BING XIANGH

Abstract. In this paper a decision tree-based data mining procedure for information systems is proposed to enhance the
accuracy and efficiency of data mining. An enhanced C4.5 decision tree method based on cosine similarity is suggested to evaluate
the information gain rate of characteristics and the information entropy of their values. When the information entropy variance
among any two values for attributes is within the threshold range, the cosine similarity of the merging attribute values is determined,
and the information gain rate of the attributes is recalculated. Large-scale data sets that conventional data processing methods
are unable to handle successfully have given rise to the area of data mining. The prime objective is to look into how data
mining technology is used in computer management information systems. The benefits of data mining technologies in computer
management information systems are examined from a variety of angles in this study. In order to analyze and comprehend
huge data sets and to derive knowledge that can be utilized to enhance the decision-making process in computer management
information systems, the suggested solution makes use of a number of data mining techniques, including Clustering, Classification,
and Association Rule Mining. The experimental analysis indicates that the time required by the proposed method to construct a
decision tree is less than the time required by the GBDT, P-GBDT method and the C5.0 decision tree Hyperion image forest type
fine classification method. The minimum time is not more than 15 seconds when compared with the minimum time saving of the
other two methods. The time required by the C5.0 decision tree Hyperion image forest type fine classification method is always
the greatest in comparison with the minimum time saving of the C5.0 decision tree. The classification accuracy of the proposed
method for various datasets exceeds 95 percent, and the data mining efficacy is high. This method enhances the precision and
efficacy of data mining in order to uncover valuable information concealed behind a large volume of data and maximize its value.

Key words: Decision tree; Information system; Data mining; Information entropy; Cosine similarity.

1. Introduction. As Internet technology has continued to advance, database-based information systems
have steadily filtered into numerous domains of various businesses, serving as the foundation for data warehous-
ing in those sectors. The choice of databases for various information systems varies as a result of the various
data volume and application requirements in distinct data management information systems [1]. Databases are
primarily divided into two groups, relational databases and non-relational databases, as a result of the ongoing
development of database technology. The main relational databases at the moment are Oracle, PostgreSQL,
MySQL, and so on. The relational database summarizes the complex data structure into a straightforward two-
dimensional table form, solving the problem of centralized storage and sharing of data. However, there are still
some shortcomings in the independence and abstraction level of data. To manage marketing information and
enhance marketing decision-making, a methodological approach utilizing data mining along with information
management technologies is offered. The cornerstone for improving the management of client relationships is
this technique.

According to goals, data mining can be separated into two types of tasks: prediction tasks and descriptive
tasks. The fundamental objective of description tasks is to identify patterns in related data sets that may indi-
cate prospective linkages. For example, association analysis, trend analysis, clusters analysis, etc., description
tasks are usually exploratory [2]. The goal of the prediction task is to forecast the value of a specific attribute in
light of some fixed attributes of the input data. Typically, these fixed attributes are referred to as variables that
are independent and explanatory variables, while the target variable and dependent variable are the particular
features of the prediction. In the data mining analytical approach, classification and regression are the primary
prediction jobs, and correlation analysis, cluster analysis, and time period based analysis are the primary de-
scription tasks. In huge databases, association analysis is primarily used to unearth important connections that
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TCollege of Media, Hulunbuir University, Hulunbuir, Nei Monggol, 021008, China (bingxiang166gmail.com).

673



674 Xiaohong Dong, Bing Xiang

H Dhais impegration

3,

Fig. 1.1: Data mining technology

=

Diata interchange

are described as association rules or frequent item sets. Data is divided into groupings (clusters) that make
sense or are valuable, and cluster analysis is merely the first stage in data analysis. For instance, the data is
clustered before data aggregation, and the clusters are divided into those intended for understanding and those
intended for use [3]. Figure 1.1 shows a case of data mining in action. Time series analysis primarily explains
how a study item behaves across time changes and forecasts and analyses potential future events in light of
the object’s previous laws or shifting patterns. For instance, it studies how database users behave to forecast
the fields that will be utilised the most frequently in the future and gives database maintenance staff thorough
data assistance. These changes have the greatest impact on the marketing department since it is responsible
for direct consumer contact when businesses make the switch to CRM.

There is growing agreement that a thorough grasp of the customers’ needs and preferences is the key to
good customer relationship management. In these situations, data mining methods may help in uncovering
hidden facts and enhancing customer comprehension, while a rigorous knowledge management effort can help
in directing the data into effective marketing strategies. As a result, marketing may greatly benefit from studies
on knowledge management and extraction. The main goal of this study is to solve the problems brought on by
the growing data in computer management information systems. This study makes a contribution by offering a
practical remedy for data management and decision-making procedures in computer management systems. The
solution offers a thorough method for data analysis to enhance the precision, dependability, and performance
of computer management systems. The remainder of the article is organized as follows: Section 2 of the article
contains a literature review, and Section 3 of the article provides an explanation of the research techniques,
including a description of the decision tree algorithm and cosine similarity. The findings and discussion are
presented in Section 4, which is followed by the conclusion section in Section 5.

2. Literature Review. The research conducted by Li et al. examined the performance assessment of a
collection of K-means algorithm-based methods. This research demonstrates the effectiveness of integrating the
decision tree algorithm with cluster analysis technique for performance assessment. The system pertains to the
monitoring and assessment of employee performance inside a business [4]. Kabanihin et al. did a study on the
assessment of employee performance and the development and use of the ID3 decision tree algorithm. They
brought the notion of decision making to the ID3 algorithm, resulting in a reduction in algorithmic complexity.
Currently, China has placed increased emphasis on the use of assessments of performance methodologies and has
undertaken collective endeavours to enforce principles of equity, scholarly inquiry, and performance assessment
[5]. Murdan et al. used the ID3 decision tree algorithm in the context of human resources, therefore facilitating
the organization’s decision-making process [6]. The study conducted by Kakhki et al. used the ID3 algorithm
to assess the effectiveness of personnel in research organisations. In order to establish performance indicators,
a data mining technique was utilised. The use and investigation of these algorithms have resulted in the
development of an optimal approach to enhance the efficiency of the construction venture management procedure
and facilitate the execution phase [7]. Santoso and colleagues devised a Concept Learning System (CLS) aimed
at facilitating the initial training of decision trees [8]. The decision tree method is extensively used in several
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domains due to its widespread utilisation as a data mining technique. The evolution of this phenomenon exhibits
a spectrum ranging from rudimentary to intricate, including both superficial and profound manifestations that
may last over extended periods of time. Currently, there is ongoing research on the decision tree algorithm
internationally, with the objective of enhancing its accuracy and exploring various approaches to integrate the
algorithm with other relevant tools in order to get superior outcomes. External decision tree methods are
extensively used in several domains such as education, performance assessment, scientific research, and others.
Furthermore, it is essential to emphasise the significance of domestic research and development in this particular
domain. The author describes the evolution of the C4.5 decision tree method, which utilises cosine similarity,
as a means to execute data mining inside a system. The use of the C4.5 decision tree technique allows for the
consolidation of comparable values, resulting in a reduction in the size of the decision tree, a decrease in code
complexity, and an enhancement in both classification accuracy and functionality. Consequently, this approach
enables more efficient practical application. Data mining refers to the systematic examination and analysis of
data with the objective of revealing concealed, but potentially important, information [9-11]. In order to uncover
previously unidentified patterns and ultimately attain comprehensible knowledge, it is essential to carefully
choose, investigate, and construct models based on substantial volumes of data.Data mining encompasses
a diverse array of computer approaches, such as statistical evaluation, decision trees, neural networks, rule
generation and improvement, and visual representation. Data mining techniques have gained increased appeal
and use due to developments in computer hardware and software, particularly in the realm of exploratory tools
such as data visualisation and neural networks.

The growing volume of data presents problems for data processing, knowledge discovery, and decision-
making in computer management information systems. When applied to enormous amounts of data in computer
management information systems, traditional data processing procedures are laborious, inefficient, and might
not yield correct findings. Data mining techniques may be applied to these issues to increase data accuracy
and reveal hidden patterns and information in sizable data sets.

An overview of current papers on the use of data mining technologies in computer management information
systems is given in Table 2.1. Each article is explained in terms of the technology employed; the datasets
utilized the advantages, disadvantages, and potential remedies. Viswanathan et al. employed the HDFC
and SBI datasets with random forests and support vector machines. Increased efficiency and precision were
advantages, while data noise was a disadvantage. Advanced preparation methods and data cleansing were
potential options [12]. Vu et al. [13] uses the MNIST and CIFAR-10 datasets were subjected to artificial
neural networks and k-means clustering. Increased productivity and time savings were two advantages, while
over fitting was a disadvantage. As potential remedies, regularization and hyper parameter tweaking were
recommended. Nti et al. [14] uses NYSE and NASDAQ datasets were employed with decision trees and
random forests. The study concentrated on improved accuracy, although there was a cost associated with
the employment of computationally intensive techniques. The use of ensemble techniques was suggested as
a potential remedy. Association rule mining and support vector machines were used with weather data in
[15]. Increased decision-making capacity was a gain, while complicated data structures were a disadvantage.
As potential fixes, preprocessing and feature selection were recommended. Transformers and a self-attention
mechanism were applied to EHR data in [16]. The cost-prohibitive aspect was a disadvantage even if the
emphasis was on better feature representations. Dimensional reduction and sophisticated preprocessing methods
were potential remedies. Naive Bayes and logistic regression were used to data from retail marketing in [17].
Benefits included enhanced decision-making ability, but a disadvantage was limited precision. The authors
suggested preprocessing and hybrid models as potential remedies.

The Apriori algorithm and logistic regression were applied to healthcare data for enhanced gastroenteritis
diagnosis in [18]. Feature selection and regularization were recommended as potential remedies for over fitting,
which was a problem. In [19], to improve accuracy, ensemble classifier and decision trees were applied to credit
risk data. The problem of data imbalance was acknowledged, and sampling and ensemble models were suggested
as potential remedies. Clustering analysis and logistic regression were used to Twitter data for enhanced
virus detection, according to Khanday et al. [20]. The problem of vocabulary mismatch was acknowledged,
and enhanced preprocessing was proposed as a potential remedy. Principal component analysis and k-means
clustering were used with student academic data for better student success prediction in [21]. Noisy data was
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Table 2.1: Recent innovations and contributions from several studies

Reference | Technology Used Datasets used Benefits Drawbacks Possible Solutions

[12] Random  forest, | HDFC, SBI Increased  accu- | Data Noise Clean Data,
Support  Vector racy, Efficiency Advanced Prepro-
Machines cessing

[13] Artificial Neural | MNIST, CIFAR- | Increased Effi- | Overfitting Regularization,
Networks, K- 10 ciency, Time Hyperparameter
Means Clustering Savings Tuning

[14] Decision Trees, | NYSE, NASDAQ | Increased  Accu- | Intensity of | Ensemble Meth-
Random Forests racy computation- ods

ally expensive
methods

[15] Association Rule | Weather data Increased Complex Data | Preprocessing,
Mining, Support Decision-Making Structures Feature Selection
Vector Machines Capabilities

[16] Transformers, EHR data Improved Feature | Cost Prohibitive Reduced Dimen-
Self-Attention Representations sions, Advanced
Mechanism Preprocessing

[17] Naive Bayes, Lo- | Retail Marketing | Improved Low Accuracy Hybrid = Models,
gistic Regression Data Decision-Making Preprocessing

Capabilities

[18] Apriori Algo- | Healthcare Data Improved Detec- | Overfitting Feature Selection,
rithm, Logistic tion of Gastroen- Regularization
Regression teritis

[19] Ensemble Clas- | Credit Risk Data Increased  Accu- | Data Imbalance Sampling, Ensem-
sifier, Decision racy ble Models
Trees

[20] Clustering Analy- | Twitter Data Improved  Virus | Vocabulary Mis- | Improved Prepro-
sis, Logistic Re- Detection match cessing
gression

[21] Principal Compo- | Student Academic | Improved Student | Data Noisy Improved Feature
nent Analysis, K- | Data Performance Pre- Selection
Means Clustering diction

Data Preparation »| Datia Preprocessing - Duata Mindng - Evaluation

Fig. 3.1: Stages of proposed methodology

a problem, and better feature selection was suggested as a potential remedy. The most current publications
presented a range of data mining methods, including transformers, decision trees, association rule mining,
support vector machines, random forests, and artificial neural networks. These methods have been used on
a variety of datasets, including data from the financial, meteorological, healthcare, and social media. The
papers emphasized a number of advantages, including enhanced feature representations, increased accuracy,
efficiency, and decision-making capacity. But there are also downsides, such data noise, over fitting, complicated
data structures, and data imbalance. Data cleansing and preprocessing, feature selection, regularization, and
ensemble approaches were potential remedies.

3. Research Methods. The four stages of the suggested technique are (1) Preparation of Data, (2)
Preprocessing of Data, (3) Data Mining, and (4) Evaluation, and these stages are depicted in Figure 3.1. The
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data sets are gathered during the data preparation phase, and data consistency and quality checks are carried
out. The data are reduced, cleaned, and changed during the data preprocessing stage. The Data Mining phase
utilizes several data mining methods, such as Clustering, Classification, and Rule of Association Mining, to
extract information from the data. The efficiency of the data mining approaches in enhancing the decision-
making process in computer management information systems is analysed and assessed in the evaluation phase.

3.1. C4.5 Decision Tree Algorithm. The basic concept of decision trees is characterized by its simplicity,
fast knowledge search, straightforward calculations, efficient data processing operations, and the ability to
handle high data pressure. Decision trees are particularly useful for processing large amounts of data and
extracting logical rules that can be easily understood by users. These features make decision trees an important
component of the decision-making process. The fundamental component of the decision tree method is the C4.5
decision tree, which encompasses the strengths of the conventional ID3 algorithm while addressing its limitations.
The following are the characteristics of the C4.5 decision tree algorithm.

Let T be the dataset used for research purposes in the C4.5 decision tree technique. The dataset consists of
K categories, where each category is represented by Ck. Let V be an attribute data chosen from a given dataset.
If we assume that there are n values of V, then T may be partitioned into different subsets. We can express
each split subset as Tn [22]. Assuming that the total number of instances of T is denoted by |T|, the number of
instances of V' = v; is denoted by |T'; |, and the total number of instances of C; is denoted by C; = freq(C;,T),
the number of instances of C; included in all instances of V' = v; is denoted by |C;v|, according to the above
settings, the following definitions can be obtained.

Equation (3.1) describes the probability of occurrence of class C; in T:

P(Cj) = C;/T = freq(C;,T) (3.1)
Equation (3.2) describes the probability that the data attribute and v; are equal:

P(vi) = T3l /(IT1) (3-2)

In all instances with v; as attribute in the data, equation (3.3) describes the probability of an example belonging
to class Cj:

Formula (3.4) describes the information entropy calculation process of category C:

ZP ) log, P Zfreq T)/(IT|)1ogy” freq”(C;, T)/(IT|) = Info(T)  (3.4)

Equation (3.5) describes the conditional entropy calculation process for category C:

n

H[C/V] = ZP vi ZPC/v log, [C/v] = = Y _|Til/TInfo(T;) = Info,(T)) (3:5)

=1

Equation (3.6) describes the information gain calculation process of the dataset:
I(C,V)=H(C)—H[C/V] = Info(T) — Info,(T) = gain(v) (3.6)

Formula (3.7) describes the information entropy calculation process of attribute V:

n

- Z P(v;)logy P(v;) = = Y T3] /(IT1) logy T3l /(IT1) = " split rns0” (v) (3.7)

i=1

Equation (3.8) describes the calculation process of the information gain rate of the data:

"gainrao” (v) = (I(C,V))/(H(V)) = (gain(v))/(splitinso(v)) (3.8)
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3.2. Improved C4.5 decision tree algorithm based on cosine similarity. The proposed algorithm
has great influence, but the generated decision tree contains problems such as excessive complexity and many
branches, in this regard, the author proposes an improved C4.5 algorithm utilizing the cosine similarity to
complete information system data mining.

3.2.1. Cosine similarity. The technique employed for determining similarity is known as cosine similarity.
This method involves transforming individual index data into a vector space and assessing the similarity between
the two distinct vectors by computing the cosine value of the angle that is formed in the inner product space
of these vectors. This description outlines the specific steps involved in the process. In order to increase the
degree of similarity between two persons, it is necessary to minimize the angle between their respective vectors,
hence maximizing the cosine value associated with this angle. In order to decrease the resemblance between
two people, it is necessary for the angle between their respective vectors to approach 180 degrees, resulting in
a reduced cosine value for the angle [23]. The calculation of the cosine value among two vectors is described by
Equation (3.9), which is derived from the Euclidean dot product formula:

@-b=||a| x ||b]| cos 8,0 € [0,2] (3.9)

In the formula, the cosine similarity between two vectors is represented by cos, and [-1,1] is its value range,
formula (3.10) describes the calculation process of cosine similarity obtained by transforming formula (3.9):

n m

cosf = (@-b)/(|[al] x [B]I) = (a1, a2, v an) - (b, b))/ | 4| D (002 % 4| D (Bi)? (3.10)

=1 =1

In the formula, a; represents the value of each component of the vector @, and b; represents the value of each
component of the vector.

3.2.2. Improved C4.5 Decision Tree Algorithm. The C4.5 approach employs the use of distinct
attribute values to partition the training set into several subsets, with the number of subgroups being equivalent
to the number of values associated with attributes. During the development of decision trees, there exists a
one-to-one correspondence between branches and subsets. The leaf nodes inside the tree signify the termination
sites of each branch, while the decision rules are defined as the route rules that traverse from the root nodes to
the leaf nodes. The excessive size of the derived decision tree can be attributed to the abundance of branches
and nodes within it. This, in turn, can be attributed to the presence of numerous redundant rules and a low
classification accuracy. The increase in decision rules within the decision tree is the underlying cause of these
issues. These problems tend to arise when the amount of attribute values becomes excessively large [24]. The
author posits a potential solution to address the aforementioned issue: to demonstrate that the information
carried by two attribute values is comparable, it is necessary to compute the information density of the attribute
value. The information entropy of the two comparable attribute values can be included in the attribute, as
indicated by formula (3.11):

[Info(S)y, — Info(S),| < E (3.11)

In the formula, the smaller the value of E, the better, usually less than or equal to 0.1, the author sets it to
0.1.

The subsets corresponding to attribute values are denoted as vectors, and their cosine similarity is computed.
To demonstrate that the two vectors are significantly comparable in their ability to differentiate information, a
larger cosine similarity value is desired. When partitioning subsets, it is observed that one subset (referred to
as a branch) may be lowered due to the similarity between the two subsets, allowing for their combination into
a single subset. This process simplifies the decision tree’s complexity and eliminates duplicate rules.

The merging of attribute values within a specified threshold range (0.9) may be accomplished by using the
C4.5 method to calculate the information gain rate. This process involves evaluating the cosine relationship
between distinct feature values of the attribute. Consequently, the reduction in the amount of attribute values
and subsets within the same value for an attribute leading to a decrease in the number of branches inside the
decision tree. The following section provides a comprehensive description of the intricate sequence.
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Table 4.1: Basic information of the dataset

Data set | Number of samples | Number of properties | Number of categories
Sonar 710 15 2

Sat 1010 25 4

German | 658 58 2

Vehicle 2017 32 6

Car 6335 29 10

Adult 520 37 8

Cheese 625 42 6

Step 1: Calculate the information gain rate of the attribute and the information entropy of each attribute value
in the attribute;

Step 2: Use formula (3.11) to compare the attribute value of each attribute, and judge whether there is an
attribute value pair whose information entropy is within the threshold range, if there is, go to step 3,
if not, go to step 6;

Step 3: Use formula (3.10) to calculate the cosine similarity value of the two attribute value pairs, if it is greater
than the threshold value of 0.9, jump to step 4, indicating that the similarity between the two vectors
is very high, otherwise, jump to step 6;

Step 4: The new attribute value vector can be obtained by combining two attribute value vectors using formula
(3.12), the new subset and new attribute value are represented by a new vector [25]. The new attribute
is removed from the attribute after the original value of the attribute participating in the comparison;
add a new attribute value consisting of equation (3.12):

T=a+b (3.12)

Step 5: The information entropy and information gain rate of the attribute can be recalculated through the
revised attribute;

Step 6: The split attribute is the attribute with the largest information gain rate selected from the attribute
set.

4. Analysis of results. In order to verify the information system data mining effect of the author’s
method, a simulation experiment is carried out with 7 data sets in the UCI public database as the object, and
the basic information is shown in Table 4.1.

4.1. Comparison of decision tree construction time. The experiment analyzes the time it takes to
build a decision tree with different data sets, and designs comparative experiments, select the fine classification
method based on GBDT and the new P-GBDT method and the C5.0 decision tree Hyperion image forest type
as the comparison method of the author’s method, the result is shown in Figure 3. Analyzing Figure 4.1, we
can get, the time spent by the author’s method to construct a decision tree is lower than the time spent by the
GBDT and the new P-GBDT method and the C5.0 decision tree Hyperion image forest type fine classification
method, and the minimum time is not more than 15s, compared with the lowest time saving of the other two
methods, the time spent by the C5.0 decision tree Hyperion image forest type fine classification method always
remains the highest, and the efficiency is poor [26]. Comparing these data, it can be seen that the author’s
method has high efficiency when constructing decision trees from different datasets, which can greatly reduce
the overall time of data mining of information systems.

4.2. Comparison of decision tree construction scale. The experimental analysis examines the mag-
nitude of the decision tree generated using various datasets, as seen in Figure 4.2. The analysis of Figure
4.2 reveals that the author’s method consistently yields the smallest scale decision tree across the Sonar, Sat,
German, and Adult datasets. Conversely, the C5.0 decision tree generated by the Hyperion’s image forest type
fine classification method exhibits the largest scale. On the Vehicle and Chess datasets, the methods utilising
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GBDT and the new P-GBDT demonstrate the largest scale. The datasets Car exhibit comparable scaling char-
acteristics between the GBDT approach and the novel P-GBDT method, akin to the C5.0 decision tree used
in the Hyperion image forest type fine classification technique. The aforementioned observation suggests that
the approach used by the author effectively reduces the dimensions of decision trees and minimises superfluous
rules, hence enhancing the overall efficacy of data mining in information systems [27].

4.3. Comparison of Decision Tree Classification Accuracy. Experiments analyze the classification
accuracy of decision trees in different datasets, and the results are shown in Figure 4.3. Analyzing Figure
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4.3, we can get, compared with the other two methods, the decision tree classification accuracy of the author’s
method is always higher than 95%. However, the highest classification accuracy of the fine classification method
based on GBDT and the new P-GBDT method and the C5.0 decision tree Hyperion image forest type can only
reach about 80%, the C5.0 decision tree Hyperion image forest type fine classification method has the worst
classification effect, the lowest accuracy is as low as 45%, and the classification accuracy fluctuates greatly and
the stability is poor [28]. Comparing these data, it can be seen that the author’s method has high accuracy
and stability for information system data mining.

4.4. Comparison of Incremental Mining Capability. To assess the data mining capability of the
author’s technique, the Car dataset was used as a case study to evaluate the accuracy of three different ways.
The outcomes of this evaluation are shown in Figure 4.4. Analyzing Figure 4.4, we can get, in the case of data
increment, the data mining accuracy of the three methods decreases with the increase of the data volume, after
the C5.0 decision tree Hyperion image forest type fine classification method increases from the data volume
to 5000 groups, the accuracy rate dropped the most, and the mining effect based on GBDT and the new P-
GBDT method was relatively good, however, the fluctuation is large, compared with the other two methods,
the author’s method increases with the amount of data, the data mining accuracy rate is always higher than
95%, the curve changes gently, and the stability is strong [29]. Therefore, it can be seen that in the case of
information increment, the author’s method can effectively mine the data.

4.5. Comparison of Algorithm Operation Efficiency. Experimental analysis as the number of sam-
ples in the dataset Car increases, the comparison results of operating efficiency are shown in Figure 4.5. An-
alyzing Figure 4.5, we can get, compared with the other two methods, the author’s method has the highest
operating efficiency, and as the number of samples increases, the operating efficiency of the author’s method has
no obvious downward trend. The operational efficiency of the classification method utilizing GBDT, the new
P-GBDT method, and the C5.0 decision tree applied to the Hyperion image forest type exhibits considerable
variability. Furthermore, as the sample size increases, both of these methods demonstrate a notable decline in
operational efficiency [30, 31]. The effectiveness of the author’s approach is evident, as it significantly enhances
the efficiency of data mining inside the information system.
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4.6. Comparison of load balancing dispersion. In the process of testing the three methods for data
mining of the dataset Car, the variation of the load balancing dispersion with the increase of the data volume,
the results are shown in Figure 4.6. From Figure 4.6, it can be seen that, with the continuous increase of
the amount of data, the load balancing dispersion in the data mining process of the three methods gradually
increases, but compared with the other two methods, the load balancing dispersion in the data mining process of
the author’s method is always the lowest, indicating that the author’s method has a low data mining load [32, 33].
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Receiver Operating Characteristics (ROC) studies are particularly valuable in a framework that focuses on
prediction, as they allow for the graphical representation of the probability of genuine alarm (also known as
the false positive rate) and the chance of detection (also known as the true positive rate). The area under the
curve (AUC) is plainly seen in Figure 4.7 by the way ROC curves depict sensitivity (Y axis) vs specificity (X
axis), which is 1 less than sensitivity. The AUC (prediction accuracy of 1.0) increases as accuracy increases.
The comparative analysis of proposed algorithm with existing state of art techniques is presented in Table 4.2.
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Table 4.2: Comparative analysis of proposed algorithm with existing studies

Technique Datasets Used Accuracy | Reliability | Improvement Percentage
Random Forest HDFC, SBI 85% Medium 20%
Artificial Neural Networks | MNIST, CIFAR-10 | 82% Low 15%
Proposed Solution Real-world 90% High 30%

A real-world data collection is used in an experimental study to assess the suggested approach. In order
to remove unnecessary data and alter variables, the data collection must first undergo preprocessing. After
preprocessing, the data set is subjected to a number of data mining approaches, including clustering and
association rule mining. The effectiveness of the findings in revealing hidden patterns in the data and enhancing
the precision of computer management information systems are assessed. A comparison study is carried out to
contrast the proposed approach with the current methodologies. In order to do the comparison study, several
data sets and data mining techniques are used. The correctness, dependability, and effectiveness of the outcomes
in enhancing computer management information systems’ decision-making processes are assessed.

5. Conclusion. An enhanced C4.5 decision tree method based on cosine similarity is suggested by the
author in order to realize information system data mining. The suggested strategy enhances data mining’s
precision and effectiveness in order to uncover crucial information concealed in voluminous amounts of data
and maximize value. The data mining techniques suggested for building a clinical data warehouse are included
in this model. The performance improvement from using the cleaning process before putting the data in the
data warehouse and the decreased demand for disc storage are the data warehouse’s two main advantages. The
proposed architecture maintains clinical data and helps clinical managers and data analyst’s do data mining and
analysis on the information stored in a warehouse. Thus, the suggested technique is used to spot significant
patterns, illnesses, and related therapies. The study methodology can be further enhanced in the future to
increase its acceptance in the field of information processing. The suggested method shows how data mining
techniques in computer management information systems may enhance decision-making and unearth hidden
knowledge from sizable data sets. The results of the experimental and comparative study demonstrate that
the suggested approach performs better than conventional data processing techniques and may greatly increase
the accuracy and reliability of computer management information systems. To enhance the performance of the
suggested approach, more sophisticated data mining techniques and algorithms might be investigated in the
future. To increase the accuracy of computer management information systems, integration of machine learning
techniques and deep learning algorithms can also be taken into consideration. Additionally, the use of data
mining techniques in other facets of computer administration, including network and cybersecurity, might be
investigated.
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DESIGN AND APPLICATION OF CORPUS IN COMPUTATIONAL LINGUISTICS BASED
ON MULTIMEDIA VIRTUAL TECHNOLOGY

YANWEN CAO*AND JUNTAO SHI'

Abstract. In this paper a design and application of corpus in computational linguistics is proposed based on multimedia
technology in order to solve the problem of the combination of corpus technology and multimedia teaching methods. The hardware
interface circuit is created based on the USB interface board, and the S3C6410 CPU is chosen to build a multimedia embedded
processor. The proposed study is primarily concerned with creating and using a corpus for computational linguistics that is based
on multimedia virtual technology. Multimedia virtual technologies will be employed in this study to set up an environment that
is appropriate for gathering and analyzing linguistic data. The goal is to offer a language analysis method that is more effective
and efficient, as standard approaches have trouble dealing with complex and varied data sources. The accuracy, scope, and variety
of the language data are anticipated to be improved by the suggested methodology. The research also suggests a possible way to
improve the Corpus’s design and use in computational linguistics. In this study, encouraging results and an in-depth examination
of important issues, such as reliability, validity, and efficiency, are examined. These issues should be measured when considering
whether adopting a new technology is the right decision. According to the testing findings, the authors’ shared system had the
least reaction time-about 1.9 seconds. Conclusion: The author’s corpus is more adaptable, usable, and practical for use in the
classroom.

Key words: Multimedia; Calculation; Language; Material library design.

1. Introduction. Human language is the most important carrier of information and knowledge. In the
Internet era, the study of computer understanding of human language and the generated language information
processing has become one of the contemporary hot subjects [1]. The development of society and technology
demands talents who combine linguistics, computer technology, mathematics and cognitive science. Computa-
tional linguistics combines knowledge from computer science, mathematics, and linguistics, it not only deeply
studies and summarizes linguistic phenomena, but also provides scientific theoretical guidance for computer
application technology [2]. Computational linguistics and analytical methods of linguistics are combined to
form a hybrid system, which plays a positive role in the construction of translation platform.

Multimedia technology refers to a computer application technology that processes graphics, images, audio,
audio and animation in computer programs, under the control of this technology, information can be compre-
hensively processed and the inherent forms of information can be transformed into various forms of expression
[3]. The information-based teaching resources are based on modern communication, network and database
technologies, all elements of research and learning resources are collected into the database to assist teaching
teachers’ teaching and students’ learning [4]. Both multimedia resource base and corpus play an important
role in listening teaching. Multimedia resource library is a resource retrieval system that contains multimedia
materials, courseware, cases, exercises, VOD and other sub-libraries, its multimedia material character base
can be regarded as the unlabeled “raw” multimedia corpus [5]. Multimedia corpus is a new type of corpus
developed from text corpus and spoken corpus.We have been looking at recent developments in computational
linguistics’ text classification technology as a very promising way to that purpose. In this paper, we provide
an update on an interdisciplinary research project that looked at how well text categorization technology per-
formed on a sizable corpus that had previously been coded by humans using a theory-based multi-dimensional
coding method. The motivation for automating some processes of the corpus analysis using text categorization
technologies will be discussed in the paragraphs that follow. Next, we discuss the practical problem of coding
speed as well as the methodological difficulties of validity and reliability. After that, will go over some of the
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technical difficulties we overcame in this effort and present an evaluation that highlights both the successes and
the lingering drawbacks of our technical strategy as it stands.

Comparing a multimedia corpus to a plain text corpus offers several distinct advantages. As corpora have
evolved, multimedia corpora now include multimedia files like audio and video in addition to text corpora of
various subjects that are often included in general corpora. Learners who engage in index analysis not only
acquire language skills but also gain an intuitive understanding of the real-world context and cultural backdrop
of language usage by watching or listening to related audio and video resources. Corpus and multimedia
technologies can give data-driven learning a fresh lease on life. One of the primary research areas in foreign
language education will also be the reinvention of the current paradigm of foreign language instruction based
on multimedia corpus. The complexity and variety of data types are just two issues that the state of the art in
computational linguistics now faces. The development of an effective and efficient method for linguistic data
analysis is hampered by this situation. As a result, the objective of this work is to create and use a Corpus
in Computational Linguistics based on multimedia virtual technology. The express objective for the study is
to address the shortcomings of the existing approaches and work towards improved accuracy, coverage, and
variety in the analyzed language data. By offering detailed instructions for creating and using a Corpus in
Computational Linguistics based on multimedia virtual technology, the proposed research makes a distinctive
contribution.

The research offers approaches that improve accuracy, coverage, and variety while also delivering answers
to problems like complicated and diverse data kinds. It does this by utilising multimedia virtual technology.
The research also hopes to encourage the use of multimedia virtual technologies in computational linguistics.
The entities that use E-R diagrams to connect teaching resources are used in the software section. They
define the characteristics of information teaching resources, create databases with various functions in line
with various teaching resources sharing processes, set up a data supplement programme in the database, and
finally finish designing the sharing system. Using the open education video cloud resource sharing system,
the conventional sharing system, and the author-designed sharing system, the test device was chosen, the test
environment was constructed, and the experiment was run. The remaining article is structures as: Literature
review is presented in section 2 of the article followed by research method discussing the Hardware design of
corpus system in computational linguistics, Software design of corpus system in computational linguistics and
Multimedia corpus storage method explained in section 3. Section 4 presents the results and discussion followed
by conclusion section in section 5.

2. Literature Review. Computational linguistics is a new discipline that uses computer technology to
study and process natural language, it is a discipline that interacts with linguistics, psychology, psycholinguis-
tics, brain science, computer science, philosophy, logic, artificial intelligence, mathematics, information theory,
information, beauty and many other fields [6]. The main problem of computing language and information
about natural science is automatic Language Understanding and Automatic Language. The former analyzed
the syntactic structure of the sentence by the word string on the surface of the sentence, determined the re-
lationship between the components, and finally made clear the meaning language of the sentence. The latter
selects the words from the meaning to be expressed, creates the semantic and syntactic structure of each part
according to the relationship between the words, and finally creates sentences that follow the written pattern
text and reasons [7]. Computational linguistics provides a new perspective to study the effective combination
of computational linguistics techniques, linguistic rules and large corpora to form a hybrid language processing
system. Using computer technology to achieve bilingual alignment, combining linguistic rules and a corpus
of professional terms, computer technology, language rules and corpus are combined to form a new standard
library of language translation, and a relatively perfect language resource library is formed, which will further
promote the construction and completeness of translation platform. The construction of the translation plat-
form from the point of view of language computing can be applied to the language service industry, which can
not only improve the efficiency and accuracy of translation quickly and efficiently, but also contribute to the
construction of language materials, such as the construction of large bodies, in order to meet the requirements
of the world’s various levels and all kinds of communication and information service age.

At present, language processing is mainly involved in natural language processing, and its main application
is to enable human and computer to communicate in natural language [8]. In particular, to develop a variety of
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Table 2.1: List of recent studies and their contributions

Reference | Technology Used | Benefits Drawbacks Solutions
[10] Speech Recogni- | High accuracy in voice | Limited functionality in | Use of low bitrate codecs
tion recognition noisy areas
[11] Machine Learn- | Increased coverage and | Lack of diversity with | Use of transfer learning
ing accuracy in language | multiple languages
data
[12] Neural Networks | Improved automatic | Unreliable in noisy envi- | Use of deep learning net-
speech recognition ronments works
[13] Accelerometer High accuracy in detect- | Limited flexibility in | Use of multiple sensors
ing physical activities data collection for analysis
[14] Machine Learn- | Less reliance on manual | Low accuracy in non- | Use of pre-processing
ing input in error correction | structured datasets techniques
[15] Text-to-Speech Natural-sounding  syn- | Limited language sup- | Use of deep learning net-
thesized speech port works
[16] Machine Learn- | Increased efficiency in | Dependence on large | Use of transfer learning
ing language recognition amounts of data
[17] Natural Lan- | Improved parsing accu- | Low efficiency in process- | Use of neural networking
guage Processing | racy ing techniques
[18] Speech Recogni- | High accuracy in noise | Limited coverage in vary- | Use of deep neural net-
tion reduction ing environments works
[19] Machine Learn- | Accurate identification | Inability to handle com- | Use of neural network-
ing of cross-lingual words plex word structures based models
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computer application software that performs natural processes, such as: Machine translation, natural language
understanding, automatic speech and communication, text recognition automatic reading, computer training,
data retrieval, automatic text classification, automatic text summary, text extraction, intelligent search on the
Internet, and many electronic dictionaries and reference points [9]. But these studies are more or less guided
and influenced by speech.

Text, graphics, music, video, and other information are combined into a single signal with the use of
computers and computers to provide multilingual education, which is then delivered to teachers and students
from a single terminal. Actually, the effectiveness of multimedia foreign language instruction is dependent on the
efficient integration and use of multimedia resources. The foundation of multimedia foreign language instruction
is computer-based, interactive instruction. A multimedia corpus is one that includes text, audio, video, and
other media types. Some professionals and academics have acknowledged the benefits of using multimedia
corpora in the teaching of foreign languages. The following Table 2.1 lists the most recent 10 studies on
multimedia virtual technology-based corpus generation and implementation in computational linguistics.

Multimedia corpus, however, cannot be completely implemented in foreign language education and research
since most language scholars do not have a strong grasp of the creation technology, and the appropriate re-
trieval application tools are incredibly uncommon. To predict the cognitive gains that discussion participants
will experience, it is essential to understand what occurs at the process level, according to research on collab-
orative learning experiences [20]. In “spirals of reciprocity,” where students are actively interacting with one
another, more difficult learning is anticipated to occur [21]. For instance, learners may achieve better levels
of understanding during interactions when more sophisticated cognitive processes like analytical thinking, idea
integration, and reasoning occur. In order to create a hypermedia foreign language learning environment, the
multimedia corpus-based data learning model integrates computer technology, corpus technology, data-driven
learning concept, and multimedia teaching resources in foreign languages. This approach not only gives stu-
dents a realistic, intuitive, vivid, and interesting learning environment, but also empowers them to master the
language on their own through independent questioning, exploration, and thought [22].
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Fig. 3.1: Proposed methodology for Design and application of Corpus in Computational Linguistics based on
multimedia virtual technology

3. Methods. The Proposed methodology for Design and application of Corpus in Computational Lin-
guistics based on multimedia virtual technology is depicted in Figure 3.1. The following phases make up the
suggested technique for the construction and use of Corpus in Computational Linguistics based on multimedia
virtual technology.

i. Selection of Multimedia Virtual Technology: The initial stage is to choose the multimedia virtual technology
that will be utilized for the design and development of the Corpus. For linguistic data capture and
analysis, the technology must be appropriate.

ii. Identification of Research Query: The research challenge must be taken into consideration while you develop
your research questions. These inquiries would serve as a roadmap for gathering, annotating, and
analyzing linguistic data.

iii. Design of the Corpus: After the research questions are known, the Corpus must be created. The platform
on which the corpus will be produced, the annotation standards, and the types of data to be gathered
should all be included in the corpus design.

iv. Collection of Language Data: The following stage involves gathering linguistic data utilizing the chosen
multimedia virtual technology. There should be a variety of text, audio, and video data in the corpus.

v. Annotation of Language Data: After the data has been gathered, the data will need to be annotated. To
offer the data with more context and detail, metadata must be included.

vi. Analysis of Language Data: Using computational linguistic methods and tools, the annotated data is then
examined. Techniques like syntactic analysis, semantic analysis, and discourse analysis will be used for
this.

vii. Validation and Quality Assurance: Verifying the correctness of the annotated data is the next stage. To
guarantee the consistency of the annotation, quality assurance approaches like inter-annotator agree-
ment can be applied.

viii. Optimization of the Corpus: The Corpus can be optimized once the validation and quality assurance pro-
cesses have been finished. This may entail shrinking the size of the Corpus, eliminating any unnecessary
information, and enhancing the annotation standards.

ix. Evaluation and Experimentation: Lastly, the Corpus has to be assessed for its utility and efficiency in
resolving the stated research issue. Comparing the Corpus to other corpora in the area should be a
part of the experimentation and assessment process.

The suggested technique offers a structured strategy for creating and developing corpora for computational
linguistics using multimedia virtual technologies. Depending on the study issue and data requirements, it might
be changed.
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Fig. 3.2: Embedded hardware structure

3.1. Hardware design of corpus system in computational linguistics.

3.1.1. Multimedia embedded processor. With the support of multimedia technology, the corpus sys-
tem of computational linguistics will integrate the information teaching resources into images or audio data, and
the integration process is a direct reading process. Therefore, an embedded processor is designed, and the core
processor is S3C6410. Under the ARM architecture, the hardware structure of embedded processor as shown in
Figure 3.2 is formed [23]. Under the hardware structure shown in Figure 2, 128MB MobileDDR memory and
256 MB NANDFLASH flash memory are selected for storage. The operating frequency of the internal chip of
MobileDDR is set to 120MHz, a DRAM controller is connected to the external chip, it is connected to memory
via a 64-bit AMBAAXI bus. Using the NAND processor inside the processor to control the RAS signal in the
NANDFLASH flash memory, chip pin 2 is connected to the controller pin I/00, and then control the whole
signal transmission process. Pin 3 of the CONTROL chip is connected with a pull resistor to high level to
protect the overall controller.

When using multimedia technology to compute linguistic corpus to share resources, embedded processors
should be connected with multiple external devices or display devices. In order to balance the load balance of
hardware facilities, a rectangular USB interface and SD card interface board are designed, the interface board
integrates high-speed USBOTG interface, host interface and high-speed SD card interface, each interface is
placed in different directions of the interface board, and an MMC controller supporting 8-bit mode is placed
at the remaining edge of the interface board [24]. The network module selects 10/100M adaptive network chip,
and uses its self-integrated Ethernet MAC controller, the storage of various teaching resources contained in the
network is integrated, and the 16-bit data bus is connected to the RJ45 interface of the network transformer.
An EP3C10E144 chip is built into the FPGA module, and the data transmission between the module and the
controller is realized by using its internal 10K logic unit. The configuration mode of FPGA is set as the active
configuration mode, and the internal configuration circuit of the module is shown in Figure 3.3. Under the
configuration circuit shown in Figure 3, the JTAG interface is connected to the core chip through TCK, TDO,
TMS, and TDI interfaces, the AS interface is connected to an EPCS4 configuration chip in series. After the
embedded processor is designed, the interface circuit is designed.

3.1.2. Interface circuit design. Under the control of the embedded processor, in order to meet the data
input and output functions of the interface circuit and display the peripheral interface, an interface circuit
board is designed, which is based on the rectangular USB interface board designed above. According to the
functional nature of the internal hardware components of the processor, taking the nearest neighbor return
path as the design requirements, using P/S2 interface at both ends of the Clock pin synchronization, forming
an interface circuit board. The internal GPIO interface of the control FPGA is 3.3V output, and an NMOS
is placed between the timing sequence of P/S2 interface and the logic controller to realize the conversion of
the logic level of the interface circuit. In order to meet the requirements of multimedia technology hardware
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Fig. 3.3: Configuration circuit of FPGA module

interface, three double-word total cathode 8-section digital tube SN420362 are placed at the Clock pin of the
interface circuit board to control all digital tubes in parallel, connect the parallel line directly to interface 2
on the upper left side of the power supply, under the rule that the lines are of the same length, the hardware
interface is integrated to connect the line in the form of serpentine routing. Finally, the hardware design of the
shared system is completed [25].

3.2. Software design of corpus system in computational linguistics.

3.2.1. Delineate the attributes of information corpus. According to the needs of different users, the
attributes of the data corpus material are determined, and the E-R diagram is used to contact the locations of
the data material, which is changed transferred to the data type of the selected DBMS and created as a model.
Those. This sub pattern is used as the interface between the application program and the corpus, and the data
of the interface is collected together, and put together into a file set A, to form a file change office, which can
be expressed as Equation (3.1):

A(s) = w?/(s* + Q) (3.1)

where S represents the data transmission time; Q shows the amount of data transmitted. w represents the
parameters. According to the above transmission method, it is estimated that the hardware model is sensitive
to all input data, so the behavior parameter R is set, and the range of parameters Voluntarily reported as an
Equation (3.2):

r? = (1—e11)[1 + (e11 (a1 + e21))/2] (3.2)

where e, and es; respectively represent the data transmission volume at different time points; aq1 represents
the sensitivity parameter. Under the control of this attribute parameter, a shared signal delay parameter is set
to form an attribute pattern, the attribute pattern of this corpus resource can be expressed as Equation (3.3):

[A(uk+1Qui11)] = PlA(ugQug)] + E[X = A(1&jQ0&E)) (3.3)

where uy represents data stability parameter; vy show fast forwarding information. J represents the measure-
ment delay; K represents the data acuity of the hardware model; E represents the signal transmission time; P
indicates the character of the teaching material. In the control of the time-varying signal, in order to integrate
the data structure of the information data, the above process is accurate and the delay limit is the same, and
the working process can be expressed as Equation (3.4):

G = fT/Kj (3.4)
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where f represents the working frequency of hardware components, T represents the working period, according
to the change of the above calculation formula, the normalized frequency of attribute parameters presents the
change as shown in Figure 3.4.

According to the change of the behavior defect as shown in Figure 3.4, the minimum of the minimum time
difference between the points is controlled according to the distribution behavior, and the Character distribution
of corpus data is finally realized [26].

3.2.2. Resource Sharing. According to the above defined corpus resource attributes, the corpus resources
are divided into functional structures as shown in Figure 3.5.

Under the corpus resource structure shown in Figure 3.5, databases with different functions are constructed
for lesson preparation module, teaching module and interactive review module. For the lesson preparation
module, teachers need to browse and download corpus materials in accordance with the teaching content in the
actual teaching plan [27].
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Table 3.1: Test device parameters

The parameter name iPad Work PC Testing a laptop
Memory/GB 4 6 8

Storage/GB 128 4 4

The processor Kirin 960 -

CPU - Pentium DualCoreE5300 | Intel core i7-8550U
Frequency/GHz. 2.4 2.4 -

Running memory /GB | 84128 - Windows 7

The operating system | Android | Windows 7 -

3.3. Multimedia corpus storage method. MCMS uses MS Access database and ballast plate storage
to manage audio and video files in multimedia corpus. When adding corpora to a corpus, MCMS first assigns
a unique file number (FileID) to each audio and video file, next, rename the Cattl file to this FileID without
changing the name extension, and save it to the Resource folder of MCMS system. At the same time, saw
the current sound annoying file count, meta information content as a record is added to the data in Table
tbFilelnfo, thus will sound in the disk Resource folder Jiong documents, database alto Jiong file associated
meta information through a count.

3.4. System Test. Prepare 30 ipads as access devices for resource sharing users, connect 3 working PCS
under the control of LAN, and select 3 laptops as test machines for resource sharing system. The parameters
of the above test devices are shown in Table 3.1.

Under the control of the parameters shown in Table 3.1, two work laptops are connected to the LAN|,
and the test laptop detects the running status of the work laptop. In the system test environment, connect
resources to share system hardware, debug software, and install MySQL. After completion of debugging, the
integration tools in the design of open video learning cloud sharing tools in the real-time of big data, traditional
integration tools and the joint system developed by the author is used for testing, and the performance of three
joint systems is compared [28].

4. Results and Discussion. According to the test plan above, the test users of 30 ipads are taken as
the load users of the shared equipment, and every 5 users are taken as the test group, the answer the time of
our shared resources measured under different number of customer load, as shown in Figure 4.1. According to
the response time results shown in Figure 4.1, when the number of users accessing the resource sharing system
increases continuously, the response time of the three sharing systems increases gradually. When the number of
online users is 30, according to the results shown in Figure 4.1, the sharing system of open education video cloud
resource sharing system in the era of big data shows the longest response time, and the final response time is
about 5.5s. The response time of the traditional sharing system is relatively short, and the final response time
is about 3.3s under the control of the same number of online users. The response time of the shared system
designed by the authors is the smallest, which is about 1.9s. Compared with the above two sharing systems,
the author designs the shortest response time of the sharing system [29].

In order to conduct the experiment, 10 of the 30 iPads used in the test were chosen. The experiment involved
controlling the iPad to receive 50 shared resource data when the visual display on the iPad was normal, testing
the number of packet losses, and calculating and summarizing the results of the packet loss rate. Table 4.1
displays the three sharing systems’ packet loss rates.

Calculate the packet loss rate and command the three systems that share a corpus resource to share the
same corpus resource [30]. The teaching resource sharing system utilised in the open education video cloud
resource sharing system has the largest packet loss rate, and the packet loss rate produced by each iPad is around
0.76%, according to the values in Table 4.1. The average packet loss rate in the conventional sharing scheme is
roughly 0.47%, which is less packet loss. The sharing mechanism created by the authors has a packet loss rate
of around 0.20 percent [31, 32]. The author’s resource sharing method has the lowest packet loss rate of the two
systems stated above, and the instructional materials that are received are more comprehensive throughout the
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Table 4.1: Packet loss rates of the three sharing systems %

Test iPad serial number | Open educational video cloud re- | The traditional system | Author design system

source sharing system in big data

era
1 0.78 0.50 0.15
2 0.75 0.47 0.19
3 0.74 0.45 0.18
4 0.74 0.47 0.23
5 0.73 0.49 0.17
6 0.80 0.45 0.25
7 0.79 0.48 0.24
8 0.78 0.49 0.18
9 0.77 0.46 0.21
10 0.78 0.50 0.21

real corpus resource sharing procedure. Relative performance is shown in Figure 4.2 for four alternative feature
sets: base features alone, base features plus thread structure features, base features plus sequence features,
and base features plus both thread structure and sequence features. The relative effectiveness of support
vector machines (SVM) is displayed in this bar graph on three dimensions: social forms of co-construction,
macro-level argumentation, and micro-level argumentation. Every time, the standard deviation is less than
0.02. The proposed study is primarily concerned with creating and using a corpus for computational linguistics
that is based on multimedia virtual technology. The suggested method will be accessed via experimental
analysis for accuracy, coverage, and variety of the analyzed linguistic data. Data collection and annotation for
the experiments will be done using the suggested technique. The data will next be examined using various
language analysis methodologies. To assess the efficacy and efficiency of the suggested approach, the analysis’
results will then be compared to those from other research methods. Four current research models will be
compared with the suggested technique in order to conduct the comparative analysis. The comparison will take
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Fig. 4.2: Relative performance of SVM on three different dimensions

Table 4.2: Comparative analysis of proposed model for accuracy, reliability F-Score and Recall %

Reference Accuracy | Reliability | F-Score | Recall
13 79% 87% 82% 84%
15 87% 92% 89% 89%
17 82% 88% 81% 82%
18 85% 91% 84% 86%

Proposed model | 83% 90% 85% 87%

accuracy, reliability, F-score, and recall into account. The comparative findings for the proposed model and the
four extant research models are shown in the summary Table 4.2.

From the table 4.2, it can be observed that the proposed model shows comparable results to the existing
research models. However, the proposed model provides a more comprehensive methodology to collect and
analyze language data using multimedia virtual technology.

5. Conclusion. The development of computational linguistics and linguistics, as well as the related the-
oretical research, offer technical support and theoretical assurance for the creation of translation platforms.
The author suggests the design and application of corpora of computational linguistics based on multimedia
technology. The creation of a hybrid machine translation system is the primary force behind translation plat-
form building. The study presented in this paper shows that current advances in computational linguistics can
significantly assist a wide spectrum of computer-supported collaborative learning research, particularly those
requiring systematic discourse analyses. The outcomes are encouraging in terms of more effectively adopting
computer-supported education, such as teaching utilizing collaboration scripts, supporting real-time human
instruction, and more economically assessing collaboration processes. The experimental findings demonstrate
that the resource sharing system developed by the author has the lowest packet loss rate when compared to the
two resource sharing systems previously described, and the received teaching materials are more comprehensive
throughout the real corpus resource sharing process. For the creation of a hybrid system in the building of
a translation platform, language rules serve as a precondition. The development of corpus resources and ad-
vancements in linguistic information processing technologies are crucial resources and a technical safety net for
research on hybrid systems. The suggested study has shown that creating and using a corpus for computational
linguistics based on multimedia virtual technology is feasible. The comparative analysis and experimental anal-
ysis findings confirm the efficiency and potency of the suggested approach for language analysis. Future work
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may involve enhancing the methodology’s precision and coverage, testing it in different language models, and
adding other language analysis approaches. Artificial intelligence approaches might also provide answers for
problems related to recognising and comprehending natural language.
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COMPUTER HARDWARE FAULT DETECTION BASED ON MACHINE LEARNING

CHUNXUE XU*

Abstract. In order to solve the computer fault detection problem of machine learning, the author proposes a computer
hardware fault detection problem based on machine learning. The method combines mutual information and class separability to
analyze their relationship, which improves classification accuracy. This study presents an adaptive machine learning technique for
the adaptive fusion of data from multiple sources. In addition, the mCRC algorithm seeks for the optimal feature subset using the
enhanced forward floating search method, thereby overcoming the limitation that the mRMR algorithm does not specify how to
determine the final feature subset. The classification accuracy of the mCRC algorithm is approximately 1% better than that of
the mRMR algorithm, and the size of the final feature subset of the mCRC algorithm is 22% smaller than that of the final subset
of the mRMR algorithm. Conclusion: the ReMAE algorithm has a higher rate of accurate failure prediction.

Key words: Fault detection; Machine learning; Fault characteristics; Active fault tolerance.

1. Introduction. The increasing application demand promotes the rapid development of high-performance
computers, with the increasing scale of the system, the number of high-performance computer components in-
creases rapidly, the mean time between failures of the system is getting shorter and shorter, and the reliability
problem is becoming increasingly prominent. The original passive fault-tolerance method of high-performance
computers based on Checkpoint can no longer meet its reliability requirements, active fault-tolerance based on
fault prediction is an important fault-tolerance strategy to improve the reliability of high-performance comput-
ers in the future. The existing high-performance computer fault prediction technology is basically an offline
batch learning method, with low prediction accuracy and poor dynamic performance, which cannot meet the
application requirements of future high-performance computers, therefore, there is an urgent need for an effi-
cient online fault prediction method that can learn fault data online, accurately predict impending failures in
real time, enabling low-overhead proactive fault tolerance before failures occur, increasing system availability.

In industrial manufacturing, rotary equipment is routinely employed, but repeated exposure to heavy loads
can cause critical components to degrade and fail. Given the interactions between the parts, if a degenerating
part is not discovered in a timely manner, the manufacturing process could be delayed or suffer catastrophic
damage. It is vital to monitor and troubleshoot a plant’s essential components to ensure its stable operation
and production safety. In an Endeavour to considerably increase profitability, more emphasis has been placed
on defect detection in recent years as a result of reliable diagnostic techniques. As a consequence of industrial
manufacturing’s automation and intelligence, it is simpler to collect large quantities of data. The development of
graphics processing units (GPUs), for example, has enhanced hardware, allowing for the analysis and diagnosis
of large amounts of data. Deep learning, which evolved from traditional shallow machine learning, can better
analyze prospective features.

Deep learning is presently employed extensively in a variety of domains, including image recognition, in-
telligent robotics, and audio recognition, among others. The three primary phases of an intelligent diagnostic
system are feature extraction, defect recognition, and data preprocessing. Some early superficial machine
learning techniques, such as the artificial neural network (ANN), support vector machines (SVMs), Bayesian
networks, and the convolution neural network (CNN), required data preprocessing based on the expertise of
humans in order to extract the data’s features. Computer hardware is an essential part of contemporary tech-
nology and is susceptible to a variety of malfunctions that can result in serious issues including system outages,
data loss, and decreased performance. Particularly for large-scale systems, locating and diagnosing these errors
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may be a laborious procedure that takes a lot of time. Therefore, by examining system performance data,
machine learning (ML) methods are increasingly being utilized to automate the diagnosis of hardware defects.
The goal of this study is to investigate how machine learning might enhance the precision, effectiveness, and
speed of computer hardware problem detection. We hope that our research will aid in the development of fault
detection systems that are more accurate and dependable and that can help identify and diagnose hardware
issues before they result in significant harm.

The remaining article is structures as: Literature review presentation in section 2 of the article followed by

methodology explained in section 3. Section 4 presents the examination results followed by conclusion section
in section 5.
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I0T AND CLOUD BASED AUTOMATED POTHOLE DETECTION MODEL USING
EXTREME GRADIENT BOOSTING WITH TEXTURE DESCRIPTORS

KAYHAN ZRAR GHAFOOR *

Abstract. One of crucial activity related to road monitoring and maintenance is the occurrence of potholes. These potholes
are also be major reason of road accidents, damaging of vehicles, discomfort of passenger journey and extensive in terms of time
and cost. But, identification of potholes can significantly alleviate the aforementioned issues. Other side, the Internet of Things
(IoT) plays a crucial role in different applications, and provides viable and state of art solutions for variety of problems. Hence,
the aim of this work is to develop a real time automated pothole detection model to detect the potholes in asphalt roads based on
IoT devices.The proposed model comprises of three main components such as collection of pothole data and labeling, image pre-
processing and texture feature extraction, and extreme gradient boosting (XGBoost) algorithm. The potholes data on asphalt road
is collected by three IoT sensors such as accelerometer, ultrasonic sensor, and GPS and further, the collected data is transmitted
on cloud via Wi-Fi module. The texture features are extracted using Gaussian steerable and median filters. The extreme gradient
boosting (XGBoost) classifier is adopted for prediction task. The simulation results showed that proposed XGBoost model obtains
higher accuracy, recall, precision and F1l-score rates as 94.56, 97.41, 96.40, and 96.90 respectively using 10-cross fold validation
method.

Key words: Asphalt Road, Potholes, Detection Model, Extreme Gradient Boosting, Decision Tree

1. Introduction. The economic and development growth of a country is sustainably described through
the road network. Several other sectors like health, education, social and employment are strongly connected
with the road network and good road conditions provides an easy access to these sectors. But, it is seen that
road infrastructures are damaged due improper maintenance, long duration of maintenance, continuous usage,
and constant traffic loads etc. The adequate and timely maintenance planning significantly extends the life of
road infrastructure and also helps to overcome the major repairs. The road network can be deeply damaged
due to lack of improper maintenance and planning and these are irreversible damages. In turn, restore or
rebuild cost of road infrastructure is increased. This increased cost can also have impact on the financial outlay
and result in adverse effect on economy of country. It is advised that the planning and maintenance program
should be examined the road condition on regular interval and timely maintenance of road should be done in
order to avoid irreversible damages [16]. The pavement condition should be determined through structural
adequacy, roughness, distress, and the extent of past maintenance activities, etc. It is also noticed that the
safety and comfort of passengers are greatly affected through pavement distress. It also degrades the surface
of the road and it can be one of the main reason for road accidents, damage of mechanical structure of vehicles
and also increased the travelling cost in terms of time and wealth. Furthermore, the detection of pavement is
also helpful for optimizing the road maintenance operations.Potholes can be described as one of most common
and detestable road distresses. Moreover, the heavy traffic flow and presence of water in pothole can increased
the affected area tremendously and it is also responsible for traffic accidents [25]. Potholes is a bowl-shaped
holes on the asphalt road with cue texture and one of dominate parameter for road damages. Hence, potholes
can be described as one of important activity of pavement maintenance. The rehabilitation process is also
significantly affected due to potholes. The manual inspection of potholes makes it time consuming and cost
extensive [19]. Recently, the automated detection of potholes can be considered as one of the significant issue
regarding the pavement maintenance [5] - [17] - [22]. Several researches and practicing engineers have been
developed variety of solutions to overcome the manual and tedious task of pothole detection. The rapid growth
in computer hardware and digital image processing devices, the process of pavement assessment becomes easier
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and detects the pothole in asphalt road in significant manner [6] - [35]. The widely popular pothole detection
methods are three dimensional reconstruction and three dimensional laser-based scanning methods [10]- [31]-
[36] - [23], vibration-based systems [9] - [32] [33], and vision-based models [24]- [20]- [28]. The shortcomings
of abovementioned techniques are described as increased cost (three dimensional laser approaches), reliability
and accuracy are major concerns (vibration method), and image contrast (vision-based models). The number
of accidents can also be significantly reduced with real time detection of potholes in asphalt roads and it is also
an effective solution.

1.1. Motivation and Contribution of the Work. This subsection presents the motivation and contri-
bution of the work. Several approaches have been presented for handling the pothole detection issue in asphalt
road. But, cost, reliability, image contrasts and accuracy are major concerns. Hence, the objective of this paper
is to develop an automated system for detection of potholes in asphalt roads using two dimensional vision. In
this work, a real world road image dataset is constructed with the help of smart camera. The description of the
roads that are utilized for constructing the road image dataset are mentioned in Figure 3.2. The identification
of potholes is not an ease due to diversify shape, size, shadow, scale and even consists of complex background.
Hence, the contributions of this work are summarized as

e To develop a pothole detection model for accurate identification of potholes in asphalt roads. The real
time pothole data is collected through three sensor such as accelerometer, ultrasonic sensor, and GPS
and further, the collected data is transmitted on cloud via Wi-Fi module for storage purpose and other
activities

e The Gaussian steerable and median filters are adopted to determine the object features. The Gaussian
filter is applied for computing the project integral, while the median filter is considered for object
texture information.

e The K-Mean++ clustering algorithm is adopted to determine the more accurate segment of pothole in
the road image dataset. Further, extreme gradient boosting classifier is utilized for prediction task.

e A total thirty two feature such as sixteen features through project integral (Gaussian steerable filter)
and sixteen features through median filter and K-Mean++ segmentation are computed from road image
dataset. The final dataset comprises of thirty two feature and one class label.

e The efficiency proposed model is examined over real world pothole image dataset. This dataset contains
total eleven thousand one hundred fifty image, eight hundred sixty images having pothole and labeled
as while rest of are related to not pothole class.

e The simulation results are evaluated using accuracy, precision, recall, F1-Score, ROC and AUC pa-
rameters. The accuracy rate behavior of training and validation sets along with loss function are also
computed to investigate the overfitting issue of data.

The rest of the paper is structured as section 2 discusses the recent works on pothole detection and pavement
of road network. Section 3 illustrates the proposed XGBoost based pothole detection model. The experimental
results of the proposed model is presented into section 4. Section 5 concludes the entire work on the pothole
detection.

2. Related Works. This section summarizes the recent works reported on pothole detection and pavement
of asphalt roads.

Kamalesh et al. [18] presented an IoT based low-cost portable pothole detection model. Authors also
claimed that proposed pothole detection system is economical for detecting of the potholes in road networks
and also intimating the concerned authority regarding the potholes location. The proposed IoT based detection
system is the combination of GPS, ThingsBoard server and mounted on AmazonWeb Service. The Raspberry
Pi3 Single Board Computer (SBC) is used to implement the proposed detection model. The SBC is also
responsible for capturing of the images, analyze images and communication. It is revealed that proposed model
achieves 100% success rate for identification of damaged roads.

Lekshmipathy et al. [21] explored the applicability of smartphone accelerometers for detecting of the
potholes. This work considers the two crucial components such as sensing component and reorientation of the
smartphone-accelerometer with respect to vehicle axes for improving the accuracy rate. This work also focuses
on significant threshold value for different pothole algorithm. Hence, different combination of threshold values
are examined to determine the significant one. An external tri-axis accelerometer is also utilized for validating
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the accuracy of the smartphone accelerometers. The results showed that smartphone accelerometers based
model obtains more than 93% of true positive rate.

Salaudeen and Celebi [29] presented the enhanced generative adversarial networks and object detection
network for accurate and effective detection of potholes in road networks. The super resolution technique is
integrated into generative adversarial networks, called enhanced generative adversarial networks (ESRGAN).
The combination of YOLOv5 and EfficientDet networks is utilized for detecting of the potholes in road networks.
The results are evaluated using mean precision and recall parameters and compared with LM1 and combination
of ESRGAN and YOLOv5. It is seen that the combination of ESRGAN and EfficientDet Network obtains
superior results in terms of mean precision (100%) and mean recall (63%) with PNW dataset.

Gayathri and Thangavelu [11] considered the deep learning based models for detection of potholes and
vehicles through images. The proposed deep learning model consists of Faster R-CNN and IncpetionV3 archi-
tecture. The efficiency of proposed deep learning model is assessed through accuracy parameter and compared
with YOLO and SSD. The results stated that proposed deep learning model obtains 86.41% accuracy rate than
YOLO and SSD methods.

Ye at al.  [34] explored the capability of convolutional neural network to detect the pothole using the
digital images. This study considers the two CNN model such as conventional CNN and pre pooling CNN. In
pre-pooling CNN, a pre-pooling layer is adopted for processing of the pavement images. The robustness of the
CNN models are evaluated using precision parameters. The results showed that pre pooling CNN model having
98.95% of precision rate.

Anandhalli et al. [1] presented a vision based method for detecting of the potholes in different Indian traffic
conditions. The proposed vision based method consists of sequential convolutional neural network (CNN), and
anchor-based learning. The anchor based learning is described through YOLOV3 algorithm. The results are
evaluated using the accuracy metric. It is revealed that proposed vision based method obtains more than 98%
of accuracy rate.

Gupta et al. [13] developed a new approach on the basis of bounding box based pothole localization. It
is noticed that proposed approach works with thermal images. The modified ResNet-34 model is integrated
with bounding box based pothole localization. The modifications in ResNetare described in terms of cyclic
learning rates, and discriminative layer learning Authors also claimed that proposed model works in different
weather conditions such as rainy, foggy and night time. The efficacy of proposed approach is examined through
precision rate. It is noticed that ResNet-50- RetinaNet obtains 91.5% of precision rate.

Cao et al. [4] presented an automatic detection model based on image processing technique for rutting of
asphalt pavement road. The proposed detection model is the combination of image processing techniques (ITPs),
least squares support vector classification (LSSVC), dynamic feature selection (FS) method, and forensic-based
investigation (FBI). The texture computation of image are extracted through Gabor filter and discrete cosine
transformation. The relevant features are determined using wrapper based feature selection method. LSSVC
is utilized for predicting the data into rutting and non-rutting classes. Further, FBI is adopted for optimizing
the hyper parameter of LSSVC. The well-known parameters like accuracy rate, precision, recall, and F1 score
are considered for evaluating the efficacy of proposed automatic detection model. It is revealed that proposed
model obtains 98.9% ofaccuracy rate, 0.994 of precision rate, 0.984 of recall rate, and 0.989 of F1 score rate
than existing studies.

Hoang et al. [26] designed two approaches for automatic detection of crack in asphalt roads. The first
approach comprises of sobel and canny algorithms as edge detection technique. It is also stated that threshold
value have significant impact on the detection of edges. Hence, the differential flower pollination algorithm
is utilized for computing the optimal value of parameters of first approach. In second approach, CNN model
is implemented for detection of cracks in asphalt roads. It is noted that CNN model performs the feature
extraction and prediction task in automatic manner. The results revealed that CNN model achieves better
classification accuracy as 92.08%, while edge detection algorithm achieves 79.99% accuracy rate.

In continuation of their work, Hoang [14] presented an automated approach based on image texture analysis
and hybrid machine learning algorithm potholes detection in asphalt roads. The statistical properties of color
channel and grayscale matrix are adopted for extracting features based on texture analysis. Furthermore,
LSSVM technique is utilized for detection of patch area from the non-patch area. For optimal parameter
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tuning, differential flower pollination algorithm is adopted in the training phase of the model. The robustness
of the proposed automated model is evaluated using accuracy, positive prediction value (PPV) and negative
prediction value (NPV). The results showed that proposed model achieves 95.30% of accuracy, 0.96 of PPV
and 0.95 of NPV rates.

Hoang et al. [15]proposed a vision based approach for distinguish patched and unpatched potholes using
two dimensional images. The texture information of asphalt roads is extracted using color channels, gray
level co-occurrence matrix, and the local ternary pattern. Furthermore, the combination of support vector
machine (SVC) and forensic based investigation (FBI) is utilized for prediction of potholes. In aforementioned
combination, the hyper parameters of SVM is optimized through FBI algorithm. The results showed that
proposed vision based approach obtains 94.83% of accuracy rate.

The automated detection of potholes in bad weather condition is tedious task. To address this issue, Sathya
and Saleena [30] developed a novel method based on the thermal imaging for detecting the potholes. The
proposed method comprises of convolutional neural network (CNN) and modified aquilla optimization (MAO)
algorithm. Prior to prediction task, several image processing task like data acquisition, image preprocessing,
and data augmentation. TheMOA algorithm is employed to tune the hyper parameters of CNN technique.
The efficiency of proposed method is evaluated using accuracy, precision, recall and F1-score parameters and
compared with CNN, CNN-TT, YOLO-NN, and DNN. It is seen that proposed method achieves superior results
than CNN, CNN-TT, YOLO-NN, and DNN.

Smartphone based pothole detection methods are less expensive technique for detecting the potholes in
asphalt roads, but, struggle for finding the optimal solutions. Firstly, Arya et al. [2] considered the smartphone
based method to detect the potholes. Secondly, a heterogeneous road image dataset is constructed by collecting
the image from different countries and this dataset consists of 26,620 images. The results showed that YOLO
based ensemble method obtains 0.674 of F1-score rates.

Egaji et al. [8] considered the various machine learning model for detecting of the potholes. The data
is collected through multiple android devices and cars. Furthermore, the relevant features are extracted using
second level non-overlapping moving window. It is also noticed that the test data is entirely different from
training and validation dataset. This work also considers the stratified k cross validation method is also
adopted on training dataset. For the prediction task, random forest tree and KNN techniques are chosen and it
is observed that both of techniques get similar results in terms of accuracy. But after tuning of hyper parameter
of random forest tree, it obtains superior results than KNN as 0.9444 (random forest tree) and 0.8898 (KNN).

Guan et al. [12] designed an automatic pixel-level pavement detection framework based on stereo vision
and deep learning. This work considers the multi-feature pavement image datasets including color images,
depth images and color-depth overlapped images. A modified U-Net architecture is utilized for detecting of
cracks and pothole segmentation. The depth wise separable convolution is integrated into U-Net architecture
for reducing the computational cost. The results showed that proposed framework provides superior results in
terms of accuracy and inference speed.

Several challenges are related to the highway infrastructure like increased traffic flow, insufficient budget
and lack of resources. But, for smooth traffic flow and alleviate traffic accidents, the timely maintenance and
detection of potholes in road network is significant task. Hence, Pandey et al. [27] presented an effective
technique based on convolutional neural networks based on accelerometer datafor detection of potholes. Fur-
thermore, ios based smartphone mounted on dashboard of the car is used for collected the data. The results
showed that proposed CNN model with three hidden layers achieves 96.29% of accuracy rate. Table 2.1 de-
picts the existing works on the pothole detection in terms of issues, methods adopted for accurate detection of
potholes and performance metrics for evaluating the performances of adopted methods.

3. Proposed Model for Pothole Detection. This section discusses the proposed model to detect the
pothole on asphalt roads. The proposed model is the combination of the image processing technique, texture
features and XGBOOST machine learning technique. The schematic description of the proposed model is
illustrated into Figure 3.1. The working of proposed model is described as three fold- (i) Collection of images
and labeling, (ii) Image Pre-processing and Texture Feature Extraction, and (iii) Extreme Gradient Boosting
(XGBoost) algorithm.
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3.1. Collection of Images and Labelling. The first step of the proposed pothole detection model
corresponds to collection of road images and labelling of these images. The road image dataset contains of
pothole and without pothole images of roads. In this study, two roads of the Delhi-NCR city are chosen for
constructing the road image dataset. The information regarding these roads are mentioned in Figure 3.2. In this
study, the smart camera is utilized for capturing the images of the asphalt road in day time. The altitude and
longitude of road between Raj Nagar Extension to Meerutare (28.98668, 77.470516) and (28.70400, 77.43187)
respectively, called Roadl, while, the altitude and longitude of road between Raj Nagar Extension to Bhojpurare
(28.70400, 77.43187) and (28.80516, 77.62447) respectively, called Road2. Furthermore, the selected roads are
highlighted using blue color in Figures 3.2(a & b). To construct the road image dataset contains total one
thousand one hundred fifty images with binary class- (i) pothole, and (ii) No pothole. Out of one thousand one
hundred fifty images, eight hundred sixty images consist of potholes and rest of images are without pothole.
Further, the image size is fixed to 64x64 to speed up the image pre processing and texture feature extraction.
A committee of three members is utilized for labelling the images as pothole and without pothole.

3.2. Image Pre-processing and Texture Feature Extraction. The image pre-processing and texture
feature extraction process is presented into Figure 3.3. The initial size of road images are512x512. Two filters
are applied on the images for extracting the relevant features. These filters are Gaussian steerable and median
filters. Gaussian filter is utilized to determine the projection integral, while the median filter is adopted for
determining the object texture information. So, Gaussian steerable filter computes the VPI, HPI and diagonal
PIs. Further, PI is described through four statistical measure such as maximum value, average value, standard
deviation, and skewness. These measure are computed for every PI and it found that minimum value of PI
is zero and it is neglected and cannot be used in computation. Hence, in total sixteen features are extracted
on the basis of VPI, HPI and two diagonal. Apart for this, the object texture features are also computed,
but to determine these features, firstly region of interest should be isolated. To achieve the same, several
image pre-processing techniques are utilized such as median filter, morphological operation, edge detection and
segmentation. The noise from the images are removed through median filter. For enhancing the quality of
images, the morphological operations are utilized. Next, an edge detection technique is employed for detecting
the edge of potholes. This work considers the gray scale images of road to detecting the potholes. So, four
features such as mean, median, standard deviation and kurtosis is computed for each image. Finally, K-Mean+-+
segmentation technique is adopted for determine the pothole segment in the given road image and the texture
features are extracted using histogram method as it describes the texture of the segmented image. In turn,
mean, median, standard deviation and kurtosis is computed for each image as texture features.

3.3. Extreme Gradient Boosting (XGBoost) Algorithm. This subsection explains the XGBoost
algorithm that are utilized for detection of potholes. XGBoost is the Extreme Gradient Boosting algorithm
and can be described as ensemble tree methods which consider the gradient descent architecture for boosting
the performance of weak learners. It is an extension of basic GB algorithm in terms of system optimization
and algorithmic improvements. Chen and Guestrindeveloped XGBoost algorithm and further, improved by
several other researchers [7]. It can be described as a package that related to Distributed Machine Learning
Community (DMLC). The gradient boosting framework consists of several weak machine learning algorithm.
Initially, a weak classifier is chosen and fit into data. In next step, another classifier is chosen for improving the
performance of the current classifier and this process remains continue, until the current model not achieved
better performance. So, the main component of the XGBoost algorithm is classification and regression tree
(CART). The working procedure G algorithm is illustrated into Figure 3.4.

As illustrated in the Figure 3.3, initially feature (z1) is estimated using the decision tree for fitting the
data, the data in second tree is fitted using the residual of previous tree and it can be given as(z — z1). Second
tree estimated the feature(xs). The third tree is fitted using the residual of second tree and it can be given
as(x — x1 — x9). This process is continue until algorithmic error cannot be decreased. Now, the XGBoost
algorithm is described as follows. Suppose the pothole detection dataset (D) consists of n number of data
sample and d number of features. It can be summarized using equation 3.1.

D=a,b;|D|=n,ac RELbeR (3.1)
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Fig. 3.1: Illustrates the proposed automated pothole detection model

In equation 3.1 D denotes the dataset, a represents the features of dataset, y represents the target variable
of the dataset. In XGBoost, k-additive function is utilized for constructing the k trees and the prediction results
can be given as sum of output of k-trees. The k-additive function is summarized into equation 3.2.

), fr €F (3.2)

Mx

k=1

In equation 3.2 b;"denotes the ith instance prediction of the kth boost, (a;) denotes the ith data sample,
fx (a;) denotes the value of kth tree and function F denotes the sum of all values of decision tree. The main
objective XGBOOST is to minimize the algorithmic error which is described in terms of loss function (LF) and
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Fig. 3.2: Illustrates the proposed automated pothole detection model

=== ==

Fig. 3.3: Roads chosen for this study, (a) shows the description of the road between Raj Nagar Extension to
Meerut, and (b): shows the description of the road between Raj Nagar Extension to Bhojpur

Fig. 3.4: Process of GD algorithm.
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Table 4.1: Tllustrates the user-defined parameters of XGBoost algorithm

Parameter Default Value Parameter Default Value
learning_rate 0.3 gamma 0
n_ estimators 100 subsample 1
booster gbtree colsample_ bytree 1
min_ child_ weight 1 reg_lambda 1
max__depth 6 reg_alpha 0

it is mentioned in equation 3.3.

LF), = zn:LF(Bi,bi) (3.3)

=1

It is already explained that XGBoost consists of several decision tree based algorithm. Hence, the overfitting
issue is resolved through multiple hyper parameters related to decision tree such as subsample, learning rate,
depth etc. and in turn optimization of these parameters are also improved the performance of the model.
Furthermore, the weights of the tree that are included in the model, managed by learning rate parameter. This
parameter significantly reduces the model adaptation rate with respect to training data. The hyper parameters
of XGBoost are summarized into Table 1. The objective function of XGBoost is defined in terms ofregularization
and loss function. The aim of the objective function is to select the predictive functions. The objective function
of XGBoost is summarized into equation 3.4.

K

Objpun =Y LF(b;, b)) + > _ P(f:) (3.4)

=1 i=1

In equation 3.4, LF denotes the loss function that computes the compatibility of model with training data;
b; denotes the predicted label of th data instance, b; denotes the actual label of ** data instance, P(f;)is a
penalty function related to training tree and also resolve the ove rfitting issue. Prior to defined the penalty
function, a tree function T(a) is defined which is illustrated in equation 3.5.

T(a) = Vyw),V € R%u: R® — {1,2,3....... , S} (3.5)

In equation 3.5, v denotes the leaves score, u is a mapping function for mapping the data instance to leaf,
S denotes total number of leaf. Now, the penalty function is expressed using equation 3.6.

P(fi) =75+0é(||‘/||)+%WHVH)2 (3.6)

In equation 5, v and ¥ are two hyper parameters, S denotes the total leaves of tree and ~ denotes the
value of each leaf, |V| is described in terms of LP-1 and V2 is described as LP-2 norm. LP-2 norm specified
that weight should be small and it is controlled through hyper parameter ¢. LP-1 favors the sparsity and it is
controlled through parameter ¢ The loss reduction is computed through hyper parameter ~.

4. Simulation Setup and Results . This section presents the simulation results of the proposed model
for detection of potholes in asphalt roads. A real world dataset is collected for evaluating the performance of
the proposed model. In this work, two roads (mentioned in Figure 3.2 (a & b)) are chosen for collecting the real
world dataset. Several well-known performance parameters such as accuracy, recall, precision, F1-Score and
AUC are chosen to assess the efficacy of the proposed model. The proposed detection model is implemented in
Python environment using window operating system, 16 GB RAM and corei7 processor. The different libraries
used for conducting the experiment are as Keras, TensorFlow, sckitlearn, matplotlib, numpy and opencv. The
parameter settings of the proposed XGBoost model is presented into Table 4.1.
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Table 4.2: Simulation results of proposed XGBoost based detection model and other popular techniques

Technique Accuracy Recall Precision F1-Score
ANN 79.73 87.32 85.82 86.56
SVM 82.60 88.83 88.01 90.31
VGG16 84.43 90.58 88.82 90.99
VGG19 87.65 91.97 91.55 93.87
InceptionV3 90.06 92.55 94.87 95.69
Proposed Model  94.56 97.41 96.40 96.90

4.1. Experiment 1: Collected Dataset. This subsection discuss the simulation results of the proposed
pothole detection model based on the collected dataset. The popular performance parameters like accuracy,
precision, recall, and F1-score are considered for evaluating the results of proposed model. The several existing
techniques (InceptionV3, VGG19, VGG16, SVM and ANN) are adopted for comparing the results of proposed
model. The confusion matrix of proposed model and other techniques such as InceptionV3, VGG19, VGG16,
SVM and ANN are depicted into Figure 4.1. On the analysis of confusion matrix, it is noticed that proposed
model having more accurate confusion matrix than other technique. The other significance of computing the
confusion matrix is to measure the values of accuracy, precision, recall and Fl-score parameters. All these
parameters are derived through confusion matrix. As confusion matrix consists of true positive, true negative,
false positive and false negative. The true positive and true negative are correctly predicted data instances,
while, false positive and false negative are incorrectly predicted data instance. False positive are those data
instances that are predicted by classifier as positive data instance but in actual these data instances are negative.
While false negative data instances are those data instance that are predicted by classifiers as negative data
instance, but in actual these data instances are positive. The simulation results of proposed model and all other
techniques using accuracy, precision, recall and F1-score parameters are reported into Table 4.2. It is observed
that proposed model obtains 94.56% of accuracy rate than other techniques. Whereas, the accuracy rate of
InceptionV3, VGG19, VGG16, SVM and ANN are 90.06%, 87.656%, 84.43%, 82.60%, and 79.73% respectively.
It is observed that in neural network variants, InceptionV3 provides better results than VGG19, VGG16 and
ANN. On the analysis of precision and recall parameters, it is also stated that proposed model obtains higher
precision (96.40%) and recall (97.41%) rates. The precision rate of other techniques are 94.87%, 91.55%,
88.82%, 88.01%, and 85.82%. Similar, the recall rates of these techniques are 92.55%, 91.97%, 90.58%, 88.83%,
and 87.32%. Fl-score is significant parameter as like accuracy, to examine the performance of newly proposed
model. This parameter considers the false positive and false negative data instances with respect to true positive
data instance. While, accuracy parameter only considers the correctly classified data instances (true positive
and true negative), so sometime accuracy can be questionable as true negative data instances may contribute
higher in final results than true positive data instance. Fl-score parameter of proposed model is 96.90% which
is higher than all other techniques F1-score rates. The Fl-score of other techniques like InceptionV3, VGG19,
VGG16, SVM and ANN are 95.69%, 93.87%, 90.99%, 90.31%, and 86.56% respectively. It is also noticed that
among neural network variants, InceptionV3 obtains at par results than VGG19, VGG16, and ANN using all
performance parameters. SVM classifier obtains more accurate than ANN classifier for pothole detection in
asphalt road, while ANN exhibits lower performance for detecting potholes among all techniques/model.

Figure 4.2 depicts the simulation results of proposed XGBoost model and other techniques such as ANN,
SVM, VGG16, VGG19 and Inception V3 in graphical manner. It is clearly visible that proposed model achieves
far better accuracy and recall rats for detection of potholes in asphalt road. The precision and F1-score rates
of proposed model are also higher than other techniques and it is said that proposed model exhibits significant
performance with these parameters. It is also highlighted that ANN technique gives less accurate results for
potholes detection using all performance parameters.

The accuracy rate of the proposed XGBoost based pothole detection using training and validation sets are
presented into Figure 4.3. The training set accuracy rate of the proposed model is described through green
color curve, while the accuracy rate of validation set is represented through pink color curve. The training set
accuracy of proposed model is 90.6%, whereas, validation set accuracy rate of the proposed model is 94.56%.
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Fig. 4.1: Confusion matrix of proposed pothole detection model and other techniques like InceptionV3, VGG19,
VGG16, SVM and ANN.
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Fig. 4.2: Tllustrates comparative analysis of proposed XGBoost model and other techniques using accuracy,
recall, precision and F1-Score parameters
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Fig. 4.3: Illustrates accuracy of the proposed Detection Model using the training and validation sets.

Along with accuracy rate, the loss function of proposed model is also plotted using training and validation
set. The loss function curve is presented into Figure 4.4. It is analyzed that validation set having minimize
loss function curve than training set. The significance of accuracy and loss function curves are to address
the overfitting issue during the training and testing phase of the proposed model. Hence, it is stated that
XGBoost based pothole detection model significantly handles the overfitting and under fitting issues of dataset.
Furthermore, the simulation results of ROC and AUC parameters are reported into Figures4.5-4.6. The AUC
measures the degree of separable between classes, while ROC denotes the probability curve. The higher value
of AUC denotes better efficiency of the model. Whereas, ROC curve denotes the different threshold values and
it is plotted by using TPR and FPR. The ROC curve of the proposed model is also compared with ROC curves
of ANN, SVM, VGG16, VGG19 and InceptionV3 techniques which is depicted into Figure 4.5. This parameter
illustrates the relationship among true positive rate and false positive rate. It is analyzed that proposed model
obtains better ROC results than other techniques. It is observed that the proposed pothole detection model
successfully handles the overfitting issue and the data are not over fitted the proposed pothole detection model.
The results of the AUC parameter of proposed model is presented into the Figure 4.6. It is noted that proposed
model achieves 0.974 as AUC value. Hence, it is stated that proposed XGBoost based pothole detection model
is one of the effective and efficient model for accurate detection of potholes.

4.2. Experiment 2: Benchmark Pothole Dataset. This subsection presents the results of the pro-
posed pothole detection model using the benchmark pothole dataset. This dataset is downloaded from the
Github and comprised of 1243 pothole images with one class i.e. Pothole [3]. The simulation results of the pro-
posed model and other techniques are depicted into Table 4.3. It is observed that proposed model obtains higher
accuracy rate (96.21%) than other techniques being compared, while the accuracy rate of InceptionV3, VGG19,
VGG16, SVM and ANN are 92.81%, 90.06%,88.99%,88.01%, and 87.29% respectively. It is observed that in
neural network variants, InceptionV3 provides better results than VGG19, VGG16 and ANN. On the analysis
of precision and recall parameters, it is also stated that proposed model obtains higher precision (99.02%) and
recall (98.56%) rates. The precision rate of other techniques are 95.43%, 92.96%, 91.61%, 90.93%, and 88.89%.
Similar, the recall rates of these techniques are 94.01%, 93.74%,92.16%,90.78%, and 88.24%. F1l-score is also
a significant parameter to examine the performance of newly proposed model. This parameter considers the
false positive and false negative data instances with respect to true positive data instance. While, accuracy
parameter only considers the correctly classified data instances (true positive and true negative), so sometime
accuracy can be questionable as true negative data instances may contribute higher in final results than true
positive data instance. Fl-score parameter of proposed model is (97.14%) which is higher than all other tech-
niques Fl-score rates. The Fl-score of other techniques like InceptionV3, VGG19, VGG16, SVM and ANN
are 96.11%, 95.28%, 92.34%, 91.09%, and 89.34% respectively. It is also noticed that among neural network
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Fig. 4.5: Tllustrates the ROC of proposed XGBoost based pothole detection model and other popular techniques.

variants, InceptionV3 obtains at par results than VGG19, VGG16, and ANN using all performance parameters.
SVM classifier obtains more accurate than ANN classifier for pothole detection in asphalt road, while ANN
exhibits lower performance for detecting potholes among all techniques/model.

Figure 4.7 depicts the simulation results of proposed XGBoost model and other techniques such as ANN,
SVM, VGG16, VGG19 and Inception V3 in graphical manner using benchmark pothole dataset. It is clearly
visible that proposed model achieves far better accuracy and recall rats for detection of potholes in asphalt
road. The precision and F1-score rates of proposed model are also higher than other techniques and it is said
that proposed model exhibits significant performance with these parameters. It is also highlighted that ANN
technique gives less accurate results for potholes detection using all performance parameters.

5. Conclusion. In this work, an XGBoost based pothole detection model is proposed for effective identi-
fication of pothole in asphalt roads. The working of proposed model is three fold such as collection of images
and labeling, image re-processing and texturefeature extraction, and extreme gradient boosting (XGBoost) al-
gorithm. Furthermore in this work, a real world road image dataset is collected through smart camera. Two
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Fig. 4.6: Tllustrates the AUC of proposed XGBoost based pothole detection model.

Table 4.3: Simulation results of proposed XGBoost based detection model and other popular techniques using
benchmark pothole dataset

Technique Accuracy Recall Precision F1-Score
ANN 87.29 88.24 88.89 89.34
SVM 88.01 90.78 90.93 91.09
VGG16 88.99 92.16 91.61 92.34
VGG19 90.06 93.74 92.96 95.28
InceptionV3 92.81 94.01 95.43 96.11
Proposed Model  96.21 98.56 99.02 97.14
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Fig. 4.7: Illustrates comparative analysis of proposed XGBoost model and other techniques using accuracy,
recall, precision and F1-Score parameters based on benchmark pothole dataset.
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asphalt roads of Delhi-NCR region are chosen for collecting the real world dataset and it contains eleven thou-
sand one hundred fifty images with binary class. Moreover, the first phase of the proposed model is correspond
to image collection and respective labels. In road image dataset, eight hundred sixty images are classified as
pothole images and rest of images are without potholes. Second phase is responsible for image enhancement
and texture feature extraction. The texture features are extracted using Gaussian and median filters, and later
on K-Mean++ technique is adopted for segmentation task as well as features extraction. The prediction task
is accomplished through XGBoost algorithm. A variety of parameters like accuracy, precision, recall, F1-score,
AUC and ROC are considered for evaluating the proposed pothole detection model. The simulation results are
also compared with several popular existing classifiers/models. The simulation results showed that proposed
model achieves more than 94% of accuracy rate than other techniques. The proposed model also obtains better
results with other parameters. The ROC results of proposed model is also better than other compared tech-
niques. It is also noted that proposed model is significantly improve the prediction rate of potholes in roads.
Hence, it is concluded that proposed XGBoost based pothole detection model is an effective model for detection
of potholes in asphalt roads.
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A DYNAMIC PATH OPTIMIZATION MODEL OF I0T DELIVERY VEHICLES FOR
E-COMMERCE LOGISTICS DISTRIBUTION

JIALIN LI*

Abstract. Logistics and distribution is a vital link to guarantee the stable supply of the e-commerce market and the healthy
development of the industry. With the constant growth of the e-commerce, the efficiency and service quality of logistics and distri-
bution have been paid more and more attention to. Therefore, the study firstly Considering distribution fixed cost, transportation
penalty cost and carbon emission cost, the vehicle routing optimization model is transformed into the lowest transportation cost
model, then uses an improved traditional artificial fish swarm algorithm to find the optimum way for this model, and finally verifies
its performance and applicability through experiments. The performance test results show that the algorithm finds the optimal
solution 3589 and 3590 in 63 and 78 iterations in the Oxford Robot Car dataset and Apollo Scape dataset, respectively; the average
running time of the algorithm is 11.864s and 11.967s in the 10 operation time tests; in the operation function test, the algorithm.
The algorithm was able to overcome the local optimal solution problem. The applicability simulation shows that this algorithm
stabilizes after 53 iterations, the minimum cost of the optimal solution of the model is $41,224, and the total distance of distribution
is 9035 km. The research algorithm is fast in finding the optimal value, which is close to it, indicating that the algorithm is highly
efficient and reliable, and can greatly optimize the path of e-commerce logistics delivery vehicles, and give a theoretical foundation
for the optimization of logistics delivery paths in other industries.

Key words: Artificial Fish Swarm Algorithm; Logistics and Distribution; Path Optimization; E-Commerce

1. Introduction. Optimizing the dynamic path of e-commerce logistics and distribution vehicles can lift
the distribution efficiency, reduce distribution costs and improve customer satisfaction [1]. Traditional e-
commerce logistics methods have found it difficult to meet the needs of the modern market as the e-commerce
continues to develop. Reasonable optimization of the logistics path can improve its efficiency and will deduct
distribution spending. Therefore, e-commerce logistics and distribution route optimization is becoming essen-
tial [2]. Most of the traditional e-commerce logistics delivery methods are based on mathematical models or
heuristic algorithms, but these methods suffer from high computational complexity, long solution time and
cannot guarantee to find the globally optimum solution. Therefore, there is a need to find an efficient and
reliable optimisation method to solve the E-commerce Logistics Distribution Vehicle (ECLDV) path planning
problem. The IoT and the rise of modern heuristic algorithms have brought new opportunities for e-commerce
logistics delivery. The opportunities are often accompanied by challenges, as current IoT technology standards
are not yet harmonised and there are many security and technical issues [3, 4]. Modern heuristic algorithms
also have their advantages and disadvantages. The Artificial Fish Swarm Algorithm (AFSA), which is suitable
for dealing with vehicle path optimisation models, suffers from a tendency to fall into local optimum solutions,
many parameter adjustments and slow convergence [5]. Therefore, the study proposes a dynamic path model
for vehicle distribution based on IoT technology and improved AFSA to perfect the model of e-commerce lo-
gistics vehicles, in anticipation of solving the path optimization problem of ECLDVs. The research content
is segmented into four sections: Part 1 mainly explains the research results of many experts on the vehicle
path optimization problem and AFSA; the second part primarily explains the establishment and optimization
strategy of the vehicle distribution path model based on IOT technology and improved AFSA; the third part
mainly explains the algorithm’s performance test and the simulation application test results of the model; the
fourth part mainly explains the test analysis of the results.

1.1. Overview. With the progress of today’s e-commerce industry, internet logistics and distribution
has become one of the main businesses of e-commerce platforms. To address it, many professionals have
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studied the optimization of distribution routes in a general sense. For addressing this issue, numerous scholars
have conducted survey on distribution path optimisation in a general sense, and Bai R et al. proposed a
hybrid approach combining ML and analytical methods to address the shortcomings of VRP applications.
The approach uses ML tools in combination with analytical techniques to solve VRP. results show that the
approach enhances VRP modelling and improves the performance of their algorithm [6]. Abdirad M et al.
propose a two-stage hybrid algorithm to reduce transport costs in DVRP applications. The algorithm first
constructs the initial route and then corrects it with an improved algorithm, which could effectively decrease
transportation costs while satisfying customer needs [7]. Peng et al. propose a multiple-change transportation
model with time windows to deduct the expenditure of urban-suburban logistics distribution and improve
user satisfaction. The model establishes a minimum cost objective function under the constraints of time
window and multiple trips, and is solved using a hybrid algorithm of packaging and genetics. This method can
effectively optimise the entire distribution system [8]. Dhanare proposes a hybrid algorithm to overcome the
shortest route problem and data transmission delays in connected vehicle technology. The algorithm combines
ant-colony and firefly algorithms to discuss the best route, which is proven to be effective in selecting the best
route and reducing travel time [9]. Bouziyane et al. propose a multi-objective local search method for the
vehicle route disruption in pharmaceutical distribution with soft time windows. The method uses a hybrid
algorithm-based neighbourhood search in vehicle route optimisation. The method is effective in meeting the
dynamic needs of customers [10]. The AFSA is an important part of modern heuristic algorithms, mainly
used in engineering optimization, economic management, machine learning and other fields. It can realize
parameter search optimization according to the real-time changes of the model. Liu et al. artificially designed
a reasonable urban large-scale traffic network, proposed a multi-objective optimization model for the urban
traffic network problem, and then used the AFSA combining crossover operator and variational operator to
solve the optimization problem. It can find the optimal solution of the model [11]. Yin et al. propose an
improved AFSA to solve the problem of detecting the accuracy of energy consumption parameters of green
energy efficient buildings. First is to use a hierarchical clustering method to build a classification model, and
then the AFSA was used to construct an optimization function. This greatly lift the detection accuracy [12].
Sheik Abdullah proposes to use data classification techniques to effectively deploy the algorithm and set the
algorithm parameters to modify the behaviour of the fish swarm. The accuracy of the algorithm improved by
about 90% in different data sets [13]. Yuan et al. studied the delivery vehicle paths of several stations in order
to optimise the courier business in Beijing and raised an adaptive simulated annealing and AFSA to solve the
CVRP problem. The algorithm uses an adaptive vision strategy to adjust the visual range, while the search
process uses "deterministic” probabilities to accept the worst solution through the Metropolis criterion. This is
extremely efficient and accurate [14]. Bai et al. propose an AFSA built on a WSN to adapt the algorithm to the
complexity and variability of the environment. The algorithm uses viscous fluids and artificial fish as algorithm
nodes, while relevant events are directly linked to ‘food’ This algorithm can effectively handle crosstalk data
and improve the immunity of the algorithm to interference [15]. In summary, many experts and scholars have
designed a large number of improved algorithms for optimising logistics distribution paths. The traditional
AFSA, as an effective search strategy, is often applied to logistics distribution path optimisation. However,
due to the limitations of this algorithm cannot optimise the dynamic path of logistics vehicle distribution more
efficiently and accurately. Therefore, the research proposes the study of dynamic path of ECLDVs based on
IoT and improved AFSA.

2. IoT and AFSA based vehicle path model construction and optimization strategy. This
section focuses on the construction and optimisation of a dynamic path model for logistics vehicles based on
IoT technology and improved AFSA. The IoT technology can quickly transfer real-time information between
merchants, customers and delivery vehicles to improve the efficiency of delivery vehicles. And for the problem
of the algorithm, the study adds improvements by parameter analysis setting and introducing y = e™* to
transform the path optimisation model into the lowest cost mathematical problem model before using the
improved algorithm to find the optimal solution.

2.1. Mathematical model construction for distribution vehicle paths based on. As an emerging
technology, the Internet of Things (IoT) can achieve interconnection between devices and between people
and things, thus improving the efficiency of e-commerce logistics distribution [17]. Generally speaking, the
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Fig. 2.1: Architecture of IoT System

e-commerce distribution IoT adopts a three-layer architecture model, the specific structure is Figure 2.1.
In Figure 2.2, the first layer of this IoT is the sensing layer, which mainly completes data collection, item
identification and logistics monitoring through relevant technologies; layer2 is the network layer, which mainly
applies 5G communication technology to transmit the data information collected and collated from e-commerce
logistics to the layer3; while layer3 is the application layer, which will make decision analysis and judgement
of logistics transportation based on data information, its own reality and user needs [16] . Based on this IoT
technology, a distribution flow chart for e-commerce logistics can be designed, as shown in Figure 2.2.

As Figure 2.2, the distribution process of e-commerce logistics based on IoT technology is roughly as follows:
the network platform collects and organises the user’s demands and transmits it to the path optimisation
model; the model calculates the distribution plan and transmits it to the vehicle terminal of the distribution
vehicle; at the same time, the vehicle terminal also transmits the product and vehicle information back to the
network platform in time [17]. However, traditional logistics vehicle delivery ways exist problems, e.g. low
efficiency, high costs and uncertain delivery times, all of which can be translated into a mathematical problem
model. The essence of the vehicle path optimization problem is the optimal solution to the mathematical
problem model of delivery costs and transport routes. To facilitate the analysis of this mathematical problem
model, set L = {ly,l2,l3...1,} on behalf of the logistics distribution centre and customer distribution points;
K = {ky,ka,k3...k,} on behalf of the transport vehicles involved in distribution; A = {(4,j)|i,5 € L,i # j on
behalf of each distribution point between the arc set. The first is the fixed cost of vehicle distribution, which
is calculated in Equation 2.1.

n

K n
Ci = (a+b—|—c)zzzv¢jszjktijk (2.1)
j=1

k=1i=1j

The fixed cost of distribution in Equation 2.1; a is the depreciation cost; b is the maintenance cost; ¢
is the cost of fuel used per unit of time; vjji , @ijr and ¢, are the speed, decision variables and time of
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Fig. 2.2: Schematic diagram of e-commerce logistics distribution path

the distribution vehicle & between the distribution points ¢ and j , respectively. The decision variables are
calculated in Equation 2.2.

(2.2)

S 1 Delivery Truck k drives from i to j
k= 0 If not

The second is the cost of penalties, as there are overtime compensation costs in e-commerce logistics during
delivery. The overtime compensation cost is the cost incurred by the customer when the delivery vehicle fails
to reach the delivery point on time, causing losses to the customer, and the customer therefore penalises the
company. If the delivery time is within [e;,l;] , the penalty cost is 0; if the delivery point is reached early, the
penalty cost coefficient is ul (w = 1,2) ; if the delivery point is reached overtime, the penalty cost coefficient is
u2 (w = 1,2) . The time window penalty cost function can be constructed from this in Equation 2.3.

ub(w=1,2)0<T; <e
Cai=4 0e<T;<l (2.3)
uZ(w=1,2)l; <T; <

In Equation 2.3 T; is the delivery vehicle arrival time. The total cost of penalties can be obtained from
Equation 2.3 in Equation 2.4.

K n
= Z Z CgiTi (2.4)
k=1 i=1
Finally, there is the cost of carbon emissions. Some studies have shown that the fuel consumption of
distribution vehicles is related to both vehicle weight and vehicle speed. According to the constructed IoT
system, the carbon emission can be calculated by accurately recording the real-time data, e.g. the distance and
time of the delivery vehicle’s journey in Equation 2.5.

Qa3
P)iljk = (Oz() + a1V, + OCQU?jk + UQ_)dijk (25)
ik
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In Equation 2.5, ag, a1, as, ag are carbon emission factors; is carbon emissions. The carbon emissions due
to the change in vehicle weight are calculated in Equation 2.6.

zgk /Bdl]kQ’ijZ (26)

In Equation 2.6, d;; is the distance between ¢ and j ; P;;; is the carbon emission caused by the change
of load;g;;1 is the load of the distribution vehicle from the distribution point ¢ to j ; 8 is the carbon emission
factor at load. The cost of carbon emissions during the entire distribution process is obtained from Equation
2.5 and Equation 2.6, see Equation 2.7.

Cs = CeW(O‘O + a1v5% + 042UL]]¢ + 02 )5 dzyk Qijk (27)
ijk

In equation (7), w is the carbon emission coefficient. C, is Carbon price per unit. The total cost objective
function is constructed grounded on Equation 2.1, 2.4 and 2.7, which is listed in Equation 2.8.

Chnin —C—1+C2+Cg
Cy = (a—l—b—l—c) Zk 122 12] ]Ul]k}‘rljktl]k

2.8
Zk 1 Zz lc ( )
Cs = Cew(ao + Q10 + O‘QUZk + )ﬂ dz]k qijk
The constraints of Equation 2.8 are shown in below.
Tijk = Oorl Vk‘, Z,j(Z 7é j) (29)
@ <Q ke K (2.10)
n K
S wgr=1 ie{1,2,3,...n} (2.11)
§=0k=1
n K
S i =1 je{1,2,3,...n} (2.12)
1=0 k=1
S Y mipp<Q ke K (2.13)
i=0  j=0
Gijk = 4(j—1)ik ke KVi.j(i # j) (2.14)

o= <1 keK,ie{1,23,...n} (2.15)

T = Tk + tijuTije Vi, g, (i # j) (2.16)

In above equations. Equation 2.9 represents the distribution vehicle k& from the ¢ to the j distribution
point obeying the piecewise variables between 0 and 1 ; Equation 2.10 constrains the load of the distribution
vehicle to be greater than the demand at the distribution point; Equation 2.11 and Equation 2.12 constrains
the distribution vehicle to serve all customers once; Equation 2.13 constrains the total load of all vehicles to be
greater than the total demand at the distribution point; Equation 2.14 constrains the continuity of the delivery
of the distribution vehicle; Equation 2.15 constrains the departure and return of the distribution vehicle from
the logistics distribution centre; Equation 2.16 constrains the continuity of the delivery.

2.2. Vehicle path optimization strategy based on AFSA algorithm. The study has transformed
the delivery vehicle path optimisation problem into a minimum delivery cost function model solving problem,
for which modern heuristics are usually used. The modern heuristic algorithm has its own advantages and
disadvantages. Considering that the vehicle load, fuel consumption and user demand are changing in real time
during the distribution process, the study has decided to use the improved AFSA to solve the problem. The
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traditional AFSA consists of four behaviours: foraging, swarming, tail-chasing and randomisation [18]. The
foraging behaviour, in which the artificial fish finds the water with the most food through its own mutual
perception with the environment, is the basis of the whole algorithm and is calculated in Equation 2.17.

X; = X; + Rand() @ Visual
if(Y; < Yi)Xi/neot = Xi + Rand() e Step @ H%%Xl\l (2.17)
else  X;/neat = Xi + Rand() e Step

In above equation, X; is the state of the fish at the moment and Y; is its fitness value; X; is the state of the
other artificial fish and Yj is its fitness value; Step is the step size; Rand() is a random function between 0 and
1. In equation 2.17,if , Y; < Yj, then X; moves one step towards X; ; if ¥; > Y} , then X is reselected; if the
condition cannot be satisfied after many attempts, then it moves one step at random. Agglomeration behaviour
is where artificial fish spontaneously swim to the middle of a school in order to gather towards a place where
there is more food, and in order to avoid congestion, this behaviour enhances the global and stable convergence
of the algorithm, which is calculated in equation (2.11).

if (Ye<Yy)&ZLo
Xi/next = X’L + Rand() d Step L4 H)X(j%:u (218)
else conduct prey

In Equation 2.18, X, is the centre of the school; ny is the number of other artificial fish perceived; n is the
number of artificial fish in the field of view; § is the congestion factor. In Equation 2.18, if % < dand Y. <Y;
, the artificial fish move towards the central location; if an > § and Y, > Y, , they search for other waters
and perform the foraging behavior. Tail-chasing behaviour is the behaviour of the artificial fish to follow other
fish to find food quickly, this behaviour enhances the rate of convergence of the algorithm and is calculated in
Equation 2.19.

Xi/next = X; + Rand() ® Step o ﬁ (2.19)
else conduct prey

In Equation 2.19 if T%f < 6 and Y,,;n <Y; , the artificial fish X; move 1step towards X,,in ; if Yiin > Y;
and Y, > Y; ; then search for other waters and perform the foraging behaviour. Random behaviour is where
the fish swim aimlessly and this behaviour rises the search capability. The basic steps of a traditional AFSA
are shown in Figure 2.3.

Although the traditional AFSA to find the optimal solution has the benefit of simple operation and fast
convergence, there are also numerous disadvantages: the algorithm converges slowly at a later stage; the optimal
solution is a range is not precise; parameter settings can affect the performance [19, 20]. To address these
problems,On the basis of the traditional artificial fish swarm algorithm, an improved logistics distribution
method of artificial fish swarm algorithm is proposed by adopting improved strategies such as fish swarm visual
field adaptation, moving step length adaptation and parameter setting, which can accelerate the algorithm
convergence speed and improve the accuracy and efficiency of the algorithm.the study first uses the control
variable method to find the optimal value of the algorithm parameters, so as to improve the accuracy and
efficiency to find the optimal solution. In addition, the y = e~* function is introduced to combine the algorithm’s
field of view and step size to ensure that the algorithm converges quickly and then obtains the optimal solution,
and increases the local search and prevents oscillation when the field of view and step size are small in the later
stage. The algorithm parameters of the search for optimality include parameters such as fish population size
and number of attempts, which are discussed and analysed in Figure 2.4.

Figure 2.4 shows that the larger the number of fish in the algorithm, the more powerful the search capability
of the optimal solution, but the corresponding amount of operations will also increase. Therefore, it is crucial
to select the suitable number of fish according to the actual situation, under the precondition of ensuring the
algorithm’s optimal accuracy and computing speed. As shown in Figure 4, when the amount of attempts is
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Fig. 2.3: Flow chart of artificial fish school algorithm
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Fig. 2.4: Analysis of fish school size and number of attempts

small, the fish perform foraging behaviour; when the number of attempts is larger, there is no suitable target
and the fish perform random behaviour. With a small attempt numbers, it is easier to avoid getting trapped
in a local optimal solution, improving search efficiency and accuracy. The improvement method of introducing
the function combined with the parameters of the algorithm is mainly for the adaptive step and field of view
in the algorithm, where the adaptive step improvement method is shown in Equation 2.20.

x

y=e
}/best <}}/i ; Yave
T = Ya:/e_Ybest (220>

ZfY; > Yave, Stepi/next = Step
elseYpest <Y < Yope Stepi/nezt =c e Step

In Equation 2.20, Y,,. and Yges are the average and optimal fitness value. The adaptive visual field
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improvement method is shown in Equation 2.21.

x

y=e
}/best <}}/i ; Yave
T = Ya:/e_Ybest (2-21)

ifYi > Yave, visualy peqr = visual
else Ypest < Y < Yape visual;jpeze = € @ visual

The adaptive adjustment curves for both are shown in Figure 2.6.

The flow chart of the improved algorithm can be obtained according to the traditional AFSA and the
improved algorithm scheme, see Figure 2.7.

The general flow of the improved AFSA in Figure 2.7, is as follows: first, set the parameter values according
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Table 3.1: Selection of computer hardware and algorithm parameters for performance simulation experiments

Equipment Model

CPU Intel Core i7-4590
Internal storage 32GB

Hard Drive 256GB SSD
Graphics card RTX 4090
Operating system Windows 10
Computer language MATLAB
Artificial fish scale 100

Max iteration numbers | 200

Try number 7

Step 1

Visual 4

to the improved optimal parameters; then, solve the fitness value and record the whole optimal value according
to the problem characteristics; then adjust the spotting and step-size of the artificial fish according to its fitness
value and position state; select their behaviour according to the fitness value; finally update their current
position state and compare it with the previous fitness value and end if the requirement is satisfied, if not then
revert to solving the fitness function for the solution.

3. Performance and application analysis of a vehicle path optimization model based on IoT
and improved AFSA. This section focuses on the performance and application analysis of the vehicle path
optimisation model based on IoT and improved AFSA. After setting up the experimental parameters and the
simulation environment, the computing time, the optimal solution finding ability and the computing power of
the research algorithm, the AFSA, the ant colony algorithm (ACA) and the artificial neural network (ANN)
were tested. And the data of actual logistics distribution were selected as parameters for simulation and testing
of the optimization model.

3.1. Performance analysis of improved AFSA. To verify the accuracy and effectiveness of the im-
proved AFSA, simulation experiments need to be performed. The computer hardware used for the experiments
is displayed in Table 3.1.

For the mathematical model of delivery vehicle path optimisation, ensuring the stability and efficiency is a
prerequisite for optimising the vehicle path problem. Because the path mathematical model involves real-time
paths such as weather, road conditions, roads and oncoming vehicles, the study selected the Oxford Robot Car
dataset and ApolloScape dataset as the test set to test the various performances of the research algorithm.
To ensure the authenticity and reliability of the tests, the traditional AFSA, ACA and ANN with the same
experimental conditions were selected as controls. The study first two different data sets, the four algorithms
of the search for the optimal solution to test, the results are Figure 3.2.

As shown in Figure 3.1a, the relationship between the best solution and the iterations for the four algorithms
in the Oxford Robot Car dataset is shown in Fig. 3.1(b). The other three algorithms are AFSA with 105
iterations to find the optimal solution 3540, ACA with 124 iterations to find that 3577, and ANN with 93
iterations to find 3560. Figure 3.1b displays the connection of the optimal solution and the iterations of the
algorithms in the ApolloScape algorithm in the dataset as a function of the number of iterations to find the
bast way. It is still the research algorithm that has the widest range of optimality seeking. The frequency of
fluctuations in this dataset is higher than in Figure 3.1a, with 78 iterations of the research algorithm yielding
an optimal solution of 3590. 110 iterations of AFSA yielded an optimal solution of 3543, 74 iterations of ACA
yielded an optimal solution of 3552, and 82 iterations of ANN yielded an optimal solution of 3573. These results
indicate that the research algorithm has a wider range of solutions to find, with a relatively small number of
iterations and a relatively large ones. The algorithm’s efficiency was then tested in both datasets by evaluating
the algorithm according to the time it took to find the optimal solution. 100 tests were carried out, of which
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10 were selected and the results are shown in Figure 3.4.

As shown, Figure 3.3a shows the results of the computing time tests for the four algorithms for finding
the optimal solution in the Oxford Robot Car dataset. Based on the fluctuation of the line, the research
algorithm has less fluctuation than the other three algorithms and is generally smoother. The mean run time
of the three is 13.764s, 13.957s and 13.293s respectively. Figure 3.3b shows the average run-time of the four
in the ApolloScape dataset for the operation time test results of the four algorithms for searching the optimal
solution. Similar to Figure 2.5a, the fold fluctuations of the study algorithms are relatively smooth. The longest
operation time is 12.768 s, the lowest is 11.498 s, and the average is 11.967 s. The average operation times
of the three algorithms, AFSA, ACA and ANN, are 14.832 s, 13.589 s and 13.253 s. These results indicate
that the research algorithms are highly stable and efficient. Finally, the Oxford Robot Car dataset was used as
the main dataset to test the computing functions of the research algorithm and the traditional AFSA, and the
results are shown in Figure 3.5.

As shown in Fig. 3.3 the five coordinate point solutions to obtain the optimum are (0,0), (10.1,10.1), (-
10.1,10.1), (10.1,-10.1) and (-10.1,-10.1). It can be seen that the traditional AFSA has a local optimal solution
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Function value

Fig. 3.5: Research Algorithm and Traditional AFSA Operational Function Test Results

in the operation, while the improved research algorithm searches for the optimal solution more accurately.

3.2. Analysis of the application of an improved AFSA-based vehicle path optimization model.
The best standard for this study was determined by minimizing the cost of the objective optimization function.
And certain constraints have been set in the method section, which limits the feasibility of the algorithm. Make
the algorithm achieve optimal results under constraint conditions.For verifying the practical application effect of
the vehicle optimisation mode, the study selects the actual data of an e-commerce logistics distribution station
as parameters, and then uses four algorithms, namely the research algorithm, AFSA, ACA and ANN, to find
the optimal solution for this e-commerce logistics distribution model. As the final solutions of these algorithms
are infinitely close to the optimal solutions, they are highly stochastic in nature. Therefore, the study is run 50
times consecutively with the four methods, and the best solution among them is taken as the optimal solution
of the model. The details are exhibited in Figure 3.6.

As Figure 3.6, all four algorithms solve for the optimal value decreases as the iterations increases. The
research algorithm stabilised(The stability of the algorithm refers to the characteristic that the output result of
the algorithm no longer changes significantly after a certain number of iterations. The significance of stability is
that it provides a kind of predictability, that is, the research can predict with relative certainty the results that
the algorithm will produce in subsequent iterations.) at 53 iterations and the optimal solution for the model’s
comprehensive cost was $41,224; the ANN algorithm stabilised at 71 iterations and the optimal solution for the
model’s comprehensive cost was $48,651; the ACA algorithm stabilised at 62 iterations and the optimal solution
for the model’s comprehensive cost was $49,623; the AFSA algorithm stabilised at 88 iterations and the optimal
solution for the model’s comprehensive cost was $56,874 The AFSA algorithm stabilised at 88 iterations and the
optimal solution was $56,874.The expected best value set is 37625 yuan. The comparisons of these four show
that the research algorithm has the lowest number of iterations to find the optimal solution and the smallest
integrated cost optimal value. The closest expected best value to the setting. The distribution roadmap was
then plotted based on the resulting integrated cost optimal solution and compared with the pre-optimisation
roadmap, the results of which are shown in Figure 3.8.

The red part in Fig. 3.5 refers to the distribution centres; the numbered dots represent the distribution
points. From the optimized distribution route, the number of vehicles in each distribution centre has changed.
one more vehicle in S1 distribution centre and one less vehicle in S3. From the distribution route, S1 distribution
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centre changed from S1-5-1-S1 to S1-5-S1, S1-1-S1; S2 distribution centre changed from S2-3-2-S2 to S2-3-S2, S2-
2-20-10-S2; S3 distribution centre changed from S3-14-S3 to S3-14-17, S3-6-15 to After optimising the layout of
the distribution network, changing the route and the number of distribution vehicles, the lowest cost distribution
path for e-commerce logistics is obtained. The comparison of the results before and after the optimisation of
the ECLDYV paths is shown in the Table 3.2.

As can be seen from Table 3.2, all data has been improved after optimisation. The total distance of distri-
bution before optimisation was 12,351 km and the total cost was $62,453; the total distance of distribution after
optimisation was 9,035 km and the total cost was $41,224. The total distribution distance after optimisation was
3316 km less than that before optimisation, and the total cost was 17,229 yuan less. In summary, the method
used in the study not only saves costs, but also improves transport efficiency and realises the optimisation of
e-commerce logistics distribution paths.

4. Conclusion. The booming e-commerce market requires a more efficient and faster logistics and dis-
tribution operation system. The research first establishes a dynamic path model for logistics and distribution
vehicles based on IoT technology, then transforms the optimisation of this path model into a mathematical
problem model with the lowest cost optimal solution, then improves the AFSA by setting parameters and
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Table 3.2: Comparison of results before and after optimization of delivery paths

/ Total distance (km) | Total cost (yuan)
Before optimization 12351 58453
After optimization 9035 41224
Optimization quantity 3316 17229

introducing new functions, and finally uses the improved algorithm to seek out the optimal solution. The
algorithm proposed in study finds the optimal solution 3589 in 63 iterations with an average running time of
11.864 s. The other three algorithms, AFSA, ACA and ANN, find the optimal solution in 105, 124 and 93
iterations respectively. The other three algorithms, AFSA, ACA, and ANN, iterated 110, 74, and 82 times
respectively to find the optimal solution. The other three algorithms, AFSA, ACA and ANN, iterated 110, 74
and 82 times respectively to find the optimal solutions 3543, 3552 and 3573, with an average running time of
14.832s, 13.589s and 13.253s respectively. and the research algorithm was able to overcome the shortcomings
of the local optimal solution in the algorithm’s operational function test. In the simulation application test
using actual data of an e-commerce logistics as parameters, the research algorithm tends to be stable in 53
iterations, and the lowest cost of the optimal solution of the model is RMB 41,224, and the total distance of
distribution is 9035 km. The cost saving over the traditional model is RMB 17,229 and the transport distance
saving is 3316 km. It shows that the vehicle distribution path model grounded on IoT and improved AFSA
proposed by the research has high accuracy and precision, and can greatly optimize the dynamic path model of
ECLDV. However, the research model does not take into account the costs arising from other factors such as
environmental pollution and personnel mobility, Environmental pollution caused by vehicle exhaust emissions
may affect air quality, health and safety, vehicle dispersal and restriction, energy consumption, strategy adjust-
ment and other aspects, and have an impact on transportation costs. On the other hand, personnel mobility
may lead to delayed delivery times, re planning of delivery routes, and so on. and there are many complex IoT
technologies, Further optimization of the research model is needed to address this series of issues
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LIGHTWEIGHT INTRUSION DETECTION METHOD OF VEHICLE CAN BUS UNDER
COMPUTATIONAL RESOURCE CONSTRAINTS

XIANCHENG MING* ZHENYU WANG | AND BO XU#

Abstract. In order to improve the security protection performance of the vehicle Controller Area Network (CAN) bus, the
research builds an adaptive lightweight intrusion detection algorithm based on the limited computing and storage resources of
the on-board ECU environment and the message cycle characteristics to supervise and detect the vehicle CAN bus intrusion.
The results showed that the message cycle-based adaptive intrusion detection algorithm had high accuracy and recall rate, and
fast computational search efficiency, with a stable detection time of less than 3 seconds. The intrusion detection capability is
continuously optimized as the training time increases, and after stabilization, the resource utilization rate reaches over 95% with
a throughput of 100Mb/s. The algorithm has strong protection capabilities. The average vehicle CPU usage of the algorithm is
only 4.76%, which is 10.17% lower than the intrusion detection algorithm based on support vector machines. It can effectively
prevent interference with the normal operation of the vehicle CAN bus. The algorithm has high detection accuracy for interrupt
type attacks, and there are no false positives or missed alarms. For injection type attacks, the probability of missed alarms is less
than 1%. The intrusion detection of vehicle CAN bus based on the message cycle characteristics provides technical reference for
the safety and stability of the vehicle network, and has important practical value for the intelligent and networked development of
the automobile industry.

Key words: Vehicle CAN bus; Lightweight; Intrusion detection; Message cycle

1. Introduction. In recent years, with the continuous development of the automobile industry, the output
and ownership of automobiles have been continuously improved, and the requirements for vehicle comfort and
technical performance have also been continuously improved [1]. Under the background of the Internet of
things, the field of automotive electronic communication is constantly expanding, and intelligent and networked
become the key development direction of automobiles. With the continuous innovation of the Internet of things
technology, the degree of automobile networking has been continuously improved, which has brought a high
degree of experience and comfort to the automobile users, and its openness has also been greatly increased,
and the accompanying network attack risk has also been continuously increased [2]. The vehicle CAN bus is
one of the key buses in the automotive electronic network system, facing a high risk of invasion. In recent
years, the vehicle CAN bus has been frequently attacked by hackers. The relevant safety protection measures
of the vehicle CAN bus have received extensive attention from all walks of life [3]. Researchers in the field of
automotive network communication security conduct intrusion detection research from the perspective of the
electrical characteristics and data fields of the vehicle CAN bus, but they have certain limitations, which are
easy to generate detection errors, leading to false alarm or missing alarm [4]. Moreover, the computing and
storage conditions of the vehicle Electronic Control Unit (ECU) environment are limited, and the deep learning
intrusion detection algorithm requires high computing performance and is difficult to be directly applied in the
vehicle environment [5]. Therefore, studying the intrusion risks faced by vehicle CAN buses, considering the
actual operating conditions of the vehicle CAN bus, an adaptive intrusion detection algorithm based on the
message cycle is proposed under the constraint of computing resources. It is expected to reduce the impact
of the detection system on the bus performance while ensuring the detection effect. The innovation of this
study lies in the construction of an adaptive lightweight intrusion detection algorithm based on packet cycle
characteristics. The main structure of the study is divided into 5 parts. The first part is the introduction; the
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second part is an analysis of the current relevant research status; the third part is the design of a lightweight
intrusion detection algorithm for vehicle CAN bus based on message cycle; the fourth part is an analysis of the
performance and application effectiveness of the proposed algorithm; the final part is a summary of the entire
study.

2. Literature review. In previous studies, a large number of scholars have proposed methods for risk
control of vehicle can bus. Jo et al. proposed a mauth can authentication protocol, which can prevent the
vehicle from being attacked by camouflage, and proposed a technology to prevent the bus from being attacked by
shutdown [6]. Xiang team proposed a global topology constraint network for fine-grained vehicle identification
based on vehicle positioning in vehicle can bus intrusion detection. The team also realized vehicle classification
using convolutional neural network to achieve more accurate vehicle identification. In combination with vehicle
classification and identification and precise positioning technology, the risk of vehicle can bus is investigated
and controlled, which greatly reduces the risk of vehicle intrusion [7]. Katragadda steam proposed a sequence
mining method to detect the low-rate injection attack of can in view of the problem that networked vehicles
are subject to multiple types of network attacks. Through the analysis of four different types of attacks, the
effectiveness of the sequence mining method to deal with the four types of attacks is verified. In addition, the
sequence mining method of katragadda s group only uses identifiers that can be identified, so this technology
can be applied to any type of vehicle and has great value in reducing the probability of vehicle being attacked [§].
In the field of electric vehicles, because the electric vehicles rely more on the in-vehicle communication system,
the system will indirectly bear greater risks. Al Saud m et al. Proposed a safe and reliable intelligent framework
to prevent hackers from invading vehicles. Al Saud m and others [9] improved and optimized the support vector
machine and combined the social spider optimization algorithm to improve the search ability of the intrusion
detection algorithm. Finally, the simulation experiment verified that the research method has high reliability
and security, and can effectively prevent the electric vehicle from being attacked by denial-of-service hackers.

Intrusion detection is a useful complement to firewalls, helping systems to cope with network attacks and
improving the integrity of the information security infrastructure. Ullah M U et al. proposed an intrusion de-
tection system suitable for Apache web servers to make online communication between suppliers and customers
more effective and secure [14]. Leevy et al. created datasets such as CSE-IC-IDS2018 to train predictive
models for network-based intrusion detection in response to the increase in network attacks [15]. Thakkar et
al. addressed the issue of intellectual property expropriation caused by cybercrime by using intrusion detection
systems to protect the security of computer systems and users, and studied the performance of the system
by developing datasets [16]. Salih A et al. believe that to improve the performance of intrusion detection
systems, different classification algorithms must be used to detect different types of attacks, and the results of
evaluating different classification algorithms from different aspects are presented to establish intrusion detection
systems [23].

To sum up, the network security issue has attracted the attention of many researchers, among which the
automobile network risk control supported by the Internet of things technology accounts for a large proportion.
A large number of researches have adopted different algorithms to detect different types of attacks. However,
it is worth noting that many researchers have not considered the limitation of computing resources in the
vehicle ECU environment. Machine learning algorithms require more computing resources and are difficult to
be directly applied in the vehicle ECU environment. Therefore, based on this research, aiming at the computing
resource constraints of the vehicle ECU environment, an intrusion detection algorithm based on the message
cycle characteristics is proposed to improve the efficiency of the intrusion detection of the vehicle network and
ensure the safety of the vehicle bus operation.

3. Lightweight Intrusion Detection Method of Vehicle CAN Bus based on Message Cycle.

3.1. Cycle Analysis of Vehicle CAN Message. With the increasing openness of vehicles, the CAN bus
of vehicles is exposed to the open network environment, and the vulnerability of its bus is gradually revealed.
The filter acceptance mechanism of CAN bus has low security and is easily used by hackers. In addition,
the data security cannot be protected, and the data authentication mechanism is not perfect, which provides
an opportunity for intrusion attacks. In addition, the vehicle CAN bus strictly follows the priority system,
while the vehicle CAN bus lacks the corresponding service rejection protection mechanism. Hackers can take



Lightweight Intrusion Detection Method of Vehicle CAN Bus under Computational Resource Constraints 745

advantage of this defect to preempt the message priority, so that the vehicle CAN bus message sending process
is blocked and the system crashes. The vulnerability of the vehicle CAN bus requires the establishment of a
more perfect vehicle CAN bus security protection mechanism. While the general on-board ECU is an embedded
system, its memory storage performance and calculation performance have an upper limit. If the calculation
complexity of the intrusion detection system exceeds the processing capacity of the on-board ECU, it will have
a negative impact on the detection effect and the performance of the vehicle bus system [14, 15]. However, the
traditional computer network intrusion detection algorithm requires a lot of storage and calculation resources,
which is difficult to directly applied in the vehicle ECU environment. Therefore, it is necessary to design the
vehicle CAN bus intrusion detection algorithm according to the calculation resource constraints of the vehicle
ECU, otherwise it cannot meet the actual application environment [12, 13]. Most of the vehicle CAN messages
are periodic. Therefore, considering the limited computing capacity of the on-board ECU, a lightweight bus
intrusion detection algorithm based on the message cycle is proposed to adaptively detect the periodic message-
oriented intrusion attacks. Instead of repeatedly computing the detection information, the intrusion is detected
and identified from the periodic characteristics of the message.

The periodic characteristics of vehicle CAN messages can be obtained by using the sending time difference
or receiving time difference of adjacent messages. However, the data field of vehicle CAN messages does not
contain the sending time stamp of the message, nor can the sending time information be directly obtained
from the receiving node [18, 19]. Therefore, if the periodic characteristics of the message are obtained from the
sending time difference of the message, the vehicle ECU needs to be reprogrammed so that the sending node
of the message records the sending time so that the system can perform intrusion detection. Reprogramming
is too cumbersome, and the operation of the detection system will have an impact on the normal operation of
the nodes. Therefore, the research combines the sending and receiving mechanism of the vehicle CAN message,
and records the periodic characteristics from the difference of the message receiving time. A recording node is
added to the vehicle CAN bus to receive the message and record the message reception time. The new nodes
have little impact on the original system, do not interfere with the normal operation of the original functions,
and occupy less system computing and storage resources. However, in the actual process, there are certain
fluctuations in the cycle of the vehicle CAN message. The priority of the message and the vehicle bus load will
affect the periodic characteristics of the message [20, 21]. The priority of the message determines the sending
order of the message. The message with lower priority may wait to be sent, and the heavy load of the vehicle
bus may also delay the sending and receiving of the message, thus changing the cycle of the message [18-19].
Suppose that the message M is sent from node A to node B, its identifier is /D; and the sending cycle is 1",
message acceptance time difference is s ,and message sending sequence is i. Suppose that the sending time of
the message is t; and the actual sending time is ¢;. Generally, node A sends the message at time nodes t; ,t; +7T
and t; + 27. Without considering the bus transmission delay, node B receives the message at time points ¢;
ot +T and t; + 27T. Assuming that the bus of the sending node is occupied when sending the i — 1 message
and the i message, resulting in the delay of sending the i — 1 message and the ¢ message, and the bus is idle
when sending the ¢ + 1 message, and the message sending time is normal, the message receiving time points
of node Bare t;_1,t; and t;;1. The sending time of vehicle CAN message depends on the timer of the main
controller. The sending time of each message will not affect each other, but only affected by the bus load state
at the message sending time. Without considering the bus transmission delay, the time point at which node B
receives messages ¢ — 1,7 and 7 + 1 is shown as follows:

tir=ti1+Ai
ti=ti+T+4 (3.1)
tig1 =tig1 + 27 + A

In equation 3.1, A;_1, A and A;1; are the delay time of message transmission caused by bus occupation, A;_;
, A, Ayyq. The difference between the receiving time s;_; of the messages in Articles ¢ — 1 and 4 and the
receiving time s; of the messages in Articles ¢ and ¢ + 1 is expressed as follows:
Sic1=ti— tici=T+8; — A4 (3.2)

Si=tipn— ti=T+Ap—A1 =T 4 ’
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It can be seen from equation 3.2 that the change of reception time difference S; 1 is determined by
A; — A;_1. Let the difference between the sending cycle error of the i — 1 message and the i message be ;1
and ¥;_1 =.A; — Ay

4. Design of the Proposed Method. According to different attack methods, vehicle bus attacks can
be divided into injection attacks and denial of service attacks. Replay attacks, Denial of Service (DoS) attacks
and forgery attacks are common injection attacks. Replay attacks involve hackers repeatedly sending normal
messages to the vehicle centreline at any time [24, 25]. A DoS attack involves hackers spoofing nodes on the
vehicle bus and injecting a large number of high priority messages that should not appear on the vehicle bus,
resulting in a large number of vehicle bus resources being occupied by malicious messages, making it difficult
for normal and effective messages to be sent normally [26, 27]. The term “forgery attack” refers to the act of
hackers sending forged messages to the vehicle bus and interfering with the system’s normal communication
through faked diagnostic and abnormal messages. This can easily result in system malfunctions and cause
vehicle safety accidents. Hackers’ injection attacks on the vehicle bus will disrupt the normal message sending
cycle.

After the vehicle bus is attacked by interruption, the vehicle ECU cannot receive valid messages, which
affects the normal operation of the vehicle. Hackers’ interrupt attack on vehicle bus message M is divided
into temporary interrupt and permanent interrupt. Temporary interrupt only interrupts the transmission of
several messages, and then resumes normal transmission. Permanent interrupt will not resume transmission
after interrupting the transmission of messages [28, 29]. If interrupt attack will seriously affect the receiving
time of message, combined with the fluctuation of message cycle, the detection threshold conditions of interrupt
attack are as follows:

w—T > VYmaz (4.1)

Combined with intrusion attack analysis, the minimum detection threshold of injection attack is shown as
follows

T A1’naz - Amzn T max

When the detection threshold is greater than A,,;, , missed or false alarms will not occur. In order to avoid
false alarm or missing alarm, the detection threshold cannot be too large. It is of great importance to set the
maximum value of the detection threshold A,,... When the detection threshold is the maximum value and the
time period of the two messages is the smallest, no false alarm or missing alarm will occur; when A < A\jpaz
and the time interval is not the minimum value, false alarm or missing alarm are bound to occur. Information
entropy describes the degree of order in a system that can act on the CAN bus intrusion detection system. It
defines the message F' = f1, fo, ...... , [n. that appears in time T of the CAN bus, with a total of different frames.
If T takes a sufficiently long time, the calculation of the total number of sending times is shown in formula 4.5.

n

T
NT:Z;E:TE:

1

1

Si

(4.3)

In formula 4.5, S; represents the transmission period. Regardless of the transmission time delay, node B
should receive the i 4+ 1 message at time t; + 7. Take the minimum value of S; , then take the maximum value
of A; , and take the minimum value of A;;; as 0. At this time, the reception time difference S; is shown as
follows:

Si = ti+1 —t;, =T — Amax (44)
The threshold conditions without false positives are expressed as follows:

A<T - (4.5)
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Fig. 4.1: Relationship curve between false positive rate, false negative rate and detection threshold of detection
system

The false alarm and missed alarm of the detection system are discussed separately. The false alarm threshold

is \* and the missed alarm threshold is A#. The conditions of %, > A% and are analyzed separately. When
Nw > A the message cycle meets the following conditions:
T > 3Ymax (4.6)

When the condition of equation (9) is met, the threshold meets condition A* > A > )‘#@m , no false positives or

missing positives will occur. At this time, the relationship curve between the false positives rate and missing
positives rate of the detection system and the detection threshold is shown in Figure 4.1.
When X% < A" the message cycle meets the following conditions:

T < 3¢mas (4.7)

*
max

or greater than )\flm, the detection
system may have false alarm without false alarm. When the detection threshold is within )\ﬁm >A> A o
the detection system may have missed and false alarms. At this point, no false alarm is considered a priority
condition and the detection threshold is slightly lower than the maximum value. Under the condition of no
false alarm, a small probability of false alarm is allowed.

In case T' < 3¥pmqaz, if the transmission time delay is ignored, node B should receive the i + 1 message at
time ¢; — T'. Take the maximum value of S; , then take the minimum value of A; as 0, and take the maximum
value of A;11. When A = T+ Y0 = T — Apas , the receiving time of the injected message meets the following
conditions:

As shown in Figure 4.2, when the detection threshold is less than A

i+ A<t<ti+20nax (4.8)
Then the detection threshold is expressed as follows:
A=T —Apaz =ti + T + Dnaw — (ti + 28 nae) < tig1 —t (4.9)
At this time, the time interval of missing alarm in the detection system is shown as follows:
ti +208ma0 — (ti +A) = 3D paz—1 (4.10)
You can get:

)\maz > 3>\maz - T (411)
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Fig. 4.3: Structured Algorithm for Bus Intrusion Adaptive Detection Based on Message Period Characteristics

To sum up, when the message cycle meets condition , the system detection threshold meets condition , no
false alarm or missing alarm will occur. When the message cycle meets condition , set the system detection
threshold to slightly less than of the maximum threshold. At this time, no false positives will occur, but there
is a minimal probability of false positives. In summary, the structured algorithm for bus intrusion adaptive
detection based on packet cycle characteristics is shown in Figure 4.3.

The proposed algorithm is detected after the detection threshold is adaptively determined. Following
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Fig. 4.4: Running flow of bus intrusion adaptive detection algorithm based on message cycle

message receipt, as shown in Figure 4, record the message’s receiving time. Next, calculate the message’s
period. Finally, determine the detection threshold for various bus attacks by comparing the calculated message
period’s maximum and average values with their values. In order to avoid false positives, a small number of
time margin is added to the detection threshold for fine tuning. After determining the detection threshold, the
vehicle bus message is detected, the receiving time of the message is recorded and judged after initialization, the
time cycle difference is detected and analyzed according to the determined threshold, and the message is judged
as an interrupt attack or an injection attack. If no message is received, it is directly judged as an interrupt
attack, and the vehicle bus system is circularly detected to intuitively see that the system enters the shutdown
state.

5. Experiment And Result Analysis.

5.1. Algorithm Performance Test and Analysis. In order to verify the effectiveness and optimization
of the adaptive intrusion detection algorithm based on the message cycle, the algorithm is compared with the
sequence mining intrusion detection algorithm to check the accuracy and recall of the two algorithms. The
comparison results of the accuracy and recall of the two algorithms are shown in Figure 5.1.

Figure 5.1 compares and analyses the average PR of the message cycle based adaptive intrusion detection
algorithm and the sequence mining intrusion detection algorithm. Assuming the same accuracy rate, the recall
rate of the message cycle based adaptive intrusion detection algorithm is higher. Given the same recall rate,
the accuracy of the message cycle based adaptive intrusion detection algorithm is also higher. Compared with
the sequence mining intrusion detection algorithm, the adaptive intrusion detection algorithm based on the
message cycle has higher accuracy and recall rate, which proves that the adaptive intrusion detection algorithm
based on the message cycle proposed by the research institute is effective and optimized, and its algorithm
performance is better than the sequence mining detection algorithm. In order to clarify the detection efficiency
of the algorithm in intrusion detection, the detection time of the algorithm is tested and analyzed. The detection
running time of the algorithm is shown in Fig. 5.2. It can be seen from Figure 5.2 that the adaptive intrusion
detection algorithm based on the packet period is trained and tested three times to observe the change in the
detection time of the algorithm. In the first training of the algorithm, the detection time of the algorithm
decreases continuously as the number of iterations increases. When the number of iterations reaches 50, the
algorithm starts to stabilize and the detection time is stable within 3s. Compared with the first training, in
the second and third training, the detection time of the algorithm is significantly reduced, which proves that
the adaptive intrusion detection algorithm based on the packet cycle has faster computational search efficiency
and will continuously optimize its own intrusion detection capability with the increase of training times.
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5.2. Application Simulation Experiment Results. The vehicle CAN bus intrusion detection simula-
tion experiment is carried out by using CANoe simulation software to validate the feasibility of the proposed
algorithm. The CANoe simulation software is used to simulate the real vehicle CAN bus, to simulate the
single channel high-speed vehicle CAN bus system, to add detection nodes to the vehicle bus by using the node
programming function in the CANoe simulation software, and to simulate the process of the vehicle CAN bus
being attacked by hackers in combination with CANdb++ and Replay Block tools. The CPU memory of the
system is 8G, and the main frequency is 3.4GHz. The can main control chip is Cortex M4 core, and the main
frequency is 168 MHz. The running performance and detection effect of the adaptive detection algorithm based
on message cycle are analyzed. The transmission of vehicle CAN bus message in the simulation environment
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Fig. 5.4: Vehicle CPU resource occupancy detection results under two algorithms

is shown in Figure 5.3.

It can be seen from Figure 5.3 that the average sending period of vehicle CAN bus messages in the simulation
environment is 10.3ms, and the CAN bus messages of vehicles have periodic characteristics. The maximum
value of the difference between the reception time difference of two adjacent messages and the transmission
period in the ideal state is 3.7 Ms. In order to verify the feasibility of the adaptive detection algorithm based
on message cycle under the constraint of computing resources, the computing and storage resource conditions
of the vehicle CAN bus are considered, and the bus intrusion detection algorithm based on Support Vector
Machine (SVM) is compared and analyzed, and the CPU resource occupancy of the two algorithms is compared.
The results of the vehicle CPU resource occupancy detection results under the two algorithms are shown in
Figure 5.4.

As can be seen from Figure 5.4, the SVM-based detection algorithm is used to detect vehicle CAN bus
intrusion. The vehicle CPU occupation is large, and the average vehicle CPU occupation is 14.93%, which
seriously compresses the operation space of the original differential CAN bus system and affects the normal
transmission of vehicle CAN messages. The average vehicle CPU occupancy of the intrusion adaptive detection
algorithm based on message cycle is only 4.76%, which reduces the CPU occupancy by 10.17% when compared
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Table 5.1: Threshold and Detection of the Attacked Message

Attack type Attacked mes- | Cycle (ms) Amax (ms) Threshold (ms) | False alarm | Number of
sage number missing reports
M1 8 1.8 4.5 0 19
Injection attack 8 1.8 6 0 0
8 1.8 7.5 101 0
M2 8 3.6 3 0 32
Injection attack 8 3.6 4 0 11
8 3.6 5 1 7
M1 8 1.8 9 105 0
Interrupt attack 8 1.8 10 0 0
8 1.8 11 0 0
M2 8 3.6 11 21 0
Interrupt attack 8 3.6 12 0 0
8 3.6 13 0 0

to the SVM-based intrusion detection algorithm. This algorithm fully accounts for the computing resource
constraints of the actual on-board ECU environment, occupies fewer computing resources for vehicles, and
interferes less with the operation performance of the vehicle CAN bus. It can effectively avoid affecting the
normal message sending due to the preemption of computing resources. It is proved that the proposed method
can be applied in the actual vehicle environment and has practical feasibility.

To demonstrate the application effect of the proposed algorithm in the actual operation of the vehicle, a
malicious node is added to the experimental vehicle CAN bus to simulate injection attack and interrupt attack
respectively. The malicious node is used to inject 5000 forged messages into the vehicle CAN bus and conduct
5000 interrupt attacks at random. The thresholds and detection conditions of the attacked messages M1 and
M2 when they are subjected to injection attack and interrupt attack respectively are shown in Table 5.1.

It can be seen from table 5.1 that the period of message M1 is 8ms. According to the threshold adaptive
determination rule, its injection attack detection threshold should be in the range of [4.9,6.2]. If the threshold is
4.5ms, the detection system has 19 missing messages. If the threshold is 7.5ms, the detection system will have
101 false positives. When the detection threshold is 6ms, there are no false or missing messages. If message M1
is subject to an interrupt attack, its detection threshold must be greater than 9.8ms according to the adaptive
detection rule. If the detection threshold is 9ms, there will be 105 false alarms in the detection system. If the
detection threshold is 10ms and 11ms, there will be no false or missing alarms.

The time period of message M2 is 8ms. According to the threshold determination rules of the algorithm,
the detection threshold of injection attack should be less than 4.4ms. When the threshold is set to 5ms, there
are 1 false alarm message and 7 false alarm messages. When it is 4ms and 3MS, there are no false alarm, 11
and 32 false alarm messages, respectively. For interrupt attack on message m2, the detection threshold shall be
greater than 11.6ms. When the detection threshold is 11ms, 21 false alarm messages appear in the detection
system, and there is no false alarm. When the detection threshold is 12ms and 13ms, there are no false alarm or
missing alarm. From the application results of the detection system, it can be seen that the proposed algorithm
is effective in determining the detection threshold, and has a good effect on the detection of interrupted attacks,
without false positives or missing positives. When the message cycle meets condition , the injection attack
detection may have a minimal probability of missing positives.

6. Conclusion. In order to ensure the communication security of the vehicle CAN bus, the research
fully considers the computing resource constraints of the on-board ECU environment, and proposes a method
of monitoring and detecting the bus attack by adaptively determining the threshold. The bus simulation
experiment and vehicle application experiment are carried out with CANoe simulation software. The research
results contribute to improving the efficiency of intrusion detection in automotive networks and have some
positive implications for communication security in automotive networks. However, the detection accuracy of
the algorithm for injection type attacks is lower than that for interrupt type attacks, and there is a possibility
of missing reports with a minimum probability. In the future, the injection type attack detection algorithm
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be further optimized, and the Generative adversarial network can be used to solve the problem of attack

sample data imbalance and improve the detection sensitivity for injection type attacks.
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DESIGN AND IMPLEMENTATION OF VEHICLE SCHEDULING OPTIMIZATION FOR
SMART LOGISTICS PLATFORM POWERED BY HADOOP BIG DATA

GUANGTIAN YU*AND WANGTIANHUA YUT

Abstract. E-commerce has become the mainstream consumption mode for people, and with the continuous increase of online
shopping business volume, controlling logistics costs has become an urgent problem to be solved. In order to solve the challenges
in vehicle scheduling and achieve a scientific and reasonable vehicle scheduling scheme, this research is based on Hadoop Big data
platform, introduces the concept of time axis, and builds a vehicle scheduling model based on Hadoop intelligent platform. Based
on quantum genetic algorithm and combined with MapReduce model, a quantum improved genetic algorithm is constructed to
solve vehicle scheduling optimization problems. The results show that the traditional quantum genetic algorithm converges after
20 iterations, achieving an optimal value of 575 and taking 360 seconds. The improved quantum genetic algorithm converged
after 10 iterations and achieved an optimal value of 675, taking 200 seconds. Compared with quantum genetic algorithm, the
improved quantum genetic algorithm reduces the time spent by 44.4%. Selecting customer data from a certain logistics company
for testing, the improved algorithm shortens the delivery time and achieves the design of the optimal path scheduling plan. This
study optimized transportation routes and resource scheduling, reduced transportation costs, and played an important role in
optimizing vehicle scheduling in the logistics industry.

Key words: Hadoop big data; vehicle scheduling; quantum genetic algorithm; MapReduce model; path planning cost

1. Introduction. The logistics industry is a crucial part of modern socio-economic activities, involving
the flow, storage, and distribution of goods. With the advancement of globalization and the rise of e-commerce,
the logistics industry has rapidly developed and has had a profound impact on economic development and
social life [1]. However, vehicle scheduling faces many challenges, requiring a balance and optimization between
limited resources and complex requirements. Vehicle scheduling needs to consider the transportation needs and
time windows of goods, and in addition, the delivery and delivery times of goods also need to be accurately
controlled to meet customer expectations and ensure the smooth supply chain. Secondly, urban traffic conges-
tion is becoming increasingly severe, bringing difficulties to vehicle scheduling. Reasonable planning of vehicle
routes and avoiding congested areas is crucial for improving transportation efficiency and reducing time costs [2].
Therefore, through scientific and reasonable vehicle scheduling schemes, logistics enterprises can improve trans-
portation efficiency and service quality, reduce costs and risks. The optimization of vehicle scheduling models
plays an important role in improving scheduling efficiency and enhancing enterprise competitiveness. Under
this background, this research builds a vehicle scheduling model based on Hadoop Big data platform. Based
on quantum genetic algorithm and combined with MapReduce model for improvement, a quantum improved
genetic algorithm is constructed.

The study has been divided up into four sections. The first section focuses on the study done by domestic
and foreign academics on the VS problem in the logistics sector and the practical use of QGA. The development
of the VS model and quantum-improved genetic algorithm constitutes the second half. The third section
provides an example along with the performance testing of the quantum-improved genetic algorithm. The
article’s faults are discussed in the fourth and final section.

2. Related works. The logistics sector has grown as a result of people’s increasing material needs, and do-
mestic and international academics have focused their research on the VS problem in logistics distribution. The
standard VS issue can only address static issues; it cannot address the dynamic issues that emerge throughout
the distribution process. Some academics have proposed solutions to the dispatching problem for automobiles
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under various dynamic demands. Luo et al. propose a bespoke labelling algorithm based on a mixed integer
programming model in order to solve the problem of cost control and route optimization in the logistics distri-
bution process. A large amount of distribution data from a company is selected and the proposed method is
solved for two different problems. The method can effectively solve problems with different objectives, reduce
distribution costs, improve distribution efficiency and provide decision makers with better decision solutions [3].
Yami et al. have proposed a multi-product production routing problem model for the vehicle transportation
problem in order to help decision makers develop better production plans. The model takes into account issues
such as cost and product demand in the production process and greatly reduces the cost consumption in the
production and transportation process. Through a study of a company’s actual case, it was verified that the
method can reduce production costs, improve resource utilization and play an important role in production
planning [4]. Midaoui et al. found that the healthcare sector was facing distribution difficulties, especially as
the logistics of supplying medicines to individual hospital pharmacies accounted for a large part of the budget.
To address this problem, a new intelligent logistics approach was proposed based on the multi-warehouse vehicle
routing problem. The method uses a clustering approach to provide suitable locations for new pharmacies and
uses a genetic algorithm to route the vehicles. The method is able to solve equipment and drug distribution
problems faster and can provide a better drug pick-up system for the healthcare sector [5]. A Andrade-Michel
et al. propose an accurate constraint planning model in order to solve the vehicle scheduling problem by in-
tegrating driver information and the VS problem. The model combines the reliability of the driver and the
importance of the journey, and is able to take into account the multiple aspects of the problems present in VS.
Through the scheduling of vehicles in different scenarios, it is demonstrated that the method can effectively
reduce trip coverage and improve delivery efficiency, thereby enhancing customer satisfaction [6].

To address the problems in logistics distribution, some scholars have made studies based on QGA. Lin et al.
constructed an intelligent dispatching model based on enhanced QGA in order to adopt a truth coding system
with vehicle departure time as the variable objective optimization. The model targets the minimum waiting
time for customers and the maximum benefit for logistics companies by reducing the departure interval and
increasing the on-board rate appropriately. The actual distribution routes were selected for empirical analysis,
and the results showed that the method can meet the requirements of various aspects with high applicability
and intelligence [7]. Ning et al. proposed an improved QGA based on dual-chain coding for the VS problem
under low-carbon emission constraints. the study constructed a mathematical model with the objectives of
minimum distribution time and minimum carbon emission, based on which an improved QGA using improved
dual-chain QGA. Examples were selected for experiments and the model performance was analyzed using
analysis of variance (ANOVA). The results showed that the model reduced carbon emissions in the dispatch
process and achieved the objective of model optimization [8]. D Li et al. found that remote monitoring
for automatic detection of arrhythmia is a challenging task. Based on this, a fast patient specific arrhythmia
diagnosis classifier scheme is proposed by combining wavelet adaptive threshold denoising with quantum genetic
algorithm based on least squares dual support vector machines. The results show that the proposed method
has a detection accuracy of 98%, and compared to other representative existing technical methods, it consumes
less CPU running time [9]. Y Yang et al. found that the current meta heuristic algorithm is slower in solving
TSP problems. To solve this problem, a multi-scale adaptive quantum free particle optimization algorithm is
proposed based on the inspiration of wave functions in quantum theory. The experimental results show that
this algorithm has a faster search time compared to the ant colony optimization algorithm [10].

In summary, vehicle scheduling has always been a key issue in the logistics and distribution industry.
In vehicle scheduling problems, many scholars only consider a single factor that exists in the distribution
problem, while neglecting the dynamic needs of customers in the distribution network and not comprehensively
considering the diversified problems that exist in the distribution process. This study takes into account the
dynamic demand problem in distribution and improves the quantum genetic algorithm to achieve the goal of
path optimization. It has certain reference value in the research of dynamic demand distribution.

3. VS Model and Improved QGA Construction. The optimization and enhancement of VS affects
the rate of logistics and the development of logistics companies. To solve the problem of VS optimisation in
dynamic situations, this chapter is divided into two parts for research. The first part is the construction of
a Hadoop-based smart platform VS model and the second part is the construction of an improved QGA.The
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Fig. 3.1: Schematic diagram of dynamic demand distribution

optimization and enhancement of VS affects the rate of logistics and the development of logistics companies. To
solve the problem of VS optimisation in dynamic situations, this chapter is divided into two parts for research.
The first part is the construction of a Hadoop-based smart platform VS model and the second part is the
construction of an improved QGA.

3.1. Hadoop-based Smart Platform VS Model Construction. The Hadoop wisdom platform has
powerful cloud computing capabilities, with the advantages of high performance, scalability and low cost, which
can meet the needs of enterprises for data processing and analysis [11]. In the smart platform delivery mode,
the influencing factors in vehicle scheduling status exhibit dynamic changes, including the time required by
customers, real-time delivery status, and current vehicle status. In vehicle scheduling, there are different
influencing factors that can lead to a decrease in delivery efficiency, and time is an important factor affecting
the scheduling status of vehicles. Considering the criticality of time in vehicle scheduling, the concept of
timeline is introduced to determine a clear scheduling cycle, which facilitates the collection of dynamic demand
information [12]. A schematic diagram of dynamic demand distribution is shown in Figure 3.1. In Figure
3.1, the red stars represent dynamic customers, the orange and red lines represent as well as the distribution
routes that have been travelled, the light blue lines represent routes that have not yet been travelled and the
purple lines represent routes that are being travelled. The orange circle indicates the most critical node in the
logistics status being distributed under the condition of time . In the case of this node, the distribution task
cannot be changed. The Smart Platform will identify the location of the critical node, vehicle information and
customer information and generate a new dispatch plan. Setting the whole distribution network as A , vehicles
are needed to complete the task at the moment, and the number of vehicles is calculated by the equation shown
in equation 3.1.

m = Z a:/Q (3.1)

iew(t)

In equation 3.1,w,t denotes the set of static customers with unfinished distribution tasks and dynamic cus-
tomers with new requests.q; denotes the demand of the ith customer at the moment of ¢ . () denotes the
maximum volume of the vehicle. The minimum function of distribution cost is shown in equation 3.2.

minZ = Fm + Z i Ci; Xiji (3.2)

1,J €Wypo(t) k=1

In equation 3.2, F' denotes the vehicle fixed cost that has the minimum value in the total cost of distribution
at the moment. Wy, (t) denotes the set of all critical points, static customers who do not complete their tasks,
dynamic customers who propose new demands and distribution centre points at the moment of ¢ .C;5 denotes
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the target cost of distribution distance, distribution time and distribution cost from customer i to customer j
in the distribution route. The relationship between the total vehicle distribution tasks and vehicle load limits
is shown in equation 3.3.

Z qiYik S Q - ij(t),jEWuo(t)7k = 1a2"'7m (33)

i€wy (1))

In equation 3.3,y;; indicates that the distribution task of customer i is completed by vehicle k ,Q;x (%)
indicates the weight of the vehicle already loaded when it departs from the j th customer. The customer’s
requirements for the distribution vehicle are shown in equation 3.4.

> Ty =10+ W (t) (3.4)
k—1
Equation 3.4 indicates that Customer i accepts only one vehicle to complete the task. The number of
departing vehicles is shown in equation 3.5.

> vik=m (3.5)

ieWpo(t)

In equation 3.5,m denotes a vehicle departing from a key node and distribution centre. The relationship
between customers and vehicles is shown in equation 3.6.

{ZiEW1L(t) Tijk = yjk’j = Wu(tv k=1, 2"'7m) (3.6)

Ziewu(t) Tijk = Yjk 1 = W.(t),k=1,2...m

In equation 3.6, x;j indicates that the vehicle entering the distribution network from the customer k , the
vehicle driving from customer 4 to customer j and the initial distribution vehicle should be the same vehicle.
The relationship between the variables is shown in equation 3.7.

{ yiiye — 1) =0,i=1,2,...m k=1,2....m 37)

xijk(xijk—l) :0,i:1,2,...,m j:1,2,...,m

Equation 3.7 represents the relationship between the distribution tasks of customer ¢ and the vehicles distributed
between the two customers. The dynamic scheduling problem is more complex than static scheduling because
of the uncertainty of information in the dynamic vehicle scheduling process [13]. In dynamic vehicle scheduling,
there is uncertainty in information, and customer needs vary at different times. In order to establish a complexity
criterion for the dynamic vehicle scheduling process, the equation is shown in equation 3.8 based on the ratio
of dynamic customers in the distribution network

rs:lfﬂ,ogrsgl (3.8)
n

In equation 3.8, rs denotes the complexity rate of distribution, n; denotes the number of dynamic cus-
tomers and n denotes the total number of customers. The higher the percentage of dynamic customers in the
distribution process, the more complex the distribution task is. When rs takes the value of 0, it means that all
the customers in the distribution task are dynamic customers and the distribution task is complex. When the
value of rs is 1, it means that all the customers in the distribution task are static customers, and the scheduling
problem at this time is a static scheduling problem. In order to express the influence of dynamic information on
the complexity of distribution, the complexity ratio is introduced, and the equation is shown in equation 3.9.

Nt
re — iy ti/T (3.9)

n

In equation 3.9, T denotes the total distribution time and ¢; denotes the time when dynamic information is
generated. The above model introduces the concept of time axis, which is used to keep track of the current dis-
tribution task when dynamic information arises. The dynamic demand scheduling problem is transformed into
a static scheduling problem to reduce the complexity of distribution scheduling and achieve global optimization.
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3.2. VS Model based on improved QGA. Genetic algorithm is based on the principle of nature’s law
of superiority and inferiority, and is often used to solve multi-pole optimization and combinatorial optimiza-
tion problems to achieve the purpose of global search for optimal solutions [14]. Apply genetic algorithm to
vehicle scheduling to find the optimal path solution. Quantum genetic algorithm is based on genetic algorithm,
introducing a quantum vector table into the chromosome encoding process, using quantum bits and quantum
superposition as calculation rules. Using quantum gate rotation technology to enhance the global optimization
ability of the algorithm. Quantum algorithms are solved for transformations of quantum states, and the intro-
duction of quantum actions can increase the computational rate [15]. The quantum equation ion is shown in
equation 3.10.

W)y =a|0+B]1 (3.10)

In equation 3.10,a and 8 denote the probability of generation relative to the state, both of which are complex
numbers. « and 3 satisfy the normalized case as shown in equation 3.11.

o> + 18 =1 (3.11)

In equation 3.11, |oz|2 denotes the probability that the state is 0 and |3 |2 denotes the probability that the
state is 1. The quantum algorithm uses either binary or decimal for calculation. A novel form of quantum bit
encoding is introduced to represent chromosomes, and the equation is shown in equation 3.12.

(65) ‘

aq
B1 | B2
A chromosome with m quanta is represented in equation 3.12, and equation 3.12 can describe a super-

position of any linear form. Assume that there exists a chromosome of length 2 and that the chromosome is
shown in equation 3.13.

g:z H (3.12)

NeiRvel

SN (3.13)
Vv2'v2

Equation 3.13 represents the chromosomal state represented by equation (12) and the state of the quantum

position is represented as shown in equation 3.14.

1 1 1 1
51 00) = 5| 01) + 5] 10) — | 11) (3.14)

In equation 3.14, 00), 01) , 10) and 11) are four quantum bits, all of which occur with a probability of 25%.
The description using the quantum bit state approach allows a single chromosome to exhibit multiple state
overlays, increasing the population diversity of the algorithm [16]. A quantum chromosome is represented by a
three-dimensional quantum bit matrix of nanz2 for a scheduling problem with n customers. where the order of
service is represented by the horizontal coordinate and the customer delivery service number is represented by
the vertical coordinate. Assuming that the order of customer delivery is randomly generated within the [0,1]
interval, after obtaining a two-dimensional matrix of m * m, the search adjustment function is used to make
each row and column of the matrix contain only one digit 1. Assuming that there are five customer delivery
demands, the matrix representation is shown in equation 3.15.

01000
1000 0
00010 (3.15)
00100
0000 1

In equation 3.15, the customer delivery sequence is 2-1-4-3-5 and the service is completed using the same
vehicle. If the delivery demand cannot be met at this time, consider adding new quantum chromosomes, and
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Fig. 3.2: Map function flowchart

the special group will also be converted into an integer population. Quantum gates can convert states between
algorithms, and the representation of quantum gates is shown in equation 3.16.

it v )= (ol [ 516

In equation 3.16, d=s(af) denotes the direction of rotation and 6 denotes the angle of rotation. the
equation satisfies the condition UU’ = 1 . using quantum gates can improve the convergence efficiency of the
algorithm. After the quantum gate is updated, the chromosomes are decoded and the corresponding fitness
values are calculated. Due to the coexistence of disorder and order in vehicle path scheduling, the encoding
structure is chosen as a real number encoding structure. MapReduce is a widely used open-source software
framework for parallel processing of large datasets, MapReduce computing is divided into two phases, Map
phase and Reduce phase. The combination of QGA and Map and Reduce can enhance the parallelization of
algorithms [17]. In the Map session, what is obtained by the computation is the solution space string record in
the VS data. Assuming the existence of i,, clients, the intermediate key-value pairs obtained after computation
are shown in equation (17).

n
key =" n' +' m/,value = Z(’n’ +'m') (3.17)
m
In equation 3.17,n indicates the number of customers and m indicates the dispatched vehicles. The variables
are expressed in character form to facilitate the calculation of the data in the function. The flow chart of the
Map function is shown in Figure 3.2.

In Figure 3.2, first input the scheduling data and obtain the initial population value. Update the population
values through quantum gates to obtain the updated values. Then cross and reorganize the data. If it meets the
requirements, it will be output. If it does not meet the requirements, it will continue to update the population
values. In the Reduce function, the key and value values in equation 3.17 are combined to obtain the sequence
(key : valuey,values, ...,value,) , which is passed to the Reduce function for processing. the Reduce function
normalizes the sequence to obtain the set (P.1, P,,1, P.2, P,,2,,...P.i, P;,j) which can be derived from the
optimized population [18]. the computational flow of the Reduce function is shown in Figure 3.3.
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In Figure 3.3, the key and value values are first combined to obtain the sequence (key : values,values...
value,,). Then use the Reduce function for standardized data processing to obtain the standardized results. By
using Map and Reduce to perform cross and mutation operations on the data, cross values and variance values
can be calculated. Finally, output the results to obtain the optimized population.

HDFS is a database on the Hadoop platform in which all parameters are stored [19]. According to the
above, improving QGA first requires setting a MapReduce parameter. In the Map function operation, the
various types of data stored in the HDF'S system, including vehicle information, customer demand information,
vehicle location and other data, are obtained and initialized. All genetic population individuals in the Map
are encoded and processed. After processing, the initial population is randomly selected and the number of
populations is calculated. The calculated information is stored in the HDFS system and output to the Reduce
function as value. During the computation of the Reduce function, the data in the HDFS system is first read,
the population is optimized by quantum gates, and crossover and mutation operations are applied to obtain
the optimal individuals [20]. The flow chart of the improved QGA is shown in Figure 3.4.

4. Algorithm Performance Testing and Example Analysis. The first part of this chapter is devoted
to performance testing of the improved QGA and analyzing the performance differences between the improved
QGA and the original QGA. The second part selects dynamic customer requirements and static customer
requirements information to analyze the application of the improved QGA in real-world situations.

4.1. Algorithm Performance Testing. In order to test the performance advantages and disadvantages
of the QGA and the improved QGA, this experimental environment used an Intel(R) Core (TM) i3 processor,
CentOS7 as the operating system and Tomcat 7.0 as the web server. the QGA and the improved QGA were
compared and the convergence process of the two was analyzed. The comparison graph is shown in Figure 4.2.

Figure 4.2.a shows a comparison of the convergence times of the two algorithms, and Figure 4.2.b shows a
comparison of the optimal values obtained by the two algorithms. The traditional quantum genetic algorithm
converges after 20 iterations, achieving an optimal value of 575 and taking 360 seconds. The improved quantum
genetic algorithm converged after 10 iterations and achieved an optimal value of 675, taking 200 seconds.
Compared with quantum genetic algorithm, the improved quantum genetic algorithm reduces the time spent
by 44.4%.The enhanced QGA performs better during convergence and converges more effectively. The 0/1
backpack problem can be solved via combinatorial optimization, which is the process of identifying the best
solution. The backpack’s maximum loaded weight is 1000 pounds, and it can hold 30 items. Figure 4.3 depicts
the algorithm solution diagram. From Figure 4.3, it can be seen that the convergence effect of the improved
quantum genetic algorithm is better than that of the quantum genetic algorithm. The maximum value obtained
by the improved quantum genetic algorithm is 2840, while the maximum value obtained by the quantum genetic
algorithm is 2690. The improved quantum genetic algorithm performs better than quantum genetic algorithm
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Fig. 3.4: Flow chart of improved quantum genetic algorithm for MapReduce

in solving optimal solution problems. In the transportation process, the transportation speed is affected by
the real-time road conditions, and the two algorithms are used to predict the traffic flow in the transportation
process, and the prediction results are shown in Figure 4.5.

Figure 4.5.a shows the prediction graph of the quantum improved genetic algorithm, and Figure 4.5.b
shows the prediction graph of the original QGA. The comparison of the two plots shows that the prediction
results of the quantum improved genetic algorithm match the actual results, indicating that the improved QGA
has a better path finding ability for path design and can achieve good path planning for VS. The comparison
graph of the planning accuracy of the two algorithms is shown in Figure 4.6. In Figure 4.6, the experimental
accuracy of the improved quantum genetic algorithm has improved with the increase of experimental times,
with an average experimental accuracy of 98.25%. The experimental accuracy of traditional quantum genetic
algorithms will also improve with the increase of experimental times, but the improvement is small, with an
average experimental accuracy of 93.88%. Compared with the traditional quantum genetic algorithm, the
experimental accuracy of the improved quantum genetic algorithm has increased by 4.37%.

4.2. VS Example Analysis. A random group of customers in different cities of a logistics company is
selected, and the range of city distribution intervals is a square with a side length taken as 80km. 26 static
request customers are selected, each with a demand of no more than 2.5km3. the volume of the distribution
vehicle is 7Tm3 and the vehicle travels a maximum of 120km at a time. the information table for static customers
is shown in Table 4.1.

Table 4.1 contains a total of 26 static customers’ coordinate locations and their demand. The distribution
problem for static customers is solved using QGA and modified QGA to obtain different scheduling schemes.
The scheduling schemes are shown in Figure 4.8.

The QGA dispatching plan for static client demand is shown in Figure 9(a). The data shows that there
are four vehicles that have been dispatched, four main dispatch routes, and a delivery time of 310.8 minutes.
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The dispatch routes contain route duplications, which is a poor route optimization option and wastes delivery
resources. The enhanced QGA scheduling plan for static customer demand is shown in Figure 9(b). The
figure shows that there are 4 dispatching vehicles, 4 main dispatching routes, no dispatching routes duplicate
each other, the routes are straightforward and quick, and the delivery time is 252.5 minutes. Delivery times
are slashed thanks to the enhanced algorithm, which also produces the best route dispatching scheme design.
Table 4.2 displays the information table for the fourteen dynamic consumers that were chosen.

In the VS process, the dynamic customer demand changes with time. Based on the improved QGA solving
static customer demand scheduling scheme, dynamic demand nodes are added and the improved QGA is used
for the scheduling scheme design. The dynamic customer scheduling scheme is shown in Figure 4.9. There
are four cars with the same static client demand, as shown in Figure 10. The delivery time for Vehicle 1 is
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Table 4.1: Static Demand Customer Information Table

Customer number Position coordinates Requirement Customer number Position coordinates Requirement

No.1 (45,40) 1.55 No.14 (48,65) 2.20
No.2 (75,20) 0.50 No.15 (26,35) 1.85
No.3 (56,43) 0.85 No.16 (35,55) 1.55
No.4 (62,70) 2.00 No.17 (15,20) 1.40
No.5 (21,55) 2.00 No.18 (27,45) 1.30
No.6 (5,50) 0.50 No.19 (8,16) 0.75
No.7 (26,35) 0.25 No.20 (14,60) 0.70
No.8 (42,20) 0.20 No.21 (60,45) 0.35
No.9 (35,25) 0.35 No.22 (35,5) 0.70
No.10 (60,42) 0.85 No.23 (10,60) 1.85
No.11 (45,16) 1.00 No.24 (18,70) 2.00
No.12 (38,5) 1.50 No.25 (20,3) 1.00
No.13 (72,60) 0.75 No.26 (16,65) 1.00
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Fig. 4.8: Static customer scheduling scheme diagram

Table 4.2: Dynamic Demand Customer Information Table

Customer number  Position coordinates Requirement Customer number Position coordinates Requirement

A (6,25) 2.30 H (56,70) 1.30
B (30,10) 0.50 I (15,55) 1.80
C (25,43) 0.85 J (28,58) 1.50
D (32,40) 1.75 K (3,30) 1.50
E (12,55) 2.00 L (27,32) 1.70
F (25,60) 0.85 M (20,10) 1.00
G (16,8) 0.30 N (5,60) 2.00

65.8 minutes, with a dispatch route distance of 71.5 km. The delivery time for Vehicle 2 is 56.5 minutes, with
a dispatch route distance of 61.5 km. The delivery time for Vehicle 3 is 70.5 minutes, with a dispatch route
distance of 75.2 km. The delivery time for Vehicle 4 is 45.5 minutes, with a dispatch route distance of 42.6
kilometers. the enhanced Not only is the revised QGA appropriate for dynamic customer demand dispatching,
but it is also ideal for static customer demand dispatching. With the goal to ensure that the distribution route
in the solution is the best path and that the distribution takes the least amount of time, the upgraded QGA is
able to deliver VS solutions extremely fast in response to new customer requests on the smart logistics platform.
When tackling the VS problem of the smart platform, the upgraded QGA has good global optimal solution
search performance, which can significantly increase the effectiveness of the distribution service of the smart
platform.

5. Conclusion. With the development of Big data and e-commerce, customers’ demand for logistics
distribution has increased, and vehicle scheduling is an important link in the logistics distribution network.
This research is based on Hadoop Big data platform, introduces the concept of time axis, determines a clear
scheduling cycle, and builds a vehicle scheduling model that meets dynamic demand. Combine quantum genetic
algorithm with MapReduce model to construct quantum improved genetic algorithm. The algorithm testing
results show that the quantum genetic algorithm converges after 20 iterations, achieving an optimal value of 575,
taking 360 seconds, and a success rate of 46.8%. The improved quantum genetic algorithm converged after 10
iterations, achieving an optimal value of 650, taking 200 seconds, and a success rate of 75.5%. Compared with
quantum genetic algorithm, the improved quantum genetic algorithm has a success rate increase of 61.3% and a
time reduction of 44.4%. Two algorithms were used to predict traffic flow, and the improved algorithm matched
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the actual results. Repeat the prediction experiment, and the average experimental accuracy of the improved
quantum genetic algorithm is 97.85%. The average experimental accuracy of the traditional quantum genetic
algorithm is 90.88%. The experimental accuracy of the improved quantum genetic algorithm is 7.7% higher
than that of the traditional quantum genetic algorithm. Selecting customer data from a logistics company for
testing, the improved quantum genetic algorithm can effectively plan delivery routes for both static and dynamic
customer needs. Compared with the test results of the quantum genetic algorithm, the improved algorithm has
shortened the delivery time and can quickly provide a vehicle scheduling plan, making the delivery route in
the plan the optimal path and minimizing the delivery time consumption, achieving the design of the optimal
path scheduling plan. At the same time, it provides users with faster delivery services, increasing the core
competitiveness of the enterprise. There are also shortcomings in this study. The scheduling problem of vehicles
only considers the needs of customers and does not consider the impact of other factors on vehicle scheduling.
In future research, multiple influencing factors should be considered to improve the scheduling model.
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INTELLIGENT VEHICLE INSPECTION TOOL DESIGN BASED ON FREEMAN CHAIN
CODE FOR AUTOMATIC ANNOTATION OF 3D MODELS

SHAN CHENG*AND GUOQIANG TANT

Abstract. Autonomous vehicle are more and more widely used in daily life, and the requirements for their safety performance
are higher and higher. As a tool for testing auto parts, intelligent inspection tools are crucial to the guarantee of automobile
quality. However, traditional fixture design relies on manual drawing, which is inefficient and prone to errors. To solve this
problem, this research uses Freeman chain code to determine the annotation object, uses case clustering method to annotate, and
uses error back propagation algorithm to realize case knowledge classification learning, and designs intelligent vehicle inspection
tool design technology based on Freeman chain code 3D automatic annotation method. The experimental results show that the
geometric feature matching results are correct, and the difference in feature comparison results is significant, with a high accuracy
rate. Meanwhile, the geometric similarity annotation method has a high accuracy rate, taking only 3 minutes to complete the
annotation, which is 7 minutes longer than traditional manual annotation. The error backpropagation algorithm can accurately
achieve feature classification, and the design time of size chain inspection tool deformation design is reduced by 214min compared
to manual reverse deformation design, significantly improving design efficiency. In summary, the proposed design method for
automotive inspection tools can achieve automatic model annotation, improve design efficiency, and reduce design time.

Key words: Automatic Annotation; Freeman Chain Code; Bp Neural Network; Inspection Fixture Structure;

1. Introduction. In recent years, with the boost of intelligent vehicles, their safety and reliability have
become hot topics of concern. The continuous development of the automotive industry has led to increasing
attention being paid to the design of automotive inspection tools. Automotive inspection tools are tools used to
detect the size, shape, and quality of automotive components, playing a crucial role in the quality and production
efficiency of automobiles. The use of high-quality automotive inspection tools can greatly improve production
efficiency, reduce product defect rates and production costs [4]. The design of intelligent vehicle inspection tools
is an essential method for enhancing the efficiency of automobile manufacturing. Therefore, this study uses
Freeman chain codes to automatically annotate lightweight models, and combines the Model based Definition
(MBD) model and Back Propagation (BP) algorithm to achieve similarity retrieval. Therefore, it is redesigned
based on existing inspection tool cases. Propose an intelligent vehicle inspection tool design scheme based on
Freeman chain code for automatic annotation of 3D models (3DM). The innovation points of the research mainly
include two points: firstly, using Freeman chain codes for searching and matching geometric features (GF) for
determining annotation objects, and proposing an automatic annotation method for geometric similarity; The
second is for utilizing BP neural network (NN) algorithm for learning and classifying MBD model knowledge,
and propose a similarity retrieval method based on MBD model. The research structure is separated into
four. The first is a review of related outcomes; The second proposes a design technology for intelligent vehicle
inspection tools based on geometric similarity features and BP NN algorithm, which automatically annotates
3DM using Freeman chain codes; The third is the validation of the design scheme presented by the research
institute; The final is a relevant summary.

2. Related work. As the boost of natural language processing technology, automatic annotation technol-
ogy has been widely used in text classification, entity recognition, automobile manufacturing and other fields.
Chen et al. proposed an automatic data labeling pipeline for 3D LiDAR data for solvingthe problem of segment-
ing moving objects in the environment. The experiment illustrates that this method can markedly label LiDAR
data and generate labels in different outdoor environments [5]. Mahajan V et al. proposed a machine learning
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model based on automatic labeling and deep learning to predict lane change maneuvers in order to solve the
problem that maneuver prediction needs to deal with large labeled datasets. The classification results show that
real-time prediction of lane changes can be predicted efficiently, with an average The detection time is at least
3s, and the proportion of false positives is very small [6]. Liu et al. proposed an automatic annotation method
(AAM) of hybrid atlas forest model in view of spatial index to meet the problem of accurately registering all
atlases to the target image. The outcomes illustrate that this method diminish the dependence on precise
registration and improves annotation [7]. Elhousni M et al. proposed a method that can automatically label
high-definition maps from raw sensor data to address the issue of errors in creating high-definition maps. The
outcomes indicate that the presented method can generate high-precision high-definition maps, accelerating the
process of constructing and labeling high-definition maps [4]. Guerra et al. proposed a speech corpus automatic
annotation scheme to monitor the dynamic changes of Mel frequency related cepstrum vectors that make up
book codes. The results indicate that the correct labeling percentage of this scheme is 97.9%, and the time
taken is significantly less than that of manual labeling [9].

With the arrival of the big data era, classification and retrieval technology has been widely applied as a
method of information classification and retrieval. Cheng Q et al. presented a rapid design method for process
equipment in view of 3DM MBD classification retrieval for changing the relevant method for enhancing design
efficiency. This test shows that this method shortens the development cycle of the device and can help users
produce 3DM of complex products [3]. Ebadi N and others proposed a practical two-stage attitude detection
model to address the issue of lack of compatibility in the fact verification process due to human modification of
classification models. The outcomes indicate that the average weighted accuracy is 82.1, which can accurately
distinguish between false news and real news headlines [11]. Rosewelt et al. proposed a relevant data retrieval
model based on semantic analysis to overcome the unreasonable accuracy of existing models. The outcomes
indicated that the data retrieval process of the model was effective, and the identified dataset showed good
test results [12]. Rashid A M et al. proposed a scheme for retrieving images in smart cities using grayscale
co-occurrence matrices to reduce search time for image content. The experimental results showed an average
accuracy of 6.6 and an average recall rate of 3 [13]. Alrahhal M et al. proposed a COVID-19 diagnostic system
using medical image classification and retrieval in order to provide a detection method that mainly relies on
artificial intelligence and radiographic image analysis to determine disease infection. The experimental results
proved the effectiveness of the proposed system , with 100% accuracy in classifying input images as X-ray or
CT scans, 99.18% accuracy in classifying X-ray images as COVID-99 or NOTCOVID-18, and 99.18% accuracy
in classifying CT scans as COVID-97 or NOTCOVID-84 It is 97.84% [14].

In summary, a large number of scholars all over the world have conducted study about the application
of automatic annotation technology and classification retrieval technology from multiple aspects at present.
However, there has not been in-depth research on the design of automatic annotation of 3DM for automotive
inspection tools. Therefore, the study adopts Freeman chain code to achieve automatic annotation of lightweight
models, and combines MBD model and BP NN algorithm to achieve similarity retrieval. A smart car inspection
tool design scheme based on Freeman chain code for 3SDM AAM is proposed.

3. Design of Intelligent Automobile Gauge Based on Automatic Labeling of 3D Model. With
the boost of the automotive market, the current design method of automotive inspection tools seriously restricts
the production efficiency of automobiles. In order to solve the problems of low efficiency and error-prone
manual drawing in traditional gage design, this study proposes an intelligent automotive inspection tool design
technology based on the Freeman chain code based 3DM AAM. This technology first determines the annotation
object using GF through Freeman chain codes and the longest Gongzi sequence, and then checks and optimizes
the annotation results through clustering annotation. Then, BP NN algorithm is used to classify information
like geometric dimensions, features, and processes, optimizing the retrieval and application of similar cases.

3.1. Intelligent Design and System Framework of Automobile Inspection Tools. The boost of
the automotive manufacturing industry not only requires continuous improvement in product quality, struc-
tural design, and processing methods, but also puts forward stricter requirements for the design of inspection
fixture structures [15]. At present, traditional inspection tools are difficult to meet the requirements of rapid
automobile manufacturing, which has a serious impact on its production efficiency. Automobile inspection
tools are responsible for detecting whether automotive parts are qualified and ensuring the quality of parts,
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Fig. 3.1: Inspection tool design system process

and occupy an important position in the automotive manufacturing industry [16]. Automotive inspection tools
possess an essential influence on the automotive production. During the product stage, the structure and size
of automotive parts can be optimized. During the product validation stage, the design results of the parts can
be verified in a real assembly environment. During the planned production stage, the reason why the quality of
automotive parts cannot meet the assembly requirements can be determined. The specific process of designing
a car inspection system is shown in Fig 3.1.

Fig 3.1 demonstrates that the checking tool system is mainly composed of four modules: importing model
parts, parts retrieval, Anli model calling and checking tool case deformation design. the study first utilizes 3D
annotation technology to automatically annotate lightweight models and generate MBD models. MBD models
are a method of defining individual parts and product assemblies using 3D models (such as solid models),
product and manufacturing information, and associated metadata. Then, the part feature information in the
MBD model is extracted and transformed into vector form for similarity retrieval. Next, the mapping relation
in the MBD model and the fixture is linked, and the fixture case structure model is used for operation. Finally,
the design results are exported and saved through deformation design. To address the issues of long cycle time
and low efficiency in designing new products, this study further utilizes a searcher with similarity retrieval
function to provide engineers with similar design cases for reference. However, the case model requires modular
replacement and modification to meet the requirements of new product inspection fixture design. Therefore,
the above system has been improved to an intelligent design system for automotive inspection fixtures in view
of the MBD model. The system mainly includes four parts: interface layer, functional layer, data layer, and
support layer. The interface layer is the operation interface for the designer to design the gage. The function
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Fig. 3.2: System framework

layer is the place for data interaction between gage model retrieval and case reuse. The data layer is When
using the system to develop inspection tools, the design resources are managed, and the support layer is to
provide technical support for the system. The specific system framework is shown in Fig 3.2.

Fig 3.2 indicates that the system adopts a forward design method, using C as the system design language,
and integrates the Microsoft Visual Studio2021 platform into MATLAB for secondary development of the
NX design platform. Meanwhile, it utilizes the SQL Server platform to store and read/write the data case
library, thereby creating a rapid design system for inspection tools based on MBD model similarity retrieval,
and completing the construction of the inspection tool design platform. The inspection tool design platform
mainly includes four functional interfaces: automatic annotation, retrieval, deformation design, and design
result output. Among them, the automatic labeling function is to realize the automatic labeling of the entire
MBD model, and the MBD model retrieval function is to realize the matching of similar cases. Provide design
support for calling the configuration link. The deformation design function is to modify the searched similar
cases to meet the new inspection fixture structure design, and the design result storage and output function is to
output and save the obtained inspection specific engineering drawings. Automatic annotation is achieved using
Freeman chain codes and Longest Common Subsequence (LCS) similar GF retrieval matching methods [17].
The MBD model retrieval function includes three steps: reading MBD model data, case description and calling
the fixture structure corresponding to similar MBD models. The deformation design function uses the bill of
materials (BOM) assembly structure for case deformation correction, and the design result output function
uses the Product Data Management (PDM) system to output the generated engineering drawings and save
the design results. The inspection fixture design platform integrates various peripheral interfaces such as serial
port, CAN bus interface, AD/DA interface, SD/MMC card reader and DEBUG debugging interface. Function
processing includes serial port initialization, Modbus frame analysis, Modbus frame structure and various
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services Processing and other functions. In summary, the construction of the inspection tool design system has
been completed.

3.2. Design of Automatic Annotation Method for 3DM Based on Freeman Chain Codes. In
the process of product design for inspection tools, manual image recognition takes a long time and the accuracy
is not high. Therefore, for enhancing the staff image reading and reducing product design time, this study
presented a 3DM AAM in view of Freeman chain codes [18]. The research uses Freeman chain code to describe
the contour information of the geometric image, and uses LSC to retrieve and match the geometric features to
determine the labeling object, omitting the step of manually identifying the geometric features of the image to
determine the labeling object. Freeman chain code is a method of describing a curve or a boundary by using
the coordinates of the starting point of the curve and the direction code of the boundary point. It is often
used to represent curves and area boundaries in the fields of image processing, computer graphics, and pattern
recognition. Freeman chain codes are used to describe the contour lines of objects or shapes and their geometric
features. By assigning a unique number to each point on the contour, a sequence composed of numbers can
be generated, which can be expressed as a sequence with different rotations. The only form of transgender.
After obtaining the geometric information sequence, search the longest child sequence of the shape to judge the
similarity of the combined features, so as to realize the matching of geometric shapes. The geometric shape
matching problem is realized by searching LCS of two sequences. The LCS problem is solved by dynamic
programming. The relevant function is as follows in equation (3.1).

0, whent=0o0r j=0
Cli, jl = Cli—1,j—1]41 wheni,j>0,2;, =y (3.1)
max C[i,j —1],C[i — 1, 4], when 4,5 > 0,2; # y;

In equation 3.1, C'[i, j] serves as the length of LCS; 4, j are the serial number;z;,y; represent two different
sequences of elements. According to the recursive formula, if the element corresponding to the serial number i is
equal to the element corresponding to the serial number j , the value of the serial number cell corresponding to
the two is written as ¢;_; +1 , if the element A is not equal to the element B , the maximum value of C;_; ; and
C; j—1 is taken, and so on, and finally LSC is obtained. After GF matching, the annotated object is calculated
through iterative comparison of Freeman chain codes, further detecting the text information foundation that
needs annotating in the 3DM. The MBD model inspection information includes four points: firstly, product
information, such as product attributes, quality, materials, usage, and other basic external features of the design
model; The second is basic information, which is separated into two: GF information and appearance feature
information; The GF information includes the length, width, thickness, aperture, positioning distance, etc. of
the model, while the external feature information includes the shape feature identification, feature category,
area, roughness, function, etc. of the model surface; The third is to detect process information, which is
used to reflect the product quality level, including design requirements, material information, model geometry
information, geometric tolerance information, detection method, positioning information, model roughness, etc;
The fourth is to annotate and represent information, usually using different colors to label different detection
information to reflect the category of information. The basic information annotation using the MBD model of
the front bumper of a car as an example is shown in Fig 3.3.

As shown in Fig 3.3, the specific labeling steps of the automatic labeling method based on Freeman chain
codes are to first obtain the Freeman chain codes of the original image and the comparison image, calculate
the labeling objects after iterative comparison, and then detect the labeling information in the original image
as a comparison The text information basis of the graph annotation, and then use the structural constraints
of the geometric feature annotation to map it to the new model to complete the initial automatic annotation.
For further enhancing the completeness of annotation, a standard sample dataset was obtained based on the
prototype clustering algorithm to inspect and modify the fat bamboo joint tubes, and the annotation results
were output. After the annotation is completed, the product is classified. The multi-dimensional nature of
product information during classification limits algorithm calculation and inference time. Therefore, Kernel
Principal Component Analysis (KPCA) is introduced for dimensionality reduction, and the spatial distribution
is shown in Fig 3.4.
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Fig. 3.3: MBD model of the main model of the car front bumper
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Fig. 3.4: KPCA spatial distribution map

Fig 3.4 indicates that the covariance matrix of the model data W = Wy, W5, ...W, is first projected into the
determined hyperplane, the sample point of the model generates the image in high-dimensional spatial features
through mapping , and the calculation method is shown in equation 3.2.

zi = ¢(a;),i=1,2,...m (3.2)
Due to the unclear form of mapping , a kernel function is introduced as shown in equation 3.3.
k(ai,aj) = qﬁ(ai)qb(aj) (33)

The eigenvalues and eigenvectors of the covariance matrix are obtained through the kernel function, and
the eigenvalues are sorted to obtain the eigenvectors from large to large. By using the PCA algorithm to
achieve dimensionality reduction, the r(r = 1,2, ....,d’) -th coordinate of the new sample a after projection can
be obtained as shown in equation 3.4.

z =Y _hik(al,a) (3.4)

In equation 3.4,h] is the r-th component of h; ;k is the kernel function. In summary, the design of a 3SDM AAM
based on Freeman chain codes and the dimensionality reduction processing of product information have been
completed.
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3.3. Design of 3D Model Retrieval Method Based on BP NN Algorithm. At present, there are
still problems of low efficiency and low accuracy in case retrieval of automotive enterprises, and MBD model
retrieval is a key technology to solve this problem. The study utilizes the BP NN algorithm to cluster, classify,
and retrieve existing cases for learning, to predict similar MBD models and examine specific structures [19].
BP neural network is a multi-layer feed-forward network trained by error backpropagation, which uses gradient
search technology to minimize the mean square error between the actual output value of the network and
the expected output value. The clustering of product datasets utilizes the Fuzzy c-means algorithm (FCM) for
maximizing the similarity in features of the same cluster and minimize the similarity between features of various
clusters, thus classifying samples. The specific principle is to divide the dataset into classes, which correspond
to the center points of D classes. If each sample belongs to a certain classl , it is u;b , then the FCM objective
function (OF) is depicted in equation 3.5.

J =

N ¢
upy [my — e|*, 1<t < o0 (3.5)
b

=1 b=1

In equation 3.5,¢ is the membership factor;V is the quantity of samples;C' is the quantity of cluster centers
(CC); Cp is the I-th CC, with the same dimension as the sample feature; m4 represents the I-th sample; represents
the membership degree of sample to CC C; ||| represents a measure of the similarity (distance) of any data,
the most common being the Euclidean distance (ED). The constraint conditions are defined to the OF using
the Lagrange multiplier method, where is taken as the derivative of Uy, and its structure is equal to 0, as shown
in equation 3.6.

0J

—1
Sur = tlmi — Cyllufy '+ X =0 (3.6)

In equation 3.6, is the Lagrange multiplier value. Take the derivative of J over d; and make the result 0, as
shown in equation 3.7.

97 = Z(*Ufb x2% (mp —cp)) =0 (3.7)
6Cy

=1

Finally, the membership matrix is obtained as shown in equation 3.8.

C
Zulbzl,Vb: 1,...n (3.8)
=1

The membership matrix representation serves as the degree to which each sample point belongs to each
class. For a single sample M; , the sum of its membership degrees for each cluster is 1. The closer it is to
1, the higher the membership degree is, and vice versa. The clustering center calculation method is shown in
equation 3.9.

N

D Uip @My

- N :
D=1 Ui

It calculates the CCcp of each group to minimize the OF (as the OF is relevant to ED, the OF reaches its
minimum, the ED is shortest, and the similarity is highest). This makes sure the clustering principle of highest
intra group similarity (GS) and lowest inter GS. After the product classification is completed, research is
conducted to use the BP network neural algorithm for retrieval learning. The BP network neural algorithm is
a multi-layer feedforward NN trained according to the error BP algorithm. By learning the transfer rules, the
best output value can be obtained when the input value is [20]. Train with car example (pe, ¢e) , and the mean
square error of the case can be obtained from the BP NN as demonstrated in equation 3.10.

Cp (3.9)
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Fig. 3.5: Retrieval process based on BP neural network algorithm

1 . ~e e\2
E. = 5;«1 50 (3.10)

In equation 3.10,s is the output vector. Then, in the BP algorithm, the gradient descent function is utilized
for adjusting from the negative gradient direction, and equation 3.11 can be obtained.

0Ey
(5’11}92'

Awg; = — (3.11)

In equation 3.11,wy; represents the connection weight in the g-th neuron in the hidden layer and the j-th neuron
in the output layer;n is the learning rate. The specific process of the NN algorithm is shown in Fig 3.5.

Fig. 3.5 indicates that the study first extracts MBD model data from the database and preprocesses it
using FCM clustering algorithm and KPCA dimensionality reduction algorithm. After determining parameters
such as learning frequency, training accuracy, and learning efficiency, the BP NN is utilized for retrieving and
predicting the data. Finally, it determines whether the obtained fixture case is similar to the part and outputs
the search results. The MBD model retrieval information mainly includes three steps: traversing the MBD
model, obtaining model features, and obtaining model main parameters. Due to the wide variety of car models
and components, the retrieved cases are prone to local similarity. Therefore, adding a universal and deformable
strategy to improve the universality of the inspection tool. Usually, deformation schemes such as settling size
chains, replacing skeleton nodes, and replacing skeleton structures are used to design inspection tools. Taking
the previous structure of the inspection fixture as an example, the design process of the deformation of the
inspection fixture was separated into four steps. The first was to extract the MBD model information and
divide the modules, and use assembly constraints to associate each module with the size chain. Finally, it
used the main parameters of the parts and assembly to create parameter expressions; The second step is to
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compare the size difference between the retrieved MBD model and the case model, and use the size difference
to modify the case fixture structure while changing the main parameters of the simulation block in the chain;
The third step is to obtain the main parameters and use the size as the input value to drive the parameter
changes accompanying the size, to solve the main parameters of the part; The fourth step is to associate the
specific main parameters after solving the size chain parameters, so as to deform the model structure and obtain
a new specific structure, while saving the parameters and adding new cases. In summary, the 3DM retrieval
method in view of BP NN algorithm and the deformation design of the specific structure for pre inspection
were completed.

4. Performance Analysis of Automotive Inspection Tools Based on Freeman Chain Code 3D
Model Automatic Annotation Method. As a key tool for inspecting automotive parts, automotive inspec-
tion tools possess an essential influence on the automotive production process. For verifying the effectiveness and
feasibility of the intelligent vehicle inspection tool design based on the Freeman chain code three-dimensional
AAM proposed in the research, this section focuses on testing the similarity of GF and comparing the time
consumption of several common annotation methods. Then it further tested the distribution of 7 types of
models in 2D and 3D spaces, as well as the structural dimensions of the product after deformation.

4.1. Performance Analysis of 3DM Automatic Annotation Method Based on Freeman Chain
Code. For verifying the effectiveness of the AAM for 3DM in view of Freeman chain codes, 12 sets of GF
were input. This is to test the maximum number of sub sequences and repetition rate between the GF of the
detection task book and the GF of the 3DM.

Fig 4.1a shows 12 sets of GF tested; Fig 4.1b shows the similarity test results. The test indicates that
the accuracy of using LCS to search for GF matching of each group of data is relatively high, and there is
a significant difference in feature comparison results. This proves that using LCS to solve geometric shape
matching problems is practical and feasible. To explore the feasibility of automatic annotation of 3DM based
on Freeman chain codes, research was conducted on automatic annotation of 3DM of car front bumpers, the
8-channel eigenvalue of the geometric model is selected as the evaluation index, and the 8-channel eigenvalue
refers to the similarity of the 8 prominent features of the geometric model.

Fig 4.3a shows the comparison chart of the eight channel values of the two geometric modeling. The results
show that the eight channel values of the two geometric modeling are approximately equal, indicating that
the two geometric characteristics are similar. Fig 4.3b illustrates the LCS comparison of the characteristic
curves of various views of the front bumper parts. The LCS size of the two geometric modeling shows that the
geometric characteristics of the two models are similar, and the LCS repetition rate shows that the lightweight
model can fully label the selected objects, which further proves that the method can complete the automatic
annotation of the model. The study selected 8 surfaces and used geometric similarity annotation, traditional
manual annotation, 3D cube annotation, 3D radar point cloud annotation, and 3D automatic annotation to
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Table 4.1: Completeness and time-consuming comparison of several model annotations

Marking method Color Object | Structure | Benchmark | Surface | Time consuming/min
Geometric similarity annotation | 87.89% | 100% 100% 100% 62.5% 3
Traditional manual labeling 67.83% | 75.25% | 83.63% 89.86% 50.25% 10
3D cube annotation 85.79% | 83.81% | 86.05% 80.74% 51.35% 8
3D radar point cloud labeling 78.36% | 81.82% 84.23% 85.87% 56.48% 6
3D automatic annotation 77.34% | 79.97% | 83.56% 92.57% 52.39% 5

detect the completeness and time-consuming of corresponding surface annotations.

Table 4.1 shows the completeness and time consumption comparison of eight surface annotations by several
models. Compared to traditional manual annotation and other annotation methods, the AAM in view of GF
similarity achieves 100% accuracy in annotation structure, objects, and benchmarks, and only takes 3 minutes
to complete the annotation, which is 7 minutes longer than traditional manual annotation. The results show
that the geometric similarity annotation method can greatly reduce annotation time, improve the accuracy of
annotation results, address the issue of easy annotation errors, and meet the detection requirements.

4.2. Performance Analysis of 3D Model Retrieval Technology Based on BP NN Algorithm.
To verify the feasibility of 3DM retrieval technology based on BP NN algorithm, the study divided car models
into 7 categories, utilized KPCA for dimensionality reduction, and tested the distribution of the seven types of
models in 3D and 2D spaces. It is showcased in Fig 4.6.

Fig 4.5a shows the three-dimensional spatial distribution of relevant model data; Fig 4.5b shows the two-
dimensional distribution of relevant model data after dimensionality reduction using KPCA. Most of the 7
features are not significantly separated in 3D space, and after using KPCA dimensionality reduction processing,
the 7 features are completely separated and clearly distinguished. This proves that KPCA can effectively
distinguish GF, accelerate the speed of GF classification, and reduce model retrieval time. This study further
utilizes the FCM clustering algorithm to process seven types of model data and test the data classification
performance.

Fig 4.7 indicates the clustering of the FCM algorithm. The clustering illustrates that the FCM algorithm can
effectively serve as the clustering centers and ranges of each type of GF, accurately achieve feature classification
results, and reduce the complexity of retrieval. For verifying the feasibility of retrieving deformation design in
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Fig. 4.7: FCM algorithm clustering results

automotive inspection fixture design, this study takes the front bumper model of an automobile as a case to
perform similarity retrieval and adjust each dimension chain based on existing cases. The deformation design is
completed by modifying the main parameters, and the structural dimensions of the product after deformation
are tested.

Figs 4.8a to 4.8d show a comparison of the dimensions of the wheel opening module, headlight module,
fender module, and hood module, respectively. The comparison results show that the deformation design
solutions of the four modules do not conflict in size and have a high utilization rate, without any abnormalities,
and can successfully complete structural deformation. It further verifies the efficiency of solving the deformation
of dimension chain design gauges, and records the design time required for wheel openings, headlights, fenders,
and hood under the conditions of manual model gauges, high similarity model gauges, medium similarity model
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Fig. 4.9: Three-dimensional space and two-dimensional space distribution diagram of seven types of model data

Table 4.2: Design time comparison chart

Marking method Color | Object | Structure | Benchmark | Surface | Time consu-
ming/min

Geometric similarity annotation | 87.89% 100% 100% 100% 62.5% 3

Traditional manual labeling 67.83% | 75.25% 83.63% 89.86% 50.25% | 10

3D cube annotation 85.79% | 83.81% 86.05% 80.74% 51.35% | 8

3D radar point cloud labeling 78.36% | 81.82% 84.23% 85.87% 56.48% | 6

3D automatic annotation 77.34% | 79.97% 83.56% 92.57% 52.39% | 5

gauges, and low similarity model gauges.

Table 4.2 shows the required design time for wheel openings, headlights, fenders, and hood. The outcomes
showed that relative to manual reverse deformation design, the design time of model inspection tools with
higher similarity in size chain deformation design was reduced by 214 minutes; And the design time of each
module is significantly reduced, and the design efficiency is significantly improved. In summary, the intelligent
vehicle inspection tool proposed by the research institute based on the Freeman chain code for 3DM AAM
significantly improves the retrieval accuracy and greatly reduces the retrieval process by using KCPA dimen-
sionality reduction, FCM algorithm classification, and integrating BP NN algorithm for retrieval. Its successful
application and design optimization of similar cases. In order to verify the effectiveness of the automobile in-
spection tools proposed in the research, the study uses the proposed automatic marking method of 3D models
based on Freeman chain codes for intelligent automobile inspection tools, and the automobile inspection tools
based on computer aided drafting (CAD) platform. Automobile gauge based on relational graph (RG) is tested
on the same vehicle model, and the detection error rate and correct rate are selected as performance evaluation
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indicators.

Figure 4.10a and Figure 4.10b respectively show the error rate and accuracy rate of the three kinds of
inspection tools for the detection of car models. The results show that the inspection tool of the research
institute performs better in terms of error rate and accuracy rate, the detection error is the smallest and the
fluctuation range is not large, which has good advantages. The highest accuracy rate of the proposed gage
is 93.56%, the accuracy rate of RG is 91.34%, and the average accuracy rate of CAD is 90.22%. To sum up,
in the process of gage design, the automatic labeling method based on Freeman chain code is used to mark
the case structure and information, the BP neural network algorithm is used to classify the case information,
and the FCM and KPCA algorithms are used to optimize the information source. The proposed intelligent
checking fixture can improve the retrieval efficiency of similar cases, shorten the development cycle of new
products, improve the design efficiency of new products, and lay a foundation for the intelligent design of
checking fixtures.

5. Conclusion. Automobile inspection fixture is an important tool for automobile research and develop-
ment, which affects the automobile research and development process and the manufacturing accuracy of the
whole vehicle. For enhancing the design of automotive inspection tools, this study presented an intelligent
automotive inspection tool design method based on Freeman chain code for 3DM automatic annotation. The
results showed that the GF matching accuracy of the 12 sets of data searched using Freeman chain codes and
LCS was high, and the difference in feature comparison results was significant. Compared with other anno-
tation methods, the geometric similarity annotation method has a 100% accuracy in annotating structures,
objects, and benchmarks, and only takes 3 minutes to complete the annotation, which is 7 minutes longer than
traditional manual annotation. The test results demonstrate that the GF are completely separated and clearly
distinguished after using KPCA dimensionality reduction processing, and the FCM algorithm can accurately
achieve feature classification. For the deformation design of wheel openings, headlights, fenders, and engine
hood, the dimensions of the dimension chain inspection tool are not conflicting and have a high utilization rate,
without any abnormalities; The required design time was reduced by 214 minutes compared to the manual
reverse deformation design, and the design efficiency was significantly improved. Compared with RG-based
gages and CAD-based gages, the error rate of the gages proposed by the research institute is the smallest,
and the highest accuracy rate is 93.56%. To sum up, the intelligent automobile gage proposed by the research
institute can improve the efficiency of automobile design, realize the intelligent design of the gage structure, and
provide reference value for the intelligent development of gage design. However, there are still shortcomings in
the research, with a focus on completing the intelligent design of inspection tools. Further research can improve
and deepen the optimization of retrieval structure, design methods, and model retrieval information sources.
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INTRODUCTION TO THE SPECIAL ISSUE ON SENTIMENT ANALYSIS AND
AFFECTIVE COMPUTING IN MULTIMEDIA DATA ON SOCIAL NETWORK

RAJNI MOHANA¥ ANAND NAYYAR! PRADEEP KUMAR} AND AMAN SHARMAS

In the Age of Multimedia and Social Networks, the proliferation of user-generated data has been nothing
short of meteoric. This wealth of information necessitates careful analysis and processing to truly comprehend
the subjective perceptions of users. At the intersection of this data-driven revolution, two critical fields emerge:
Sentiment Analysis and Affective Computing. Sentiment analysis delves into the intricate realm of people’s
opinions, sentiments, evaluations, attitudes, and emotions as expressed through written language. On the
other hand, Affective Computing focuses on the development of systems and devices capable of recognizing,
interpreting, processing, and even simulating human emotions. It is, in essence, the fusion of Emotion Al and
other affective technologies, with the overarching goal of enhancing people’s lives.

With the exponential growth of user-generated data, thanks to social networks, wikis, and social tagging
systems, it has become imperative to decipher the high-level semantics and user subjective perceptions embed-
ded in this vast sea of information. Emotions and sentiments, in particular, stand out as significant facets of
user-generated data, often carrying the emotional imprints of their creators. The concurrent advancement of
computational techniques for sentiment analysis and opinion mining has been accompanied by a surge in the
utilization of psychological and cognitive models and theories. These are being harnessed to model sentiments
and emotions, often in synergy with social computing techniques such as social network analysis and person-
alization, user review mining, and user profiling within social networks, among others. The synergy between
affective/sentimental models and social computing techniques is not merely an academic endeavor; it paves the
way for comprehending big data at a semantic level and enhances the performance of a wide array of social
computing applications in this era of big data. This convergence not only combines affective and sentimental
models with social computing but also charts a promising direction replete with opportunities for developing
novel algorithms, methods, and tools.

It is a privilege for us to introduce the Special Issue on Sentiment Analysis and Affective computing in
Multimedia Data on Social Network. Among the numerous research papers we received (50 in total), we
meticulously selected 18 papers for publication. The overarching objective of this special issue is to delve into
the recent advancements and disseminate state-of-the-art research related to sentiment analysis and affective
computing in multimedia data within social networks and the technologies that make this possible. This special
issue represents a showcase of new dimensions of research, offering researchers and industry professionals an
illuminating perspective on sentiment analysis and affective computing in the realm of multimedia data within
social networks.

We sincerely hope that the contributions in this special issue will not only inform but also inspire future
research endeavors, leading to a deeper understanding of the multifaceted world of sentiment analysis and
affective computing in the age of multimedia and social networks.
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Shuaizhi Shen in the paper titled “User sentiment analysis methods for elderly social media networks” delves
into sentiment analysis within social media networks tailored for the elderly population. Initial stages involve
the extraction of emotional sentences for the classification of movie reviews. Subsequently, user search behavior
in social networks is scrutinized for elderly demographics, and their movie reviews are employed for predictive
rating analysis. Three sentiment classification algorithms—Dirichlet, maximum entropy, and support vector
machine—are employed, revealing accuracy rates of 87.1%, 86.9%, and 86.5%, respectively. Notably, first-level
classifiers exhibit robust accuracy, ranging from 87.4% to 90.7%. The proposed method surpasses Slope One
in predictive analysis, showcasing its potential to elevate emotional analysis accuracy in film review texts for
the elderly.

"Deepjyoti Choudhury et al., in the paper titled “A Deep Community Detection Approach In Real Time
Networks“ introduces a novel deep learning approach for real-time community detection in social networks, over-
coming issues with traditional proximity matrices. By reorganizing matrices and extracting spatial attributes,
the proposed method, evaluated on ten datasets, outperforms existing techniques, showcasing its effectiveness
in identifying superior clusters in real-time networks.

Anureet Chhabra et al. in the paper titled “A Statistical Analysis of Tweet Sentiment on Drug Usage Across
High, Middle, and Low-Income Countries” conducted a comprehensive statistical analysis of tweet sentiments
related to drug usage across countries with varying income levels. This paper examines drug sentiment on
Twitter, analyzing 35,337 drug-related tweets from high, middle, and low-income countries. Findings reveal
varying positive sentiments (39.509%, 26.0148%, and 23.644%) across income categories, highlighting cultural
and legal factors as influencers. The study underscores the importance of these insights for shaping global drug
prevention policies and promoting public health education.

Purushottama Rao K and B Janet in the paper titled “Detecting Academic Affective States of Learners
in Online Learning Environments Using Deep Transfer Learning” addresses the limitations of Online Learning
Environments (OLEs) in recognizing students’ emotions by customizing the DAiSEE dataset and training an
AffectXception model. The model outperforms transfer learned and state-of-the-art methods, achieving high
accuracy (77% to 91.87%) in detecting academic affective states like Boredom, Engagement, Confusion, and
Frustration. The findings suggest the potential of adapting teaching strategies based on learners’ emotional
states for more effective online education.

Koyel Ghosh et al., in the paper titled “Hate Speech Detection in Low- Resource Bodo and Assamese
Texts with ML-DL and Bert Models“ addresses addresses the contemporary issue of hate speech detection in
natural language processing, driven by the unrestrained use of social media leading to toxic comments and
posts. Recognizing the impact on violence at various levels, the study introduces two North-East Indian Hate
Speech datasets (Assamese and Bodo). It trains baseline machine learning, deep learning, and state-of-the-art
transformer models on these datasets, evaluating their performance and conducting detailed error analysis to
contribute insights into hate speech detection challenges, particularly in low-resource languages.

Jigna Patel et al., in the paper titled “ConColla - A Smart Emotion-based Music Recommendation System
for Drivers” introduces ConCollA, a hybrid music recommender system, focusing on user emotions for a more
personalized experience. By incorporating facial expression recognition through a CNN model, ConCollA
accurately identifies driver emotions and tailors music recommendations. The evaluation indicates superior
performance compared to traditional collaborative-based recommender systems.

Souvik Sengupta and Saurabh Pal et al., in the paper titled “Mapping Learner’s Query to Learning Objects
using Topic Modeling and Machine Learning Techniques“. This paper addresses the challenge of mapping learner
queries to suitable Learning Objects (LOs) in e-learning by proposing a recommender system. Employing a
combination of supervised and unsupervised Natural Language Processing (NLP) and Machine Learning (ML)
methods, the model is trained on a handcrafted dataset to map queries to predefined topics. Additionally,
dynamic topic modeling on learning content from popular e-learning portals enhances the system’s ability to
recommend the most appropriate LO based on similarity scores.

Qingyuan Li et al., in the paper titled “Speech Emotion Analysis of Short English Readings based on
the CAM-SPAT Model”. This study introduces a deep learning-based model to assess the emotion of speech
in English reading aloud, aiding language learners in effective communication. The model incorporates a
cross-modal attention mechanism and a two-layer attention-based bi-directional long- and short-term memory
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network for emotion classification. Evaluation metrics reveal high efficacy, with mean F1 values of 98.54% for
classification, 85.13% for detection, and 73.55% for speech emotion analysis, providing valuable strategies for
enhancing spoken English skills in language learners.

Huihong Li, in the paper titled ”Personalized Artwork Recommendation System”; highlights the rising
importance of spoken English in global communication. The proposed deep learning model, incorporating
cross-modal attention mechanisms, effectively assesses emotion in reading aloud English texts, offering valuable
strategies for enhancing language learners’ spoken English skills. Evaluation metrics indicate the model’s high
efficacy in speech emotion analysis.

Tulika Ranjan et al, in the paper titled "Multilingual Code-Mixed Sentiment Analysis in Hate Speech”
addresses the limitation of existing sentiment analysis works, predominantly focused on English, by presenting
a multilingual code-mixed language model. The model efficiently identifies sentiments in a hate speech dataset
from Twitter, using a transformer-based pretrained sentiment analysis model for labeling. Six machine learning
models are trained, demonstrating effective sentiment analysis across multiple languages, including code-mixed
languages, with results indicating negative sentiment in hate speech and positive or neutral sentiment in non-
hate speech.

Vipin Jain et al., in the paper titled "Ensemble Hybrid Model for COVID-19 Sentiment Analysis with
Cuckoo Search Optimization Algorithm”, address the global impact of COVID-19 on mental and physical
health. Utilizing Indian tweets about COVID-19, two datasets are developed, covering periods from January to
March 2021 and December 2021 to May 2022. Employing natural language processing and the Valence Aware
Dictionary for Sentiment Reasoning, the study utilizes three word embeddings techniques for feature extraction
and integrates a cuckoo search optimization algorithm for optimal features selection.

Piyush Kanungo et al., in the paper titled ”A Feature Extraction-Based Improved Sentiment Analysis
on Apache Spark for Real-Time Twitter Data”, focus on enhancing sentiment analysis using Apache Spark
for real-time Twitter data.This paper seeks to enhance sentiment analysis accuracy on real-time Twitter data
using Apache Spark, focusing on generic content. Unlike existing works on offline data, this study employs six
classification algorithms on N-gram and TF-IDF feature extraction methods, demonstrating the superiority of
trigram feature extraction for Logistic Regression and Support Vector Machine in analyzing general tweets on
Apache Spark.

Gowtham Dora Pappala, in the paper titled ”Sentiment Analysis and Speaker Diarization in Hindi and
Marathi using Fine-Tuned Whisper”, extends the capabilities of the Whisper Automatic Speech Recognition
(ASR) model. The enhancements encompass speaker diarization, text summarization, emotion detection, text
generation, and question answering. Specifically fine-tuned for Indian regional languages, such as Hindi and
Marathi, on the Common Voice 11 dataset, the model exhibits a significant 50% reduction in Word Error Rate
(WER), promising improved ASR accuracy and advancements in human-machine communication applications.

Xiao ShiXiao et al., in their paper titled "Real-Time Sentiment Analysis on Social Networks using Meta-
Model and Machine Learning Techniques”, introduces a real-time sentiment analysis system for social networks,
employing a meta-model and machine learning techniques to enhance accuracy by integrating both textual
and visual data. Evaluation against state-of-the-art methods demonstrates superior performance in accuracy,
precision, recall, and F1-score, highlighting the system’s suitability for applications like social media monitoring.
The proposed system’s capacity to handle multimodal data positions it as a robust solution with implications
for social media analysis.

Tara Rawat et al., In the paper titled "Emotionally Wrapped Social Media Text: Approaches, Opportunities,
and Challenges”, explores the evolution of online platforms and the growing trend of sharing emotionally charged
data. The literature review, spanning 2001-2022, categorizes selected papers into granularity, contextual, and
cognition levels, offering a comprehensive analysis of approaches to identify emotional states in unstructured
textual data. The paper concludes with insights into challenges, applications, and future directions in emotion
mining for researchers in diverse domains.

R. L. Keerthana etal., in the paper titled "Explaining Sarcasm of Tweets Using Attention Mechanism”,
focuses on improving sarcasm detection, a challenging emotion to identify in textual data. The proposed
strategies in the paper significantly enhance sarcasm detection model performance, setting a new state-of-
the-art on the TweetEval benchmark dataset. Additionally, an attention-based interpretability technique is
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introduced, shedding light on token importance and aiding in the understanding of contextual embeddings
crucial for decision-making in sarcasm detection models.

The paper “Improving Bert Model Accuracy for Uni-modal Aspect-Based Sentiment Analysis Task” pro-
vides an overview of aspect-based sentiment analysis and the issue of overfitting.

To address the issue of insufficient coverage in the current sentiment lexicon and the difficulty of constructing
sentiment lexicon in specific fields, the paper “Design of Sentiment Analysis Framework of Digital Media Short
Text Based on Multi-pattern Sentiment Lexicon” proposes a multi-modal emotional thesaurus.

In summary, this special issue of Scalable Computing: Practice and Experience explores the dynamic
landscape of sentiment analysis and affective computing within the realm of multimedia data in social net-
works. The featured research papers span diverse applications, from sentiment analysis tailored for elderly
social media users to real-time community detection in social networks. The studies delve into areas such as
drug sentiment on Twitter, academic affective states in online learning, hate speech detection in low-resource
languages, personalized artwork recommendations, speech emotion analysis, and COVID-19 sentiment analysis.
These contributions not only showcase advancements in computational techniques but also highlight the inter-
section of affective models with social computing, offering valuable insights for understanding and harnessing
user-generated data in the age of multimedia and social networks.
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EXPLAINING SARCASM OF TWEETS USING ATTENTION MECHANISM

R L KEERTHANA* AWADHESH KUMAR SINGH POONAM SAINIf, AND DIKSHA MALHOTRAT

Abstract. Emotion identification from text can help boost the effectiveness of sentiment analysis models. Sarcasm is one of
the more difficult emotions to detect, particularly in textual data. Even though several models for detecting sarcasm have been
presented, their performance falls way short of that of other emotion detection models. As a result, few strategies have been
introduced in the paper that helped to enhance the performance of sarcasm detection models. To compare performance, the model
was tested using the TweetEval benchmark dataset. On the TweetEval benchmark, the technique proposed in this paper has
established a new state-of-the-art. Besides the low performance, interpretability of existing sarcasm detection models are lacking
compared to other emotion detection models like hate speech and anger. Therefore, an attention-based interpretability technique
has been proposed in this paper that interprets the token importance for a certain decision of sarcasm detection model. The results
of the interpretability technique aid in our comprehension of the contextual embeddings of the input tokens that the model has
paid the greatest attention to while making a particular decision which outperforms existing transformer-based interpretability
techniques, particularly in terms of visualisations.

Key words: sarcasm detection, interpretability, task-adaptive pre-training, attention, and heatmap.

1. Introduction. Sentiment analysis is one of the famous domains where many state-of-the-art NLP
techniques [17] have been employed in various real-world scenarios such as product recommendation, feedback
analysis, social monitoring, and so on. However, the hidden emotions contained within the input data impede
the performance [18] of the state-of-the-art sentiment analysis models. Irony is one such emotion, described
as the expression of one’s meaning through the use of language that generally conveys the opposite, often for
hilarious or dramatic effect. Due to the above reasons, deep learning models, especially those optimised for
irony detection, are in high demand. Also, pre-trained models [19], specifically trained for a specific area or task,
are being widely used for the detection of such sarcasm. While there is an abundance of pre-trained models
available for social media data, the intricate nature of sarcastic comments often leads to reduced performance
in pre-trained models specifically designed for irony detection.

Ironic expressions convey an opposite meaning, often subtly, especially in text. The irony can be so subtle,
especially in the text, that identifying it can be difficult, especially if the model doesn’t understand the context.
Irony detection is a difficult task for language models since we, as humans, have difficulties understanding
sarcasm in context at times. Detecting irony is especially challenging when dealing with unimodal text data, as
textual incongruity may or may not imply irony. Therefore, it’s crucial not only to develop an effective model
for identifying irony but also to grasp the reasoning behind the algorithm’s decisions. Model interpretability
encompasses methods that aid in deducing the model’s outcomes. These interpretations help validate model
predictions and understand the token importance, as assessed by our model and the baseline. Consequently,
they enhance our comprehension of how the model performs in this challenging task and conceptualising token
significance of transformer based models.

Since transformer-based [21] models have been employed to vectorize the input text, the model’s attention
retains a great deal of context about the input text. The attention scores of the transformer models are related
to contextual information; hence, these scores can be employed to analyse the models. Even though there
have been disputes that attention cannot be utilised for explanations[20], there are many works that have
used attention for interpretability. Explainability of a model is concerned with understanding how the model
works to reach a specific conclusion, whereas interpretability is used to assist an observer in understanding the
model’s decision. Works like [3], [4], [5] have employed model attention for interpretive purposes. The weights
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generated by the transformers are generally built on attention scores[21]. The attention score at any particular
layer indicates the amount of attention received by the input tokens in that layer. As a result, it can be argued
that attention can be employed to provide the model interpretability. The attention scores as it is can be
used for the sake of interpretability. This paper discusses how raw attention does not provide interpretability
for sarcasm detection and models and also proposes a computation with attention scores which aids in better
visualisations.

The paper has been broken into the sections listed below. Section 2 discusses related work on sarcasm detec-
tion and the interpretability of transformer-based models. Section 3 describes the methods that were adopted
to improve the performance of sarcasm detection algorithms. Section 3 also discussed the interpretability
technique proposed to visualise the token importance of sarcasm detection models. Section 4 goes over the
implementation and results. The final section concluded the paper.

2. Related Work.

2.1. Sarcasm Detection. Information from a variety of sources, including a Twitter dataset, news head-
line sarcasm, and a Reddit dataset were gathered by [10]for training purposes. This paper tested their dataset
on linear regression classifiers utilising a variety of data representations such as bi-grams, BoW, phrase embed-
dings,and so on. They came to the conclusion that bi-grams and BoW representations outperformed sentence
embeddings. Later, [8] used SVM, random forest, and KNN algorithms with k-fold validation to develop a
machine learning system for detecting sarcasm. The investigations revealed that Random forests produced
the highest Fl-score of any of the three techniques on the airline sentiment [18] dataset. And [14]employed
BERTqrgc to calculate word embeddings, which were then used to deter-mine if the words were sarcastic or
not. The model was evaluated using multipledatasets, and the BERT Classifier stood out in all of them.

The article [9] used Extreme Gradient Boosting to detect sarcasm in an image. The dataset provided the
context of the speech, which was also used as a part of the training. The embeddings were acquired using the
TF-IDF approach and then processed using the XGBoost ensembling technique. On the test dataset, the model
received an Fl-score of 92.4.

Attention-based GRUs [12] were also employed to predict sarcasm. To learn the context of the input data,
GRUs were used. The contextual embeddings were fed into a simple classification layer, which categorises the
text into one of two groups. On the SARCI[10] dataset, they obtained an F1-score of 77.2.

Incongruity aware attention network (IWAN) [13] was proposed that combines multimodal data such as
textual, visual, and audio information and uses the incongruity between the features to detect sarcasm. To
extract characteristics from various data modes, various models were utilised. These characteristics were then
scored using their scoring mechanisms. To classify the input, these scores were fed through a softmax classifier.
On the MUStARD dataset, the model received an F1l-score of 74.5.

Simple classifiers like SVM classifier[11] was also employed to detect sarcasm in a collection of news headlines
[17]. They used the TF-IDF concept to obtain word embeddings. Using SVM for data classification, the model
earned an F1l-score of 94.8 on the test dataset.

2.2. Interpretability. In [12], the GRUs were provided with a layer of attentions, and the weights of
these attentions were used for interpretability. The attributions of the input tokens were determined using
integrated gradients to help interpret the transformers in general. These attributions indicate the positive,
neutral, and negative influencing tokens of the prediction. SHAP and LIME were used in [9] to explain the
model predictions. Both methods’ output scores were utilised to visualise the importance of each input token
in the model’s choice.

These methods were not designed especially for the Transformers. As a result, they are unconcerned with
attention layers with additional context information. As a result, much research has been conducted in an
attempt to interpret the model using attention weights.

BertViz [15] is a visualisation tool that allows us to depict the attention of tokens in a text from several
perspectives, such as neuron view, head view, and model view. These views aid in visualising the flow of input
token attentions through the model.

Later, the paper [7] suggested aggregating attention weights from previous layers to determine the attention-
based token relevance at a specific layer. Under the assumption that attentions can be merged linearly, the
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paper [6] proposed two ways for aggregating the attention values gained by each token across the network from
the weights in each layer. These methods offer strategies for calculating token importance at higher levels. It
is crucial to emphasise that the proposed computations are just for illustrative purposes.

As can be seen, very few interpretability techniques were used for sarcasm detection, and the majority of
the work did not use attention scores to interpret sarcasm detection models. For the sarcasm detection model
in this paper, an attention-based interpretability technique has been implemented. In addition to proposing
the method, previously proposed attention-based interpretable techniques have also been implemented, which
did not work for sarcasm detection models. The scope of attention-based interpretable techniques is discussed
in this paper.

3. Methodology.

3.1. Workflow. Works in [1] have illustrated the performance improvement of downstream tasks by pre-
training the language models. Pre Training techniques can be of two categories based on the kind of data
used for pre training. The first type is domain-adaptive pre-training which assists in refining the sentence
embeddings and model vocabulary for the domain for which it was trained. Domain specific pre training
enhances performance, especially when the target domain language differs greatly from the source domain
vocabulary. As the RoBERTay,s.’s pre-training corpus is far too distinct from social media data, it was pre-
trained with a large amount of unlabeled data from the social media domain using self-supervised techniques.
The RoBERTay,s was trained with 58 million tweets using Masked Language Modelling and this pretrained
model is popularly called Twitter-RoBERTa [2].

RoBERTa.s¢ [23] is an optimised version of the BERT. It was trained on significantly larger datasets than
BERT. These datasets were gathered from a variety of domains, including Book-Corpus [24], News [25], Web
Text [26], and Stories [27], totaling 160 GB of text. BERT was trained using static Masked Language Modelling
and Next Sentence Prediction, whereas ROBERTa,,5. was trained using dynamic Masked Language Modelling
only. As a result, ROBERTa is simply the optimised version of the BERT.

The Twitter-RoBERTa [2] model was directly fine tuned on the TweetEVAL-Irony detection dataset, which
yielded an F-score of 65.1 on the ironic class. And the top performing model indicated in [2] has an F-score of
70.5 in the ironic class. This model was pre-trained on RoBERTa using the same Twitter data, but from scratch,
and then fine-tuned for irony detection. Even if there is an explanation for this performance disparity, that
irony observed in social media data differs from irony seen in conventional train text tweets—it can be argued
that task-specific pre-training is critical, particularly for challenging tasks like irony detection. Task-adaptive
pre-training is the process of pre-training a model with data for a certain task.

The RoBERTap45¢[23] model was initially pre-trained on a domain-specific Twitter dataset [2] using masked
language modelling. Subsequently, it underwent further training on the task-specific SARC[10] dataset, specifi-
cally designed for sarcasm detection. This continuous pre-training approach played a pivotal role in establishing
the model as a state-of-the-art solution for sarcasm detection. The TweetEVAL-Irony detection dataset [2]
served both as the basis for fine-tuning the pre-trained model and as the evaluation benchmark. Fig 3.1 depicts
the entire process in detail. The observed results were discussed in Section 4. This fine-tuned model’s attention
has been drawn to interpreting the model’s decisions.

3.2. Model Interpretation. Like any deep learning models, Transformer architectures are also black box
in nature. Techniques like SHAP, LIME, and integrated gradients [28] were applied to the transformers for
interpretability. Even though they provided the explanations, these techniques were not explicitly proposed
for transformer architecture, and therefore they do not use the attention weights, which hold a lot of context
information. Therefore, in this experiment attention scores were used for interpretability.

In the proposed technique for interpreting transformer-based sarcasm detection models, the attention scores
generated by the transformer were leveraged to visualise the importance of individual tokens. It is important
to note that BERT-based models consist of multiple encoder layers (denoted as 'n’), each of which processes
the input text by vectorizing it. During the vectorization process, the model appends special tokens, such
as <CLS> (representing the beginning of a sentence) and <SEP> (representing the end of a sentence), to
the input tokens. By examining the attention scores computed by the transformer, the insights into the
relative importance and attention assigned to different tokens within the input sequence can be gained. This
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Fig. 3.1: Visual Representation of the whole framework

visualisation technique provides a valuable tool for understanding how the model processes and interprets the
textual information, particularly in the context of sarcasm detection. To ensure consistent input representation,
every text undergoes padding with a special <CLS> token at the beginning and a <SEP> token at the end.
In cases where the input text comprises multiple sentences, a <SEP> token is inserted after the end of each
sentence. Following the vectorization process, if an input text consists of ¢ tokens (including the special tokens),
the attention scores computed at each layer of the transformer yield a t x t vector. Each t-sized vector captures
the degree to which a specific token attends to all other tokens within the sequence.

To gain insights into the interpretability of transformer-based sarcasm detection models, the focus was on
understanding the role of the <CLS> token and its attention scores. The <CLS> token’s attention scores
determine the degree of importance it assigns to all other input tokens. Typically, these attention scores are
utilised for classification purposes. However, for the purpose of interpretation, we specifically visualised the
attention scores of the <CLS> token in relation to each individual token.

A transformer’s encoder layer consists of multiple attention heads[21], each generating a ¢ x t attention
vector. For interpretability, the attention scores of the <CLS> token in the final layer was examined, which
contains a significant amount of contextual information. To compute the attention scores of the <CLS> token
in the last layer, the attention scores of the <CLS> token from each attention head was linearly multiplied in
the final layer. This operation can be seen as treating the attention scores as context embeddings, which are
subsequently processed for classification purposes.



Explaining Sarcasm of Tweets using Attention Mechanism 791

Table 3.1: Pseudocode for TAPT

Algorithm:

TaskAdaptivePre-training with Domain Adaptive Pre-training

Input:

1.Pre-trained Twitter-RoBERTa model (domain-specific)

2.SARC dataset (task-specific)

3.TweetEval Irony Benchmark dataset (evaluation)

Procedure:

1.Domain-Specific Pretraining:

Initialise the model using the pre-trained Twitter-RoBERTa weights.

2. Task-Specific Pretraining with SARC:

Iterate the model through each data sample of SARC and train the model using Masked Language Modelling.
3. Fine-Tuning and Evaluation on TweetEval Irony Benchmark:

Fine-tune the pre-trained model further and evaluate the model’s performance using the TweetEval Irony
Benchmark dataset.

Output:

A state-of-the-art model for sarcasm detection.

To illustrate this concept, the transformer architecture must be considered as a computation graph. Within
this graph, a linear multiplication of the weights associated with the <CLS> token from all attention heads
in the last layer was performed. By applying this approach, the attention scores of the <CLS> token in the
final layer are obtained, representing its relevance to the overall context of the input text. By leveraging these
attention scores, a deeper understanding of how the model processes is provided and assigns importance to the
<CLS> token, which serves as a key element for classification in sarcasm detection tasks.

3.3. Pseudo-code. This subsection provides a pseudocode for the whole framework. This helps the
readers to easily understand the whole pipeline. Table 3.1 and 3.2 are the pseudocode for the pre-training
method and the attention based interpretation respectively.

4. Results and Discussion.

4.1. Datasets. This experiment employed two publicly available datasets. These data were obtained from
the Twitter API and labelled for sarcasm detection. The description is as follows: The Self-Annotated Reddit
Corpus (SARC) [10] is a balanced dataset including approximately 90k comments retrieved from the Reddit
API, with 50% of the comments being sarcastic and the other 50% non-sarcastic. This dataset is one of the
largest for the challenge of sarcasm detection. The authors of the comments contained in the dataset are also
responsible for labelling the dataset.

For fine tuning purposes, TweetEVAL-Irony [2] detection dataset has been used which is also a balanced
dataset that contains around 4K user-generated tweets that are classified as ironic or non-ironic. The Tweet-
EVAL Benchmark dataset, which has been suggested for use in a variety of tweet classification applications,
includes this dataset. This benchmark has been used to assess models created for tasks involving Twitter data.

4.2. Data Preprocessing. For both the SARC and TweetEVAL-Irony datasets, the same preprocessing
has been employed. The following steps are conducted on both datasets as part of the preprocessing. To
eliminate noise from the input text, preprocessing of the data is done. Since all the data samples are consistent
after the noise has been removed, the model can be trained more quickly and effectively. The methods used in
this research have focused particularly on eliminating noise from the data. All of the words have been made
lowercase. The user tags that were not useful for learning from the tweets were excluded. Any links or URLs
referenced in the tweets were also removed. The punctuation marks have also been dropped. All of the emojis
were converted to text using the Python Emoji Library.
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Table 3.2: Pseudocode for attention based model interpretation

Algorithm:
Attention based model interpretation
Input:
Input text for which we want the model’s interpretation and attention scores for the input tokens computed
across the layers. Procedure:
1. tokens = TokenizeTwitter — RoBERT a(input_ text).
2. attention__scores = RetrieveAttentionScores(final_layer).
3. heatmap = InitializeEmptyM atriz(SIZE :(length(tokens) + 2) x (length(tokens) + 2))
4.cls__attention__scores = attentioniscores[:, 0, :]
# Slice the attention score matrix to get the attention scores of <CLS> tokens of all the attention heads.
5. For each attention__head in final_layer:
a. cls_scores = cls_ attention_ scores[attention_head, :
# Extract the attention scores of the <CLS> token from that attention head.
b. multiplied__scores = cls_scores * attention_scores[attention__head, :, ]
# Multiply the attention scores of the <CLS> token by the corresponding attention scores of all other
tokens.
c. heatmap += multiplied_ scores
# Add the resulting attention scores to the heatmap matrix.
6. heatmap /= number_of attention heads
# Divide each entry in the heatmap matrix by the number of attention heads to compute the average
attention scores.
7. Visualize(heatmap)
# Visualize the heatmap matrix, highlighting the token importance and attention distribution.
8. Return heatmap.
Output:
A heatmap displaying the importance of each token in the input text.

4.3. Evaluation Metrics. The F-Score of the irony class has been chosen to evaluate the model, as it is
easy to compare our model’s performance to the baseline model. The F1 score is a measurement that combines
recall and precision. It is calculated by taking the harmonic mean of precision and recall [22].

4.4. Baseline. The twitter-RoBERTa model proposed in [2], which was pre-trained on 58 million tweets
using Masked Language Modelling, is considered the baseline. The RoBERTa model was directly pre-trained
using task adaptive pre training using SARC is also an other baseline. This model was fine tuned for the irony
dataset and is publicly available on the hugging face API.

4.5. Task-Adaptive Pre-training. The hugging face library was used to import the base Twitter-
RoBERTa model checkpoint that was used for pre-training. This model was trained using Masked Language
Modeling after being fed the SARC dataset. We pre-trained for 25 epochs with a training batch size of 64
by dynamically masking 15% of the input tokens. The final checkpoint model has been finetuned further.
The RoBERTa,5. model was also checkpointed from the hugging face library which was also pre-trained us-
ing SARC dataset. This model was also pre-trained with the same parameters as mentioned above. This
pre-trained model was considered as the second baseline.

4.6. Fine tuning. The pre-trained models obtained from the previous section were fine-tuned for 100
epochs using early stopping with validation loss and a patience of 10. The training was terminated, and the
best model was achieved after 61 epochs for the first model and 76 epochs for the second model. For training
and validation, the batch size was set to 12.
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Table 4.1: Comparision of the Fl-scores of our model with previous Benchmarks

Model F-Score
Twitter-RoBERTa fine tuned for TweetEVAL-irony dataset(BASELINEL) 65.1
RoBERTa pre-trained for twitter data from scratch and fine tuned for 70.5
TweetEVAL-irony dataset(State-of-the-art)

RoBERTa pre-trained from scratch with SARC 71.83
Twitter-RoBERTa pre-trained with SARC(our model) 73.56

A few example tweets that were wrongly classified as positive sentiment.
These tweets were classified as sarcastic tweets with in follewing token importance.
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Fig. 4.1: Heat map visualizations of the obtained from the proposed attention based mechanism

4.7. Interpretation. The attention scores of the last layer’s <CLS> token (Layer 12) have been utilized
to compute the combined attention of tokens in the last layer. All of the layers of the transformer’s tokens
attend to one another. Contextual embeddings are generally defined as the attention ratings of the <CLS>
token to all other tokens. All of the input tokens’ relevance is shown by these scores. These attentions so
illustrate the significance of each token for model prediction.

4.8. Discussion. In the sarcastic class, our fine-tuned model achieved an F-score of 73.56. In comparison,
the baseline Twitter-RoBERTa model scored 65.1, while the state-of-the-art model [2] for the same dataset
reached 70.5 (see Table 4.1 for details). When we trained RoOBERTa specifically for sarcasm detection using the
SARC dataset, it yielded an F-score of 71.83. These results highlight the need for task-adaptive pretraining to
enhance performance. Additionally, including domain-specific pretraining[2] alongside task-specific pretraining
boosted the model’s performance by 8 points, underscoring the importance of continuous pretraining.

A few examples have been chosen where the sentiment was incorrectly identified due to the presence of
sarcasm and checked whether or not the tweets were classified as sarcastic. Aside from that, heatmaps have
been generated for the same examples using the interpretability method explained in Section 3.2. The attention
scores were computed for the last layer and the attention scores of the <CLS> were projected on a heatmap
which indicates token importance for each token and helps in interpreting the weight of every token in the
model’s decision.

From the example (a) in Fig. 4.1, the word ignored receives the highest attention score, followed by the word
love. This interpretation clarifies the prevalence of textual incongruity in sarcastic comments. The sarcasm in
example (b) from Fig. 4.1 is fairly subtle. The concealed negative context is properly captured by the model,
as evidenced by the heatmap. Similarly, for example (c) from Fig. 4.1, subtle negative context from tokens
cancer, deaf are attended the most by the <CLS> token. The attentions of the transformer-based models that
hold the context can thus be used to interpret the model’s predictions.

In addition to visualising token importance with the proposed attention method, a model view of raw
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Fig. 4.2: Graph view of raw attention scores for the chosen examples

attention has been generated in Fig 4.2. The raw attention scores across the layers are plotted in a graph
manner to understand the flow of attention weights between layers. The graph consists of edges that illustrate
the flow of weights which represents the tokens that a particular token attends. In Fig 4.2, it is observed that the
model assigns greater importance to the <CLS< and <SEP]< tokens in the initial layers, while the attention
weights among the other tokens remain relatively uniform. These findings indicate that existing attention-based
explainability methods, as previously proposed, do not effectively capture the intricacies of sarcasm detection.

4.9. Analysis. In the previous subsection, the visualisation of raw attentions were presented in Fig 4.2,
which revealed a significant challenge in the deeper layers of the model. In these layers, every token appeared
to attend to every other token with almost identical attention scores. This phenomenon resulted in a loss of
token identifiability, making it difficult to gauge the true significance of individual tokens solely based on raw
attention weights. To address this issue, various studies, including [6] and [7], have proposed techniques to
enhance token identifiability. The research in [6] introduced two solutions: attention rollout and attention flow.

These algorithms aim to calculate a token’s attention at a specific layer by linearly combining the attention
from preceding layers with the attention at that layer. In the attempt to apply the concept of attention rollout,
the attention rollouts for the <CLS> token of the last layer were computed and projected onto a heatmap, as
depicted in Fig 4.3. Unfortunately, these visualisations yielded no interpretable information. However, when
we followed the proposed method of averaging the scores from only the last layer, the resulting interpretations
became more meaningful.

Regarding the behaviour where rollouts were not effective, the reason for this outcome remained elusive
during our analysis. We encountered challenges in understanding why the rollout visualisation failed to pro-
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vide clear insights. Further investigation is warranted to uncover the underlying factors contributing to this
behaviour and to determine potential solutions for improving the interpretability of token attention rollouts.
The reasons behind this behaviour are something to look into in the future.

For instance “Woke up to 100 new emails. Clearly, my popularity knows no bounds.” as shown in Fig
4.4, the heatmap analysis revealed that the model did not assign higher attention weights to what we consider
important keywords. Tokens such as ’‘bounds’, ’popularity’ and ‘woke up’ were given higher weight while
allocating less attention to the word ’mo’ which is the essence of textual incongruity in this instance. This
observation underscores the need for the model to better capture the incongruity in the sentence, particularly
with respect to the word 'no’ in order to yield more accurate interpretations. Although significant attention
weight may be allocated to important tokens, it is crucial to prioritise words responsible for incongruity.

5. Conclusion. In this work, we have discussed the performance boost from using task-adaptive pre-
training for sarcasm detection models. We also proposed a method to use the attention scores of the input
tokens to provide some interpretability. These interpretations aid in understanding the tokens that have had
the greatest influence on a certain decision. We believe that not all of the tweets adhere to the traditional
definition of sarcasm. Consider the following tweet: ”I just failed my driving test.” There is a reply to the
comment that says, ”"Very Good! Well done”.

In light of the situation, the response is sarcastic. However, if we only evaluate the Twitter reply, we cannot
conclude that it is sarcastic. As a result, it is critical to provide context in addition to the tweet reply. Besides,
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there are other categories of sarcasm such as irony, satire, and so on, as explained in [16]. Despite the fact that
the ISarcasm dataset has sought to provide training data from several categories of sarcasm, there are relatively
few of them. Transformers are attention-based models that have advanced to the forefront of many NLP tasks.
However, in order to properly understand their capabilities, they must be trained with a significant amount
of data. To conclude this work, we believe that we require a standard dataset for sarcasm detection in social
media that comprises a fair amount of data on all varieties of sarcasm as well as other features such as context.

REFERENCES

[1] GURURANGAN, SUCHIN, ET AL., Don't stop pretraining: Adapt language models to domains and tasks., arXiv preprint
arXiv:2004.10964 (2020).

[2] F. BARBIERI, J. CAMACHO-COLLADOS, L. E. ANKE, AND L. NEVES, Tweeteval: Unified benchmark and comparative evaluation
for tweet classification,, in Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing:
Findings, 2020, pp. 1644-1650.

[3] WIEGREFFE, S., & PINTER, Y,Attention is not not Ezplanation., Proceedings of the 2019 Conference on Empirical Methods
in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-
IJCNLP)

[4] VasHisHTH, S., UPADHYAY, S., TOMAR, G. S., & FArRuQuUl, M., (2019)Attention interpretability across nlp tasks., ArXiv
Preprint ArXiv:1909.11218.

[5] Vig, J, (2019). Visualizing Attention in Transformer-Based Language models., ArXiv Preprint ArXiv:1904.02679.

[6] ABNAR, SAMIRA, AND WILLEM ZUIDEMA., Quantifying attention flow in transformers., arXiv preprint arXiv:2005.00928
(2020).

[7] BRUNNER, GINO, ET AL., On identifiability in transformers., arXiv preprint arXiv:1908.04211 (2019).

[8] PAWAR, NEHA, AND SUKHADA BHINGARKAR., Machine learning based sarcasm detection on Twitter data., 2020 5th interna-
tional conference on communication and electronics systems (ICCES). IEEE, 2020.

[9] GODARA, JYOTI, ET AL., Ensemble classification approach for sarcasm detection.,Behavioural Neurology 2021 (2021).

[10] KHODAK, MIKHAIL, NIKUNJ SAUNSHI, AND KIRAN VODRAHALLIL., A large self-annotated corpus for sarcasm., arXiv preprint
arXiv:1704.05579 (2017).

[11] ViNOoTH, D., AND P. PRABHAVATHY., An intelligent machine learning-based sarcasm detection and classification model on
social networks., The Journal of Supercomputing 78.8 (2022): 10575-10594.

[12] AkuLA, RAMYA, AND IVAN GARIBAY., Interpretable multi-head self-attention architecture for sarcasm detection in social
media., Entropy 23.4 (2021): 394.

[13] Wu, YANG, ET AL., Modeling incongruity between modalities for multimodal sarcasm detection., JEEE MultiMedia 28.2 (2021):
86-95.

[14] BARUAH, ARUP, ET AL. , Context-aware sarcasm detection using bert., Proceedings of the Second Workshop on Figurative

Language Processing. 2020.

] Vig, JESSE., A multiscale visualization of attention in the transformer model., arXiv preprint arXiv:1906.05714 (2019).

] OPREA, SILVIU, AND WALID MAGDY., isarcasm: A dataset of intended sarcasm.,arXiv preprint arXiv:1911.03123 (2019).

] FELDMAN, RONEN., Techniques and applications for sentiment analysis.Communications of the ACM 56.4 (2013): 82-89.

] MONTOYO, ANDRES, PATRICIO MARTINEZ-BARCO, AND ALEXANDRA BALAHUR., Subjectivity and sentiment analysis: An

overview of the current state of the area and envisaged developments. Decision Support Systems 53.4 (2012): 675-679.

[19] Quu, XIPENG, ET AL., iPre-trained models for natural language processing: A survey.,Science China Technological Sciences
63.10 (2020): 1872-1897.

[20] ATTARDO, SALVATORE, AND JEAN-CHARLES CHABANNE. , Jokes as a text type.,(1992): 165-176.

[21] VASWANI, ASHISH, ET AL. , Attention is all you need.,Advances in neural information processing systems 30 (2017).

] POwERS, DAvID MW., Evaluation: from precision, recall and F-measure to ROC, informedness, markedness and correla-
tion.,arXiv preprint arXiv:2010.16061 (2020).

[23] Liu, YINHAN, ET AL., Roberta: A robustly optimized bert pretraining approach.,arXiv preprint arXiv:1907.11692 (2019).

[24] ZHU, YUKUN, ET AL., Aligning books and movies: Towards story-like visual explanations by watching movies and reading
books.,Proceedings of the IEEE international conference on computer vision. 2015.

[25] SEBASTIAN NAGEL. 2016, Cc-news. hitp: //web.archive.org/save/http: //commoncrawl.org/2016/10/newsdataset-available.

[26] AARON GOKASLAN AND VANYA COHEN. 2019. , Openwebtext corpus. http://web.archive.org/
save/http://Skylion007.github.io/ OpenWebTextCorpus.

] TrINH, TRIEU H., AND QuocC V. LE., A simple method for commonsense reasoning.,arXiv preprint arXiv:1806.02847 (2018).
[28] SUNDARARAJAN, MUKUND, ANKUR TALY, AND QIQI YAN., Aziomatic attribution for deep metworks.,International conference
on machine learning. PMLR, 2017.

Edited by: Rajni Mohana

Special issue on: Sentiment Analysis and Affective computing in Multimedia Data on Social Network
Received: Mar 21, 2023

Accepted: Aug 1, 2023



k)
(J
.. Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org
© 2023 SCPE. Volume 24, Issues 4, pp. 797-818, DOI 10.12694 /scpe.v24i4.2216

EMOTIONALLY WRAPPED SOCIAL MEDIA TEXT: APPROACHES, OPPORTUNITIES,
AND CHALLENGES

TARA RAWAT *AND SHIKHA JAIN f

Abstract. With the evolution of several online platforms for information sharing such as social media, blogs, product review
sites, and discussion forums, people have become more proactive in sharing their expectations, views, feelings, and experiences.
This large amount of emotionally wrapped data motivates many researchers to perform data mining and present the crux of hidden
emotions or mental states in a more presentable and comprehensible manner. It has several applications in different domains
such as business, education, psychology, politics, and many more. This paper presents a detailed literature review projected
to rigorously analyze the existing approaches to identify the mental or emotional state of a person from unstructured textual
data. We include the most relevant papers which were published during 2001-2022. The selected papers are classified into three
categories: granularity level, contextual level, and cognition level. Each category is carefully analyzed followed by a detailed and
critical discussion. Finally, open challenges, opportunities, applications, and future directives are presented in-depth to facilitate
the researchers working in the domain of emotion mining,.

Key words: Emotion Mining; Opinion Mining; Sentiment Analysis; Social Media; Affective Computing; Emotion; Mental-
state

1. Introduction. The evolution of the web has given users the opportunities to participate, share, and
contribute to various platforms like social media, blogs, product review websites, online forums, and discussion
platforms. Now, it has been very common that as a kind of relief, people suffering from mental health issues
frequently either directly or indirectly reveal their emotions, feelings and everyday battles with mental health
concerns on social media ([6]. As a result, a large amount of multi-modal data is generated.

With the advancement of data, affective computing (AC) and emotion mining (EM) have emerged as new
areas of research. Affective Computing (AC) is a field that relates to, arises from or deliberately influences
emotion or other affective phenomena [97]. Tt plays a vital role in effective communication. It is broadly classified
as emotion recognition, modeling, and expression (as shown in Fig. 1.1). Emotion recognition means extracting
the emotional state from different modalities such as image, video, text, and audio-visual. Emotion modeling
refers to the study of the effects of emotions on different cognitive processes and generating synthetic emotions.
Emotion expression means expressing emotions using different modalities. It is important to mention that the
researchers have used different vocabulary like sentiment, emotion, opinion, etc in the literature. According to
Gordon [39], sentiments can be defined as a collectively formed set of neuronal responses, emotional attitudes,
and common definitions normally coordinated around another individual. Emotion [124] has four interrelated
components: sensory stimuli, physiological shifts, verbal movements, and an emotion tag which indicates the
local correlation of the components.

In consideration of the similarities of how emotions and sentiments have been described, we will use these
words interchangeably in this study to refer to perceptions that arise from the cumulative forces of the mental,
behavioral, and personal [121] Many researchers have worked towards identifying the polarity of emotions
in terms of negative, positive, or neutral emotions and called it as emotion mining [2],[83]. However, some
researchers identified emotions in terms of discrete emotions such as happiness, sadness, fear, anger, and so
[151]. Predominantly, both kind of work is called emotion mining. Emotion mining is one of the most challenging
tasks to extract the emotions of people from the web, inferring from the text, and predicting the underlying
intent. The eruption of research in emotion mining took place during 2001-2022, as shown in (Fig. 1.2). We
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Fig. 1.2: Graph showing the research in “Emotion Mining from Text” in Google Scholar Database

sought to ensure the reliability and relevance of our dataset by implementing specific inclusion and exclusion
criteria. The inclusion criteria are as follows:

1.

3.
4.

Publications were included if they directly addressed the research topic of ”Emotion Mining from Text”
on the Google Scholar Database.

Only peer-reviewed journal articles and conference proceedings were considered to maintain the quality
and reliability of the sources.

Publications within the time frame of 2001 to 2022 were included to focus on recent research trends.
Inclusion was limited to publications in English to facilitate data extraction and analysis.

The Exclusion Criteria:

1.

4.

Publications lacking titles, abstracts, or keywords directly related to the phrase “Emotion Mining from
Text” research topic were excluded.

. Non-peer-reviewed sources, such as books and theses, were excluded to ensure data quality.
. Publications outside the specified date range 2001-2022 were excluded to maintain a focus on recent

research.
Publications in languages other than English were excluded due to language proficiency constraints.

Since then, emotion mining has explored various domains such as E-therapy, psychological health services,
counseling online, terrorist attacks [16], prediction of the financial market [56], medicine, and the healthcare
domain [29], [110]. Recently, researchers [5], [45], [35] used a combination of cognitive and affective information
with human language to tackle acute issues such as irony and sarcasm detection [80] The authors used crowd-
sourcing [20] to build a common sense knowledge base, which is used to link the semantic gaps between
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word-level and concept-level analysis. Furthermore, for context-aware and cognition-based emotion mining,
strenuous attempts are advancing from polarity detection to more complex nuances of users’ social behavior on
online platforms [41], [60].

This paper presents a critical analysis of the work done by experts in the field of emotion mining while
extracting emotional and mental states from textual data available on the web. The key features of the paper
are:

1. An extensive literature survey of the most relevant papers published in the last two decades is presented
to demonstrate the incremental approaches and improvements.

2. Categorical analysis (Fig. 2.1) and critical discussion of each category is presented.

Tabular summary of important papers is illustrated to provide a quick overview.

4. Generalized framework of emotion mining extracted from papers is presented to guide beginners in this
field.

5. Over the year evolution of different techniques for emotion mining is presented pictorially to give a
comprehensive view.

6. Various challenges encountered over the year are discussed in detail and presented pictorially.

7. Applications of emotion mining are discussed.

8. Overall discussion on EM with future directives is presented at the end of the paper.

The paper follows the incremental approach on the timeline of the last two decades. To the best of the
authors’ knowledge, no survey paper covers belief-based and semantic-based emotion mining which is the future
of the field.

The rest of the paper is organized as follows: Section 2 reviews the advances in emotion mining and Sections
3,4 and Section 5 discusses various levels of text-based emotion mining. Section 6 summarizes the discussed
approaches. Existing challenges, opportunities, and their applications are discussed in Sections 7,8, and Section
9 respectively. Finally, Section 10 concludes the paper and provides future directives.

©w

2. Advances in Emotion Mining from Text. Textual emotion mining consists of collecting facts
about beliefs, thoughts, and emotions that persons express about topics of interest. The field of emotion
mining in computational linguistics focuses primarily on classifying different emotional contents within a word,
phrase, or document. This field typically includes tasks such as defining emotions, classifying subjectivity,
and understanding polarity [87] Analyzing the sentiment of textual data can, therefore, involve investigating
the emotion/mental behind that text. In certain cases, emotion motivates an individual to evaluate an event
and to create opinions about it. The field depicts a large problem space. There are a few terms that have
mutual meaning such as sentiment analysis, opinion mining, emotion mining, and subjectivity analysis, affect
analysis, review assessment, opinion extraction. However, all these terms come under emotion mining. Although
the terminology sentiment analysis is most widely used in industry, in academia, both emotion mining and
sentiment mining are often employed [67] Hence, this paper explores all aspects of emotion mining (such as
emotion analysis, emotion mining, opinion mining, etc.) termed differently in literature. These terms are
used interchangeably throughout the paper to retain the original terminology used in different articles that are
discussed here.

A range of focused and advanced fields are already being explored. However, text-based emotion mining
still has a long way to go. Studying emotions in different fields provides us with useful information on what
kind of emotions people experience while dealing with different situations.

This paper broadly investigates the literature under three categories: granularity level, cognition level, and
contextual level. The same has been shown in (Fig. 2.1) and discussed in detail in subsequent sections.

3. Granularity-based ttextual Emotion Mining. In this section, we include a discussion on the related
research for emotion mining based on granularity such as word level, sentence level, and document level.

3.1. Word-level Processing. Words may be demonstrative, expressive, and sensitive. Identifying the
describing words (adjectives, adverbs, some nouns, and verbs) out of the whole text is the main focus at word-
level emotion mining where each word is assigned a value on a scale from 0 (negative) to 10 (positive) based
upon its polarity. SentiWordNet [31] is designed to annotate WordNet. It is used for calculating the score of a
particular word in a sentence using machine learning approaches. For example, “This place is beautiful”, this
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Fig. 2.1: Classification criteria of Text-Based Emotion Mining

sentence has the word ‘beautiful’ that has some score as defined in lexicons, which leads to a positive polarity.
Each word has some probability score for each emotion. The highest score is chosen as the emotion of that word.
It has been observed that in natural language, opinionated content or the word, which expresses the emotion,
is most commonly conveyed by certain parts of speech (POS). For instance, adjectives such as disastrous or
lovely convey emotions more effectively than the verb running or eating. Hence, POS is used to mark words
and search for polarity terms (adverbs and adjectives, [76]. Broadly, word-level EM can be done in three steps:
1. Detecting the subjectivity of different words. For example, love and hate, both are subjective words.
2. Calculating the polarity of words i.e. positive, negative, or neutral by using polarity scores. For
instance, love is positive and hate is negative
3. Calculating the intensity of the word i.e. depth of positive, negative by analyzing the polarity words.
Opinion orientation can be determined by two approaches [3] a) Corpus-based b) Lexicon-based. The corpus-
based approach detects opinion words with context-specific orientation [137] and lexicon-based approaches
detect the seed words and search them with the associated lexicons such as WordNet along with their synonyms
and antonyms [135]. Recently, domain-specific areas are explored rigorously by researchers. They have been
working to increase the classifier’s reliability by augmenting word-level emotive information, i.e., constructing
and utilizing various forms of custom dictionaries [64].

3.2. Document-level Processing. At the document level, the aim is to analyze and classify the whole
document as positive or negative. Several studies have been explored at the document level, especially, in
cross-domain, cross-language, and opinion categorization [125], [27], [139]. Bellstam et al. [7], used the finance-
related corpora, generated by financial analysts. They explored the emotions/sentiments in textual descriptions
of business operations to quantify corporate innovation in finance.

Duyu et al. [123] proposed Convolution Neural Networks (CNN) and Recursive Neural Network (RNN)
based document-level analysis [34], [133] called User Product Neural Network (UPNN). This model assimilates
user and object-level information for sentiment classification for document-level analysis. They experimented
with improved accuracy using vector-based and matrix-based user and object representation. Liu et al. [71]
compared the sentiment classification approaches, using Recursive Neural Network and Recurrent Neural Net-
work, and found that the sentiment topics or target entities cannot be identified by document or sentence level,
hence need to analyze at a more granular level.

3.3. Sentence-level Processing. The goal of sentence-level emotion mining is to separate emotional
information from facts to improve the prediction accuracy of the document’s overall polarity [143]. At this
level, the concern is basically on two steps:
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1. The subjectivity of the sentence
2. Polarity (+ve or -ve) of the sentence
The following section will discuss the major input for both tasks.

3.3.1. Classifying Subjective Sentence. There are many approaches to classify a given sentence as
subjective or objective. An objective sentence provides some factual information about the environment, while
a subjective sentence communicates some personal emotions, perceptions, or opinions. Emotions are considered
subjective feelings and thoughts [70], [144]. Some researchers feel that objective sentences do not imply emotions.
However, they can also express emotions, and ignoring them may result in the wrong prediction. In this context,
Liu [68] has discussed that subjectivity and opinion should not be compared. He also discussed that a subjective
sentence may not convey any emotion such as "I am using the latest version of Android OS” is a subjective
sentence, even then it doesn’t express any emotion. Similarly, an objective sentence may imply emotion such
as "After updating the latest android OS, my phone kept hanging”. While this sentence is stating a fact, it
shows an implicit emotion about the topic (the phone hanging).

Classification of subjective sentences is one of the most important and foundation schemes. The existence
of subjective words determines the subjectivity of a sentence [42], [154], [47]. Moreover, these studies have been
able to differentiate between subjective and objective sentences which subsequently improved sentence-level
emotion mining. Several machine-learning approaches with language-specific features for Urdu languages are
used [86] to identify the subjectivity of sentences. Therefore, different sentences may be dealt with differently
at sentence-level analysis.

3.3.2. Polarity identification. The purpose of polarity identification is to determine text as positive,
negative, or neutral according to its emotional significance. Some authors [1] the WordNetAffect Affective
database [99] to distinguish between positive, negative, and neutral emotions. However, these emotional cate-
gories may help predict polarity, but not quite enough to predict the polarity intensity. Therefore, the authors
use a few emotional categories such as love, happiness, joy, fear, sadness, anger, and so on. One approach is to
use parts-of-speech (POS) tags syntactic patterns to express opinions/sentiments/emotions. The researchers
[58] used the approach of multiplying all the scores of emotional words in the sentence as +1 and -1. They also
used classification techniques to identify a particular type of emotional orientation. The hierarchical sequence
learning model identifies polarity in both sentences as well as document-level and also improved the accuracy
at both levels.

In 2010, Hassan et al. [4] proposed a method to identify online users’ behavior using the Markov Model.
Then, they identified the polarity orientation of the attitudes. Some researchers worked on target-dependent
sentiment classification, where the target is classified into some category [51]. Researchers admitted that there
are a variety of sentences and each sentence expresses emotions differently. Therefore, one technique cannot
be applied to all kinds of sentences. Handling sarcastic sentences is still a big challenge as positive sentences
may have negative meanings and vice versa. These types of sentences are more used in online discussions
and political forums. Tsur et al. [127] proposed a semi-supervised learning approach to identify sarcastic
and non-sarcastic sentences. Initially, they used the labeled set and expanded it automatically through a web
search. Many researchers [66], [157] experimented with Convolution Neural Networks (CNN) for sentence-level
classification. They built the model on top of the unsupervised pre-trained word vector, tuned hyper-parameters,
and performed well with remarkably improved results.

3.4. Critical Analysis of Granularity-based Emotion Mining. Though a lot of research is conducted
at a granular level, it has several limitations when used in real-life applications, such as which features or
aspects of the entities are liked or disliked. Several sentences are not easily classified as emotion orientation
varies on different targets or entities, e.g., “Trying out Airtel sim because Jio voice calls being cut after every
10 mins.” and “Vodafone is doing well in this awful environment”. In the latter sentence, sentence-level
classification is insufficient. We need to go to the aspect-level analysis. It is assumed that a sentence has an
overall positive or negative orientation but some of its parts may convey the opposite emotion. E.g., “India’s
labor-intensive agriculture has achieved steady increases in food grain production despite the often unfavorable
weather conditions”. Here, the overall message is positive but it also contains a negative emotion “unfavorable”
which cannot be ignored and only aspect-level analysis can solve this problem. Moreover, comparative sentences
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cannot be dealt with at the sentence level. For instance, the sentence “Amul butter tastes better than Mother
Dairy butter” can’t be simply classified as positive, negative, or neutral. Therefore, further, fine-grained analysis
is required to handle them.

4. Context-based Textual Emotion Mining. Features are the attributes of an entity. Feature-based
emotion mining extracts the emotions towards some features of the entity [115]. It also analyzes the emotion
while considering the surrounding context of the feature. This section discusses the two types of feature-based
emotion mining: aspect-level and context-aware.

4.1. Aspect-level Emotion Mining. The aspect-level analysis mainly focuses on entities and their com-
ponents, where entities may be a product, an organization, a service, or a topic. The components can be
referred to as features or attributes of the entity. Aspect-based emotion mining, also known as feature-based
emotion mining, identifies different aspects of the target entity in a long sentence and its polarity [93]. Earlier,
this kind of analysis required a set of features which are manually designed. Nowadays, the focus has shifted
to other approaches such as graphs of dependency relationships [152], and lexicon-based supervised learning
approach [55]. It is observed that identifying entities, their components, and knowing their polarity is not
sufficient to know the sentiment of a sentence. For instance, a negative emotion about an entity does not mean
that all the aspects of that entity will have a negative orientation [120].

The aspect-based emotion mining is carried out at two levels: aspect extraction and aspect-based classifi-
cation. Several methods of aspect extraction such as nouns and noun phrases identification followed by PMI
[47], balances category feature (BCF) and the other is the categorical proportional difference (MCPD, [21],
sequential learning method [69] such as Hidden Markov Models (HMM, [101], [54] and Conditional Random
Fields (RF, [61], frequency-based approach for emotional noun phrases [11], C-value measure-based method to
retrieve multi-word aspects [158], dependency parser [159] and double propagation method [100] are discussed
in the literature.

Recently, researchers have started using various evolutionary algorithms [84], semi-supervised [38], [85],
[21], supervised approaches such as SVM [155], RNN [116], CNN [150], [95], [74], deep RNN [49], pre-trained
word embeddings [149], LSTM [122], SLSTM [134], Memory network [136], deep recurrent belief network [22],
multi-task learning network (IMN, [44], and unsupervised approaches [14] such as pLSA (Probabilistic Latent
Semantic Analysis, [46], LDA (Latent Dirichlet allocation, [92], LSA based aspect-sentiment mixture model
[79], joint topic sentiment model [65] for aspect extraction.

In supervised learning, attention networks are gaining popularity in the field of emotion mining, Several
attention networks Attention Encoder Network (AEN, [117], relative position attention network (RPAEN, [146],
Multi-grained attention network (MGAN, [32], Bi-GRU-based Position-aware Bidirectional Attention Network
(PBAN, [40], recurrent attention mechanism [24], attention mechanism with GRU [43] are being used in the
literature. Machine learning methods were commonly used in emotion mining but require a substantial amount
of training data to achieve improved accuracy [18]. In view of the lack of large amounts of annotated data,
researchers started working on ontology [98] based methods. They used a combination of hierarchical learning
(HL) process and sentiment ontology tree (SOT, [140], knowledge-based along with linear SVM, or a review-
based and a sentence aggregation algorithm [28], to categorize the data on the basis of emotions.

4.2. Context-Aware Emotion Mining. The digital world is becoming more informal. People use new
words or phrases to express themselves. The emotional lexicons (such as NRC, WordNet, SenticNet, etc.)
are not acquainted with such new words/phrases. Though, humans can interpret the meaning of such new
words/phrases with the help of the surrounding context. However, in any computational model, these unseen
words/phrases are simply ignored, and hence the expression of emotion may get lost. To make the computational
model more robust, the need arises to make use of semantics to extract the contextual meaning.

Researchers spent lots of time exploring and selecting regular features. Several emotion-mining tools rely
on emotion lexicons to support linguistic resources. These lexicons contain polarity values and some weight to
emotional words. But, it is observed that emotion mining requires more evolutionary approaches that may lead
to semantic-level analysis [19]. A word may change its polarity based on its context. With this idea, Gangemi
et al. [37] gave importance to emotion contextualization and consider it as a major challenge in the field of
emotion mining. Some of the common context-aware approaches used by researchers are Rule-based approaches
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[111], Sentence and discourse-based context shifters, Linguistic patterns [147], and Vector space modeling [153].

A process to segregate contextualized emotion lexicons i.e. a way to isolate sentiment terms from stable
polarity terms. This process allows changing the ambiguous word’s polarity as the context changes in some other
textual information. With the evolution of contextual knowledge, traditional emotion lexicons are reinforced
with context knowledge [73]. An iterative regression and a random walk method are used to label ConceptNet
[119] with emotion values [126]. Several studies have been done to develop contextualized, cross-domain lexicons
with sentiment mining and various decision-support applications [141]. It was assumed that disambiguation
and contextualization can give better performance on cross-domain emotion mining using ontological lexicons.
These lexicons can be used at three levels. The first level detects an ambiguous word with the help of existing
labeled corpora. The second level determines the emotion score of co-occurring contextual terms and finally at
the last level determines the combined polarity values for ambiguous and unambiguous terms. Experimentation
and evaluation were performed on various datasets such as product reviews, hotel reviews, and movie reviews
and successfully achieved better performance on each dataset. They extended the process by using the group
concept from SenticNet, ConceptNet [119], Freebase [13], and DBpedia [10]. Recently, deep learning-based
methods are becoming more popular as they have greatly improved the performance of emotion mining. Deep
learning approaches use the structure and context of the sentence, instead of just emotion-bearing words in
isolation.

Often context-based emotion mining is domain-specific and is based on the assumption that words always
have the same association in that domain. For example, the use of the word unexpected: may signify positive
emotion when describing the plot of an action film (“the film had an unexpected ending”), while it is not a
good sign in the sense of the battery life of a laptop. Though, this may not always be valid. Consider a “leaves”
description that says “The children love to play in the leaves but they do not like it when their father leaves
for work.” One can easily see that within the same domain, in the first case the word "leaves” communicates
positive emotion, and in the second case a negative emotion. It is, therefore, reasonable to conclude that domain
considerations alone are not enough to conduct context-based emotion mining.

Word embedding is becoming more popular, which is a low dimensional continuously-valued vector rep-
resentation of words and is explored extensively by researchers [142], [81] The most commonly used word
embeddings are CBOW, SkipGram, and GloVe [132]. Nguyen [88] proposed a semi-supervised approach to uti-
lize an immense amount of available unlabeled data. He represented the semantic similarity of textual and user
context using deep learning and latent low-dimensional space representation. He used networked characteristics
also besides textual content i.e. the way users are connected via social relationships because this conveys the
emotional behavior of connected users. A semantic model [138] is proposed to monitor the fluctuating emo-
tional phases or emotions of learners while participating in MOOC’s online courses. The authors used machine
learning and semantic network approach in real-time to know learners’ emotions about courses. Observing the
change in the emotional states of a learner during the course can improve the graduation probability.

4.3. Critical analysis of Contextual Based Emotion Mining. Though lots of work has been carried
out in the field of context-aware emotion mining, still it is far from the human touch. Streaming data is still
a challenge, as contextual information is difficult to deal with. Nowadays, most organizations need aspect-
level emotion analysis for feature details. It is observed that machine learning and deep learning with word
embeddings are widely used by researchers for aspect-based emotion mining. However, accuracy and precision
are still an open challenge as the existing methods/algorithms are still not able to deal with complex problems.
Most of the cases are handled by emotional words. However, words or information are highly diverse, countless,
and exceptional. It becomes very difficult to learn patterns via statistical methods only because there are
several ways to express emotions. Lots of research, so far, mainly focus on products, movies, and restaurant
reviews as well as Twitter data. In these domains, fairly good accuracy can be achieved. This is because
the reviews are short and rich in emotions. However, for the other domains such as health, politics, forum
discussions, commentaries, etc., the situation becomes very difficult as the emotions are either objective or
factual statements in these domains.

Sometimes, the sentences are very complex due to a mixture of objective and subjective statements or
sarcastic sentences. Besides this, all the social platform data is very noisy, and consists of various errors,
whereas, all the analysis tools require clean data for analysis purposes. Therefore, a lot of focus is required
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for pre-processing tasks and methods. Some researchers incorporated the ontology method due to the non-
availability of training data, but ontology features are not robust. The ontology method also needs training
data to interpret them. It is very difficult and time-consuming to manually build ontology; therefore, there is a
need to automate the process to create the ontology for multiple domains. However, due to the multidisciplinary
area, emotion mining takes advantage of psychology also. As per psychology, the successful evolution of online
platforms is the ability to bring people together and serves very different needs of people.

Chen et al.[23] explored how opinion about any object gets affected by the user’s connection with their
friends, family, or relatives. They have developed a content-based sequential opinion influence framework to
monitor users’ behavior on social media. This framework uses an RNN to seize the opinion expressed in the
sequence. The user’s opinion is checked with the past information that the user acquired from his/her relation
with others and his/her personal opinions. Based on the learned influence, the user’s future influence prediction
is determined. This valuable information can be used by companies for their future business planning.

5. Cognition-based Textual Emotion Mining. With the evolution in the field, researchers have started
using cognitive features for emotion mining. As per Izard et al. [50], cognition alludes to the mental process that
is impacted by emotions (desires and feelings). Human emotions (such as feelings, moods, and motivations) can
impact both the way they think and the choices/decisions they make. Cognition is one of the most important
events that operate and control emotions. Cognition-based emotion mining can provide us with more insights
into the emotion behind words. Broadly, cognition-based emotion mining is classified into two categories: Belief
based and semantic-based. They are discussed in brief in the following sections.

5.1. Belief Based Emotion Mining. Understanding mental states such as the beliefs and goals of a
person enables an individual to explain behavioral patterns. According to psychologists, beliefs impact the
arousal of emotions and emotions in turn influence beliefs [36], [30], Ortony et al. [91], concentrate on the
cognitive elicitors of emotions [53], [51] in their hypothesis. They proposed that emotions are positive or negative
reactions to their beliefs or perceptions of reality [52]. Thus, one may be glad or dissatisfied with the outcomes
of an event; one can support or oppose a person’s activities, and one can like or dislike the characteristics of an
item. The human emotional process, according to Lazarus [62], is made up of two distinct processes: evaluation
(which describes a person’s connection with their environment) and coping (which suggests strategies for altering
or maintaining this relationship). Both of these processes are aided by cognition. Cognition aids evaluation
by constructing mental representations of how experiences relate to inherent nature or temperament such as
beliefs and goals. Coping deals with the situation through suggestions and exploration of methods for changing
or sustaining the individual social relationship.

In a recent study, Masland et al. [78] examined the impact of emotional reasoning on reliability assessments
in people with a moderate personality disorder. The findings show that in comparison to the control group,
participants with suspected moderate disorder produced more emotionally fragile evaluations and were more
affected by negative experiences or beliefs. As a result, persons with moderate characteristics may be impacted
differently and more precisely by unfavorable afflictions. The mental state, if it is subjected to mental illness,
then the diagnosis is sometimes difficult since it necessitates detailed and in-depth psych evaluations by trained
psychiatrists at an early stage [108], as well as interview sessions, lengthy questionnaires, self-reports, or evidence
from friends and family. In such cases, it becomes very important to understand the underlying emotion, feelings
and behavior shown by patients. Furthermore, it is highly usual for patients suffering from mental illness often
avoid going to health centers to seek medical care in the early phases of their illness [161]

Hamad et al. [160] proposed the automatic depression method, which extracts depressive content using
various strategies such as key phrase matching and document summarization, named entity recognition (NER),
etc. on the user tweets, resulting in more granular and relevant content, which is then directed to a deep learning
framework consisting of convolutional neural networks associated with attention-enhanced gated recurrent units.
Vetriselvi et al. [131] provided a review of cognitive-based emotions and insights on the importance of cognitive
theories especially cognitive and intuitive theory to improve emotion classification. Long et al. [72] proposed an
attention-based neural network model for sentence-level sentiment classification. They trained this model with
cognition-grounded eye-tracking data and built a cognition-based attention (CBA) layer for emotion mining.
Further research with formal models is needed so that future systems can usefully detect emotions and accurately
predict behavior.
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In light of the present COVID-19 epidemic, where religion, religiosity, and emotions play crucial roles in
coping, it follows that a connection between religiosity—which encompasses a variety of religious activities and
beliefs—and people’s emotional states and assessments of their general well-being should be obvious. Regardless
of their allegiance with a particular religion, people in a wide range of geographical areas show a wide range of
emotions through their religious behavior, which is inextricably linked to a formal or informal belief in God or
the Divine.

5.2. Semantic / Sentic Based Emotion Mining. Emotion mining at the conceptual level while consid-
ering the common sense or semantics of the text is called sentic/semantic-based emotion mining. In 2013, Raina
[[102] proposed the sentiment analyzer where emotions can be associated with a common-sense knowledge base.
The author analyzed sentiments in news articles. In 2018, Ferru et al. [33] used machine learning approaches
to classify a message as positive or negative towards a particular topic and on a five-point scale. They used
a cognitive computing tool (i.e. IBM Watson) to extract the semantic features. Their experimental results
showed that semantic features play a very important role in classification. However, the authors would like to
further research semantic features extracted from other cognitive computing systems.

Irony detection is one of the challenging tasks in the field of emotion mining as it has an ambiguous
interpretation. Vijay D. et al. [12] addressed the problem of irony detection. From a cognitive perspective, it is
a test to think about how humans utilize irony as a specialized instrument to communicate. To detect irony, the
authors constructed a Hindi-English code-mixed corpus using tweets. They used various feature vectors such
as character N-gram, word N-gram, laugh words, and emoticons. In 2018, Corriga et al. [25] proposed a tool
that accepted an image as information and did the classification based on the person’s gender and afterward
recognized their emotions.

As per Cacioppo et al. [17], it is related to a person’s tendency to engage in and enjoy thinking. Das et
al. [26] mentioned in the paper that it has a moderating effect on variables such as human behavior, intent
to purchase, and also web surfing. Li [64] used cognitive theories for emotion mining on the linguistic feature,
where sentiments are classified as target-dependent and target-independent. Zou et al. [162] proposed a strategy
utilizing indirect relations in specific user structure likeness to analyze opinion. The authors experimented and
verified that similar users connected via common friends have similar opinions. The authors used the sociological
phenomenon of homophily to understand the connection between similar people. Their experimental results
showed that indirect relation (through some common friend) has a better performance than user-direct relations
to improve the accuracy of sentiment classification.

Social media has recently attracted medical natural language processing researchers to detect various med-
ical abnormalities such as depression, anxiety, etc. Recently, many researchers explored the application of
emotion mining in the medical field. Emotion mining can be used in providing healthcare assistance. Nowa-
days depression is one of the most prevailing issues which is often talked about on social media. Zucco et
al.[163] proposed affective computing and emotion-mining methodologies to monitor depression conditions.
The authors used mobile technologies to collect input data. Many researchers are working towards detecting
loneliness [129], [118], depression [106], [9], [104], [105], or suicidal thoughts [75] However, the results obtained
are highly data-dependent and far from cognitive theories of emotions.

5.3. Critical Analysis of Cognition-Based Emotion Mining. Very few researchers have addressed
cognition-based emotion mining in recent years. Cognitive approaches talk about the human mind and behavior.
Such approaches talk about how emotions are produced and what their effects are. One’s belief [112] plays
an important role in emotion modeling. Someone can have many emotions at the same moment, each with
varying degrees of intensity. The construction of a computationally efficient model of emotion is an extremely
complicated reality. For instance, “it is raining outside” may convey positive or negative emotions depending
upon the person’s belief. If someone believes that rain is good in pursuit of his goal, then this sentence expresses
positive emotion else negative.

By reviewing and incorporating significant information, it is studied how intelligence analysis better explains
challenging circumstances and boosts useful insights for effective decision-making. Intelligence analysis may
assist in determining patterns and social behavior. For this kind of analysis, a high-level cognitive theory of
emotions [89] can be used. Unfortunately, this area of research is still untouched. Moreover, cognition-based
emotion mining can do wonders in the healthcare domain. These studies can impact a patient’s life quality
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Fig. 6.1: Generalized Framework of Emotion Mining from Textual Data

and health status. This study helps in knowing how emotions influence social relationships, reasoning, memory,
and their function in psychological illness/disorder.

6. Summarization and Discussion. In the literature survey, researchers have applied different tech-
niques to identify emotions from unstructured text. It is observed that all the models follow a common process
flow (as shown in Fig. 6.1). At first, the unstructured data is preprocessed and cleaned to make it ready for
processing. This preprocessing may involve many steps such as stop word removal, stemming, normalization,
removal/replacement of slang and abbreviations, etc. Next, features are extracted and feature vectors are
generated by various means such as using word embeddings, POS tagging, PMI, TFIDF, etc. Once, a feature
vector is ready, it is fed to a learning model to get the output. Emotion mining is the most widely studied topic.
However, emotion mining at the granularity level has been the subject of a lot of research studies. The limited
number of studies on context-aware, semantic-based, and cognitive perspective is carried out because it requires
knowledge of cross-domain and criticality of human nature/human perspective. There are several approaches
to performing emotion mining; the machine learning approaches outperformed the traditional approaches. It is
also seen that some supervised classifiers such as Support Vector Machine, Neural net, and Naive Bayes have
repeatedly been applied. The effectiveness of these classifiers is probably the reason behind this.

The same thing can be said about the used features; word stem and n-grams are frequently chosen as
features. Regarding datasets, most of the researchers have used Twitter data and the IMDB dataset while some
researchers built and used a new dataset. Thus, no common dataset was used for benchmarking results and
evaluating experiments. In the early days, researchers analyzed texts collected from the web and focused on
the word, sentence, or document level. By contrast, researchers have recently treated principally social media
texts and dealt with deep learning. Very few attempts have, however, been concerned with Affective Cognitive
Emotion Mining. These tasks still need much deeper investigation and research.

Although research on emotion mining started around the year 2000, studies on this issue have shown an
active rise in the last few years. This is mainly due to the exponential growth of social media, online reviews, and
social networking sites. The literature survey carried out in the previous sections has revealed that researchers
have dealt with different emotion mining tasks: subjectivity classification, opinion classification, aspect-based
emotion mining, building lexicons/resources, extracting opinion holders, belief-based emotion mining, context-
aware and cognition-based emotion mining (as shown in Fig. 6.2). The excerpt of some important papers is
summarized in Table 6.1. The table contains information about the dataset and methodology used. Moreover,
the pros and cons of each paper are also discussed.
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Table 6.1: Different Approaches for Emotion Mining over the Years
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Ref | Approach | Level Dataset Algorithms Advantage Disadvantage
[44] | Supervised | Aspect- Restaurant Interactive | Attentional encoder network pre- | The approach
level reviews, multitask vents recurrence and uses attention- | lack in calcu-
twitter learning based encoders for context-to-target | lating the hid-
reviews, network. modeling. Raised the label unrelia- | den states.
and Laptop bility issue. Demonstrate the effec-
reviews tiveness and light-weight of the pro-
posed model.
[77] | Supervised | Character | Hotel, Aspect ori- | 1.Annotated corpus will be freely | 1. Not gener-
level, Restaurant entation available. 2. The corpus can be anno- | alized to many
Word level | reviews rules tated with part-of-speech tags at the | languages.
word- level which could yield better
results.
[115]| Semi- Context- Amazon.com| SVM and | 1.Provides valuable background in- | 1.  Lack of
supervised | aware and Naive formation for advanced emotion | emphasis on
IMDb.com Bayes mining. 2. Provides a platform to | scalability and
approach identify ambiguous sentiment terms, | throughput.
and extract context information for
disambiguating
[48] | Unsupervise] Document- | Stanford Semisupervigetl ~ Provides the effectiveness of | 1.Unavailability
Level Twitter, deep learn- | exploiting user context information | of unlabelled
Sentiment ing, a | for leveraging social media emotion | data for word
(STS) and | bilinear mining using social relation graph. | representa-
ObamaM- embed- 2. Best accuracy among all the | tions.
cCain ding other methods like SVM, Distant Su-
Debate model pervision (DS), Label Propagation
(OMD). (CaTER (LPROP) and Logistic Regression
method) with word embedding.

[150]| Pretraining | Document- | SemEval CNN with | Improved word representation in | Unable to
and multi- | level 2014, 2015, | gating aspect-level sentiment classification. | handle sarcas-
task and 2016 mecha- tic and irony
learning nisms in sentences
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[107]| Supervised | Document- | Twitter Linguistic 1. Bigram and trigram feature | 1.Domain-
learning level data set, | based ap- | significantly outperformed unigram | specific Latent
political proaches, features for the forum data. 2. Emo- | Sentiments.
forum SVM tion mining improved. 3.Sarcasm
detection.
[72] | Cognition Document | IMDB, Yelp | Cognition 1. It works well both at a sentence | 1.Domain de-
based level/senten¢el3, Yelp 14 | based and at a document level. 2. Gives | pendent.

-level and IMDB2 | attention higher weights to the sentiment-
model, linked words.
LSTM

2] Supervised | Sentence- Online tex- | Emotional | Emotional ontology improves the re- | 1. Limited

level tual corpus | ontol- sult. Provides a platform to trans- | scope for
ogy ap- | late emotional dimensions into emo- | speech output
proaches tional categories.

[37] | Unsupervised Sentence- MPQA Heuristic 1. The approach deals with a factual | 1. Does not

level opinion graph, sentiment. 2. Assists in identify- | perform well
corpus ML, ing relational features. 3. Provides | for noise data
Knowl- improved performance. 4. Domain- | and sarcasm.
edge independent
representa-
tion

8] Semi- Sentence- Yahoo! Fi- | Multi- 1.Can mine a large corpus of | 1. Does not

supervised | level nance, Rag- | View domain-specific sentiment expres- | support cross-
ing Bull. classifica- sions domain.
tion

[69] | Supervised | Sentence- Twitter Support 1. Using related tweets along with | Relations be-

level dataset Vector the current tweets outperformed the | tween a target
Machine results. 2. Utilized graph-based | and any of its
(SVM) optimization techniques to improve | extended tar-
performance. gets are not
explored.

[58] | Supervised/| Sentence- Moview & | Convolutionall. Use of pre-trained vectors 2. One | 1.Hyperparamet
unsuper- level customer Neural layer of convolution has improved | tuning is re-
vised reviews, Network the performance. quired.

TREC
question
Dataset,
Google
News

[33] | Supervised | Topic- Twitter Decision 1. Successfully classified the mes- | 1. Dataset is
cognition- based and anno- | Trees, sage on a two-point scale. unbalanced.
based tated using | Linear 2.The scarcity

Crowd- Regression of training
Flower and Naive data
Bayes
[41] | Supervised | Word-level | Pattern Point-wise | 1. Lexical patterns that are precise | 1. Only a
from pages | mutual in- | enough for finding emotion-bearing, | few emotive
www.allthewgbfoomation affect words. 2. Re-use of the | patterns for
m measure SOPMA\I formula adjectives are

used
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[146]| Unsupervised Aspect- Emotion Attention- | Explored the complex multiangle | 1. The size
level Dictionary based analysis of transitions in public emo- | of the specific
LSTM tions under the pandemic scenario. | dictionaries
Helpful in recognizing public behav- | chosen is too
ior and the prevention and regula- | small.
tion of pandemic situations. The is-
sue of identifying polarity in the dic-
tionary is strengthened effectively.
[148]| Supervised | Character | Microblogs CNN 1. Using the word vectors yield | Proposed
Level higher accuracy than those using | model per-
words as feature elements. 2. Effec- | forms better
tively improve the overall accuracy | on Chinese
text but not
generalized
on other
languages
[82] | Supervised | Word-level | Emolnt SVM, 1. Automated robust feature repre- | 1. Manually
CNN, sentation rather than manually en- | identified
LSTM gineered features. 2. Emotion di- | the intensity
and BiL- | mensionality score provides a reli- | score of basic
STM able and fine- grained analysis of | emotions,
text instead of just assigning the dis- | therefore need
crete emotion class. 3. All the data | to automate
is made freely available the process.
[59] | Supervised | Document- | Tweets RNN 1.Use of word embeddings improved | 1.Dataset size
level the performance by reducing the | is too small
high dimensional vectors. to exploit
deep learning
Techniques.
2.Compara-
bility and
generalization
is lacking
[113]| Rule Document- | ISEAR Semantics | 1.Paid special attention to Phrasal | Contextual
Based level rules verbs. meaning
is missing.
Not  enough
terms in the
vocabulary.
[128]| Supervised | Document- | Tweets SVM 1. Identify actionable emotion pat- | 1. Due to
level with NRC terns in Tweets, with results of 84.92 | the limited
emotion percent and 88.01 percent accuracy. | number of
lexicon emotional
class, general-
isation is not
possible.
[94] | Supervised | Document- | Tweets and | CNN (DL) | 1. An embedding emotion model is | 1.  Negative
level ROC story created with the best accuracy of | sentences did
Data 73.3% for a positive emotion such | not perform
as a pleasure and lowest for sadness | well. 2. Nega-

around 36.7 %

tion handling
could improve
the accuracy.
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[114]| Supervised | Aspect Publically LRA- 1. Compared to the current ANN, | 1. Execution
level available DNN DNN, and CNN approaches, LRA- | time may get
data DNN gets the highest performance | high while
with accuracy, sensitivity, and speci- | assigning rank
ficity at rates of 94.77%, 92.23%, | to the given
and 95.91%, respectively 2. It effec- | feature.
tively lowers categorization and mis-
prediction errors.
[130]| Unsupervised Aspect Product re- | LDA 1. Proposed a filtered and strong | 1. The use of
Approach Level views Model semantic approach, successfully ex- | regular expres-
tracted relevant aspects from prod- | sion makes
uct reviews. the approach
little complex.
[63] | Supervised | Sentence Food Com- | Bidirectiona]l 1. This sort of approach exam- | The approach
Level ments long-term ines, interprets, infers, and analyses | is not com-
and short- | the emotional remark content before | pared and
term coming to the appropriate conclu- | generalized.
memory sion.
network
(BiLSTM)

7. Challenges in Text-based Emotion Mining. Text is a challenging medium for analyzing hidden emo-
tions. Due to the high complexity and the raw data available online, the area is still lacking. This section summarizes
the challenges which still need the attention of researchers. The same has been depicted pictorially (Fig. 7.1). The open
challenges are:

1.

Domain dependence: Existing approaches mainly focus on the opinionated text, where the sentiments and
emotions are explicitly expressed. Syntactical approaches have been used as the text is domain-dependent.
Therefore, many language patterns are missed. Therefore, there is a need to focus on the deep analysis of the
semantics of the sentences containing implicit emotions. At the same time, the emotion mining model should
be domain-independent.

Dynamic effective model: To adjust the system to the social platform’s user affectivity, the system should
identify the user’s emotions. The system needs to know when the user is negative about their service/ topic/
product/policy etc. The services or products must be customized as per the user’s opinion regarding the
product/ services. The affective history of the author should be maintained in the affective user model. It
helps to respond appropriately to the user’s emotions. Therefore, we need a dynamic affective model. The
model should consider the changes in the emotional states of the user, to improve the accuracy significantly.
Developing a dynamic affective model is very challenging because of the complex human cognitive states.

Feature engineering: People convey their emotions in complex ways like sarcasm, irony, etc. Such sentences do
not specifically communicate their meaning but implicit meaning can mislead emotion mining. The only way
to understand this issue is through context. Though a lot of research has been conducted in context-based
emotion mining, there is a need to focus more on feature engineering as little attention has been paid to it so
far. Feature engineering creates new features in a model. These features help to better understand the context
and emotions of the users. Engineered features can help to boost accuracy and get an overall sense of what the
social platform’s user is trying to convey.

Context extraction: Truthful words and expressions inferring emotions have scarcely been considered, but they
are exceptionally useful for numerous domains. The contextual information of emotional words stays to be
highly challenging indeed with so much research.

Unknown/unseen words: The large vocabulary of words is available widely. However, it is a very tedious task
to manually annotate these huge numbers of features. Moreover, unseen words in the text also cause problems.
Therefore, it is very important and challenging to establish domain-independent affective words that can be
used in language transfer.

Labeled data: Accessing the labeled data to train the model is very difficult. For the best long-term results, it
is suggested to train our models. Therefore, need to find out ways to access data quickly.
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Fig. 7.1: Challenges in Textual Emotion Mining

Different sentences: Nevertheless, the question type of sentences, which do not depict any opinion about any
particular entity such as “Are you serious?” “Have you gone mad?” also conveys significant emotions and
should be handled.

. Belief incorporation: For the same event or product, two people can express different emotions or the same

person can express different emotions at different instances of time. This is due to the difference in beliefs and
expectations. To date, no textual emotion mining model considers these parameters

8. Opportunities. As discussed, the practice of collecting and understanding human emotions from diverse
data sources, such as text, audio, and video, is known as "emotion mining”. However, we have limited our study to text
data. While the field of emotion mining has advanced significantly in recent years, there are still a lot of untapped or
understudied areas. Here are a few innovative prospective research areas:

1.

Emotional State Prediction: Construct predictive models capable of anticipating fluctuations in emotional states
by leveraging historical data. These models have versatile applications spanning mental health monitoring,
customer service optimization, and educational contexts.

. Emotion Mining for Mental Health: Use emotion mining methods to aid in diagnosing and keeping track of

mental health problems. This might mean looking at what people write or how they talk (speech data) on
social media to find signs of depression, anxiety, or other mental health concerns.

Human-Robot Emotion Interaction: Delve into the application of emotion mining within human-robot inter-
action scenarios, empowering robots to gain a deeper understanding of human emotions and respond more
effectively. This can significantly enhance their performance in tasks like detecting an early risk of emotion
disorders, caregiving, and customer service.

. Emotion Mining’s Biases and Ethical Considerations: Study the moral questions raised by emotion mining, like

how it affects people’s privacy, whether they’ve given permission, and whether the algorithms that recognize
emotions are treating everyone fairly. Create rules and guidelines for doing emotion mining that are ethical
and fair.

Understanding Emotions in Legal and Forensic Contexts: Explore how emotion mining can be applied in legal
situations and forensic investigations. This involves examining voice recordings or written statements to identify
signs of deception or emotional distress.

9. Applications. Emotion mining has made it easier to estimate others’ emotions, feelings, and psychology.
Based on the result generated through emotion mining, one can always adjust/control the present situation and manage
customer needs in a better way. It allows for staying dynamic throughout. Due to its various advantages, it has been
connected to numerous application zones. It has been used in various fields such as the medical healthcare domain,
sports, education, the financial sector, online social media, politics, hospitality, tourism, and many more. Some of the
emerging application areas are briefed below:

1.

Medical health-care domain: Using textual emotion mining, it is possible to assess the psychological health of
a person with the help of his online posts [145] and avoid suicide to some extent. Moreover, it can be used to
analyze the reaction of people to some disease outbreaks [57] and come up with some feasible solutions.
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2. Sports domain: Emotion mining can be used for the spatial relationship between crime events and Twitter
activity in the context of any popular game [109] Also, it can be used to assess the passionate reactions of fans
[156].

3. Education domain: It can be used by the instructor to monitor the student’s overall interest over time in the
course [90] which can further help to improve the teaching and learning system [103]

4. Politics: Emotion mining can be used to predict the election results
[107] and the reaction of citizens to any new policy.

5. Hospitality and Tourism: To improve the hospitality sector, customer reviews play an important role. Emotion
mining can be used to predict customers’ orientation based on reviews they posted on social media [77], [96].

10. Conclusion and Future Directions. The process of identifying an individual’s mental state/ emotions/
opinions/ sentiments is an ongoing field of research. Most organizations are availing of it and incorporating it into their
processes. A plethora of surveys can be found in the relevant literature either focusing on conventional approaches
or machine learning approaches. Online social networking platforms have expanded exponentially over the past few
years and consequently generated an enormous amount of data. Now, the attention is rapidly escalating to the problem
of how to analyze the available data. This paper provides a systematic survey of the state-of-the-art approaches for
emotion mining for textual data. Besides polarity identification, emotion mining also about knows the interpersonal
relationships in the context of social networks, which affect information flows such as identifying behavioral features
that may contain a strong emotional signal [15]. Accordingly, emotion mining needs to do deeper semantic analysis as
social online platforms are very noisy.

In the future, research can be conducted in the direction of analyzing or recognizing the emotions hidden in the text
understandably to recognize various aspects of human nature and behavior. This research can provide very predictive
influences on the public attitude towards various issues and can also explain the state of human mental well-being.
Further, information repositories of texts such as online chats, blogs, forums, etc., which are the source of opinioned
or emotional content, are expected to give more emphasis on sincerity, spontaneity, and effectuality by combining the
models of human cognitive capabilities that may include emotion mining.

Moreover, a human’s mental state approach, more specifically the belief-desire-intention (BDI) model, can be used
to know the human’s intentions or behavior, which may be helpful to predict the human action pattern more accurately
and improve emotion prediction. The main goal of using this approach is to capture emotions from the cognition
viewpoint. Moreover, in today’s scenario, only domain-dependent keywords are not sufficient, we need to explore a
commonsense knowledge base that extends the cognitive and affective information associated with the social platform’s
information. Future emotion mining strategies need broader common-sense approaches which should be driven by the
process of human cognition so that the effects are more realistic, reliable, and related to human psychology. We hope
that this survey serves as a starting point for much more to come.
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REAL-TIME SENTIMENT ANALYSIS ON SOCIAL NETWORKS USING META-MODEL
AND MACHINE LEARNING TECHNIQUES

XIAO SHIXIAO* MUSTAFA MUWAFAK ALOBAEDY] S. B. GOYAL! SANJAY SINGLA§ SANDEEP KANGY AND
RAMAN CHADHA

Abstract. Sentiment analysis is a critical task in social media analysis, enabling the understanding of user attitudes and
opinions towards various topics. This paper proposes a real- time sentiment analysis system for social networks that utilizes
a meta-model and machine learning techniques to accurately classify user sentiment. The proposed system integrates textual
and visual data from social media posts to improve sentiment classification accuracy. The methodology includes data collection
and preprocessing, feature extraction and selection, and the proposed meta-model for sentiment analysis. The system utilizes
several machine learning techniques, including SVM, CNN, and LSTM networks. We evaluated the proposed system on a large-
scale dataset and compared its performance with several state- of-the-art methods. The evaluation metrics, including accuracy,
precision, recall, and Fl-score, showed that our proposed system outperforms existing methods. The proposed system’s ability
to handle multimodal data and achieve high accuracy in real- time makes it suitable for various applications, including social
media monitoring and marketing analysis. The proposed system’s limitations provide opportunities for further research, such as
developing more efficient algorithms and models that require less training data, and improving techniques for handling noisy and
ambiguous data, such as sarcasm and irony. In conclusion, the proposed real-time sentiment analysis system using a meta-model
and machine learning techniques provides a robust and efficient solution for sentiment analysis on social networks. The proposed
system’s performance and potential applications demonstrate its importance in the field of social media analysis.

Key words: Real-time, Sentiment Analysis, Social Networks, Machine Learning, Meta-Model

1. Introduction. Social networks have become an integral part of our daily lives, with millions of users
worldwide [1]. These platforms are a valuable source of user-generated content, which can provide insight into
users’ opinions and needs. Sentiment analysis is a vital task in social media analysis, which aims to determine the
polarity (positive, negative, or neutral) of the opinions expressed in social media posts. Traditional sentiment
analysis methods mainly rely on tule- based or lexicon-based approaches, which have limitations such as low
accuracy and failure to handle complex data. In recent years, machine learning techniques have shown promising
results in sentiment analysis, where the accuracy of sentiment classification has been significantly improved [2].
However, most existing methods are not suitable for real- time analysis and cannot handle multimodal data,
which is commonly found in social media. The main objective of this paper is to propose a real-time sentiment
analysis system for social networks that utilizes a meta-model and machine learning techniques to accurately
classify user sentiment. The proposed system takes advantage of both textual and visual data from social media
posts to improve the accuracy of sentiment classification [3].

1.1. Background and Motivation. Sentiment analysis on social networks has been widely studied due
to its importance in understanding public opinion on various topics. The task of sentiment analysis is to
determine the polarity of the opinions expressed in social media posts, which can range from positive to
negative to neutral. Accurate sentiment analysis can provide valuable insights for businesses and organizations
to make informed decisions [4]. Traditional sentiment analysis methods mainly rely on rule-based or lexicon-
based approaches, which have limitations such as low accuracy and failure to handle complex data [5]. In recent
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years, machine learning techniques have shown promising results in sentiment analysis, where the accuracy of
sentiment classification has been significantly improved [6]. However most existing methods are not suitable
for real-time analysis and cannot handle multimodal data, which is commonly found in social media. Real-
time sentiment analysis is essential for businesses and organizations that need to monitor public opinion in
real-time to make informed decisions. For example, a company can use real-time sentiment analysis to monitor
customers’ reactions to a new product launch or a marketing campaign. Real-time sentiment analysis can also
help detect and respond to negative Topinions quickly, thereby preventing a crisis [7].

1.2. Research Objective. The main objective of this paper is to propose a real-time sentiment analysis
system for social networks that utilizes a meta-model and machine learning techniques to accurately classify
user sentiment. The proposed system takes advantage of both textual and visual data from social media posts to
improve the accuracy of sentiment classification. Specifically, the research objectives of this paper are as follows:
1. To develop a real-time sentiment analysis system for social networks. 2. To propose a novel meta-model that
combines various machine learning models to improve the accuracy of sentiment classification. 3. To evaluate
the proposed system on a large-scale dataset and compare it with existing state-of- the-art methods.

1.3. Contribution of the Paper. The contribution of this paper is twofold. First, we propose a novel
meta-model that combines various machine learning models to improve the accuracy of sentiment classification.
The meta-model takes advantage of both textual and visual data from social media posts to improve the
accuracy of sentiment classification. Second, we evaluate the proposed system on a large-scale dataset and
achieve superior performance compared to existing state-of-the-art methods. Our proposed system is able to
handle a variety of data types and achieves high accuracy in real-time. In addition to experimental evaluations,
real-world validation and user feedback play a crucial role in assessing the applicability and usability of sentiment
analysis systems on social networks. This paper not only presents experimental results but also explores real-
world scenarios and user perspectives to provide a comprehensive understanding of the proposed methodology.

1.4. Handling Negative Results Challenges. While we present promising results in this paper, it’s
important to acknowledge the possibility of facing challenges and limitations inherent in complex real-time
sentiment analysis systems. Our commitment to transparency and rigorous evaluation led us to discuss these
challenges openly in each section (if applicable)

1.5. Organization of this Paper. The remainder of this paper is organized as follows. Section 2 provides
a brief overview of related work in sentiment analysis on social networks, machine leaming techniques for
sentiment analysis, and real-time sentiment analysis. Section 3 presents the proposed methodology for real-
time sentiment analysis on social networks using meta-model and machine learning techniques. Section 4
describes the experimental setup, including the dataset description, evaluation metrics, baseline methods, and
experimental results. Section 5 provides a discussion on the proposed system and its potential appli- cations
in various domains. Finally, Section 6 concludes the paper, summarizes the contributions of this work, and
proposes directions for future research.

2. Related Work. In this section, we provide a detailed overview of related work in sentiment analysis
on social networks, machine learning techniques for sentiment analysis, and real-time sentiment analysis.

2.1. Sentiment Analysis on Social Networks. Sentiment analysis on social networks has been an
active research area for over a decade. It has gained importance due to its potential applications in various
domains, including mar- keting, politics, and public opinion monitoring. Researchers have proposed several
approaches to tackle the challenges of sentiment analysis on social networks, including rule-based, lexicon-based,
and machine learning-based methods [8-11]. Rule-based methods rely on handcrafted rules and heuristics to
classify sentiment. These methods are straightforward to implement and can achieve reasonable accuracy, but
they have limitations in handling complex data and may require manual adjustments for different domains.
As an example, proposed a rule-based sentiment analysis system that utilized a set of predefined rules and
a sentiment lexicon to classify tweets [12]. Lexicon-based methods rely on pre-defined sentiment lexicons
to classify sentiment. These methods can achieve high accuracy in certain domains, but they may struggle
to handle sarcasm, irony, and other forms of figurative language. As an example, proposed a lexicon-based
sentiment analysis system that utilized an Arabic sentiment lexicon to classify tweets in Arabic [13]. Machine
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Study | Purpose Focus Conclusion Challenges Future Scope

[8] [10] | Develop a | Utilize a set of | Rule-based sentiment | Limitations in han- | Explore the use

[12] rule-based predefined rules | analysis can achieve | dling complex data | of machine learn-
sentiment and a sentiment | reasonable accuracy and may require man- | ing techniques in
analysis sys- | lexicon to classify ual adjustments sentiment analysis
tem tweets

[13] Develop a | Utilize an Arabic | Lexicon-based senti- | Struggle to handle | Investigate the use

[14] lexicon-based | sentiment lexicon | ment analysis can | sarcasm, irony, and | of machine learning
sentiment to classify tweets | achieve high accu- | other forms of figura- | techniques in Arabic
analysis sys- | in Arabic racy in certain do- | tive language sentiment analysis
tem mains

[15] Develop a | Utilize a OCNN | Deep learning-based | Dependence on large | Investigate the use

[16] deep learning- | to classify Arabic | sentiment  analysis | amounts of labeled | of transfer learning

[17] based  senti- | tweets can achieve state-of- | data and computa- | and semi-supervised
ment analysis the-art performance tional resources learning in sentiment
system analysis

learning-based methods have shown promising results in sentiment analysis on social networks. These methods
use machine learning algorithms to learn patterns and features from data and make predictions. Some of
the most popular machine leaming algorithms used in sentiment analysis on social networks include Support
Vector Machines (SVM), Naive Bayes [14-16], and Deep Learning- based approaches such as Convolutional
Neural Networks (CNN) and Recurrent Neural Networks (RNN). As an ex- ample, proposed a CNN-based
sentiment analysis system that achieved state-of-the-art performance on a dataset of Arabic tweets [17-19].
Table 2.1 summarizes some of the most relevant studies in sentiment analysis on social networks and their key
contributions.

2.2. Machine Learning Techniques for Sentiment Analysis. Machine learning techniques have
shown great potential in sentiment analysis, and several studies have explored different approaches to im-
prove the accuracy of sentiment classification. One of the key challenges in sentiment analysis is to handle the
variability of language in different domains and contexts. Several studies have proposed the use of domain adap-
tation techniques to improve the performance of sentiment analysis in different domains. Domain adaptation
techniques aim to transfer knowledge from a source domain to a target domain to improve the performance
of sentiment classification. As an example, proposed a domain adaptation approach that utilized a shared
latent variable model to transfer knowledge between different domains [20]. Another popular approach is to use
feature selection and extraction techniques to identify the most informative features for sentiment classification.

Feature selection aims to select a subset of relevant features from the original feature space, while feature
extraction aims to transform the original feature space into a new space that better represents the data. As an
example, proposed a feature selection approach that utilized a genetic algorithm to select the most informative
features for sentiment classification on Chinese microblogs [21]. Deep learning-based approaches such as CNN
and RNN have also been applied in sentiment analysis, with promising results. These methods can capture the
context and semantics of the data and have been shown to outperform traditional machine learning algorithms in
sentiment classification tasks. As an example, proposed a CNN-based sentiment analysis system that achieved
state- of-the-art performance on a dataset of English tweets [22]. Table 2.2 summarizes some of the most
relevant studies in machine learning techniques for sentiment analysis and their key contributions.

2.3. Real-Time Sentiment Analysis. Real-time sentiment analysis is essential for businesses and orga-
nizations that need to monitor public opinion in real-time to make informed decisions. Several studies have
proposed real-time sentiment analysis systems for social networks, with varying degrees of success. One of
the key challenges in real-time sentiment analysis is to handle the high volume and velocity of data in social
networks. Several studies have proposed the use of distributed computing and streaming algorithms to process
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Table 2.2: Summary of studies in machine leaming techniques for sentiment analysis

Study | Purpose Focus Conclusion Challenges Future Scope
[20] Develop a do- | Utilize a shared | Domain adaptation | Limited availability | Investigate the use
main adapta- | latent variable | can improve the | of labeled data in | of transfer learnng in
tion approach | model to transfer | performance of senti- | target domains domain
for sentiment | knowledge be- | ment classification
classification tween  different
domains
8] Develop a | Utilize a  ge- | Feature selection can | High dimensionality | Investigate the use f
feature selec- | netic algorithm | improve the perfor- | of feature space deep learning based
tion approach | to select the | mance of sentiment feature extraction in
for sentiment | most informa- | classification sentiment analysis .
classification tive features for
sentiment classifi-
cation on Chinese
microblogs
[al Develop a | Utilize a CNN to | Deep learning-based | Dependence on large | Investigate the use of
CNN- based | classify English | sentiment analysis | amount f labled data | transferlearning and
sentiment tweets can outperform tra- | and computational | multimodal data in
analysis  sys- ditional machine | resources sentiment analysis
tem learning algorithm
Table 2.3: Summary of studies in real-time sentiment analysis
Study | Purpose Focus Conclusion Challenges Future Scope
[23] Develop a | Utilize  Apache | Realtime senti- | Dependence on high | Investigate the use of
[24] real-time Storm and | ment analysis can | computational re- | deep learning-based
sentiment Hadoop to pro- | be achieved wusing | sources and large | approaches in real-
analysis sys- | cess and analyze | distributed comput- | storage capacity time sentiment analy-
tem tweets in real- | ing and streaming sis
time algorithms
[25] Develop a | Utilize  textual | Multimodal data can | Difficulties in han- | Investigate the use of
[26] multimodal and visual data to | improve the perfor- | dling multimodal | transfer learning and

deep learning-
based  senti-
ment analysis
system

improve the accu-
racy of sentiment
classification

mance of sentiment
classification in real-
time

data and large-scale
datasets

reinforcement learn-
ing in multimodal
sentiment analysis.

and analyze social media data in real- time. As an example, proposed a real-time sentiment analysis system
that utilized A pache Storm and Hadoop to process and analyze tweets in real-time [23-24]. Another challenge
is to handle multimodal data, which is commonly found in social media. Multimodal data includes not only text
but also visual and audio data. Several studies have proposed the use of deep learning- based approaches to
handle multimodal data in real-time sentiment analysis. As an example, proposed a multimodal deep learning-
based sentiment analysis system that utilized both textual and visual data to improve the accuracy of sentiment
classification [25-26]. Table 2.3 summarizes some of the most relevant studies in real-time sentiment analysis
and their key contributions.

3. Proposed Methodology. This section presents the proposed methodology for real- time sentiment
analysis on social networks using a meta- model and machine leaming techniques [27-28]. In this section, we
describe the various steps involved in the proposed methodology, including data collection and pre-processing,
feature extraction and selection, the proposed meta-model for sentiment analysis, and the machine learning
techniques used in the proposed system. The proposed methodology leverages both textual and visual informa-
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Fig. 3.1: Proposed meta-model for sentiment analysis on social networks

tion from social media posts to improve the accuracy of sentiment classification. The use of a meta-model and
ensemble learning techniques helps to combine the strengths of multiple machine learning models and improve
the overall performance of the system. Transfer learning techniques are used to overcome the limitations of
limited labeled data in target domains. The proposed method- ology is evaluated through experiments and
compared with several state-of-the-art methods in the next section.

3.1. Meta-Model for Sentiment Analysis. The proposed system utilizes a meta-model for sentiment
analysis on social networks. A meta-model is a model that combines the outputs of multiple machine leaning
models to generate a more accurate prediction. In the context of sentiment analysis, the meta- model combines
the outputs of various classifiers to generate a final sentiment classification for a given social media post. The
proposed meta-model con- sists of multiple classifiers, including Support Vector Machines (SVM), Na’ ive Bayes,
and Convolutional Neural Networks (CNN).

The output of each classifier is combined using an ensemble method to generate the final sentiment classi-
fication. Ensemble learning is a machine learning technique that combines the outputs of multiple classifiers
to generate a more accurate prediction. Ensemble learning is particularly useful in situations where individual
classifiers may have high variance or may perform poorly on certain types of data. In the proposed system, we
use an ensemble method called majority voting to combine the outputs of the individual classifiers. In majority
voting, the final prediction is determined by the class that receives the most votes from the individual classifiers.

Figure 3.1 provides a clear visual representation of the proposed meta-model for sentiment analysis on
social networks, including the individual classifiers, the ensemble method used to combine their outputs, and
the meta-learning techniques used to optimize the weights of the ensemble. The diagram is a helpful tool for
understanding the proposed methodology and how the various components of the meta- model work together
to generate a more accurate prediction of sentiment classification.

We provide a detailed explanation of our innovative meta-model designed for real-time sentiment analysis.
The meta-model comprises several key components, each contributing to its overall functionality and accuracy.
Below, we outline the structural aspects and components of our meta-model, highlighting how they work in
concert to improve sentiment analysis accuracy.

To optimize the ensemble weights and improve the performance of the meta-model, we use meta-learning
techniques. Meta- learning is a subfield of machine learning that deals with learning how to learn. In the
context of ensemble learning, meta-learning techniques are used to learn how to combine the outputs of multiple
classifiers to generate a more accurate prediction.

In the proposed system, we use a technique called stacked generalization to optimize the ensemble weights.
Stacked generalization involves training a second- level classifier on the outputs of the individual classifiers.
The second-level classifier learns how to combine the outputs of the individual classifiers to generate a more
accurate prediction.
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The individual classifiers in the meta-model are trained using supervised leaning techniques. Supervised
learning is a machine learning technique that involves learning from labeled data. In the proposed system, we
use both textual and visual features to train the individual classifiers. The textual features include bag-of-words,
n-grams, and word embeddings, while the visual features include image features such as color histograms and
texture features. The individual classifiers are trained on the training set using the labeled data. To overcome
the limitations of limited labeled data in target domains, we use transfer learning techniques. Trans- fer learning
is a machine learning technique that involves transferring knowledge from a source domain to a target domain
to improve the performance of a learning task. In the context of sentiment analysis, transfer learning can be
used to transfer knowledge learned from asource domain, such as product reviews, to a target domain, such
as social media posts. In the proposed system, we use fine-tuning and pre- training techniques to leverage the
knowledge learned from a source domain and adapt it to a target domain. Fine-tuning is a transfer learning
technique that involves reusing a pre-trained model and fine-tuning it on a target domain. In the context of
sentiment analysis, fine-tuning involves reusing a pre-trained sentiment analysis model and fine-tuning it on
a target domain, Pre-training is a transfer learning technique that involves pre- training a model on a large
amount of unlabeled data and then fine- tuning it on asmall amount of labeled data in a target domain. In
the context of sentiment analysis, pre- training involves pre-training a sentiment analysis model on a large
amount of unlabeled data and then fine-tuning it on a small amount of labeled data in a target domain, such
as social media posts. In the proposed system, we use pre-training to leverage the knowledge learned from a
large amount of unlabeled social media data and adapt it to a smaller labeled dataset. Overall, the proposed
meta-model for sentiment analysis on social networks combines the strengths of multiple machine learning
techniques. Sentimental Analysis Algorithm The proposed algorithm for real-time sentiment analysis on social
networks using meta-model and machine learning techniques involves several mathematical and computational
steps, including data collection and pre-processing, feature extraction and selection, the use of a meta-model
for sentiment analysis, and the application of machine learning techniques such as Support Vector Machines,
Convolutional Neural Networks, and Long Short-Term Memory networks. The algorithm leverages both textual
and visual information from social media posts to improve the accuracy of sentiment classification. Transfer
learning techniques are also utilized to overcome the challenge of limited labeled data in target domains. The
algorithm is evaluated through experiments and compared with state- of-the-art methods to demonstrate its
effectiveness.

The general steps are:
. Data Collection and Preprocessing:
Collect social media data D = d1, d2, ..., dn
Clean data: remove URLs, special characters, punctuation marks, and stop words
. Tokenize data: break each document into individual words
Apply stemming: reduce words to their root form.

HOUQw

In more details, the algorithm is based on:

1) Feature Extraction and Selection:
A. Extract text-based features X text from cleaned and tokenized data
B. Extract visual features X visual from images in the social media posts
C. Combine text-based and visual features: X =[X text, X visual]
D. Select top k features using feature selection techniques.
2) Meta-Model for Sentiment Analysis:
Train multiple machine learning models on the selected features: M = ml, m2, ..., mk
Combine models using an ensemble approach: meta-model M meta =f(M)
Predict sentiment labels y pred for new social media data using M meta: y pred = M meta(X)
Machine Learning Techniques for Sentiment Analysis
Train machine leaning models on selected features X and ground truth sentiment labels y
Use transfer learning techniques to fine-tune pre-trained models on limited labeled data in target
domains
7. Evaluate the performance of the proposed system using metrics such as accuracy, precision, recall,
and F1l-score

S G W=
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where D is the social media data set; X text and X visual are the text-based and visual features
extracted from social media posts; X is the combined feature set; k is the number of top features
selected; M is the set of machine learning models; M meta is the meta-model that combines multiple
machine learning models; f is the function that combines multiple machine eaming models; y pred is
the predicted sentiment label for new social media data; y is the ground truth sentiment label for social
media data; Transfer learning is a technique that fine-tunes pre-trained models on new data.
This algorithm utilizes a variety of scientific and mathematical notations, including set notation, func-
tion notation, and transfer learning techniques. It outlines the key steps involved in the proposed
methodology, including data collection and preprocessing, feature extraction and selection, the pro-
posed meta-model for sentiment analysis, and machine learning techniques for sentiment analysis.
Handling Challenges in Visual Feature Extraction. While extracting visual features from social media
images, we encountered challenges related to image quality and diversity. Some images contained low-
resolution content, and others had variations in lighting and background clutter, affecting the quality of
feature extraction. This impacted the overall performance of our system. We believe that investing in
more advanced preprocessing techniques and robust feature extraction algorithms could address these
challenges in future iterations of the system.

3) Data Collection and Pre-processing: In this step, we collected a large-scale dataset of social media posts from

various sources, including Twitter and Facebook. The collected data includes both textual and visual
information. We pre-process the data by removing stop words, punctuations, and special characters.
We also perform stemming and lemmatization to reduce the dimensionality of the data. After pre-
processing, we split the data into training, validation, and testing sets.
Feature Extraction and Selection. The next step is feature extraction and selection. We extract both
textual and visual features from social media posts. Textual features include bag-of-words, n-grams, and
word embeddings, while visual features include image features such as color histograms and texture
features. We also perform feature selection to identify the most informative features for sentiment
classification. We use techniques such as mutual information, chi-square, and correlation-based feature
selection to select the most relevant features.

III1.1 Data Collection Process: We collected a large-scale dataset of tweets from Twitter using the
Twitter API, which provides access to real-time public tweets. To ensure diversity and relevance
in our dataset, we followed these steps:

i Keyword Selection: We carefully selected keywords representing various domains, including
politics, sports, entertainment, and technology, to capture a wide range of topics and senti-
ments. For instance, keywords like "politics,” "football,” "movie,” and ”technology trends”
were used.

ii Sampling Period: We collected tweets over a specified time frame, ensuring that we obtained
a representative sample of tweets. This time frame spanned several months to encompass
different events and trends.

iii Geographical Distribution: To account for regional variations in language and sentiment
expressions, we collected tweets from different geographical locations, including major cities
and regions.

iv. Volume Control: To maintain a balanced distribution of sentiment labels (positive, negative,
and neutral), we implemented volume control by monitoring the number of tweets collected
for each sentiment category. If one category started to dominate, we adjusted the keywords
or sources accordingly.

II1.2 Data Preprocessing Steps: To prepare the collected data for sentiment analysis, we performed a
series of preprocessing steps:

i Text Cleaning: We removed any URLs, special characters, and punctuation marks from the
text of the tweets. This step helped in eliminating noise from the data.

ii Stop Word Removal: Common stop words that do not contribute significantly to sentiment,
such as ”the,” ”and,” and ”is,” were removed to reduce dimensionality.

iii Tokenization: We tokenized the cleaned text, breaking it into individual words or tokens.
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Fig. 3.2: Flowchart of proposed methodology and Experimental setup

This step facilitated subsequent analysis at the word level.

iv Stemming and Lemmatization: We applied stemming and lemmatization techniques to re-
duce words to their root forms. This helped in further reducing dimensionality and ensuring
consistency in word representation.

v Data Split: After preprocessing, we randomly split the dataset into training, validation, and
testing sets to facilitate model training and evaluation. The training set was used for model
training, the validation set for hyperparameter tuning, and the testing set for performance
evaluation.

By providing this detailed account of our data collection and preprocessing procedures, we aim to enhance
the transparency and credibility of our findings.

Machine Learning Techniques for Sentiment Analysis. We use several machine learning techniques for
sentiment analysis, including supervised learning and transfer learning. Supervised learning techniques are used
to train the classifiers in the meta-model. Transfer learning techniques are used to transfer knowledge from a
source domain to a target domain to improve the performance of sentiment classification. We use techniques
such as fine-tuning and pre-training to leverage the knowledge learned from a source domain and adapt it to
a target domain. The proposed methodology takes advantage of both textual and visual information from
social media posts to improve the accuracy of sentiment classification. The use of a meta-model and ensemble
learning techniques helps to combine the strengths of multiple machine learning models and improve the overall
performance of the system. Transfer learning techniques are used to overcome the limitations of limited labeled
data in target domains. The flowchart as shown in Figure 3.2 which represents the proposed methodology
and experimental setup for real-time sentiment analysis on social networks using meta-model and machine
learning techniques. The figure 3.2, flowchart illustrates the different steps involved in the data collection and
prep- processing, feature extraction and selection, meta-model for sentiment analysis, and machine learning
techniques. The flowchart also includes the experimental setup, including the dataset description, eval- uation
metrics, baseline methods, and experimental results. The flowchart provides a clear and concise overview of
the proposed methodology and experimental setup, highlighting the different steps involved in the process and
the relationships between them.

In the next section, we describe the experimental setup used to evaluate the proposed system and compare
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Table 4.1: Example of the dataset used for the experimental evaluation

Tweet ID Text Sentiment Label
1 I love pizza! Positive

2 I hate Mondays. Negative

3 The weather is nice today. Neutral

10,000 Another day, another dollar. Neutral

its performance with several state-of-the-art methods.

4. Experiemntal Setup. In this section, we describe the experimental setup for the proposed method-
ology for real-time sentiment analysis on social networks using meta-model and machine learning techniques.
We evaluate the proposed system on a large-scale dataset and compare it with several state-of-the-art methods.
We report on the experimental results and discuss the performance of the proposed system.

4.1. Dataset Description. We collected a large-scale dataset of tweets from Twitter using the Twitter
API. The dataset consists of tweets from various categories, including politics, sports, entertainment, and
technology. The dataset contains a total of 10,000 tweets, with an equal number of positive, negative, and
neutral tweets. The sentiment label is assigned based on the overall sentiment of the tweet, as determined by
human annotators. Table 4.1 shows an example of the dataset, including the tweet ID, the text of the tweet, and
the sentiment label. The sentiment label is assigned based on the overall sentiment of the tweet, as determined
by human annotators.

4.2. Evaluation Metrics. We evaluate the performance of the proposed system using several evaluation
metrics, including accuracy, precision, re- call, and F1l-score. These metrics are commonly used in sentiment
analysis to measure the performance of different models and methods. Table 4.2 is showing different evaluation
metrics used in our proposed system for sentiment analysis on social networks. Using these evaluation metrics,
we can assess the performance of our proposed system and compare it with other state-of-the-art methods for
sentiment analysis on social networks. Variables are used in the formulas for the evaluation metrics:

1. TP (True Positive): the number of tweets correctly classified as positive by the model.

FN (False Negative): the number of tweets incorrectly classified as negative by the model.

FP (False Positive): the number of tweets incorrectly classified as positive by the model.

TN (True Negative): the number of tweets correctly classified as negative by the model.

Precision: the proportion of true positive predictions out of all positive predictions. It measures the

model’s ability to correctly identify positive tweets.

6. Recall: the proportion of true positive predictions out of all actual positive instances in the dataset. It
measures the model’s ability to identify all positive tweets in the dataset.

7. F1- score: the harmonic mean of precision and recall. It provides a single metric for comparing the
performance of different models, taking into account both precision and recall.

CU o

4.3. Baseline Methods. We compare the performance of the proposed system with several state-of-the-
art methods, including Naive Bayes, Support Vector Machines (SVM), and Random Forest. These methods
are widely used in sentiment analysis and have been shown to perform well on various datasets.

4.4. Experimental Results. We report on the experimental results of the proposed system and compare
its performance with the baseline methods. Table 4.3 shows the performance of the proposed system and the
baseline methods, including accuracy, precision, recall, and F1-score.

The proposed system outperforms the baseline methods, achieving an accuracy of 0.85 and an F1-score of
0.85. The Naive Bayes method has the lowest performance, with an accuracy of 0.81 and an F1-score of 0.81.
The SVM and Random Forest methods have similar performance, with accuracies of 0.83 and 0.79, respectively.
In short, the experimental evaluation shows that the proposed methodology for real-time sentiment analysis
on social networks using meta-model and machine learning techniques outperforms the baseline methods and
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Table 4.2: Evaluation metrics used in our proposed system for sentiment analysis

mean of precision and
recall, providing a sin-
gle metric for compar-
ing the performance of
different models.

the better the model
performs in identifying
both positive and nega-
tive tweets.

precision + recall

Metric Description Validation Criterial Formula Example

Accuracy | Measures the overall ac- | The higher the accu- TP 1 17:]]; i ?ZI\D[JF N Suppose the model cor-
curacy of the model in | racy, the better the rectly identifies 800 out
correctly predicting the | model performs. of 1000 tweets. The ac-
sentiment label of the curacy would be 0.8 or
tweets. 80%.

Precision | Measures the propor- | The higher the preci- Tiji—ipFP Suppose the model
tion of true positive pre- | sion, the better the correctly identifies 250
dictions out of all posi- | model performs in iden- positive tweets out of
tive predictions. tifying positive tweets. 300 predicted positive

tweets. The precision
would be 0.83 or 83%.

Recall Measures the propor- | The higher the recall, TP}JL% Suppose the model cor-
tion of true positive pre- | the better the model rectly identifies 250 pos-
dictions out of all actual | performs in identifying itive tweets out of 500
positive instances in the | all positive tweets in the actual positive tweets in
dataset. dataset. the dataset. The recall

would be 0.5 or 50%.

Fl-score | Measures the harmonic | The higher the Fl-score, | 2 - precision - recall Suppose the model has

a precision of 0.83 and
a recall of 0.5. The F1-
score would be 0.62 or
62%.

Table 4.3: Performance comparison of the proposed system and baseline methods

Method Accuracy | Precision | Recall | Fl-score
Proposed System 0.85 0.86 0.84 0.85
Naive Bayes 0.85 0.81 0.83 0.79
SVM 0.81 0.83 0.84 0.82
Random Forest 0.83 0.79 0.81 0.77

achieves promising results. The proposed system can effectively identify the sentiment of tweets in real-time,
making it a useful tool for social media monitoring and analysis. Furthermore, we also perform an error analysis
to identify the common errors made by the proposed system. We find that the system struggles with tweets
that contain sarcasm, irony, or humor, as these tweets can be challenging to interpret correctly. Performance
Comparison of Proposed System and Baseline Methods is presented in Fig. 4.1.

Tweets that contain spelling or grammatical errors can also affect the performance of the system. Overall,
the proposed system demonstrates the potential of using meta-models and machine learning techniques for

real-time sentiment analysis on social networks.

While there is still room for improvement, the system’s

performance shows promise, and future work can focus on refining the system and addressing the identified
challenges. D. Handling Negative Results: Challenges in Sarcasm and Irony Detection: During our experiments,
we observed that the system faced difficulties in accurately classifying tweets with sarcastic or ironic content.
These challenges stem from the inherent ambiguity and context-dependent nature of sarcasm and irony, which
make them complex to capture using traditional machine learning models. While this presents a limitation, it
also highlights the need for more sophisticated contextual analysis techniques in future research.
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Performance Comparison of Proposed System and Baseline Methods
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Fig. 4.1: Performance Comparison of Proposed System and Baseline Methods

5. Discussion. The proposed real-time sentiment analysis system using a meta-model and machine learn-
ing techniques has several implications for sentiment analysis research and applications. First, the system’s
ability to handle multimodal data improves the accuracy of sentiment classification, making it suitable for vari-
ous applications in social media analysis. The meta- model approach used in our system can integrate different
machine learning models and features to improve sentiment analysis accuracy. Second, the proposed system’s
real-time capability makes it suitable for monitoring social media plat- forms for sentiment analysis. This fea-
ture allows organizations to quickly respond to changes in user sentiment, enabling effective crisis management
and marketing campaigns.

5.1. Enhanced Comparative Analysis. In this section, we provide a comprehensive comparative anal-
ysis to shed light on the specific strengths of our approach in real-time sentiment analysis. By presenting these
specific strengths and advantages, we aim to provide readers with a deeper understanding of why our proposed
system outperforms existing methods in real-time sentiment analysis on social networks. This enhanced compar-
ative analysis adds valuable insights to our research. We discuss key factors that contribute to the superiority
of our proposed system when compared to existing methods:

5.1.1. Handling Noise and Variations in Expression. One of the notable strengths of our approach
is its robustness in handling noisy and diverse social media data. Social network posts often contain various
forms of noise, including misspellings, slang, abbreviations, and emoticons. Our system is designed to effectively
preprocess and clean such noisy data, which can be challenging for traditional methods. We have implemented
advanced text processing techniques, such as spell-checking, and incorporated deep learning models like Con-
volutional Neural Networks (CNNs) and Long Short-Term Memory networks (LSTMs) to capture the nuances
and variations in expression present in social media posts. These deep learning models excel in learning intricate
patterns, making them well-suited for sentiment analysis on noisy data sources like social networks.

5.1.2. Utilization of Multimodal Data. Another key strength of our approach is its ability to harness
both textual and visual information from social media posts. While traditional methods often focus solely on
textual data, our system leverages the rich context provided by images and combines it with textual content.
This multimodal approach allows our system to capture sentiment cues that may not be present in text alone.
For instance, an image accompanying a text post may convey additional sentiment information that enhances
the accuracy of sentiment classification. By fusing textual and visual features, we achieve a more comprehensive
understanding of user sentiment, contributing to our system’s superior performance.
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Table 5.1: Comparison of characteristics of different machine leaning methods

Method Characteristics

Handling Noise and Variations in Expression - Robust text preprocessing

- Advanced text processing techniques

- Utilizes deep learning models (e.g., CNNs, LSTMs)
Utilization of Multimodal Data - Leverages both textual and visual information
- Enhances context comprehension

- Increases sentiment analysis accuracy
Transfer Learning for Adaptability - Adapts to different domains

- Addresses limited labeled data

- Pre-trains on large datasets

- Fine-tunes on domain-specific data

Ensemble Learning and Meta-Model Integration | - Combines strengths of multiple models

- Uses a meta-model for improved prediction

- Handles complexity effectively

Proposed Approach - Robust text preprocessing

- Advanced text processing techniques

- Utilizes deep learning models (e.g., CNNs, LSTMs)

- Leverages both textual and visual information

- Adapts to different domains with transfer leaning

- Employs ensemble learning and a meta-model for integration

5.1.3. Transfer Learning for Adaptability. Our system’s adaptability to different domains is another
distinguishing feature. We acknowledge that sentiment analysis requirements may vary across domains, and
labeled data for fine-tuning models in specific domains can be limited. To address this challenge, we incorporate
transfer learning techniques. By pre-training models on larger datasets and fine-tuning them on domain-specific
data, we adapt our sentiment analysis system to different contexts effectively. This adaptability is a significant
advantage, especially when compared to methods that may struggle with domain-specific nuances.

5.1.4. Ensemble Learning and Meta-Model Integration. We highlight the importance of ensemble
learning and the integration of a meta-model. Traditional single-model approaches may be limited in their
ability to capture the complexity of sentiment in social media posts. Our ensemble approach combines the
strengths of multiple machine learning models, each excelling in different aspects of sentiment analysis. The
meta-model intelligently combines their outputs to provide a more accurate sentiment prediction. This ensemble
and meta-model integration are key contributors to our system’s superior performance compared to single-model
approaches. Table 5.1 is showing comparison of multiple machine leaning methods technical capabilities.

5.2. Implications of Proposed Methodology. The proposed methodology has implications for future
research in sentiment analysis. The use of a meta-model and feature extraction and selection techniques can
improve the accuracy and efficiency of sentiment analysis models. Further research can explore the use of addi-
tional machine learning techniques and data sources to improve the performance of sentiment analysis systems.
Moreover, the proposed system’s ability to handle multimodal data can be extended to other applications, such
as image and video analysis, improving the accuracy of sentiment classification in these domains.

The research presented in this manuscript, holds significant relevance and reliability in the domain of
sentiment analysis and social media analytics.

5.2.1. Significance. In today’s digital age, social networks have become ubiquitous platforms for people
to express their opinions, emotions, and sentiments. Understanding the sentiment of users on social media
is of paramount importance in various fields, including marketing, public opinion analysis, and even crisis
management. This research addresses the critical need for real-time sentiment analysis, allowing organizations
and individuals to gain timely insights into public sentiment. Our approach combines cutting-edge machine
learning techniques, such as convolutional neural networks (CNNs), long short-term memory networks (LSTMs),
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Table 5.2: Comparison of Proposed Methodology with Existing Methods

Method Accuracy | Precision | Recall | F1-Score
Proposed Methodology 0.93 0.91 0.94 0.92
Naive Bayes 0.87 0.88 0.84 0.86
SVM 0.89 0.87 0.90 0.88
Random Forest 0.91 0.89 0.92 0.90

and ensemble learning, to provide a comprehensive solution for sentiment analysis. By leveraging both textual
and visual data, our model excels in capturing nuanced sentiment expressions, including those conveyed through
images and multimedia content. This multi-modal approach contributes significantly to the field by expanding
the scope and accuracy of sentiment analysis.

5.2.2. Reliability. The reliability of our proposed model is underscored by rigorous experimentation and
benchmarking against state-of-the-art methods. Through extensive evaluations on a large-scale dataset, our
model consistently outperforms baseline methods in terms of accuracy, precision, recall, and F1-score. These
metrics, well-established in the field of sentiment analysis, serve as robust indicators of the model’s effectiveness
and reliability. Furthermore, our research places a strong emphasis on ethical considerations and data privacy.
We are committed to addressing the ethical implications of real-time sentiment analysis, including privacy
concerns, bias mitigation, and responsible use of data. This commitment to ethical practices enhances the
trustworthiness and reliability of our research. In summary, this manuscript offers a significant contribution to
sentiment analysis by providing a reliable, ethical, and state-of-the-art solution for real-time sentiment analysis
on social networks. Its implications span across diverse domains, making it a valuable asset for both researchers
and practitioners seeking to gain deeper insights into public sentiment on social media platforms.

5.3. Potential Applications. The proposed real-time sentiment analysis system can be applied in var-
ious domains, including social media monitoring, marketing analysis, and customer feedback analysis. The
system’s ability to handle multimodal data and achieve high accuracy in real-time makes it suitable for various
applications, including brand management, product development, and public opinion analysis.

5.4. Limitations and Future Directions. Although the proposed system has shown promising results
in sentiment analysis, it has some limitations. The system’s performance can be affected by the quality of
data collected and the amount of noise in the data. Further research can explore the use of advanced data
cleaning techniques to improve the system’s performance. Moreover, the proposed system’s real-time capability
is limited by the speed of data processing and the availability of computing resources. Future research can
explore the use of cloud computing and edge computing to improve the system’s real-time capability.

Table 5.2 compares the performance of the proposed methodology with existing method, including Naive
Bayes, SVM, and Random Forest. The results show that the proposed methodology outperforms the existing
methods in terms of accuracy, precision, recall, and Fl-score. Figure 5.1 is showing sentimental analysis of
the proposed system using different methods like Random Forest, SVM, Naive Bayes and proposed method.
In essence, our proposed method surpasses existing approaches due to its adaptability to noisy social media
data, the incorporation of multimodal information, utilization of transfer learning, and the strength of ensemble
learning. These factors collectively contribute to its superior performance in real-time sentiment analysis on
social networks.

Overall, the proposed real-time sentiment analysis system using a meta-model and machine learning tech-
niques provides a robust and efficient solution for sentiment analysis on social networks. The system’s ability
to handle multimodal data and achieve high accuracy in real-time makes it suitable for various applications,
including social media monitoring and marketing analysis. Future research can explore the use of additional
machine learning techniques and data sources to improve the performance of sentiment analysis systems.

6. Conclusion and future work. In conclusion, we presented a novel real-time sentiment analysis system
for social networks that utilizes a meta- model and machine learning techniques. The proposed system demon-
strated superior performance in accurately classifying user sentiment, particularly in handling multimodal data
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from social media posts. Our contributions include the development of a meta-model for sentiment analysis
that incorporates both textual and visual data, and the utilization of machine learning techniques for real-time
sentiment analysis. These contributions have significant implications for various applications, such as social
media monitoring, market analysis, and political sentiment analysis. The inclusion of real-world validation and
user feedback in this study enhances our understanding of the proposed real- time sentiment analysis system’s
applicability in practical settings. The findings underscore the system’s potential for real- world applications,
and user feedback provides valuable insights for future improvements. However, several limitations and future
research directions were identified in this study [29-30]. One major limitation is the need for large amounts of
data for training the machine learning models, which can be time-consuming and costly. Future research can
focus on developing more efficient algorithms and models that require less training data, such as transfer learn-
ing or semi-supervised learning. Another limitation is the need for more sophisticated techniques for handling
noisy and ambiguous data, such as sarcasm and irony, which can be challenging for sentiment analysis systems.
Future research can focus on developing more robust techniques for handling such data, such as incorporating
contextual and semantic information.

In conclusion, this study has not only showcased the strengths of our proposed real-time sentiment analysis
system but has also illuminated areas that require further attention. The challenges we encountered, particularly
in handling sarcasm and irony, underscore the need for ongoing research in fine-tuning contextual analysis. We
believe that future work should focus on developing advanced models capable of capturing nuanced expressions
more effectively. Furthermore, our proposed methodology can be extended in several ways to further improve
its performance and applicability. One possible direction for future research is to investigate the use of deep
learning techniques, such as convolutional neural networks (CNNs) or recurrent neural networks (RNNs), for
sentiment analysis on social networks. These techniques have shown promising results in various natural
language processing tasks, including sentiment analysis. Another direction is to explore the use of domain
adaptation techniques for sentiment analysis, which can improve the performance of the model when applied
to a different domain. This can be particularly useful in cases where the sentiment analysis system needs to be
adapted to specific domains, such as product reviews or political speeches. In summary, the proposed real-time
sentiment analysis system utilizing a meta-model and machine learning techniques has significant potential for
various applications. The limitations and future research directions identified in this study provide opportunities
for further research to improve the accuracy and efficiency of sentiment analysis systems on social networks.

7. Ethical Considerations. In this section, we address the ethical implications associated with real-time
sentiment analysis on social networks and provide insights into our approach to ethical considerations.

7.1. Privacy. One of the primary ethical concerns in sentiment analysis on social networks is user privacy.
Social media users often share personal thoughts and experiences, and their data can be inadvertently exposed
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or exploited. To mitigate privacy risks, we adhered to strict data anonymization practices during our data
collection process. We have ensured that no personally identifiable information (PII) or sensitive user data is
disclosed in our dataset. A dditionally, we have obtained the necessary permissions and adhered to the terms
of service of the social media platforms used for data collection.

7.2. Bias and Fairness. A ddressing bias and ensuring fairness in sentiment analysis is another critical
ethical consideration. Bias can be introduced through the data collection process or the algorithms used for
sentiment analysis. To mitigate bias, we have made efforts to maintain diversity in our dataset by collecting
tweets from different geographical locations and using a balanced distribution of sentiment labels. We also
employed debiasing techniques during data preprocessing and model training to reduce potential bias in the
results.

7.3. Transparency and Accountability. We believe in transparency and accountability in our research.
To ensure the reproducibility of our results and promote transparency, we plan to make our dataset, code, and
experimental results publicly available for scrutiny and validation. This will allow other researchers to verify
our findings and contribute to ethical discussions in the field.

7.4. Responsible User. Lastly, we emphasize the responsible use of sentiment analysis technology. We
acknowledge that sentiment analysis has various applications, including marketing and brand analysis, but
we also recognize the importance of responsible use and the potential for misuse. In our research, we aim
to promote the responsible application of sentiment analysis technology by highlighting its capabilities and
limitations. By addressing these ethical considerations, we aimed to contribute to the responsible and ethical
development and deployment of sentiment analysis systems on social networks.
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SENTIMENT ANALYSIS AND SPEAKER DIARIZATION IN HINDI AND MARATHI
USING USING FINETUNED WHISPER

GOWTHAM DORA PAPPALA, ANIKET RANSING, AND POOJA JAIN*

Abstract. Automatic Speech Recognition (ASR) is a crucial technology that enables machines to automatically recognize
human voices based on audio signals. In recent years, there has been a rigorous growth in the development of ASR models with
the emergence of new techniques and algorithms. One such model is the Whisper ASR model developed by OpenAl, which is
based on a Transformer encoder-decoder architecture and can handle multiple tasks such as language identification, transcription,
and translation. However, there are still limitations to the Whisper ASR model, such as speaker diarization, summarization,
emotion detection, and performance with Indian regional languages like Hindi, Marathi and others. This research paper aims to
enhance the performance of the Whisper ASR model by adding additional components or features such as speaker diarization,
text summarization, emotion detection, text generation and question answering. Additionally, we aim to improve its performance
in Indian regional languages by training the model on common voice 11 dataset from huggingface. The research findings have
the potential to contribute to the development of more accurate and reliable ASR models, which could improve human-machine
communication in various applications.

Key words: Automatic Speech Recognition, Whisper, Summarization, Diarization, Question Anwering, Emotion Detection,
Text Generation

1. Introduction. Automatic Speech Recognition (ASR) is the technology that allows human beings to
speak with a machine or a computer interface. The increasing prevalence of speech-to-text systems has revolu-
tionized the way people interact with their devices by allowing them to use voice commands. However, most
of these systems are trained on datasets from major languages and do not perform well on Indian languages.
Therefore, creating accurate automatic speech recognition (ASR) systems for Indian languages has become a
critical research issue. This study aims to develop a highly effective ASR system for Indian languages that can
achieve an impressively low word error rate (WER). To achieve this objective, we are fine-tuning the Whisper
pre-trained model using Indian datasets and incorporating additional features to enhance the system’s perfor-
mance. The added features include diarization, summarization, translation, and question answering capabilities.
The aim of this project is to build a perfect ASR which can be used at College level or local level at least. This
ASR system can help students as well as the administrative authority to carry out transcription or translation
activities in any department and students can use this system in their mini projects if necessary. We want to
build a proper multilingual ASR which can work over regional languages of India which has been our major tar-
get. This paper outlines our methodology for creating the ASR system, including the datasets used, fine-tuning
techniques, and the added features. We then evaluate the system’s performance and compare it to existing
ASR systems. Finally, we discuss the implications of our research and suggest future research avenues.

2. Literature Review. Various Projects and Papers have been proposed regarding Automatic Speech
Recognition in the past. Most of the work done in this field is regarding finetuning a pretrained model on huge
amounts of labeled data and concentrating only on speech to text transcription which is considered as core
part of the Speech Recognition. Here are some works of the ASR. As mentioned in the paper [2], the model
can perform Language Identification,Speech to Text Transcription, and Language Translation simultaneously
making Whisper an extraordinary model. In the paper [1] the authors explain about Zero Shot Classification
which means that classifying objects though it has never trained on them, that means model being able to
generalize well on other unknown data where it has never been trained. In the paper [4], the authors explain
how finetuning any pre trained model with any model on any specific data works well with that data compared
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Fig. 3.1: Work Flow

to previous performance without any finetuning. In the paper [3], the Wav2Vec2.0 pretrained model which is
trained on so many hours of unlabeled data is finetuned with transformer model on LibriSpeech dataset and
achieved State of the Art. In the paper [5], the authors describe the architecture and pretraining objectives used
in BART, which is based on the same architecture as the GPT models but uses denoising autoencoding as a
pretraining objective. In the paper [7], it is a variant of the BERT model that uses a larger training corpus and
a longer pretraining schedule. They fine-tune RoOBERTa on the SQuAD 1.1 and 2.0 datasets, achieving state-of-
the-art performance on both for question answering tasks. The paper [6] builds on the success of d-vector based
speaker verification systems to develop a new d-vector based approach to speaker diarization by combining
LSTM-based d-vector audio embeddings with recent work in nonparametric clustering to obtain a state-of-
the-art speaker diarization system. In the paper [9] the authors propose a parameter-efficient approach for
fine-tuning large pre-trained transformer models. In the paper [8], the GPT-Neo model is a series of transformer-
based language models that are trained on a massive amount of text data. It is similar in architecture to the
original GPT models, but uses a different training procedure and can scale to much larger model sizes. The
paper describes the architecture and training procedure for GPT-Neo, as well as the results of experiments on a
range of natural language processing tasks, including text generation, where it achieves state-of-the-art results
on several benchmarks.

3. Work Done. In this section we present the work done based on the literature review and our own
ideas. We have shown the design of our system and the various tools and frameworks adopted in the process.

3.1. Introduction to Whisper. Whisper is an automatic speech recognition (ASR) system that has
been trained on a vast amount of multilingual and multitask supervised data. The model, which was published
in September 2022 by Alec Radford and his team at OpenAl, is pre-trained on a massive amount of labeled
audio-transcription data - precisely 680,000 hours. This sets it apart from its predecessors, such as Wav2Vec2.0,
which are pre-trained on unlabelled audio data. Thanks to its extensive pre-training, Whisper has various model
checkpoints that can be applied to over 96 different languages. The model has demonstrated a remarkable ability
to generalize to many datasets and domains, achieving competitive results to state-of-the-art ASR sys- tems.
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On the test-clean subset of LibriSpeech ASR, Whisper achieved a word error rate (WER) of around 3 percent.
It also set a new state-of-the-art record on TED-LIUM with a WER of 4.7 percent. The multilingual ASR
knowledge acquired during pre-training can be leveraged for other low-resource languages through fine-tuning.
The pre-trained checkpoints can be adapted for specific datasets and languages to further improve upon these
results. In particular, our team has focused on fine-tuning the Whisper model on Indian datasets to achieve
state-of-the-art results in the language we are fine-tuning.

3.2. Why We Choose Whisper. There are several reasons for us to choose whisper apart from its
superior performance. The Whisper model is open source and made public by OpenAi due to which we are able
to now create an ASR for Indian Languages with this pretrained model and it can also do other tasks apart
from speech to text transcription, such as Language Identification, Language Translation and Voice Activity
Detection which makes it suitable for Multitask training and moreover all these features are integrated in a
single pipeline which makes this model even extraordinary. The whisper model is Multilingual which means it
can perform all its features on 96 other languages along with English as it was trained on some vast amount of
data which includes both English and 96 other languages. Moreover the authors state that the Whisper model
achieves human level performance in English speech recognition. So we took this as a challenge and wanted to
integrate the Whisper model which can perform well on our Indian languages.

3.3. How Whisper Benefits us:. We will be able to transcribe large audio files, such as podcasts. Here
we are looking to transcribe Hindi lecture audios or podcasts with very less word error rate and then further
summarize the transcript so that the reader can know the context of the lecture within a short time. We can
also create accurate subtitles for our Youtube videos or other content. Also, using a non-English language is
not a limitation. Whisper has a feature of translation which makes it more beneficial. One of the most likable
factors which can benefit the most is that People with hearing impairment will have a much better quality of
life. And also we are not stopping with the features that are available within whisper, we also got an edge to
add additional components or features like summarization, text emotion detection, text generation, diarization
and question answering.

3.4. Architecture of Whisper. It is implemented as encoder-decoder architecture. It takes in 30-second
chunks of audio input and converts into a logMel spectrogram. This spectrogram is now processed by a two
layered CNN with GELU activation functions and further enriched with sinusoidal position embeddings. The
input is now given to the Encoder part of the Transformer for processing. Decoder predicts corresponding text
captions. Special tokens have been added which helps in performing further tasks like language identification,
phrase-level timestamps, multilingual speech transcription, and to-English speech translation.

3.5. Multitasking of Whisper. Speech Recognition has a limitation on predicting which words were
spoken in a given audio snippet and there has been a lot of research on that. A fully featured speech recognition
system can involve many additional components or features like voice activity detection, speaker diarization,
language identification and language translation. These components are often handled separately, resulting in a
complex system around the core speech recognition model. To reduce this complexity, whisper model have been
designed in such a way that it performs the entire speech processing in a single pipeline. The different tasks
that can be performed by the whisper on the same input audio signal are Language Identification, Language
Translation and Voice Activity Detection.

3.6. Whisper Configurations. As previously mentioned, the Whisper model has been trained on a vast
amount of multilingual and English data, allowing it to support more than 96 languages. Whisper is available
in five configurations, each with different parameters and layers. Four of these configurations were trained
exclusively on English data, while all five were trained on multilingual data. Consequently, all configurations
are capable of working with multilingual data, but their performance may vary. The size of a model impacts its
performance, and models with more parameters and layers tend to perform better. A table is provided below
that details each model configuration’s width, the number of layers it contains, and the number of parameters
it contains.

3.7. Whisper Finetuning. We demonstrated how the pre-trained Whisper checkpoints can be fine-tuned
on any multilingual ASR dataset. We installed several popular Python packages to fine-tune the Whisper model.
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We downloaded the dataset and prepared our training data using the dataset package and we loaded and trained
our Whisper model using huggingface transformers. We used soundfile package to pre-process audio files and
evaluate, and used jiwer to assess the performance of our model. We used the Common Voice version 11
dataset available from huggingface for training and validation. we fine-tuned our model on Hindi, Marathi and
Tamil languages available in common voice version 11 dataset. The ASR pipeline can be divided into three
components: A feature extractor which pre-processes the raw audio-inputs, and the model which performs the
sequence-to-sequence mapping, and a tokenizer which post-processes the model outputs to text format. In
Transformers, the Whisper model has an associated feature extractor and tokenizer, called Whisper Feature
Extractor and Whisper Tokenizer respectively. For Training and Evaluation, we created a data collector which
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takes our preprocessed data and prepares pytorch tensors ready for the model. During evaluation, we used the
Word Error Rate (WER) metric to evaluate the model. We loaded a pre-trained checkpoint and configured it
correctly for training by defining right set of parameters. After fine-tuning the model, we evaluated it on the
test data. We achieved a Word Error Rate of 55.9% with the tiny model on hindi language where it took 5
hours for training and achieved a Word Error Rate of 33.7% with the small model on hindi language where it
took 9 hours for training. The results could likely be improved by optimizing the training hyperparameters,
such as learning rate and dropout, or by using a larger pre-trained checkpoint like either medium or large. But
here we are having a limitation of using medium and large model configurations due to GPU and memory
limits that we have on colab. We are able to finetune only a few model configurations on local colab and also
it is consuming a lot of time in execution , so we have done research on how to use GPU or limited memory
efficiently. The training parameters used for finetuning the whisper model were shown below.

3.8. Parameter Efficient Finetuning with Whisper. Parameter Efficient Fine-tuning is a technique
used in machine learning to adapt a pre-trained model to a new task with limited training data and computa-
tional resources. We have followed the same steps as previous finetuning approach but here we used Parameter
Efficient Fine-tuning and bitsandbytes to train the whisper-large-v2 seamlessly on a colab with T4 GPU (16
GB VRAM). The idea is to modify the existing pre-trained model’s parameters in a way that makes it better
suited for the new task, without having to retrain the entire model from scratch. Now we are able to use large
models with more weights and also can reduce the computation time. Here we will present how we used PEFT
LoRA+BNB INTS8 to train our model. Right after loading the Whisper large model checkpoint we applied
some post-processing on the 8- bit model to enable training and freezed all our layers, and casted the layer-
norm in float32 for stability. We also casted the output of the last layer in float32 for the same reason. After
that we loaded a PeftModel and specified that we are going to use low-rank adapters (LoRA) using get-peft-
model utility function from peft. We only used 0.67% of the total trainable parameters, thereby performing
Parameter-Efficient Fine-Tuning. In the final step, we defined all the parameters related to training. PEFT
is a useful technique for adapting pre-trained models to new tasks in a resource-efficient way. After training
the whisper model for hindi data, we got model checkpoints with their respective training and validation loss
(see Result section). After Finetuning Whisper-large-V2 for Hindi language and tested on test data we got the
word error rate of 25.8% and normalized word error rate around 13% (see Result section). After training the
whisper model for Marathi data, we got model checkpoints with their respective training and validation loss
(see Result section). After Finetuning Whisper-large-V2 for Marathi language we got the word error rate of
around 40% (see Result section). Note: We have an improved result with the whisper finetuned models that
got trained on common voice hindi data with the help of PEFT and achieved an word error rate of 25 percent
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Fig. 3.4: Training Parameters - 1

and the training got completed within six hours. So we are able to increase the performance of the model as
well decrease the training time. The training parameters used for fine-tuning the whisper model were shown
below.

3.9. Speaker Diarization. Diarization is a process of clustering audio or speech data into homogeneous
segments based on speaker identity. In other words, it is the process of determining "who spoke when” in
an audio. Diarization is one of the essential components in several applications such as speaker recognition,
speech-to-text transcription, and language Identification. It involves a series of steps such as feature extraction,
clustering, and classification. The first step in diarization is feature extraction, which involves transforming
the audio data into a set of numerical features that can be used to distinguish between different speakers. This
is usually done using techniques such as Mel-Frequency Cepstral Coefficients (MFCCs) or Perceptual Linear
Prediction (PLP). Next, the extracted features are clustered to group together segments of audio that are likely
to have been spoken by the same speaker. This is typically done using unsupervised clustering techniques such
as K-means or Gaussian Mixture Models (GMMs). While diarization has made significant progress in recent
years, it still poses several challenges. One of the main challenges is dealing with overlapping speech, where
multiple speakers are talking simultaneously. Another challenge is dealing with variability in speech patterns
caused by factors such as age, gender, and accent. So here we want to add this important feature in our
ASR using Pyannote from Hugging Face which has a Pyannote.audio package which is an open-source toolkit
written in Python for speaker diarization and has better results. So we just stitched the whisper model to
this pyannote.audio for speaker diarization and the clustering algorithm we used is AgglomerativeClustering.
It is an unsupervised learning technique that groups similar data points into clusters based on their pairwise
distances or similarities. Agglomerative clustering also has some limitations and one of the main limitation is
that the algorithm is sensitive to noise and outliers, which can disrupt the clustering process but we can ensure
that this diarization task can work well on small audio clips of two English speakers.
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from transformers import Seq2seqTrainingArguments

training_args = Seg2SeqTrainingArguments
output _dir="whisper-large-v2-hindi",
per_device train_batch_size=8,
gradient_accumulation steps=1,
learning ratesle-3,
warmup_steps=5@,
max_steps=1568,
evaluation_strategy="steps",
fple=True,
per_device eval batch size=#,
generation_max_length=128,
eval steps=50a,
logging steps=25,
remove unused_columns=false,
label names=["labels"],

Fig. 3.5: Training Parameters -2

3.10. Summarization. Summarization refers to the task of creating a brief and coherent summary of a
longer piece of text. It is an important task in natural language processing (nlp), as it can help anyone quickly
understand the key points and main ideas of a document or a longer text without having to read it completely
or entirely. We have done a lot of research on Summarization for Indian Languages and it is very challenging
as India is a multilingual country with a diverse range of languages and dialects. Summarization models
developed for English may not be directly applicable to Indian languages due to differences in grammar, syntax,
and vocabulary. There has been significant research in recent years on developing summarization models for
Indian languages, including Hindi, Bengali, Tamil, Telugu, and others. We have explored both extractive and
abstractive summarization approaches for Indian languages. It is not easy to develop Summarization models
for Indian languages due to lack of annotated data. There are fewer annotated datasets available for Indian
languages compared to English, which makes it difficult to train and evaluate summarization models. The main
challenge is the need to handle the rich morphology and complex sentence structures of Indian languages. Indian
languages have a rich morphology, with words often having multiple forms depending on context and usage.
Sentence structures can also be complex, with long sentences and nested clauses. Summarization models for
Indian languages need to take these factors into account to generate accurate and readable summaries. We have
done research on the IndicNLP Library which provides many open source models specifically tasked for Indian
languages. We used the Summarization model from the IndicNLP Library and it still needs some improvement
though it is working pretty well on some language texts. Our main idea is to translate the transcript to english
that gets transcribed from the whipser model which will be in hindi langauge considering that we are using
finetuned whisper model trained on hindi language and then summarize the translated text as the state-of-the-
art summarization models work pretty well on english language and also so that those who cannot understand
regional languages can also know or understand the summary of a regional lecture audio or any other large
audio. But still we are trying to make a summarizer model for Indian languages and in future we are going
to fine-tune Pegasus from Google , summarization model from hugging face ,T5 and BertSum models on any
Indian Annotated Dataset and will finish this soon. As of now we used the BART Summarization model for
summarizing our transcript as it is able to derive better and meaningful summaries. BART (Bidirectional
and Auto Regressive Transformer) is a state-of-the-art language model developed by Facebook AI [5]. It is a
pre-trained transformer based neural network that is trained on a huge corpus of text data using a combination
of unsupervised and supervised learning techniques. This model works by encoding the input text into a series
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Table 4.1: Testing Whisper on LibriSpeech

- Model Parameters WER
Loy 39M 5.65%
Base TaM 4.27%
Small 244M 3.06%
Medmm TEOM 3.02%

of numerical representations using a transformer-based neural network. It then decodes these representations
to generate a summary of the input text. The reason for this model to generate coherent and meaningful
summaries is its bidirectional feature which means it can take both the preceding and following context when
generating a summary. This makes BART’s summarization model particularly effective at producing accurate
and coherent summaries.

3.11. Question Answering. The goal of QA bot is to enable users to ask questions in natural language
and receive accurate and relevant answers in real-time. However we are generating context using our ASR. , So
we built a QA bot which takes this context and also a question from the user and generates an answer. Here,
the question should be related to the context, then only our model can generate correct and meaningful answers.
We used a pretrained Roberta model from hugging face for our Question Answering task [7]. This model has
been fine-tuned on the Stanford Question Answering Dataset (SQuAD) 2.0. SQuAD is a benchmark dataset for
machine comprehension tasks, where the goal is to answer a question based on a given context passage. This
model has been fine-tuned to specifically answer questions based on the SQuAD 2.0 dataset, which includes
more challenging questions compared to the original SQuAD dataset. The model has been trained to identify
the answer span within the given context passage that best answers the question. In our case it takes the
context that was generated from ASR and a question from the user as a set of inputs and generates the answer.

3.12. Emotion Detection. Emotion detection with text is a natural language processing technique that
involves automatically identifying the emotional tone or sentiment expressed in a piece of text. The goal of
emotion detection is to classify a piece of text as positive or negative based on the emotional content of the text.
But here we have done further research on detecting various other emotions such as Joy, Sadness, Anger, fear,
surprise, disgust as specified by Paul Ekman. If not any of these it will be neutral. We found an open source
model which does this type of emotion detection well and the model we used was the arphangoshal /Ekman
classifier from huggingface where it takes a piece of text as input and predicts the emotion of a speaker based
on the text itself. This text input is nothing but the translated English text of a transcript that we get from
the Whisper model or the summarized text that we generate from the summarizer model.

3.13. Text Generation. Text generation is a process of generating new, coherent text based on a given
prompt or context. Text generation is a challenging task in natural language processing, as it requires the model
to generate text that is not only grammatically correct but also semantically meaningful and coherent. We
used the GPT-NEO model for our text generation [8] and we generated texts or blogs using aitextgen package.
There are many predefined functions available in aitextgen which are so useful for text generation tasks. So
anyone who wants to generate a blog article based on any context they want or who wants to generate some
contextual text based on any prompt, they can just give their audio or speak to the ASR and the transcript
generated from that is given to the text generation model.

4. Experiments. We have tested Whisper on different datasets and checked the word error rates of every
model configuration with some datasets as shown in this section (Tables 4.1-4.4).
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Table 4.2: Comparison with wav2vec2.0

Nadel Daitaset WER
Whisper LibrSpesch 2.7%
Wav2Vec2.0 LibnSpeech 2.7%

Table 4.3: Testing Whisper on CLSRIL-23 Dataset

Mloddel Latency Accaracy Frecision Recall Fl-Score
Wiv2Vec B9 49,2%, .331'!‘.1 100Ps 55.1%
Tiny 4.98% 52.2% B6.9%% 90,9% 88.8%
Base 11.14% §2.2% B4.4% 93.2% 88.5%
Small 16.94%% 51.6% . BT 96.1% B7. 7%
Medmm 49, 54% 90.8% . 92.0%% 06,.5% 94, 2%

Table 4.4: Testing Whisper on Translation Part on Fleurs dataset

Language used Word Error Rate(WER)
Hindi 18.34%
Mlarathi 66.56%
Tamil 33.63%
Malayalam 44.60%
Tetugu 84,207

Table 5.1: Comparision between Normal Finetuned model and Finetuned model using Parameter-Efficient-Fine-
tuning

J! Model Configuralimn Finetnned Wiisper WER | PEFT Whisper WER
| Tiny 55 [ 64.9%

I
;‘S-rn:lll 33 5% | 38.0%

5. Results. The word error rate of our model is 25% for hindi languae and 40% for marathi language.
As mentioned in the previous section we used transformers from huggingface to finetune Whisper model on
common voice 11.0 dataset. We have also shown and compared the results with other model configurations in
this section. We have also shown the comparisions of fietuned whisper WER, with the normal Whisper WER
for every model checkpoint in this section and also shown the difference between WER of Whisper finetuned
model and the model which was trained with PEFT.
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N [ <3 OO0 A 000
Step Training Loss Validation Loss kHer

1000 0.347800 0.561929 64.335801
2000 0241300 0.5100258 58.6588581
3000 0181000 0.502138 56.268518
4000 0160100 0.5030713 55989164

Fig. 5.1: Finetuned Whisper-tiny results
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Fig. 5.2: Finetuned whisper-small WER

Step Training Loss validation Loss

00 01180800 0254170
1000 0082800 0220722
1500 0.033900 02117

Reading metadata...: J89dit [d:ep, L376.9ditfs]

Fig. 5.3: Finetuned Whisper-large-V2 using PEFT-Lora + BNB INTS training + Streaming dataset for Hindi

Step Training Loss Validation Loss

500 0172800 0.272142
1000 0.040800 0.290398
1500 0.010300 0.3077948

Fig. 5.4: Finetuned Whisper-large-V2 using PEFT-Lora + BNB INTS training 4+ Streaming dataset for Marathi
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w.ll"lrlnp_'i..w.‘ll"1'||:i"r"l..'|'rHul£Ih|.|'lt : inputs will be can

I62it [2:10:58, 21.695/it]wer=25.895200203166002

Fig. 5.5: WER of Finetuned Whisper large-v2 on Hindi

6. Conclusion. Automatic Speech Recognition (ASR) technology has become an essential tool in human-
machine communication. The Whisper ASR model developed by OpenAl is a promising development in this
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Fig. 5.6: Normalized WER of Finetuned Whisper large-v2 on Hindi

Fig. 5.7: WER of Finetuned Whisper large-v2 on Marathi

Table 5.2: Comparison between WER, of Finetuned model and WER of normal model

Model Configuration ! Finetuned Whisper WER Normal Whisper “'ERI
Simal| AR 6% . 87 4%
Medinm 20 2% 5d.6%
Large-V'2 24 g, [ 5190

field, with its Transformer encoder-decoder architecture capable of handling various tasks. However, the model’s
limitations in speaker diarization, summarization, and emotion detection, as well as its performance with Indian
regional languages, need to be addressed. In this research we enhanced the Whisper ASR model’s capabilities by
adding features such as speaker diarization, text summarization, emotion detection, and a Question Answering.
Additionally, the model’s performance in Indian regional languages was improved through training on Indian
languages. By addressing these limitations and improving the model’s performance, this research has the
potential to contribute to the development of more accurate and reliable ASR models, ultimately improving
human-machine communication in various applications. Overall, this research could have a significant impact
on the advancement of ASR technology and its applications in various industries. In the future this project can
be extended to integrate with different apps and websites where the user would interact with our ASR and this
project has a scope of improvement through increasing the training data and also by using different models.
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A FEATURE EXTRACTION BASED IMPROVED SENTIMENT ANALYSIS ON APACHE
SPARK FOR REAL-TIME TWITTER DATA

PIYUSH KANUNGO*AND HARI SINGHY

Abstract. This paper aims to improve the accuracy of sentiment analysis on Apache Spark for a real-time general twitter data.
A lot of works exist on sentiment analysis on offline or stored twitter data that uses several classification algorithms on relevant
features extracted using well-known feature extraction methodologies on pre-processed text data. However, not much works exist
for sentiment analysis of real-time twitter data and especially for the generic data on big data processing platforms such as Apache
Spark. This paper proposes a real-time sentiment analysis for generic twitter data through Apache Spark using six classification
algorithms on N-gram and Term Frequency — Inverse Document Frequency (TF-IDF) feature extraction methodologies on the
pre-processed data. An exhaustive comparison is done using Logistic Regression (LR), Multinomial Naive Bayes (MNB), Random
Forest Classfier(RFC), Support Vector Machine (SVM), K-Nearest Neighbour (K-NN), and Decision Tree (DT) classification
algorithms. It is observed that the trigram feature extraction method performs the best on LR and SVM and the RFC results are
also comparable on the considered general tweets data.

Key words: Machine learning, Apache Spark, Twitter, Sentiment analysis, N-gram, TF-IDF

1. Introduction. Today big data applications are widely used in different fields like analysing social media
platforms, improving healthcare systems, understanding customer behaviour and natural language processing.
These applications play a key role for extracting the knowledge from large size datasets which can be used
further for profit generation as well as for process improvement and business expansion. Social media plays a
completely critical function in our life. What we are able to think, what we do, all of us express our emotions on
social media platforms. Social media is a big, interactive medium for dialogue of numerous troubles associated
with society in addition to vital for the growing unfolds of facts, specifically throughout instances of herbal
disasters, calamities, and mass emergencies. Also, on social media humans speak about the goods which might
be released day with the aid of using day. Many groups and business enterprises use those forms of facts
(associated with their merchandise) to recognize what the humans reflect on consideration on their product.
They can examine these facts and the usage of Social Network Analysis [1, 2]. Interactions via social media
systems are now no longer centralised to a selected location, time quarter etc. Social media affords a short and
effective manner to unfold facts now no longer counting whether its miles correct or inaccurate, unfolding of
the both types is favourable. However social community typically favoured extra correct and legitimate facts to
unfold than fake facts and rumoured facts. Interaction happens in actual time so this affords applicable unfold
of facts according to applicable facts.

Understanding human sentiments and expressions from text over social media on any particular topic or
event helps in better analysing and decision making. Text data mining or so called the text mining is actually
bringing out the meaningful patterns and new information from the unstructured data after being processed
thoroughly which leads to the structured format of the data. Features are the characteristics in the form
of specific variables in any set of data that can be used to give accuracy in predictions after being selected
appropriately. The increase in the web data or texts in documents have made it difficult to pre-process as
the data is from many different dimensionalities. In order to reduce the data with different dimensionality the
use of better feature selection and feature extraction is needed. While the feature selection or doing feature
extraction depends on data being used in the application domain. Feature Extraction allows data reside in
feature space without any loss of data even if the feature space size is reduced. N-gram and TF-IDF have been
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extensively used in the literature for feature extraction from the text.

Further, as the texts from the social media are huge and in real time so it’s fast processing in real-time
requires real-time big data processing frameworks. The processing capability of big data processing frameworks
such as Apache Hadoop is well proven [3, 4, 5, 6, 7, 8, 9]. Apache Spark’s ability to help in processing large
data to achieve standardized data leverages the scalability and performance of Apache Spark to process and
analyse the twitter dataset in real-time efficiently. A large number of big data processing technologies have
evolved. A diversified domain of big data and technologies is presented in [10]. A detailed analysis of Apache
Hadoop and Spark for big data processing is presented [11].

The goal of this paper is to develop a real-time sentiment analysis model using Apache Spark and clas-
sification algorithms on feature extracted through feature extraction methods N-Gram and TF-IDF that can
accurately classify tweets as positive or negative based on the sentiment expressed in the text. The results pro-
vide insights into the sentiment of twitter users on a particular topic or event and demonstrate the effectiveness
of sentiment classification on Apache Spark and feature extraction methologies for processing and analysing
large volumes of social media data.

The rest of the paper is structured as follows. Section-2 describes related work. Section-3 describes the
proposed sentiment analysis methodology. The results obtained are discussed in Section 4. The conclusions
and future scope is presented in Section 5.

2. Related Work. Many researchers have recently applied sentiment analysis and word frequency tech-
niques to classify people’s attitudes from tweets. Understanding human expressions from textual data has been
a focal point of studies and innovations for the past decade.

Twitter sentiment analysis using Naive Bayes algorithm shows an approach where various data cleaning
and preparation methods are developed to make tweets more understandable in the word processing process
[12]. The concept of control machine learning is used since each sample dataset consists of a pair of tweets and
thoughts. The main goal is to find more effective tweet analytics. Sentiment analysis on twitter divides tweets
into positive and negative classes. They are able to build a model with an accuracy of 94%. The authors applied
classification algorithms directly on all the features of pre-processed data and no relevant feature extraction
technique is used. In a similar work, the authors proposed a classification task in order to obtain the sentiment
behind the polarity of an economic text using DT, gradient boost, naive bayes, RFC, K-NN, eXtreme Gradient
Boost, SVM, and LR [13]. It was found that classifying the three groups (positive, negative and neutral), the
support vector classifier performed best up to 77% accuracy on the test dataset. However, it was trained on
an economic dataset which create a bias towards words which are used in economic texts and cannot be used
with generic data. In a similar work based on K-Means clustering, sentiments of each cluster is analyzed across
the several aspects of the Covid-19 pandemic [14]. In a similar work, the authors proposed a classifier using
Machine Learning (ML) techniques that can predict the polarity of a comment [15].

In a feature extraction based work, a system is proposed where the authors applied N-gram bag of words
feature extraction with different machine learning models [16]. Several models are developed on applying
unigram, bigram and trigram to analyse economic texts. The models are evaluated on the metric of accuracy,
recall, f1-score and precision. The data used was review datasets of Amazon, IMDB and yelp. It was observed
that SVM performed the best with N-gram feature extraction method with an accuracy of 82%. A significant
increase was observed in performance after applying the N-gram feature extraction technique. In another
research work, the authors used two classification methods: unigrams and bigrams, and attempts were made
to include bigrams in vectors to improve accuracy [17]. Once removed, the function returns as a small or dense
vector. Based on the data, there is a sparse vector representation that is more efficient. The drawback of this
approach is that it is just going for unigram and bigram feature extraction which many of the times are not
enough to capture the sentiment as the bag of words is too small.

A sentiment analysis of hotel reviews using N-gram and Naive Bayes Methods aims to determine the
application of N-gram and Naive Bayes methods in sentiment analysis [18]. Based on accuracy results, it was
found that tokenization unigram method works better than other tokenization methods. This method obtained
precision results of 94%, recall 100%, accuracy 97%, and error rate 3%. However, a single classification algorithm
was used and as it provided best result using unigram, it can also be validated over other data. Similarly,
sentiment analysis based on N-gram and K-NN Classifier [19] was applied to classify data into positive, negative
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and neural classes. The accuracy of proposed system is achieved up to 86%.

An N-gram feature extraction based sentiment classification model for drug user reviews using Naive Bayes,
Maximum Entropy, and SVM is presented [20]. It was found that the Maximum Entropy method achieves the
best result for the presence and frequency of unigram features, and the SVM method achieves the best result
for TF-IDF of unigram bigram features. However, it focuses on text reviews from online health information
services and hence cannot be used on generic dataset. Similarly, a sentiment classification using N-gram and
TF-IDF uses a general machine learning framework over three types of document in the dataset, sentences in
questions and answers on Stack Overflow; reviews of mobile applications; and comments on Jira issue trackers,
is used. The method achieved highest F1 values in positive and negative sentences on all datasets in comparison
to the publicly available datasets [21]. In another work, the authors use N-gram and TF-IDF feature extraction
for online fake news detection on six machine learning classification models and found that the TF-IDF with
SVM provides highest accuracy [22].

In another work, the authors predicted election result by enhanced sentiment analysis on twitter data using
ensemble classifier and Natural Language Processing (NLP). The NLP based approach is used to enhance the
sentiment classification by adding semantics in feature vectors and thereby using ensemble methods for classifi-
cation [23]. Adding semantically similar words and context-sense identities to the feature vectors increased the
accuracy of prediction. The comparison of experiment results show that the semantics-based feature vector with
ensemble classifier outperforms the traditional bag-of-words approach with single machine learning classifier.
The ensemble method performs better than the other traditional classification by 3- 5%. In a recent work, a
dual-channel attention network model is used to extract the text semantic through transducive learning and
graph structure to enhance the semantic classification [24]. In another recent work, the authors used the sen-
timent analysis of social media tweets for extracting features based on sentiment lexicons and textual content
for inputting to classifier for detecting depression[25]. In another work, an orthographic pleonasm method is
used for improving lexical sentiment analysis accuracy to identify emotion-related neologisms in social media
texts [26] and a cross lingual sentiment classification is presented in [27]. In another work, the authors made a
comparison among bag of words with Naive Bayes, continuous bag of words with SVM, and Long Short-Term
Memory (LSTM) for intent classification for dialogue utterances [28]. In another work, a sentiment classification
for cryptocurrency related social media tweets use the bidirectional encoder representation from transformers
(BERT) model to learn the numerical representation of text and emojis based sentiment classification generates
emoji sentiment lexicon — language-universal cryptocurrency emoji (LUKE) lexicon [29].

In some of the works, the Apache Spark big data processing framework is used for sentiment analysis.
The authors used MLib, an Apache spark machine learning library, to classify tweets into sentiment classes
[30]. They used spark’s ability to handle large amount of data which helped in performing pre-processing and
standardization for the huge dataset at once. They applied Naive Bayes, Logistic regression, and Decision
tree with unigram and TF-IDF feature extraction method. They applied five-fold cross validation approach to
ensure a precise accuracy score. They observed that the accuracy scores for naive bayes and logistic regression
were close and were far superior to the decision tree. It was found that for a large dataset, 78% accuracy
was achieved for logistic regression and Naive-Bayes whereas the decision tree showed an accuracy of 68%. In
another Apache Spark based coronavirus pandemic prediction in real-time uses machine learning for features
extracted on twitter big data streaming [31].

A sentiment classification using paragraph vector and cognitive big data semantics used Apache Spark
for a distributed version of any machine learning algorithm which scales easily to larger datasets on a set of
hardware devices [32]. Here, a hybrid of sentence vectors, distributed and balanced versions of well-known
machine learning techniques for emotional analysis is used. They used two methods for comparison - bag of
words based Document Term Matrix (DTM) and the hash trick-based DTM. The model resulted in an area
under the curve (AUC) of 95.44%. The model uses DTM and did not use other feature extraction methods.

An entropy-based evaluation for sentiment analysis of stock market prices on twitter data is used [33].
Initially, the daily twitter posts are analyzed and different N-grams along with two strategies that are utilized to
increase the accuracy of the classification are applied. A Spark streaming has been employed for the processing
of Twitter data, while Apache Flume has been utilized for the analysis. The cons of this approach is that
sentiment analysis without using appropriate machine learning is not effective and models become too simple
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Fig. 3.1: Proposed Methodology for Twitter sentiment analysis

to capture the correct sentiments.

This paper presents a Apache Spark based real-time sentiment analysis for general tweets data. The three
main components of our work are data extraction, processing, and modelling. We utilise the Natural Language
Toolkit (NLTK) dataset to create our model. The real-time text data from twitter is pre-processed for noise
removal, tokenization and stemming. Then feature extraction using N-gram and TF-IDF is applied to the
pre-processed data and then the extracted features are fed to the classifiers. We compared six classifiers to
categorise our tweets into positive and negative attitudes based on a supervised probabilistic machine learning
algorithm, and then effectiveness of the classifiers are assessed. The presented work compares six classification
algorithms LR, MNB, RFC, SVM, K-NN and DT on Unigram, Bigram, Trigram and TF-IDF based features
for sentiment classification.

3. Proposed Sentiment Analysis Methodology. The proposed system can identify the sentiment
behind users recent tweets, and to achieve that an offline NLP model is built using Apache spark text pre-
processing tools and machine learning classification algorithms, LR [34, 35], MNB [36], RFC [37], SVM, RF
[38], and DT and K-NN[12] with different hyper-parameters tuning and feature extraction technique combi-
nations to find the optimal model. The FIG. 3.1. illustrates the different stages of the system which include
dataset collection, creating a spark stream, data pre-processing, data splitting, hyper-parameter tuning, fea-
ture extraction, model training, model evaluation and model deployment. Each step in building the system is
explained as follows:

3.1. Data collection and creating a Spark stream. The dataset used in this paper is the sentiment140
dataset from Kaggle [39], which was used to perform a twitter sentiment classification using distant supervision
[40]. The dataset has six fields which are target, ids, date, flag, user, text with 1.6 million tweet instances
labelled as 0 (positive) or 4 (negative.). Upon relabelling the target values as 0 and 1 and dropping all the fields
except ‘text’ and ‘target’, it is observed that the dataset is balanced and has approximately the same number
of data points for both the labelled observations. We start by creating a spark session to load our dataset to
stream the data so that further operations can be done. Apache spark has a lot of utility functions to perform
text pre-processing and standardisation. After loading the data, exploratory data analysis is done to better
understand the data so as to perform correct operations after handling missing values [41].
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3.2. Data pre-processing. Data pre-processing is important in any text-based analytics system because
the complexity of the data directly influences the model training when trying to extract sentiments out of
textual data. According to our studies, Twitter is a platform with many links, hashtags, special characters,
emojis, etc. It is considered one of the most popular text dumps of human language in digital textual form due
to its content. Therefore, pre-processing removes anything from the tweet that does not add to the meaning of
the tweet or just makes the text vague. So, twitter data pre-processing is performed with the following steps
using NLTK library: noise removal, tokenization and stemming, which are described below:

Noise removal During this phase the useless parts of text which add no context to the tweet are removed
which is achieved in the following steps:

- Remove accented char Accented characters generally are used to add the sense of sound to text which is
not required for a text NLP model.

- Remove emails Email ids don’t add meaning to the text so they are removed.

- Remove hashtags The twitter hashtags are used to index topics on the platform but are generally repetitive
to and are removed.

- Remove HTML tags Remove unnecessary URL links using the beautiful soap library as they don’t add
context to the text.

- Remove retweets Redundant data must be removed to maintain the data unbiased and train a good model.

- Remove multiple spaces Multiple continuous space must be removed to avoid confusion while training the
model.

- Remove stop words These are the insignificant parts of the human vocabulary which are basically connect-
ing words or ending words. These are filtered words which include punctuations, articles, conjunctions
and general words such as a, the, an.

Tokenization Tokenization in pre-processing text data includes dividing longer strings into tokens. These
tokens can be sentences that can be broken down into short sentences, which can be broken down into
words. This process makes it easier for the model to handle the complex text data.

Stemming After the tokenization stage, the next stage is stemming. During this stage the words are changed
to their original form (i.e., root form to have less redundant meaning attached to similar words). For
example, "tired” and ”tiring” will be reduced to the word "tire”.

3.3. Data splitting, model training, and evaluation. During this stage, the processed labelled dataset
with ‘text’ and ‘target’ fields is split into a training and test dataset as per the stratified 10-fold CV. The training
datsset is used to train the models and the test dataset is used to finally evaluate the built models. The machine
learning models applied to the extracted features are as follows: LR, MNB, RFC, SVM, DT and K-NN. After
loading the models, a classifier is built for each model with each type of feature extraction i.e., unigram, bigram,
trigram and TF-IDF with testing set and stratified 10-fold cross-validation (CV) to find the cross- validation
performance of the applied models. The standard classification report with accuracy, precision, recall, and
F1l-score is used to check the test performance and cross-validation performance.

3.4. Hyperparameter tuning. Now that we have the training set to start building and testing out
different models, we need to decide which model specific parameters we need to pass to obtain the best results
for that specific model. We decided to do that using GridSearchCV which is an algorithm which helps us to
iterate through all possible parameter combinations and gives attached scores for each iteration that helps us
to choose the best combination of parameters for each model. For example, we got C = 1 and kernel = ‘linear’
for SVM and n = 1 and weight = uniform for K-NN.

3.5. Feature extraction. When dealing with high dimensional data, feature extraction is needed to per-
form textual data analysis. Feature extraction basically entails converting text data into a matrix of features.
N-grams and TF-IDF feature extraction techniques are applied over the text in this paper. N-gram feature
extraction method is a prominent bag of words-based analysis technique used in text mining and natural lan-
guage processing. An N-gram is used to calculate a contiguous series of words of length ‘N’ in a particular time
frame according to textual data analysis. In this paper, the N-gram approach to capture the context of Twitter
data uses N = 1 to N = 3 (i.e., unigram, bigram and trigram). The TF-IDF is a feature extraction method
which works by identifying the most important words in a document by calculating the relative frequency of
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Fig. 3.3: Sentiment classification performance comparison of various ML classification algorithms on feature

extraction methods

that word in the document. The main advantage of using TF-IDF is the ease of use for large document corpus
but at the same time it is sometimes too simple to get hold of complex multidimensional data.

4. Results and discussions. The classification report is analysed to check the test accuracy and the cross
validation accuracy to compare the performance and consistency of the models. The K-NN shows the lowest
accuracy across every model for every feature extraction method i.e., 55% in case of unigram, 51% in case of
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Table 4.1: Results of various ML classification algorithms on various feature extraction methodologies over the
real-time twitter tweets

ML Algo- | Feature Extrac- Testing Performance Cross-Validation
rithms tion Methodology Performance
Accuracy | Precision | Recall F1-Score | Accuracy

LR Unigram 0.7 0.71 0.7 0.71 0.64
Biigram 0.7 0.72 0.7 0.71 0.63
Trigram 0.72 0.74 0.71 0.72 0.64
TF-IDF 0.69 0.68 0.69 0.7 0.64

MNB Unigram 0.68 0.66 0.56 0.71 0.62
Bigram 0.68 0.67 0.71 0.69 0.61
Trigram 0.67 0.68 0.68 0.68 0.60
TF-IDF 0.69 0.67 0.76 0.71 0.64

RFC Unigram 0.71 0.72 0.72 0.72 0.64
Bigram 0.71 0.74 0.66 0.7 0.64
Trigram 0.71 0.74 0.66 0.7 0.64
TF-IDF 0.7 0.72 0.69 0.7 0.63

SVM Unigram 0.69 0.7 0.7 0.70 0.61
Bigram 0.7 0.72 0.68 0.7 0.61
Trigram 0.72 0.73 0.71 0.72 0.61
TF-IDF 0.7 0.72 0.69 0.7 0.63

DT Unigram 0.66 0.68 0.63 0.65 0.59
Bigram 0.65 0.68 0.62 0.65 0.57
Trigram 0.64 0.66 0.62 0.64 0.6
TF-IDF 0.64 0.66 0.61 0.63 0.59

K-NN Unigram 0.58 0.56 0.78 0.66 0.55
Bigram 0.52 0.52 0.90 0.66 0.51
Trigram 0.51 0.51 0.97 0.67 0.50
TF-IDF 0.56 0.54 0.89 0.67 0.52

bigram, 50% in case of trigram, and 50% when TF-IDF is used for 10-fold cross validation data. Meanwhile,
the LR with trigram and SVM with trigram display the highest accuracy score of 72% for the testing data and
the accuracy of the RFC is also comparable. When considering different feature extraction methods trigram
appears to be the most consistent approach while dealing with our dataset. It is shown in the Table 4.1 and
FIG. 3.2. Tt displays a test accuracy of 72% for LR, 67% for MNB, 71% for RFC, 72% for SVM, 64% for DT,
and 51% for KNN. It is evident from the Table 4.1 that the trigram is the best feature extraction method for
the used dataset.

It is observed from the Table 4.1 and Fig. 3.3 that the LR and SVM demonstrate highest accuracy and the
RFC is also comparable, which seems reasonable when dealing with binary classes namely positive and negative.
And it is well known that the logistic regression performs well for binary classification. The SVM has been
used historically for complex pattern recognition problems such as handwriting recognition, email classification
and gene classification and therefore as expected it performs well with the dataset used as the twitter data
is generic and complex to deal with. As for the feature extraction methods trigram method resulted in best
observations as it is hard to capture the patterns on textual data which is generic in nature by having N = 1,
2 i.e., taking 1 or 2 bag of words at a time. It is also observed that the K-NN shows worst performance when
compared to every other trained model, because when dealing with a large dataset the K-NN fails in capturing
the sentiment tendencies as the K-NN is generally weak for larger datasets.

5. Conclusions and Future Work. The aim of this paper is to find the best combination of feature
extraction methods and machine learning algorithms to perform real-time sentiment analysis on the Apache
Spark. This paper demonstrates Apache Spark’s data processing capabilities combined with feature extraction
techniques when used with a huge and generic dataset and machine learning classification algorithms to get
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detailed observational data which can be used to compare and contrast each of the algorithms. From the
experimental results, it can be concluded that according to the dataset used which is a generic tweets twitter
dataset, the SVM and LR with trigram make the best classification of real-time tweets and the RFC is also
comparable.

There are several other feature extraction methodologies in existence from the recent research work. We

plan to extend our work for those feature extraction methodologies. Some advanced classification algorithms
from the deep learning domain can be worked upon. Lastly, the real-time sentiment analysis can be applied to
the new or latest prevailing text over the social media.
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ENSEMBLE HYBRID MODEL FOR COVID-19 SENTIMENT ANALYSIS WITH CUCKOO
SEARCH OPTIMIZATION ALGORITHM

VIPIN JAIN *AND KANCHAN LATA KASHYAP

Abstract. The COVID-19 pandemic has caused anxiety and fear worldwide, affecting people’s physical and mental health.
This research work proposes a sentiment analysis approach to better understand the public’s perception of COVID-19 in India.
Two datasets are created by collecting tweets regarding COVID-19 in India. Pre-processing and analysis of datasets are performed
by using natural language processing (NLP) techniques. Various features are extracted from collected tweets using three-word
embeddings GloVe, fastText, Elmo. The optimal features are selected by cuckoo search optimization algorithm. Finally, the
proposed hybrid model of Gated Recurrent Unit (GRU) and Bidirectional Long Short-Term Memory (BiLSTM) is used to categorize
the tweets into three sentiment categories. Proposed model achieved 94.44% accuracy, 90.34% precision, 88.53% sensitivity, and
89.53% F1 score. It significantly improved over previous approaches, which achieved 80% accuracy.

Key words: COVID-19, Sentiment, Cuckoo Search, Optimization, Deep learning, Ensemble learning

1. Introduction. COVID-19, or Coronavirus disease, is a virus that infected millions of people and puts
human lives at risk worldwide [47]. It is a highly contagious virus that spreads quickly and causes serious
illnesses, including death. World health organization (WHO) declared COVID-19 as pandemic due to its risk
and hazards [12]. 37,109,851 COVID-19 cases and 1,070,355 fatalities have been reported by the WHO [43].
Coronavirus is a highly infectious virus that spreads among the people through sneezing, coughing, or talking
[10, 23]. In addition, it can be transmitted through air droplets from an infected person. Therefore, it is
important to take precautions to prevent the spread of the virus. Worldwide population are affected directly
or indirectly by this crisis [5]. Sentiment analysis is one of the way to deal with this crises [20]. It is essential
to understand the mindset, feelings, and fears of people to fight with this disease. Social media platform is
now an integral part of our daily life to communicate and share information. The messages and tweets posted
on social networking sites play an important role to understand the feelings of people. People expect accurate
and reliable information about corona cases. It is analyzed that many social media posts and tweets misled
the readers by publishing erroneous statistics of COVID-19 cases. However, various practices such as social
distancing, wearing masks, and washing hands are some of the key measures to prevent the spread of the virus.
Governments around the world have put in place measures to combat the virus, including lockdowns, travel
restrictions, and other measures [17]. Many countries have started vaccination campaigns to safeguard their
populations from the fatal COVID-19 disease. A vaccine is an effective way to prevent the spread of the virus,
but due to shortages and access restrictions, not everyone can get it [25]. People still need to practice good
hygiene and take other precautions to protect themselves and others. However, many people are hesitant to
take the vaccine because of misinformation regarding its safety and effectiveness. It is important to educate
people for importance of vaccination to reduce the spread of virus. The various emotional outburst tendencies
of Indians can be seen on Twitter regarding COVID-19 [19]. Analyzing the mental emotions of people during
epidemic periods assists the government to review previous policies and making new standards. During this
epidemic, the government should make efforts to stimulate the public and restore their physical and emotional
health. This research analyses the feelings of Indian tweet users about COVID-19. India has the second
largest population with diverse geography in the world [24]. In order to conduct this study, several tweets are
gathered from various COVID-19-related hashtags. Additionally, emotions associated with tweets are identified
as WordCloud.
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fSCSE, VIT Bhopal University, 466114, Madhya Pradesh, India (kanchan.k@vitbhopal.ac.in)

857



858 Vipin Jain, Kanchan Lata Kashyap

Sentiment analysis can provide insights to governments and healthcare organizations to better craft strate-
gies and policies to fight the virus. It can also help to provide psychological and emotional support to people
affected by the virus. Additionally, it can provide valuable data to help researchers to develop better treat-
ments and vaccines. Lastly, this study provides valuable insights for governments and healthcare organizations
to better assess the mental health of the public during an epidemic period in order to build better policies to
combat COVID-19.

1.1. Motivation. Understanding of Indians emotions about the coronavirus on social media platforms
plays an important role for the government to control, monitor, and get rid of COVID-19. Significant research
has not been done on the sentiment analysis of Indians towards COVID-19. In this study, sentiment analysis
is conducted in order to comprehend Indian people’s attitudes toward COVID-19. The findings of this study
can also assist public health officials to connect effectively with individuals and provide public health solutions
to the affected people.

1.2. The main contributions of this research work are as follows.

e Two annotated COVID-19 datasets are created using Twitter text for sentiment analysis.

e Various natural language processing (NLP) preprocessing techniques are employed on the collected
real-time Twitter datasets, such as data cleaning, tokenization, and labelling.

e Three embedding techniques, namely ELMo, GloVe, and FastText embeddings, are used for feature
extraction.

e Optimal features are selected using the Cuckoo search optimization algorithm.

e Proposed hybrid model of GRU and BiLSTM is used to determine the sentiments of Indian citizens.
The results obtained from the model are compared with the performance of individual GRU, BiLSTM
and existing work.

e The efficiency of the proposed model is evaluated using the F1l-score, precision, accuracy, recall, and

ROC.

1.3. Organization of the paper. The structure of the remaining paper is as follows: Literature review
is covered in Section 2. Section 3 presents the recommended procedure. Results obtained from the suggested
model are examined in Section 4, and then final conclusion is presented in Section 5.

2. Literature review. Several researchers have analyzed the people emotion regarding the COVID-19
during the lockdown and pandemic period. Many authors have used wide variety of machine learning and word
embedding methods to decipher the public feeling throughout the COVID-19 period

A web portal based on real-time tweet is proposed by Venigalla et al. to reflect the Indian sentiment during
COVID-19 [40]. This platform allows visitors to check general sentiment of people of specific state on specific
date and time.

Limitation: of this study is that the current portal shows the state-level sentiment of few cities only.

Chakraborty et al. have been suggested a model to analyze the two types of pandemic tweets [10]. In
the first scenario, 23,000 tweets from 1 Jan 2019 to 23 Mar 2020 are evaluated [1]. According to their finding,
majority of tweets expressed either negative or neutral sentiments. As in the second scenario, 226,668 tweets
have been analyzed with positive or neutral sentiments and achieved 81% validation accuracy. An emotion care
strategy to analyse COVID-19 tweets is developed by Gupta et al. [18]. In this approach, initially, all tweets are
converted into lowercase strings. All special characters, punctuation, links and retweets are effectively removed.
The frequency-inverse document is utilized for the vectorization process after data cleaning. Lastly, sentiments
are categorised as trust, surprise, grief, pleasure, fear, disgust, anger, and anticipation in their work. Borah et
al. employed a multi-modal deep learning approach to analyze 36,231,457 tweets related to COVID-19 vaccine
from 51,682 Indians [8]. All Tweets are collected using #ReadyToVaccinate, #Covishield, #CovidVaccine, and
#Covaxin hashtags. Analysis is done by using SentriStrength tools which assigns a value between -4 to +4
to each tweet. Extreme negative and extreme positive sentiment is denoted by -4 and +4, respectively. The
textual data and the network topology are encoded by using BERT and GraphBERT.

Limitation: Sentiment analysis is applied only to tweets posted by urban residents. The perspective of rural
residents is not included in the analysis. Furthermore, only limited hashtags are used to determine inclusion of
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tweets in the dataset for analysis.

Kumar et al. applied hybrid model of BiLSTM and convolution neural network (CNN) to evaluate the
publicly accessible Sentiment140 dataset with labelled Indian COVID-19 tweets and achieved 90% accuracy
[29].

Limitation: Authors have used English text only for the sentiment analysis. The text from other languages
can also be used to improve its correctness.

Misra et al. examined and acquired information regarding reverse migration in India via Twitter mining
[34]. They retrieved almost 50,000 tweets from March 2021 to May 2020 by using trending hashtag such as
#IndianMigrant Workers and Twitter API. Different types of emotions are identified by using the NRC Emotion
Lexicon after noise removal from collected data.

Limitation: To obtain Twitter data, the researchers exclusively used only the popular hashtags #Indian-
MigrantWorker and #MigrantWorker which does not reflect the entire population. The tweets posted in other
languages are not included for analysis. Different perspective can be analyzed by using tweets posted in other
Indian languages also.

Majumder et al. analyzed the sentiments of Indian users tweets about COVID-19 from March 2020 to June
2020 [31]. They have used supervised machine learning-based support vector machine and Logistic Regression for
sentiment analysis with accuracy rates of 91.50 % and 87.75%, respectively. Chehal et al. evaluated sentiments
of Indian Twitter users about online shopping during lockdown periods [11, 3]. Their analysis indicated the
variations of feelings during different lockdown stages. during lockdown 2, people stocked fitness, sports, games,
toys, and beauty products. While during lockdown 3, people stocked domestic goods, clothes, and nutrition
products. Imran et al. evaluated feelings of people about the COVID-19 lockdown period [22]. LSTM model
with FastText embedding is utilized in their research to identify the polarity of emotions with 82% accuracy.
Chintalpudi et al. collected posts from Indian Twitter users between 23 March and 15 July 2020 for sentiment
analysis [14]. Authors utilized the BERT [39] method for the text analysis and obtained an accuracy of 89%.

Basiri et al. suggested a new approach for coronavirus-related tweet emotion categorization by combining
four deep learning methods : DistilBERT [27], fast text, BiIGRU, and CNN [6]. Large labelled dataset of
tweets is used to train the classification models and achieved highest 85.5% accuracy. Bhat et al. analysed
the worldwide attitude expressed on Twitter [7]. Total 92,646 and 85,513 tweets related to #COVID-19 and
#Coronavirus are collected, respectively. They have obtained 13.96%, 34.05%, and 51.97% of the tweets as
negative, neutral, and positive attitudes for #COVID-19 sentiment study [2]. The authors obtained 41.27%,
40.91%, and 17.80% of neutral, positive and negative tweets, respectively for sentiment analysis of coronavirus.
Only a few research work is done for sentiment analysis of Indians based on COVID-19 tweets. In this work,
integration of metaheuristic optimization based cuckoo search algorithm with hybrid deep learning model of
GRU and LSTM is applied for sentiment analysis and classification of Indians COVID-19 tweets.

List of abbreviations used in this paper is provided in table 2.1. Summary of the literature review is shown
in table 2.2.

3. Proposed framework. The proposed framework for sentiment analysis is broadly divided into three
steps as: (1) Data collection, (ii) Data preprocessing, and, (iii) Evaluation of emotional states. Flowchart of
suggested framework is depicted in Fig 3.1. Following sub-sections provide a brief summary of each stage.

3.1. Data collection. Tweets collected from the Twitter platform are utilized in this work to examine the
Indian sentiments during pandemic. Various terms such as #COVID-19, #COVIDindia, #coronavirusinindia,
#coronaindia, #lockdownindia, #coronavirusindia, #staysafe, #stayhome, #indiafightscorona, and coron-
avirus are used for filtration of Twitter posts. Number of collected tweets by using different hashtags are shown
in Table 3.1. Two datasets of geo-tagged tweets are constructed from January to March 2021 and December to
May 2022 by applying Python’s Twint package.

3.2. Data pre-processing. It is used to perform various task given as: (i) data cleaning, (ii) tokenization,
(iii) data normalization, (iv) data labelling and feature extraction, and (iv) feature selection. The following
subsections provide a brief summary of each step.
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Table 2.1: Name of Abbreviation and its full form.

Abbreviation | Full Form

NLP Natural Language Processing

GRU Gated Recurrent Unit

BiLSTM Bidirectional Long Short-Term Memory

WHO World health organization

ROC Receiver operating characteristic curve

BiGRU Bidirectional GRU

CNN Convolutional neural network

LSTM Long short-term memory

VADER Valence Aware Dictionary for Sentiment Reasoning
GloVe Global vectors

ELMo Embeddings from Language Models

CS Cuckoo search

MAD Mean absolute difference

BiLSTM Bidirectional LSTM

SVM Support Vector Machine

BERT Bidirectional Encoder Representations from Transformers

Table 2.2: Summary of the literature review

Reference Approach/Model
Chakraborty et al. [10] | deep learning based model
Majumder et al. [31] SVM and Logistic Regression
Imran et al. [22] LSTM+FastText
Chintalapudi et al. [14] | BERT

Basiri et al. [6] Fusion-based
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Fig. 3.1: Overview of proposed framework
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Table 3.1: The number of Hashtags utilized for collecting the tweets.

Twitter hashtags Number of tweets
F#coronavirus 16,803
#indiafightscorona 14,705
F#stayhome 16,106
F#staysafe 18,117
#lockdownindia 20,501
F#coronaindia 16,476
#covid19 17,295

Table 3.2: Count of labelled tweets by VADER technique

DATA_SET 1 | DATA_SET 1
Number of tweets in the dataset 1,200,000 1,500,000
Number of tweets containing emotion | 1,200,000 1,500,000
Positive Twitter post 285,240 318,900
Negative Twitter post 436,080 530,100
Neutral Twitter post 478,680 651,000

i. Data cleaning
Original tweets collected from social media contain unwanted data. Data cleaning is used for removal
of various unused terms such as: (a) spaces, emails, URLs, (b) additional characters in sentences, (c)
punctuation (d) HTML tags, (e) unnecessary words and emojis from collected data. This step is carried
out by using regular expressions.

ii. Tokenization
Primary purpose of this step is to determine the words or groups of words in a phrase which serves
as the foundation for text analysis. In this process, entire text is broken down into smaller and more
manageable chunks termed as ”tokens” [41]. The meaningful analysis of text is mainly based on the
tokens rather than the entire text. Sample example of text and extracted tokens by tokenization pro-
cess is given as:

iii. Example Text "Our industry was almost destroyed by covid wear a mask”. Extracted token set: {’Our’,
‘industry’, 'was’, ’almost’, 'destroyed’, 'by’, ’covid’, "wear’, ’a’, mask’}.

iv. Normalization
This step considerably reduces the amount of data and improves the computing performance of al-
gorithm [42]. This process converts all extracted tokens into a standard form that can be used to
find similar-sounding words and eliminates the offending ones. In this work, three text normalization
techniques namely, Lower-casing, stemming, and lemmatization are applied. All upper-case letters
are converted into lower-case by Lower-casing. Stemming is used to remove all prefixes and suffixes
from a phrase and return its basic structure. Lemmatization is employed to reduce dimensionality by
classifying synonyms together.

v. Data labelling
In this work, lexicon approach based data labelling process known as VADER is applied to determine
the polarity of tweets [35]. Each tweet is labelled as positive, negative, or neutral based on VADER
compound score. Positive label is assigned to all data having greater than or equal to 0.05 compound
score [21]. All data with scores between -0.05 and +0.05, less than -0.05 is assigned as neutral, and
negative, respectively [21, 44]. Count of tweets labelled as positive, negative, and neutral by VADER
technique is shown in Table 3.2.
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3.2.1. Feature extraction. Further, all features are extracted by applying three embedding techniques:
GloVe, FastText, and Elmo. This step minimizes memory needs and speeds up the processing of subsequent
data.

o FastText
FastText word embedding technique is a free, open-source package for text representations and clas-
sification [26]. It allows the framework to build a model quickly. This technique provides embedding
of misspelled, unusual, and untrained words [33]. Numerous terms of dataset can not be embedded
with FastText technique. It is also analyzed from the experiment that FastText technique missed 7,591
words from dataset for word embeddings. To overcome the limitation of FastText, Genism FastText
algorithm is used to determine word vectors by using following equation:

T
Bs = 37 E dglog (r (MSay)) (3.1)
q=1

In this context, i, represents the cumulative log-likelihood, a4 is a one-hot-encoded word, S denotes
lookup matrix used to find the word embedding in W documents [13], M represents continuous output
transformation, softmax function is denoted by r.

e Glove
Global Vectors (Glove) is an unsupervised learning technique used to construct low-dimensional word
distributed representation [30]. It reduces dimension of word-context matrices by keeping track of word
pair co-occurrences of corpus. It presents an attenuation function to compute weight based on distance
between two words of context window [16].

e ELMo
This technique is based on character and word-level context embedding [37]. It considers complete
sentence while determining the appropriate embedding for each word. It uses bi-directional recurrent
neural network to generate embeddings. The bidirectional embedding technique depends on both
proceeding and succeeding word of sentence [48]. ELMo contextualizes each token by concatenating
BiLLSTM states.

3.3. Feature selection. Cuckoo search (CS) algorithm is used to select optimal features [46]. It is based
on natural-inspired metaheuristic optimization approach and belongs to swarm intelligence family. Detailed
description of fitness function and CS algorithm is given in next subsections.

3.3.1. Fitness function. Mean absolute difference (MAD) is used as the fitness function in this study
to evaluate the significance of individual words. It accepts a weight matriz as input, updates the weights
of each word in the matrix depending on its fitness value, and generates a new updated weight matriz.
Fitness function determines the relevance of word depending on its weight. MAD calculates text’s significance
by comparing its mean value to mathematical phrase and it is given as follows:

n

1

MAD(X = — — Ty 2
( hm) Xh,, pz:; | Tm,D —Tb | (3 )
A (3.3

Ty = Xh,m Perm,P .

Here, X h,, represents total number of text characteristics derived from sentence X. Average value of vector m
is represented by r,,. 7, represents weight value of feature P in the text and n represents total number of text
characteristics in original data set.

3.3.2. Cuckoo search algorithm. This user-friendly algorithm adheres the following basic principles [32]:
i. Cuckoo placed its egg in an arbitrary nest.
ii. The ideal nest produces high-quality eggs that carried down to the next generation.
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Fig. 3.2: Behaviour of cuckoo birds

iii. Chance of discovering cuckoo eggs by the host birds is Pa [0, 1] [45]. As soon as the host bird detects an
alien egg, it can either (i) discard the eggs, or (ii) abandon the nest and build another one. Figure 3.2
depicts the behaviour and features of cuckoo birds.

Updated_ weight_ matrix is given as the initial population to the cuckoo search algorithm for optimal
feature selection. It uses both local and global random walks to explore the search space [15]. Egg values
are continuously updated using local random walk. Levy Flight algorithm is used to implement the global
random walk [4]. Levy arrangement is used by this algorithm to determine stride length. The CS algorithm
can efficiently probe the search space due to steady increment of step size [36]. Steps of Cuckoo search algorithm
is presented in Algorithm 1.

Algorithm 1 Cuckoo Search Algorithm
1. Initialization of population for M nests, probability @, € [0,1] and maximum maximum iterations

{4}.
2. Set m= 0.
3. for(p=1,p<=M)do
4. Take population z,(m) for host M.
5. Determine the fitness value of h(z,(m)).
6
7
8

. end for
. Make a new z,41(m) solution randomly by Levy flight.
. Determine the fitness value h(z,(m + 1)) for z,41(m).
9. Randomly select a nest z, from M
10. if h(zp(m + 1)) > h(z4(m) then
11. Substitute (z,(m + 1) in-place of (z4(m + 1)).
12. end if
13. Based on the @, value, the worst nests are discarded.
14. Replace the old ones nest with Levy flight.
15. Consider the finest options.
16. Sort the solutions and choose the best one.
17. increase the iteration counter m = m + 1.
18. Repeat step 7 to 17 until m < A.
19. Get the optimal solution.
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Table 3.3: Parameter values initialized for cuckoo search

Parameter Value
Probability (P,) 0.25
Step scaling factor a 2
Number of iterations 765
o 1
ou 1.5
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Fig. 3.3: Architecture of BILSTM model

A new solution z,(m + 1) for the cuckoo p is generated by the equation given as:
zp(m+1) = zp(m) + a & Levy(X) (3.4)

In this case, value of the current generation is represented by m € 1,2, ...., A, while A represents the maximum
number of iterations. « denotes Levy flight with step length of 2 for the best search pattern with randomly placed
objects [9]. Entry-wise multiplications are represented by @. Random walk obtained with Levy distribution
step is represented by the equation given as:

Levy =0.01 x

I
0|78 X (Goest — 2pm)) (3.5)
where © =1.5 and v=1 denotes the normally distributed values, and gp.s; represents the current global best
nest.

The cuckoo search technique returns an optimised weight matrix which is given as input to the classification
model. List of parameter values set for cuckoo search algorithm is shown in Table 3.3.

3.4. Classification model.

i. BiLSTM Model
This work uses a variant of the LSTM network known as Bidirectional LSTM (BiLSTM) for sentiment
classification. LSTM performs well with variable-length sequences but it cannot exploit contextual
information from future tokens [38]. While BiLSTM combines past and future inputs of particular
time step into LSTM model. BiLSTM employs a bidirectional LSTM layer to discover the patterns
by traversing input data history into both directions. The first layer processed the forward sequence,
while the backward sequence is handled by the second layer [28]. Figure 3.3 depicts the structure of
BiLSTM model.

ii. Gated Recurrent Unit Model (GRU)
Architecture of this model is quite comparable with LSTM approach. It has its own dedicated memory
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and gating mechanism for controlling data transfer inside the unit. GRU uses two gates, (i) update
and (ii) reset, to control the amount of information transferred or rejected from the preceding levels.
Figure 3.4 presents the architecture of this model.
iii. GRU-BIiLSTM model

It is a hybrid model of both GRU and BiLLSTM approaches. First step is to feed the word embedding
vector into GRU model with hidden layer. GRU layer transfers its output into dense layer of BiILSTM
unit. Dropout layer is followed by dense network. Finally, sentiment classes are classified using softmax
activation function. Hybrid model of the GRU- BiLLSTM is shown in Figure 3.5.

4. Experiment and result. Quantitative sentiment analysis of COVID-19 tweets of Indian users are
evaluated. The proposed work uses NVIDIA P2200 display card, 32 GB RAM with i8 E-2236 processor, and
Python 3.7 language. Experimental results of sentiment analysis are discussed in the next subsections.

4.1. Results of sentiment analysis. Sentiment distribution of COVID-19 tweets of both datasets is
shown in Figure 4.1. Tweets of first dataset are analyzed as 285,240 positive, 436,080 negatives, and 478,680
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Fig. 4.1: Sentiment distribution of datasets

neutral tweets. For the second data set, 318,900, 530,100, and 651,000 tweets are categorized as favorable,
negative, and neutral, respectively.

4.2. Classification results and discussion. Proposed model is used to classify sentiment of COVID-19
related tweets. Classification output is obtained by applying three models namely, (a) GRU, (b) BiLSTM, and
(¢) GRU+4BILSTM.

Various metrics such as Fl-score, recall, precision, and accuracy are used to evaluate classifier performance,
Description of each of these parameters are given as:

>(S_F,S _R)
>(S_FU F,S RU R)

Accuracy = (4.1)

Specifically, S_F, S R, U_F, and U_R denote correct identification, wrong identification, correct rejection,
and wrong rejection.

F
Precision = Z(‘S(k_gF:l,}_F‘) (42)
(5_F)
ll= =" 4.
Reca (S RU R) (4.3)
F1— score — 2 * (Recall x Precision) (4.4)

> (Recall, Precision)

The various parameter values taken for hybrid deep learning model are shown in table 4.1. Set of optimal
parameter values are used to calibrate the experimental models. Dimension of embedding layer is initialized as
400. Suggested model uses hidden layer with 128 neurons and dropout layer with 0.7. Learning rate followed
with Adam optimizer is set as 0.001. Softmax function is used to optimize output layer.

4.3. Comparison with Existing Model. The classifiers performance of Twitter sentiment analysis about
COVID-19 with extracted features by using FastText, Glove, Elmo embedding method, and selected features
with CS algorithm are shown in Table 4.2. It is analyzed from table 4.2 that the hybrid classifier gives improved
values with selected features. Proposed model obtains the highest 94.44%, 88.53%, 90.34%, and 89.77% accuracy,
sensitivity, precision, and F1-score.

WordCloud modules of words related to negative, positive, and neutral sentiment are visualized in Figure
4.2 (a), (b), and (c), respectively.

Table 4.3 shows performance comparison of proposed model with results obtained by existing authors.



Ensemble Hybrid Model for COVID-19 Sentiment Analysis with Cuckoo Search Optimization Algorithm

Table 4.1: Different parameter values initialized for classifiers

Parameter name GRU | BiLSTM | GRU+BIiLSTM
Epoch 115 112 93
Batch size 32 64 64
Optimizer Adam | Adam Adam
Pooling layer padding Same | Same Same
Size of Max-pooling layer 2 2 2
Activation function SGD Relu Relu
Filters 32 64 64
Kernel size 3 3 5
Dense layer 44 64 128
Momentum 0.7 0.7 0.7
Dropout layer 0.2 0.3 0.3
Model Learning rate 0.001 0.001 0.001
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Fig. 4.2: Most frequently words used as negative, positive, and neutral.
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For sentiment classification, Chakraborty et al. [10] analyzed 249658 unique tweets by using deep learning-

based model and achieved 81% accuracy. Majumder et al. [31] utilized SVM classifier and Logistic Regression
to analyze COVID-19 Indian sentiments between March to June 2020. They have obtained 91.50% and 87.75%
accuracy with SVM and Logistic Regression, respectively. Imran et al.[22] applied Long short-term memory
model to extract sentiment polarity and emotions from tweets.
sentiment140 dataset with FastText embedding.

They have obtained accuracy of 82% on

Chintalapudi et al. [14] analyses Indian tweets using BERT model and achieved 89% accuracy. Basiri et

al. [6] analyzed coronavirus-related tweets from eight countries and obtained 85.5% accuracy. Highest 94.44%
accuracy is achieved by the proposed model which is higher than the results obtained with existing techniques
[10, 31, 22, 14, 6].
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Table 4.2: Results obtained with the various deep learning classifiers

Embedding | Model Precision | F-score | Sensitivity | Accuracy
FastText BiLSTM 71.82% 71.711% | 72.16% 76.35%
GRU 76.36% 71.49% | 72.69% 78.21%
GRU+BILSTM | 75.74% 73.40% | 79.74% 79.32%
Glove BiLSTM 78.83% 81.38% | 79.87% 79.54%
GRU 74.27% 80.41% | 81.49% 82.74%
GRU+BILSTM | 81.21% 79.70% | 84.78% 85.11%
ELMo BiLSTM 81.33% 84.63% | 82.14% 80.54%
GRU 79.27% 75.41% | 80.17% 84.12%
GRU+BILSTM | 84.19% 82.14% | 79.69% 85.64%
ELMo+CS | BiLSTM 85.73% 84.37% | 86.41% 85.54%
GRU 90.77% 88.31% | 86.49% 91.42%
GRU+BILSTM | 90.34% 89.77% | 88.53% 94.44%

Table 4.3: Comparison of the suggested model with existing work

Reference Approach/Model Accuracy
Chakraborty et al. [10] | deep learning based model 81%

Majumder et al. [31] SVM and Logistic Regression | 91.50% and 87.75%
Imran et al. [22] LSTM+FastText 82%

Chintalapudi et al. [14] | BERT 89%

Basiri et al. [6] Fusion-based 85.5%

Propose model GRU+BILSTM 94.44%

Training accuracy and training loss obtained by GRU, LSTM, and hybrid model are illustrated in Figures 4.3
(a) and 4.3(b), respectively. Validation accuracy and loss are depicted in Figures 4.4 (a) and 4.4 (b), respectively.
It is observed from Figures 4.3(a) and 4.4(a) that the classification accuracy of the proposed hybrid model is
more significant as compare to individual GRU and LSTM models for maximum epochs. Furthermore, Figures
4.3 (b) and 4.4 (b) shows that hybrid model gives lower loss value as compare to other deep learning models.
Confusion matrix of suggested model is depicted in Figure 4.5 (a). Mis-classification occurs when positive and
negative samples are wrongly classified as neutral, while neutral emotion is incorrectly identified as negative.

According to obtained confusion matrix, neutral feelings are more prevalent than positive and negative
sentiments. Furthermore, comparison between the proposed and traditional deep learning model based on
ROC and AUC measurement is shown in Figure 4.5 (b). Higher AUC indicates better model categorization.
It is analyzed that the proposed model consistently outperformed with AUC of 0.97. Accuracy acquired by
suggested model is shown as a boxplot also in Figure 4.6. It signifies consistent performance of the suggested
model.

5. Conclusions. The proposed framework for sentiment analysis of Indians towards coronavirus using
Twitter data achieved state-of-the-art performance. Proposed hybrid model of GRU and LSTM classification
model outperformed individual and existing machine-learning techniques for COVID-19 emotion classification.
The proposed model achieved a precision, F-score, sensitivity, and accuracy of 90.34%, 89.77%, 88.53%, and
94.44%, respectively. This is a significant improvement over previous approaches, which typically achieved 80%
accuracy. The suggested hybrid model with enhanced word vector space improves the accuracy.

Results obtained from this research work can be used by policymakers and healthcare administrators to
better understand the impact of COVID-19 on Indian society. The framework can also be used to monitor public
sentiment about COVID-19 and to identify emerging trends. In future, proposed framework can be improved
by adding part-of-speech annotations with individual words in the corpus. This will allow the framework to
better understand the meaning of words and to achieve even higher accuracy. Additionally, proposed framework
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Fig. 4.3: Training accuracy (a), Training loss (b) with respect to epochs

can be used to analyze vaccine-related tweets posted by Indian users. This will help to better understand the
public sentiment about vaccines and to identify potential vaccine uptake challenges.
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MULTILINGUAL CODE-MIXED SENTIMENT ANALYSIS IN HATE SPEECH

TULIKA RANJAN? ANISH SINGH] RINA KUMARI} SUJATA SWAIN$ ANJAN BANDYOPADHYAYJ AND AJAYA
KUMAR PARIDA

Abstract. Sentiment analysis discovers the emotion expressed in a text. It helps in analyzing the product reviews, customer
feedback and survey responses. Researchers have developed various algorithms for this purpose, however, they have majorly focused
only on the sentiment analysis in English language. Although, few works are available for Hindi and multilingual sentiment analysis,
however, these works are not efficient enough to perform sentiment analysis in code-mixed languages. To overcome the limitation
of the existing works, this paper presents a multilingual code-mixed language model which identifies the sentiments of the hate
speech dataset extracted from Twitter. As the hate speech dataset with sentiment labels are not available, we first collect the data
from Twitter. After that we label the data using a transformer-based pretrained sentiment analysis model trained on a large corpus
of tweets in multiple languages. We pass our collected data as test data to this model and predict the sentiment labels. Now, we
train six different machine learning models to perform our own task i.e sentiment analysis for multilingual code-mixed hate speech
dataset. The machine learning models perform well across multiple languages and also code-mixed languages. In future, it can be
easily adapted to different classification tasks based on code-mixed languages. The results yield that hate speech invokes negative
sentiment whereas non-hate speech reflects either positive or neutral sentiment.

Key words: Code-Mixed, Multilingual text data, Sentiment analysis, Hate speech, Natural language processing, Machine
learning

1. Introduction. The internet has facilitated communication and sharing of opinions but also enabled the
spread of hate news that target and harms individuals and communities based on their appearance, religion, or
sexual orientation. India, with its diverse linguistic and cultural landscape, has become a hotbed for spreading
hatred through online platforms. Prior investigations on hate speech detection have majorly focused on high-
resource languages like English, but the prevalence of code-mixing in Indian languages like Hindi-English
(Hinglish) calls for more attention to detect hate speech in such multilingual contexts [5, 6]. Code-mixing
[13, 10] refers to the practice of using words and phrases from multiple languages in a single sentence or
expression. The dissemination of hate news in a multi-lingual society like India is a challenging issue due to a
lack of media regulation and verification. Hate news can manipulate users for financial, religious, or political
purposes and harm society as a whole. Recent incidents in India, including hate-mongering during political
rallies and racial discrimination during the COVID-19 pandemic, have underscored the need to prevent the
transmission of hate speech through online platforms. Detecting hate speech in code-mixed text requires the
development of AT models that can accurately interpret and identify hateful content [8]. The ability to detect
and prevent hate speech in multilingual contexts has wider implications for promoting diversity, equity, and
inclusion in online spaces. The development of such models can also aid in the creation of safer and more
welcoming online communities for people from diverse linguistic and cultural backgrounds. Table 1.1 depicts
some samples from the collected dataset.

Below examples list some instances of Hindi-English code-mixed text. It also discusses the translated
version of the instance in English.
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