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SENSOR NETWORK SOLUTIONS FOR AIRCRAFT ROUTE SCHEDULING AND
PARKING ALLOCATION WITH LOCALIZATION AND SYNCHRONIZATION

CHUNXIN HUANG* YAN YAO] AND LINA WEI#

Abstract. The Wireless Sensor Network (WSN) is the modernized version of the sensor networking, earlier the concerned
networking system used to be wired. The wireless and modified features have been able to increase the efficiencies of the networking
in routing scheduling of aircraft and allocating the parking. This new approach to the WSN system is not much different from the
typical sensor networks framework that contains sensors, a communication system, and a controller. Instead of a communication
system, a wireless protocol is applied within the sensor network. The smart system of parking has effectively implied due to its
hugely innovative as well as in-ground sensors. This can monitor individual spaces of parking and able to relay the status of
occupancy to the smart-sport gateways. Then, this can send the live status data to the platform of the smart cloud. This entire
process enables the real-time parking data to be accessed and observed on multiple devices.

Key words: Sensor Network, Wireless Sensor Network (WSN), Aircraft Route Scheduling, Parking Allocation, Localization
and Synchronization

1. Introduction. The sensor network constitutes a set of small and powered devices along with the
infrastructure of both wired and wireless networks. These groups are able to record conditions following any
number of environments such as farms, hospitals, and industrial facilities [21]. For vehicles and transportation
systems, the use of sensor networks has been seen in the route scheduling of aircraft and in parking allocation
systems for localizing and synchronizing.

From the above-presented diagrammatic representation 1.1, the versatile uses of Wireless Sensor Networking
(WSN) are reflected [15]. The mentioned security and surveillance and tracking vehicles are widely used
for traffic control and monitoring for land and air vehicles as well. In terms of aircraft scheduling, earlier
approximately 80 percent of flight accidents were caused by machines, and nearly 20 percent of accidents
happened due to human errors. The implementation of WSN in aircraft is one of the reasons behind the
improved technological aspects to reduce system and machine failures [12]. Hence, today the scenario has
changed entirely, nearly 80 percent of aero plane accidents occur due to human errors such as mechanics,
controllers, pilots, and so on whereas machine or equipment failures related accidents are 20 percent. The
major contribution of the work is as follows,

1. Transition to Wireless Sensor Networks (WSN): The research addresses the transition from tra-
ditional wired sensor networks to Wireless Sensor Networks (WSN). This shift reflects the advancement
in technology, offering increased flexibility and efficiency in various applications.

2. Efficient Routing Scheduling for Aircraft: The research introduces the concept of using WSN for
routing scheduling of aircraft. This innovation demonstrates the potential to enhance the management
and efficiency of aircraft movements within airport premises.

3. Parking Allocation Optimization: The study explores the application of WSN in allocating parking
spaces, particularly in the context of aircraft. This novel approach can lead to more efficient parking
allocation, reducing congestion and optimizing resource utilization.

4. In-Ground Sensor Implementation: The research presents the innovative use of in-ground sen-
sors for monitoring individual parking spaces. This implementation has the potential to revolutionize
parking management by providing accurate real-time occupancy status.

*College of Civil Aviation, Shenyang Aerospace University,Shenyang,China,110136, email: chunxinhuangl@outlook.com
TShenyang Aircraft Design and Research Institute, Shenyang, China, 110035
tCollege of Civil Aviation, Shenyang Aerospace University,Shenyang,China,110136
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Fig. 1.1: Applications of Wireless Sensor Networks (WSN)

. Smart Sport Gateways Integration: The research integrates the concept of smart sport gate-

ways, acting as intermediaries between the in-ground sensors and the cloud platform. This integration
demonstrates a holistic approach to data relay and connectivity.

. Real-time Parking Data: By utilizing WSN and in-ground sensors, the research achieves the ca-

pability to gather real-time parking occupancy data. This data can be accessed by various devices,
enabling users to make informed parking decisions on the go.

. Cloud-based Data Platform: The study introduces the usage of a smart cloud platform to aggregate

and manage the real-time parking data. This cloud-based approach enhances data accessibility, analysis,
and utilization.

. Multi-Device Observability: The research offers multi-device observability of real-time parking

data, allowing users to access this information through different devices such as smartphones, tablets,
and computers.

. Integration of Multiple Technologies: The study showcases the integration of various technologies,

including WSN, in-ground sensors, smart sport gateways, and cloud computing. This multidisciplinary
approach demonstrates the research’s innovative nature.

Practical Implementation Potential: The research’s findings highlight the potential practical im-
plementation of a smart parking system based on WSN. This has implications for modernizing parking
management strategies in various domains.

Data Accessibility and User Convenience: The research contributes to the ease of access to
real-time parking data, enhancing user convenience and potentially reducing congestion through more
informed parking decisions.

The research introduces a novel approach to networking by applying Wireless Sensor Networks to optimize
aircraft routing scheduling and parking allocation. The integration of in-ground sensors, smart sport gateways,
and cloud-based platforms further enhances the capabilities of the proposed system. This innovative research
opens up opportunities for more efficient and smart parking management systems, while also showcasing the
potential of WSN in broader applications.

2. Objectives. The main objective of the research is to explore and demonstrate the potential benefits and
practical implementation of using Wireless Sensor Networks (WSN) in optimizing aircraft routing scheduling
and parking allocation. The research aims to showcase the innovative application of WSN technology and its
integration with in-ground sensors, smart sport gateways, and cloud-based platforms to create a smart parking
management system.
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Fig. 3.1: The way of conducting Secondary research

1. To define the sensor networks for aircraft route scheduling and parking allocation with localization and
synchronization

2. To find out the significance of the sensor networks

3. To detect the risk of using sensor networks in scheduling the aircraft route and localizing and synchro-
nizing the parking route

4. To determine the potential solutions to the threats of using sensor networks

5. To analyze the architecture of the sensor networks

6. To evaluate the application of sensor networks in advanced technology

3. Methodology. A secondary qualitative research method has been applied here to find out the solutions
and usage of sensor networking in terms of route scheduling of aircraft and synchronizing and localizing the
parking [2]. Following this, secondary research can be described as the method of using data that already
exists which can be from research articles of other researchers, books, published academic papers, statistical
databases, and so on.

In the above-presented figure 3.1, the way of conducting secondary research has been presented [23]. Sensor
networks and their uses in aircraft and parking have been identified as the topic. The data sources of the
concerned research topic have been identified and acquired from other research articles, statistical databases,
and so on. Qualitative research has been carried out on the collected secondary data that is used to explore and
get deeper insights into the issues of the real-world such as sensor networking [25]. Unlike the quantitative data,
the qualitative research did not collect numerical data, it helped to generate hypotheses and further research
and comprehend the quantitative data research.

4. Discussion on Sensor Netwwork. Due to the technical improvements and modifications of nodes,
the use of WSN has increased and is used mostly than wired sensor networks in aircraft and traffic [10]. The
data rate of wireless sensor networking (WSN) ranges between 80 kb/s - 250 kb/s for operating in different
areas.

The aforementioned Figure 4.1 has described that with the support of the internet, the WSN is integrated
into the aircraft and traffic system in order to carry out the analysis, storage, mining, and processing. This
is done through its sensors, which, lead to two sensing regions mentioned in the figure. It connects the base
station with the sensors so that the data can be transcended and accessed in real time.

The aforementioned Table 4.1 described thoroughly the applications of sensor networking in aircraft and
traffic [3]. In this regard, for aircraft, the use of the wireless system in sensor networking has been seen as it is
more beneficial and less complicated than the wired system.

5. Impact of Sensor Networking for Aircraft Route Scheduling and Parking Allocation. Ta-
ble 5.1 in the above presentation discussed several activities of sensors in the context of parking allocation [16].
The synchronization phase within two nodes is seen to be a two-way communication.

The above-presented diagrammatic representation 4 has depicted the two-way communication within nodes.
Along with this, the synchronization phase continued with the sender-to-receiver communication [1]. In parking
allocation, the movement can be located and synchronized by commencing with the root node and propagating
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Fig. 4.1: Process and Components of WSN used for aircraft and traffic

Table 4.1: Use of WSN in aircraft and parking

Route Scheduling of Aircraft

Localizing and Synchronizing the Parking

Recently, the airplane monitoring system (AMS)
has integrated the airborne wireless sensor networks
(AWSN) to leverage the advantage, especially flexi-
bility.

It is seen that the activity of detecting sensor nodes’

physical coordinates within WSNs is known as posi-
tioning or localizing. This is considered as the key as-
pect in the current system of communication so that
the estimation and measures can be taken regarding
the place of origin of incidents.

The easy deployment system and the low-cost nature
of the concerned system have made it beneficial to
implement in the aircraft.

The inductive detector of the loop (ILD) sensor is
acknowledged as the most commonly used sensor in
terms of traffic management.

The new approach of monitoring the aircraft through
the AWSN resolves many issues of wire-based tools

Sensor networking is used for acquiring the flow of
traffic, occupancy of vehicles, length, and speed.

like the efficiency of fuel, emission of carbon, and
mass of flight.

through the network [5]. In this regard, it can be stated that the parking sensors are acknowledged as proximity
sensors [9]. This is being used for designing road vehicles so that the drivers can stay alert about the obstacles
of parking.

On the other hand, in terms of Aircraft Route Scheduling, the travel route scheduling schema with the
mobile collector (TRP-MC) can be possible [6]. It considers a short route which can take as many sensors of
AWSNSs as possible [14]. In this regard, the communication system of the concerned AWSN can be used.

In the above-presented diagrammatic representation, it is reflected that the concerned communication of
AWSN consists of four components, which are beyond AWSN, smart sensors, inter-AWSN, and remote servers
[13]. Hence, the smart sensors within the AWSN networking can be deployed on the airplane so that the
connection can be made through the AWSN. It can be stated that among all the sensor nodes, the AWSN is
dependent on wireless transceivers [20]. It is because the beyond AWSN component along with the access point
nodes and the gateway forms a bridge to other networks in airplanes such as portable devices, displayers in
the cockpit, and system of control [17]. In this regard, it has been seen that the higher-level implementation of
data is entirely based on the concerned sensory networking. The networking of satellites, ground stations, the
centre of air traffic control, and the system of management all are involved in the higher level of applying data.
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Table 5.1: Traffic activities by sensors

Synchronization | Use of sensors
of Traffic and
Parking Alloca-

tion
Traffic light sen- | In the traffic sensor context, the traffic light or intersection needs to be placed once, then
sors the sensor can be able to determine the vehicle in different areas which are predefined.

This would help in allocating the parking as well. After that, this is able to activate
one or many relays. These relays are responsible for triggering the traffic light to be
red or green.

Vehicle move- | For the detection of vehicle movement, a radar antenna is equipped with a sensor of
ment sensors the traffic light. The movement of vehicles can determine the allocation in the smart
parking system.

Localization of | Localization of the concerned sensor nodes within the WSNs is seen to be serving a
Nodes significant role in monitoring the traffic. In this regard, the main aim of the localization
process is to seek the coordinates of all targeted nodes through their connection with
the anchor nodes. In this way, the vehicle movement can be detected by the sensor
networking in traffic and verifying particular vehicles if required.

n B

NODE B A LOCAL TIVE

NMEA T (] LOCAL TIME

Fig. 5.1: The two-way communication between nodes in the synchronization phase

6. Potential Risks of using Sensor Networking. There are certain disadvantages to using sensor
networking that poses threats in the fields the WSNs are being used. Generally, the range of WSNs is acknowl-
edged as limited according to their design [19]. The concerned sensors are designed to work over a few hundred
meters at most. Hence, if routing and scheduling for aircraft or localization and synchronizing the traffic are
required to get coverage of a larger area, the WSN would fail. The use of multiple sensors can temporarily solve
the issue; however, it is extremely expensive and too complicated to manage [27]. In addition, the dependence
on wireless communication, the WSN is considered to be highly susceptible to interference with other devices.
This can turn out to be extremely dangerous for any transportation from aircraft to road traffic. The loss of
data or data corruption can happen, and even the performance of the network can get affected entirely.

The above-presented Table 6.1 discussed the issues caused by WSN to aircraft routing [7]. It is seen to be
difficult to plan a reasonable route of travelling in terms of acquiring data efficiently [28]. This concerned issue
is affecting people to plan a travel route without any inconvenience of scheduling other places.

7. Possible Solutions to the Threats. There might be certain disadvantages of WSN, however, the
issues can be solved and the advantages of the WSN can be able to create balance to reduce the extremeness
of these issues.
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m .&"ﬁr m Servers

Fig. 5.2: The components of AWSN communication system

Table 6.1: Risks in Routing due to sensor networking and its design

Challenges of rout- | Description

ing and issues in

the design of WSN

Deployment of | The deployment of nodes in the WSNs is seen to be dependent on the application.

nodes This application-centric nature can potentially affect the routing protocol perfor-
mance.

Considerations of | The sensor nodes might consume all the limited supply of energy, which is allo-

energy cated for performance consumption, and transmission of information in the wireless
environment.

The delivery | The data delivery model is driven by events. Hence, it is prone to react immediately

model of data due to any sudden and drastic changes.

Table 7.1 has reflected the potential solutions to the rising threats from the WSNs application. In this
regard, it is seen that the system is much more cost-effective than the previous wired system [11]. However, the
multiple expansions can cost more in WSN, which is still effective for the budget as the initial cost was low. In
addition, it would require only an operator to handle the delivered data and a technical expert to manage the
entire network [29]. Therefore, the low maintenance of the concerned system makes it more effective. In terms
of parking allocation, the use of electromagnetic or ultrasonic sensors has been observed in recent times. This
is an extremely cost-effective and scalable system than the previously used wired networking.

8. Architecture of Sensor Networks. The sensor network is seen to contain numerous sensor nodes that
are detection stations. These nodes are small, portable, and lightweight, and each is equipped with a transducer,
transceiver, microcomputer, and power source [2]. This aforementioned transducer produces electrical signals,
which rely on sensed physical effects and phenomena.

The block diagram of a sensor node has been depicted in the above-presented Figure 8.1 [18]. From the
diagram, it can be assessed that a modular design approach of each sensor node offers much-needed flexibility as
well as versatility in the concerned platforms such as aircraft and parking allocation. Through this, the require-
ments of a large variety of implementations can be possible [9]. The parking allocation of sensor networking
is capable of handling the traffic, generating the signals according to the vehicle movement, allocating the
appropriate parking to vehicles, and localizing, and synchronizing the allocation to enhance the smart parking
and traffic system entirely.

9. Sensor Networking and its Use in Advanced Technology. The above-presented Table 9.1 has
shown the integration of different advanced technologies with the sensor nodes of WSNs to enhance the smart
parking and aircraft system [11].
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Table 7.1: Potential effectiveness of WSN

7

Factors

Description

Energy efficiency | In terms of energy consumption, it is seen that the WSN is a new approach, which

apparently consumes less energy than the traditional wired system. The battery-
operative WSN system and lack of physical connections in the modernized WSN
networking trigger the lesser consumption, which can be modified further targeting
the zero consumption of energy.

Cost-effectiveness | It is seen to be less expensive to implement the WSN networking than the previous

wired networking system. Installing the wired system would cost a lot more than in-
serting the WSN system. Through this concerned cost-effective process, the flexibility
has increased a lot.

Scalability

The scalability of the concerned WSN system is huge and it can be expanded by
adding more sensors within the structure of the network. Therefore, it is the enabler
of investigating a larger area more than its limited expansion range and more events
can be detected through this.

SENEOR [SLT5

EADNG
——= FREQRENCY [RF
e TRANERECITVER
ST, LOW MAWEE, | iyl o |
MIIC RO TROLLE :

SENEOR SIGNAL
COAINTICENT

Fig. 8.1: A sensor node’s functional block diagram

Table 9.1: Integration with advanced technologies

Technologies

Integration with sensory network

Al

It is seen that the combination of multiple sensors enables an Al-driven robot to detect the
size, recognize an object, and locate its distance. On the other hand, Al technology can
be potentially applied to detect the hidden risks of WSNs networking. The prevention of
certain undetected security threats of WSNs can be resolved through the integration of Al
technology.

IoT

The integration of WSNs in IoT can be able to create an infrastructure-less wireless network.
This can be utilized in the deployment of a large number of wireless sensors, which can
monitor the system to appropriately carry out the parking allocation as well as an aircraft
routing system. Certain physical and environmental situations are also deployed through
this.
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Fig. 10.2: Consumption of energy and simulation of time

10. Results. Sensor networking technology has an immense effect on controlling the routes of traffic for
aircraft. In terms of efficiency and productivity increase the wireless networking system has been proven useful
in sectors like parking of cars, buildings made with smart technology, health care sectors, agricultural field,
monitoring of environmental issues and animal tracking.

From the figure 10.1 it can be seen that different networking signals have been colour-coded here as blue
for DCCS, green for DMC-CS and yellow for EDACP-CS. These signals have been compared for their accuracy
of algorithms in percentage and number of nodes [4]. For node numbers 0 to 30 or 40 the accuracy of signals
is found to be 30% for DCCS, 40% for DMC-CS and 60% for EDACP-CS. The percentage values of algorithm
accuracy range from 20%, 30% and 50% for node numbers varying between 45 and 75. 60 is the average
node number in between and EDCAP-CS shows the maximum accuracy value and DMC-CS shows the lowest
accuracy value [8]. For several nodes varying between 75 to 105 accuracy values of the algorithm varies in
between 50%, 30% and 40% for three types of signals. Here also it can be seen that the highest accuracy value
is seen for EDACP-CS and the lowest value of accuracy is seen for DMC-CS. From this analysis, it can be
effectively concluded that for traffic signal controlling EDACP-CS signal is the most efficient as it has the most
accuracy of the algorithm and DMC-CS is the least efficient network signalling method because it has the lowest
number for accuracy of algorithm per number of nodes [15]. These signals are frequently used in controlling
network traffic for air routes and other vehicles. In the case of air traffic controls the placed methods are highly
effective when the accuracy of the algorithm is higher.

The figure 10.2 depicted above represents a stimulation of the consumption of energy and time required
for the stimulation. The experiment is done to analyze and compare energy consumption in a particular
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period. The results of the simulation experiments are generally verified over data collected from over 1000
stimulations [22]. The obtained data from the stimulation experiments have been analyzed and transformed
into graphical forms. The data is observed and analyzed by keeping about the mathematical deviations and
optimal calculations. The figure illustrates the relationship between energy expenditure in a given fixed period.
As evident from the graph, it can be clearly stated that with the increase in the total number of stimulations,
the consumption of energy has decreased for all the involved systems [24]. It can be said that in general terms
equally distanced nodes with conventional usage with PSO use more energy as compared to BPNN and PSO
which consumes 100 mJ in over 3000 ms this is because of the back propagation phenomenon. Conventional
methods of the depiction of models of stimulation show more usage and consumption of energy in values of
300 mJ in 3000 ms. The same conventional methods use very less amount of energy when used in conjunction
with PSO. The accuracy of energy models is summed up by the more efficient energy usage and efficiency [26].
The model of the hybrid approach has been phenomenal and most efficient in terms of energy and productivity.
More energy consumption would indicate more wastage of resources which will not be beneficial in the long run.
That is why it is more efficient and productive than BPNN and PSO methods used to modify the proposed
methods.

11. Problem Statement. The sensor network is a significant solution to managing the aircraft route
schedule as well as the allocation of parking, however, recently it is facing certain problems. This should be
acknowledged as early as possible to modify the system and improve it more than earlier to be more effective.
Some nodes of sensors are seen to be either failed or blocked because of damage physically, lack of power, or
interference from environmental factors [7]. Only rerouting or actively adjusting powers of transmission are the
only ways to handle this fault tolerance issue. However, this is decreasing the performance and productivity
for routing the aircraft or allocating the parking.

12. Conclusion. The primary significance of using the wireless sensor network lies in generating authentic
real-time data in each field. The aviation system and smart parking allocation matter are two important fields
where the inclusion of the WSN has immensely improved the field. The data collected through concerned sensor
networking can be evaluated and utilized by connecting it to the internet or the computer network. Considering
the advancement of technologies in this modern era, the importance of sensors in WSNs has increased every-
where, especially in environments, phones, workplaces, and vehicles. One of the primary takeaways from this
study is the remarkable role that WSN plays in ensuring the generation of accurate and real-time data. In the
aviation sector, for instance, the implementation of WSN facilitates more precise and efficient aircraft routing
scheduling. Real-time data collected from sensors placed at strategic points can be harnessed to monitor the
movement and status of aircraft, enabling optimization of routes and schedules. This not only enhances opera-
tional efficiency but also contributes to overall safety and better resource utilization within airport premises.

Similarly, the realm of smart parking allocation has been revolutionized by the integration of WSN technol-
ogy. The utilization of in-ground sensors to monitor individual parking spaces enables the continuous tracking
of occupancy status. By relaying this information to smart sport gateways and ultimately to cloud platforms,
users gain access to real-time parking availability updates. This not only streamlines the parking experience for
users but also offers opportunities for effective parking space management, reducing congestion, and optimizing
space utilization.
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COMPREHENSIVE EVALUATION MODEL FOR COMPETITIVENESS OF MASS MEDIA
COMPANIES IN THE IOT SENSOR NETWORKS

MENGYING XI*

Abstract. Mass media companies can be elaborated as organizations that manipulate technological components for their
various departments such as movie studios, publishing houses, radio and television station management teams that impact a large
range of audience via vast communication strategies. The companies have also been referred to as media conglomerates, media
groups, or media houses further illustrating their grasp over the global markets and their revenue structures. The largest media
companies such as Apple, Disney, and Comcast among others, offer products and services to users that are diverse individuals as
well as large organizations leading to significant revenues as well as challenges that have been further explored in a comprehensive
manner in the study. IoT utilizes wireless networks that are without infrastructure to install a huge number of wireless sensors that
track system, physical, and environmental conditions. If you're wanting to integrate WSN into your business, our highly driven
and experienced engineers can give you an all-encompassing solution.

Key words: Mass media, IOT sensors, Models, Communication strategies

1. Introduction. This study addresses the application of technological elements such as Internet technol-
ogy for media-based establishments that fulfill several duties in society. Some of those responsibilities include
focusing on entertainment, education, information-sharing, development of a public forum for discussion, and
acting as a watchdog for governments, business, and other institutions in a vigilant manner. However, the oper-
ators associated with the mass media industry can be assessed to possess personal agendas because of political
inclinations, demand for advertisement funds, differences in ideological bias, that have relatively constrained
their competitive abilities. The development of technological privileges has also revolutionized traditional rev-
enue streams, such as print advertising, that have necessitated greater strategic countermeasures to prevail in
global markets. The analytical discussion on the performances of the various establishments and their impact
in the prolonged period of time has further explored to identify the barriers that are required to be overcome
to maintain a recurrent nature of profitable revenue stream across global digital platforms.

The rapid evolution of technology has ushered in an era of unprecedented change within the media industry.
Mass media companies are navigating an intricate web of new platforms, channels, and consumer behaviors.
The motivation to understand how these conglomerates harness technology to adapt and thrive in this dynamic
landscape fuels our research. Exploring the financial underpinnings of media giants like Apple, Disney, and
Comcast unveils a fascinating narrative of revenue diversification. At the same time, this exploration shines a
light on the complex challenges they face in an era of changing consumption patterns, digital disruption, and
evolving regulatory frameworks.

The essence of contemporary media hinges on immediacy and relevance. IoT sensor networks enable
real-time data collection from a multitude of sources, granting mass media companies the ability to capture up-
to-the-minute information, trends, and user behaviors. This real-time insight empowers agile decision-making,
ensuring content delivery aligns with current audience preferences. Understanding the audience has always been
central to media success. IoT sensor networks provide a panoramic view of user interactions, preferences, and
consumption patterns across platforms. This nuanced understanding enables media companies to tailor content
to individual preferences, thus bolstering user engagement and loyalty. IoT sensors facilitate the seamless
monitoring of user experiences across diverse media platforms. By tracking user behavior and response, media
companies can refine interfaces, optimize content delivery, and create personalized experiences that resonate

*Business Administration major, Beijing University of Posts and Telecommunications Zhengzhou City 450003 China
(mengyingxiresc@outlook.com)
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with each user.

Leveraging IoT sensor data, media conglomerates can optimize content delivery mechanisms. Insights into
user engagement levels, content preferences, and viewing habits allow for targeted content recommendations
and scheduling adjustments, enhancing viewer satisfaction and engagement. IoT sensors extend their influence
beyond content delivery. They enable the monitoring of equipment performance, infrastructure utilization, and
energy consumption. This data-driven oversight contributes to operational efficiency, reduced downtime, and
informed maintenance strategies. Informed decision-making is the hallmark of successful media strategies. IoT
sensor data guides strategic choices by offering empirical evidence of content performance, user engagement
trends, and emerging patterns. This data-driven approach enhances the likelihood of producing content that
resonates with audiences. The media landscape evolves rapidly. IoT sensor networks facilitate the monitoring
of industry trends and audience preferences. This agility equips media companies to innovate and adapt swiftly,
ensuring they remain relevant in the face of disruptive forces.

1. Objectives

2. To understand the various major mass media conglomerates that are active

3. To identify the barriers for mass media establishments

4. To explore areas of market opportunities for the development of the institutions
5. To assess the future success rate of the industry amidst globally changing trends.

The research contributes by delving into the qualitative aspects of the impact of media technologies on mass
media companies. By exploring digital datasets and qualitative elements, the study uncovers nuanced areas of
improvement influenced by media technologies, providing a comprehensive understanding of their influence.

2. Methodology. The development of this study has been made possible by a vast array of digital datasets
and insights. The use of qualitative elements in the study has also been a crucial factor in terms of identifying
the areas of improvement that have been impacted by the media technologies. The use of Internet as a medium
for amassing greater range of viewership has propelled several mass media establishments to introduce drastic
approaches to gain better prominence that have also been elaborated by the use of secondary datasets that
have been reviewed across scholastic platforms.

Incorporating detailed examples of how prominent media companies have harnessed IoT sensor networks to
transform their operations can provide concrete evidence of the technology’s influence. For instance, illustrating
how Disney utilized IoT devices to enhance visitor experiences in its theme parks or how news organizations
integrated IoT sensors for real-time data collection during major events could vividly depict the benefits and
possibilities of IoT integration. These examples not only demonstrate the applicability of IoT in the media
industry but also lend credibility to the research findings.

3. Discussion on IoT sensor networks . The internet of things technology can be elaborated to have
resulted in a significant level of mass media conglomerates that has provided them with a diverse manner of
challenges and opportunities [28]. The comparative discussion of the approaches in which internet technology
is important for mass media companies have been further illustrated below.

The growth of new revenue streams that have replaced the regressive traditional revenue stream accumu-
lation tactics such as print advertising by media companies. In comparison, the identification of new ways to
generate capital from their content, such as through online advertising, paywalls, and subscriptions have also
been valuable for their revenue performances [1]. On the other hand, the internet has made it easier for new
communities to engage the market, resulting in an incline in competition for established media companies.

Another element of IoT and its application also implies that media companies can collaborate with other
media institutions. The linkage of various social media platforms such as Facebook, Instagram, LinkedIn as
well as their influencer communities can enable greater interaction with new audiences by developing more
immersive forms of content [25]. The above figure shows a glimpse of the connections of IOT connections for
mass communication

It can be elaborated, however, that the internet has fragmented audiences, making it relatively difficult
for media companies to expand their outreach in terms of a large, unified audience. On the other hand, the
ability to conduct investments in mass media companies that diversify their monetary assets into research and
development for testing out new platforms can be more successful for investing parties as well. The internet
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Fig. 3.1: IOT based information and communication technology [6]

technology that has revolutionized over the past decade has also been expressed to unleash a major proportion
of attention-deficit-disorder among viewers leading to greater saturation in traditional and social media [14].

One of the demerits of a fractured audience relay implies that the internet has been partially able to
immerse itself in the media environment to reach a more diverse and global audience, as well as to target
specific demographics through social media and other online platforms. However, it can be argued that media
conglomerates aspire immensely for development of policies that facilitate their control of the markets around
the world and their associated digital privileges [11, 5].

The internet has yielded beneficial situations for establishments such as Google, Amazon and others that
are reliant on mass media conglomerates. However, it has created new threats and setbacks that has also
enabled better management of new opportunities for revenue, collaboration, and audience engagement [26, 18].
Media companies that are willing to invest in research and development and adapt to new technologies will
likely be more capable of predicting performance across global platforms.

4. Performance of mass media entertainment industry. The statistical information provided above
informs of the various establishments that are active across the globe owing to their prominent revenues [2].
Enterprises such as the Comcast, Meta-verse and others that have been further addressed in the study to
develop more comprehensive insights. The various means of improving revenues by the global conglomerates
have been further elaborated below. Mass media companies can upgrade their revenue streams by diversifying
their business structures and adapting to the advent of new technologies. By implementing strategic discourses,
media companies can generate revenue from diverse sources and lower their reliance on traditional revenue
streams [24]. The performance of establishments such as Amazon, Apple, Comcast have been significant in
terms of revenue collection as denoted by their revenue streams that have been approximated to be ranging
across 250-300 billion euros.
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The use of statistical data as relayed in the image above informs that establishments such as Apple, Mi-
crosoft and others control the majority of the media markets. Some of the most common forms of revenue
expansion include induction of digital advertising on company websites and email subscriptions for newsletters
to generate revenue. Digital media establishments also charge users for access to premium content, such as
exclusive publications, videos, and podcasts that leads to better revenue accumulation [17].

One of the most lucrative approaches that are engaged by competing digital media companies is by earning
commissions by promoting products or services through affiliate links. Additionally, the hosting of digital
meetings to commercialize their own products or merchandise, such as books, clothing, and accessories can also
be beneficial [16]. The hosting of live events can also lead to a growing number of publishers willing to generate
revenue by hosting live events that leads to better market performance.

5. Barriers of mass media companies in markets. A vast number of threats and setbacks can be
assessed to be poised at the integration of Internet facilities to mass media conglomerates. Barriers to internet
technology adoption in mass media companies can also lower their brand image among shareholders [8]. The
detrimental setbacks to Internet Technology have been further explored in the following sections. In general,
the term “media” to refer to a platform via which content is disseminated from the creator to the audience.
The media sector is made up of the businesses and people who produce, handle, distribute, and use this content.
The Indian media business is one of the economy’s fastest-growing and is expanding significantly. The sector is
on the verge of initiating an even greater phase of expansion, supported by increasing consumer demand and
improving revenue, showcasing its elasticity to the world. The digitalisation and internet usage in the previous
ten years have led to an exponential growth in the business.

Lack of awareness: A prominent community of people can be observed to be ignorant to the use of the
internet and its resultant impacts that include lowering of cost and labor [29]. The lack of awareness can act
as a setback for technologically less-adept communities.

Lack of relevant areas of application: The lack of acknowledgment for the relevance of the internet in daily
lives can act as a barrier to adoption.
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Mismanaged infrastructure development: In some countries that are suffering in terms of economic stability,
the infrastructure necessary to support internet adoption can be scarce in nature, which can act as a barrier to
adoption of digital technologies [9].

Physical challenges: One of the most prominent challenges to digital application is the need for its simplifi-
cation to the point where it can be used seamlessly by elders. The older community members may face physical
challenges that complicates its ability to use electronic devices acting as a barrier to digital engagement.

Lack of mental confidence: It has been observed that several communities can suffer from ineffective identity
issues leading to the lesser desire to operate digital services [4]. The communities that lack confidence in their
ability to accrue knowledge and properly apply it while using electronic devices can further act as a barrier to
adoption.

Competitive forces: The presence of competing nature of relationships across global conglomerates have
been a significant barrier for several establishments in terms of introducing more lucrative deals than oth-
ers. Furthermore, the internet has made it more accessible for new players to enter the market, increasing
competition for pre-existing media companies [13].

Fragmentation: One of the most prominent issues in terms of mass media usages include a fragmented nature
of audience with diverse trends. Additionally, this has also led to Attention deficit disorder issues for social media
application users on a global scale. Since the beginning of the industry’s recognition, this has been a problem.
The media houses have always been concerned about issues relating to the complexity of contracts, advertising,
handling (and settlement) of finances, acquisition and retention of employees and material, and ambiguity in
having clients and producers on board. Additionally, while the model for advertising has historically been
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straightforward, there are still a number of components that must be put together, such as the type of media
being used and whether direct or indirect advertising is being done. The result is a completely distinct need for
accounting, ranging from sales through financial planning, its analysis, and financial management. This raises
the possibility of errors that could have an impact on the analysis as a whole. As more and more individuals
move towards digital technology, attacks like social media accounts malware, phishing attacks, and other frauds
have also gotten easier and quicker to transmit as well as news, facts, and data. Currently, social media accounts
are one of the most valuable assets in the media sector. Hacks can simply gain access to these accounts and
spread fake information, endangering the feelings of many people and bringing negative attention to the media
outlet.
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Fig. 6.1: Types of digital connections (Influenced by [9])

6. Comparative assessment of mass media institutions. The diagrammatic expression provided
above informs of the various elements of digital activities necessary for maintaining a coherent nature of de-
velopment of Internet Technology. The global mass media industry is dominated by a small array of vast
establishments that control a significant portion of the market in a perennial nature. A comprehensive discus-
sion as provided below illustrates some of the major global mass media companies and their performances [30].

Apple: The enterprise maintains a market capitalization rate that approximates $2.74 trillion signifying
major financial benefits. Apple Corporation offers a wide selection of products and services, including smart-
phones, tablets, computers, and streaming services that have undergone a relatively ever-increasing form of
growth.

Disney: The establishment manipulates a market capitalization of $238.21 billion elevating it to the stature
of one of the largest media conglomerates in the world. It has distributed operations between four segments:
media networks, parks and hospitality, studio entertainment, and consumer product management [21].

Comcast: Comcast is one of the largest global media, entertainment, and communications companies
that have prevailed owing to its ability to enable collaboration across multiple platforms. The establishment
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operates across five segments namely, cable communications, cable networks, broadcast television, motion-
picture entertainment, and theme parks.

The pictographic expression provided above informs the various uses of IoT that are engaged by mass
media establishments to render a greater range of competition to their institutions [20]. Some of the services
can also be denoted to yield synergy of content that can have profound impacts. The internet has permitted
media companies to synchronize their content by broadcasting the same insights and products across multiple
platforms, which significantly aids in reducing relative first edition costs owing to the marginal internet costs
[3]. The reduction in the costing of internet privileges can also be considered a motivating factor. The syn-
chronization of IoT devices have also expanded to be able to be used within vehicles that have further led to a
higher range of integration.

7. Opportunities for mass media establishments. The diagrammatic expression provided above in-
forms about the major establishments that are currently functional on a globally immense scale and are capable
of impacting the global economy in a diverse manner [22]. The adoption of internet technology has enabled
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Fig. 7.2: Application of sensor technology (Influenced by [28])

media companies to interact directly with their audiences through social media and other online platforms
that have further enabled establishments such as Microsoft, Apple and others to identify and target probable
patterns among consumer demographics.

The diagrammatic expression provided above informs the use of sensor based data to identify digital com-
mands that are crucial for improving digital integration. Sensor-based technology has become an intrinsically
important element in the mass media industry owing to its ability to simplify human intervention to its basic
stages [7]. The following are some types of sensor-based technology used in mass media that are effective today
as well.

Sensor journalism: Sensor journalism implies the application of sensors to generate or collect data. The
following steps include analyzing, visualizing, or using the data to support journalistic inquiry. The aforemen-
tioned approach to journalism involves the innovation of data with sensor equipment that is relatively disparate
from data journalism [12].

Drones: Drones are unmanned aerial vehicles that can be stubbed with sensors to capture images and
videos from a relative aerial distance. The use of it is becoming increasingly common in the media industry for
aerial photography and videography services.

Location-based sensors: The use of Location-based sensors can be valuable in identifying trends in specific
locales in terms of content consumption. Privileges such as GPS, used to collect data on the location of
individuals and objects have also proven to be functional. The datasets expressed above can be used by media
companies to create personalized content and advertising in a more subjective format [5]. The discussion of the
various components used in technological developments further informs the areas of IoT that are in deft need
of undergoing changes.

8. Relevance of technology in mass entertainment platforms. The diagrammatic expression pro-
vided above informs of the major challenges in mass media communications that can hamper the competitive
forces active between different companies.

The diagrammatic expression provided above informs of the various establishments functional on a global
scale and their ability to accumulate vast revenue structures. However, it can be expressed that there are a
variety of susceptibilities that need to be addressed efficiently as further explored. The lack of transparency in
the media industry, which can lead to a lack of faith from the public that hampers their brand image [6].

Media companies such as Meta, Microsoft and others are also necessitated to comply with various laws and
regulations, which can be daunting due to the constant nature of unpredictability prevalent in the industry.
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The growth of new media channels, such as social media sites has led to greater threat in terms of traditional
media channels.

9. Future scope of mass media industries. The diagrammatic expression provided above informs of
the various sources of information that are crucial to media houses for developing a better strand of services
for communities in need. One of the most valuable elements of mass media is its engagement of social media
that has led to a wide range of impacts.

Social media and its adoption has led to a variety of significant impacts on mass media communication
as well [23]. One of the earliest impacts include incline in audience participation that have also led to better
expansion of mass media industries.

Expansion of digital reach: Social media has surpassed the reach that traditional broadcast and print
media can cover as evident from its persistence in countries that relocated across ecologically diverse planes.
The encapsulation of all types of audiences and communities on a global basis can be observed to contribute
towards their future performance as well.

Instant communication: Social media enables instantaneous connection that permits individuals to ex-
change data in the form of information, and engage in conversations in an ever-present phase [19].

Formulation of public opinion: Social media can be denoted to be one of the most prominent tools for the
shaping of personal and subjective outlooks. The full range of its application also has the ability to redirect
public opinion and influence perceptions, since individuals share and discuss and share insights and opinions
on news, and events.

The diagrammatic expression provided above informs various sources of information that are employed by
mass media authorities to better manage their services across diverse platforms [26]. Some of the sources have
been further discussed below.

Newspaper sources and editorial magazines: They can be considered as traditional sources of mass media
information that have been prevalent for several decades. These data sources are capable of providing in-depth
coverage of new developments, current events, and other topics of interest.

Television and radio broadcast channels: These can be considered as one of the oldest sources for imparting
mass media information that have been active for multiple generations [10]. The aforementioned sources provide
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news, entertainment, and other programs that are demanded for viewership by a wide audience.

Internet: The advent of Internet of Things (IoT) technology has become a major source for accumulating
mass media information in recent years. It provides unrestricted access to news, entertainment, and other
content on an international scale.

Social media: Social media platforms that have developed owing to technologies such as Facebook, Twitter,

and Instagram have become increasingly trending sources of mass media information [27]. They have also been
known to allow users to share news, opinions, and other content with a wide audience leading to a relatively

better coherence in sharing insights.
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10. Results. The diagrammatic expression provided above informs of the IoT market that is prevalent on
a global scale. Establishments such as Amazon, Microsoft, and Apple among others are conglomerates that have
been able to foster stakeholder trust by maintaining an annual nature of incline in their revenue generation.

The diagrammatic expression provided above informs of the basic privileges that are received from the
application of digital technologies in the mass media industry [15]. Its compatibility with digital components

such as Machine learning by the use of algorithms and models have also elevated the range of its services among
users.

11. Conclusion. This research sheds light on the competitive dynamics that characterize the global mass
media industry landscape. Through an analytical exploration of industry giants such as Google, Microsoft, and
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others, a deeper comprehension of mass media technologies has emerged. Furthermore, the study delves into
the role of social media applications as integral components of mass media manipulation strategies. However,
it’s important to acknowledge the limitations associated with Internet of Things (IoT) technology. The study
recognizes that certain barriers can hinder its effectiveness in various aspects. Factors such as data privacy
concerns, interoperability challenges, and potential security vulnerabilities need to be addressed to fully unlock
the potential of IoT in the mass media sector.

Looking ahead, there are promising avenues for future research. Exploring innovative approaches to miti-
gate the limitations of IoT in mass media, such as developing robust data protection frameworks and enhancing
device compatibility, holds significant potential. Additionally, investigating the evolving landscape of media
consumption patterns and audience behaviors in the context of IoT-driven media experiences could yield valu-
able insights for industry stakeholders. This study offers a multifaceted perspective on the mass media industry’s
competitive landscape and the role of IoT technology within it. While acknowledging limitations, the research
also highlights the prospects for overcoming challenges and shaping the future of mass media through strategic
adaptation and technological advancements.
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A SECURE METHOD OF COMMUNICATION THROUGH BB84 PROTOCOL IN
QUANTUM KEY DISTRIBUTION

CHUNDURU ANILKUMAR ; SWATHI LENKA | N. NEELIMA } AND SATHISHKUMAR V E §

Abstract. Security awareness is one of the most pressing topics in today’s globe. The idea of cryptography is introduced
when the subject is information security. Conventional cryptography-based security techniques rely on the presumption that keys
are shared before secure connections. The most crucial factor to consider when integrating cryptographic operations into account
when integrating cryptographic operations in with any system is the safe key management strategy required for sending and
transferring a secret key between two entities The systems will be vulnerable to bugs and possibly fatal external assaults if the
fundamental management methods are poor A method for securely encrypting data sent between parties is quantum cryptography.
and spotting eavesdroppers trying to overhear the conversation. Quantum cryptography may be the solution to these issues
a quantum cryptography application, Quantum Key Distribution (QKD), refers to the production of a cryptographic key with
unconditional security assured by physical rules. Quantum cryptography is a kind of encryption. We examine the quantum key
exchange protocol (BB84 protocol) in this study and the way that it significantly improves data transfer security when compared
to standard encryption techniques. The main objective of quantum cryptography is to offer a trustworthy way to provide a secure
method of communication between the intended peers only and to detect the Eavesdropper presence.

Key words: Security, Cryptography, Quantum Cryptography, Rivert Shamir Adleman Algorithm, Shor’s Algorithm, Quantum
Key Distribution, BB84 protocol.

1. Introduction. The emergence of the implementation of quantum computers brings significant risks to
current encryption methods; for example, the implementing the Shor algorithm can obsolete in a very short
period. This has probably led us to seek alternative methods of encrypting data with a greater degree of
safety. To encrypt messages, provable secure cryptosystems (for example, OTP) rely on the exchange of a
secret key between sender and receiver. Quantum cryptography, sometimes referred to as quantum encryption,
uses quantum physics to encrypt communications so that only the end user can decipher them.

Photons and their inherent quantum characteristics are used in quantum cryptography to create a secure
cryptosystem. While the quantum state of any entity cannot be determined without destroying it, quantum
cryptography relies on the usage of photons and their intrinsic quantum features to create an unbreakable
cryptosystem. These are the optical fiber cable data transmitters, a trustworthy channel for communications
with extremely high bandwidth. The fundamentals of quantum physics indicate that noticing a quantum
state causes disruption. Because of the various QKD techniques, any possible listener intending to track the
delivered photons will interfere with the communication. This interference will cause transmission issues, which
authorized users would be capable of identifying. That has been done to guarantee the safety of the given keys.

1.1. Quantum Cryptography vs. Traditional Cryptography. A classical bit is the fundamental ele-
ment of traditional computation and information systems. Similarly, the basic element of quantum information
as well as quantum computation systems is the qubit, a term invented by Benjamin Schumacher.

In a traditional system, a bit can be either 0 or 1. A qubit has two basic states in quantum systems, which
are expressed as |0 or |1, where | is Dirac notation.
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|T00 = |0,

w10 =1,
(W01 =[+ = 1/v2[0 + 1/V2|1,
W11 =|- = 1//2[0 - 1/V/2|1.

The traditional form of cryptography is the method of mathematically encrypting the message so that only
one person with the correct key can read it. There are two types of key distribution in traditional cryptography:
symmetric key and asymmetric key [4]. Asymmetric cryptography encrypts communications using a public key
and decodes them employing a private key, in contrast to symmetric key algorithms that decrypt and encrypt
data with a unique secret key. Traditional cryptography techniques have been trusted because it would take
classical computers an impractical amount of time to factor the required large numbers, that are required to
make up both private and public keys [18].

Unlike conventional encryption, quantum cryptography is based on the ideas of quantum physics. And,
unlike traditional cryptography, which is rooted in mathematical equations and calculations quantum cryptog-
raphy is considerably more difficult to decrypt because perceiving the involved photons alters the expected
outcome, alerting both the sender as well as the recipient to the involvement of an eavesdropper [15]. Because
the process requires fiber optic cables, as well as repeaters, as well as repeaters distributed out to boost the
signal, quantum cryptography usually has a distance or field of view associated with it.

Existing encryption systems, on the other hand, are threatened by quantum algorithms. Another quantum
approach capable of defeating symmetric encryption is the Grover algorithm. For instance, the popular Shor
method can decipher asymmetric encryption schemes like Elliptic Curve and RSA. Whereas key exchanges are
protected by quantum physics in quantum cryptography [8]. Moreover, the security of ordinary encryption is
threatened by insecure random key generators, increases in CPU power, innovative attack strategies, and the
development of quantum computers. Such encrypted information has no significance in the case of quantum
computers. In the future, quantum computers will be able to intercept and preserve encrypted data for decryp-
tion [6]. Quantum cryptography has the advantages of “unconditional security” and Eavesdropper detection.
These qualities may be useful in addressing cyberspace security issues for the next-generation internet and
associated applications like the internet of things as well as smart cities.

e RSA algorithm is implemented as an example of a Conventional Key Exchange algorithm.

e The Shor’s algorithm is implemented to show how Quantum algorithms (Shor’s) breaks Conventional

algorithm.

e Quantum Key Distribution in conventional cryptography provides a secure method of communication.

e Data transmission security is elevated to a greater level via QKD.

e Python tools like Qiskit are used to implement QKD using the BB84 protocol.
The remaining sections of this paper are demonstrated as follows: Introduction to Quantum Cryptography,
Section 2: Using the BB84 protocol for quantum key distribution and then the comparison of Quantum cryp-
tography and traditional cryptography, Section 3: The related work needed to the paper, Section 4: The process
for distributing quantum keys is described, Section 5: The results are analysed and explained, section 6: It
encloses the conclusion.

1.2. The BB84 Protocol for Quantum Key Distribution (QKD). The four-state BB84 protocol
is integrated with the quantum key distribution (QKD) technique, a quantum cryptography technique, by
assuming an ideal quantum channel atmosphere in which the eavesdropper is the only factor contributing to
QBER greater than zero. N binary bits are first generated by Alice and must be transferred to Bob. Alice
randomly selects a polarization basis from the diagonal () or rectangle (4+) to encrypt a binary bit into a qubit.

Binary data 0 and 1 might be represented on the rectangular basis, for instance, by a qubit having polar-
izations. As a result, a qubit having polarizations can diagonally denote 1 and 0, respectively. The no-cloning
theorem, which states that any arbitrarily defined unknown quantum state cannot be flawlessly copied, ensures
this.

The data is encoded as non-orthogonal qubits, which is essential for detecting eavesdropping. Naturally,
Eve may try to capture those quantum carriers and measure them. She is unaware of the precise group of
carriers Alice pre-selected for each important component, just like Bob. She could be unable to distinguish
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Table 1.1: BB84 protocol polarization scheme
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Fig. 1.1: Representation of Qubits as Bloch sphere

between |0) and |1), when Alice encrypts a bit as |[4+) or |—), or vice versa, just like Bob. But in contrast
quantum cryptography, this usually involves Alice (A) and Bob (B) wishing to exchange confidential details
while eavesdropper Eve (E) tries to intercept the message without even being detected. The main objective of
quantum cryptography is to offer an effective means of detecting Eve’s activity.

1.3. Qubits Representation and their Properties. The BB84 protocol is a well-known quantum key
distribution (QKD) protocol that enables secure communication between two parties using the principles of
quantum mechanics. It uses qubits, the fundamental units of quantum information, to encode information in a
secure and tamper-evident manner. This report aims to explain the representation of qubit states through the
BB84 protocol and discuss their properties[4].

In the BB84 protocol, qubit states are used to encode information. A qubit can exist in a superposition of
two basis states, usually denoted as |0) and |1). These basis states correspond to the classical bit states 0 and 1,
respectively. The qubit states can be represented as linear combinations of the basis states, such as «|0) + 5|1),
where o and 3 are complex probability amplitudes that satisfy the normalization condition |a|? + |3]? = 1.

The BB84 protocol involves the following steps: Qubit Preparation: The sender (Alice) prepares a series of
qubits in random states. These qubits can be in either the |0), |1}, or superposition states. Qubit Transmission:
Alice sends the prepared qubits to the receiver (Bob) through a quantum channel, which can be a physical
medium like optical fibers. Measurement Basis Selection: Bob randomly chooses a measurement basis for each
received qubit from two possible options, denoted as the computational basis (]0), |1)) and the Hadamard basis
(I+), |-)). d. Measurement: Bob measures each qubit in the chosen basis and obtains classical measurement
outcomes [5]. Basis Announcement: Alice and Bob publicly communicate the bases they used for each qubit
transmission but not the measurement outcomes. Key Generation: Alice and Bob retain the bits for which
their measurement bases matched, forming a shared secret key for secure communication.

In the BB84 protocol, different qubit states are used to encode information. These states have specific
properties that contribute to the security of the protocol: |0) and |1) States: These are the computational basis
states and represent the classical bit states. They are orthogonal and form the basis for secure key generation
in the protocol.
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B |+) and |—) States: These are the superposition states in the Hadamard basis. They are also orthogonal
and provide a second basis for key generation. The |+ state represents an equal superposition of |0) and |1),
while the |—) state represents their difference [6].

Randomness and Security: The security of the BB84 protocol relies on the randomness of the qubit states
chosen by Alice and the measurement bases chosen by Bob. The random choice of states ensures the security
of the key against eavesdropping attempts.

2. Related Work. The application of a unique quantum key distribution (BB84 protocol) and the way it
may be utilized with conventional encryption methods to increase the security of data transmission. Moreover,
it compares the encryption, decryption, avalanche impact, and performance of both QKD free versions - and
QKD of these operations to assess the performance of various cryptographic techniques for a variety of file sizes.
This work explores quantum cryptography is possible uses in secure communication systems, building on earlier
research into the subject [5, 9, 25]. Solid evidence that uses a communicative architectural model and execution
to mimic the concepts of quantum physics. It employs both the presence and absence of an eavesdropper in
the quantum key distribution (QKD), implemented with BB84 protocol. Heisenberg’s uncertainty principle
and no-cloning principle can be utilized to find an eavesdropper, according to simulation findings. according
to simulation results, although the chances of them accurately guessing which polarization state to listen in
on is quite tiny [1, 13]. Quantum computing’s current status of development and its uses in cryptography. It
looks at the resistance of current encryption techniques to quantum computing and how the quantum computer
can be employed to predict secret keys for communication decryption. The development of an application that
enables users to utilize this technique to decode encrypted communications is also covered [17, 12]. Quantum
computing algorithms, particularly Shor’s algorithm, will be examined in this session to see how they may
be used instead of conventional techniques to break encryption systems. In order to evaluate the efficacy of
various quantum computing techniques, it will also examine the topics of storage capability, computation time
precision, correctness, integrity, availability, and efficiency [14]. Factorial quantum technique for RSA cracking is
presented in this paper without specifically calculating the modulus of n. Its foundation is the phase estimation
and quantum inverse Fourier transform. The Shanks’ SQUARE Form Factorization method, the Lehman
methodology, and there have been several investigations on the RSA Quantum Polynomial-Time Fixed-Point
Attack and compared to this strategy as approaches to the Integer Factorization Problem (IFP) [23]. Extensive
overviews of cutting-edge QKD-protected optical networks that will have an impact on communication networks
in the coming decades. The fundamental setup technique is described, as well as the procedures and methods
used in QKD-protected optical networks. It contains a full explanation and comparison of the many ways
proposed in the literature to manage networking-related difficulties [24]. The application of wireless body sensor
networks (WBSN) for remote medical surveillance during the COVID-19 pandemic. Following an examination
of the most recent security vulnerabilities to WBSN data, a unique upgraded BB84 Quantum Cryptography
Protocol (EBB84QCP) is proposed as an effective way for safe key distribution without the direct exchange of
secret keys [10]. Current state of research in post-quantum cryptography and quantum key distribution (QKD)
approaches. This work employs QKD to improve current encryption protocols such as Rivest-Shamir-Adleman
(RSA) and render them more resistant to quantum computer assaults. The paper also discusses how utilizing
a QKD protocol to initialize may assist avoid brute force attacks by trying to prevent Eve from learning N and
breaking the protocol via a brute force technique [20].

For authentication, QKD employs the PRF (Hash, Once) MAC paradigm. Because of the variety of func-
tionality it offers, this MAC is suited for QKD. Yet, PRF is more important than the Wegman-Carter paradigm,
one of most popular MAC approach in QKD (Hash, Nonce). It ensures eternal security, which implies that even
with unlimited computational power, the attacker cannot learn any additional knowledge about the generated
keys as far as authentication is not interrupted during QKD execution [19, 16, 11]. The Bennett-Brassard-84
(BB84) quantum key distribution (QKD) protocol’s upper bounds on false-negative and false-positive ratios
for eavesdropping detection are examined in this study. In order to deal with the constantly shifting quan-
tum channel circumstances, it additionally offers a clustered BB84 protocol and a combinatorial eavesdropping
detection method. The authors conducted a detailed simulation analysis to evaluate their proposed method-
ologies. The results showed that they can detect eavesdroppers with a minimum of 99.92% accuracy in such
situations [22, 21].
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Fig. 2.1: Working process of the bb84 protocol

3. Proposed Methodology. The Quantum Key Distribution is integrated with the BB84 protocol to
focus more on security proof. To generate the key, two people, Alice and Bob, employ quantum signals known
as quantum bits, or simply qubits. Each attempt by an eavesdropper (say, Eve) to obtain the key causes a
disturbance in the quantum signal, which eventually leads to Eve’s discovery. Our project’s major goal is to
offer a method of secure communication only between the two intended communicating peers namely, Alice and
Bob. This communication achieves security with the secure transmission of a secret key only. The major steps
involved in this methodology are:

1. Key Generation
2. Key Sifting
3. Key distillation

Key Generation.

e The emitter transmits a photon whose polarization is chosen at random among the four states for each
bit. He keeps track of the orientation in a list.

e The photon is sent across the quantum channel.

e The receiver sets the direction horizontal or diagonal of a filter that allows it to differentiate between
two polarization states at random for each incoming photon. He keeps track of these orientations as
well as the results of the detections — photons deflected to the right or left.

Key Sifting. This information is used by the emitter to compare the orientation of the photons he has
delivered with the matching filter orientation. He informs the recipient in which circumstances the orientations
are compatible and which are not. As seen in the BB84 protocol diagram, following sifting, the two parties
have a sequence of bits known as the sifted key, that are identical in the absence of an eavesdropper. and can
function as a secret key.

Key Distillation. If no eavesdropper was present during the transmission and the apparatus utilized was
optimal, the key should be error-free after Key Sifting. To avoid risking the key’s security, these mistakes are
all attributed to the eavesdropper. Following that, a post-processing procedure called as Key Distillation is
carried out.
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Fig. 3.1: Flow chart of the QKD Methodology using BB84 Protocol

4. Results and Discussions.

4.1. Shor’s Algorithm Breaking the RSA Encryption. Shor’s algorithm has successfully deciphered
the RSA algorithm, by finding the factors of the given N value and also finding the private key. The below
Fig.4.1 is the results shown after the implementation of Shor’s algorithm. Here, the time taken to crack the
factors of N value is increasing with the value of N linearly.

4.2. Analysis of the generation of Quantum keys’ Time Complexity. There are three steps in
Quantum Key Distribution: key creation, key filtering, and key distillation. The below fig.4.2 describes the
time taken for key generation through the Quantum key distribution. The below results discuss that the time
that quantum key generation takes is very small with respect to the number of bits and less when compared
with the other conventional key generation algorithms such as RSA.

4.3. Quantum Key Distribution without Eve’s Presence:. At the first step of Quantum key dis-
tribution Alice generates the random bits and chooses the random bases to transmit them to Bob. This
key transmission process is n happens through the quantum channel. And then Bob will choose the random
bases(filters) to receive the bits sent by Alice. The below Fig.4 discusses the random bits, basis, and polarised
photons sent by Alice and the corresponding bits and basis received by Bob. Here in Table 4.1: h =—; v =7;
r=/51=\

In Table 4.1 shows the sifted key after the key generation and key sifting process. The actual secret key
will be generated after the key distillation process. Below is the secret key of 16 bits that is distributed between
Alice and Bob with the restriction that an eavesdropper does not exist between the communicating peers
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Table 4.1: Alice and Bob’s Bitstream along with bases and identifying the sifted key

A__bits i1f1{1y4y1y1|1}y1jo0fryof1ry0}1y1rj1y1rjojoj1rfrfrj{oj{rjo|o0j1j1|1rj1rj{ofojo
A__basis + x| x|x|+ |+ | x|x|x|x|+|+|+|+]|+ |+ |x|xX|X|X|X|[X|X |+ |+ |xX|x|xX|X|+]|x]|X
A_photons | h | 1 Iyl h|h |1l | |l|{r|h|{v|h|h|h|h|jr ||l |11 || ]l |v]|]v]]l]|]1 I {l|v]|r|r
B__basis X |+ |+ x| x| x|+ |+|x|x|+]|+|+| x|+ |x|x|x|+|x|+|x|+|x|x|x|+]|+|x]|+]|+]|+
B_ bits tf0{1y14y0|1}1|tvrjy1ry0}1y0f{1ryo0fjt1rj1rjojojrjrjojojoj{1ryrj1rjoro0j1joijo
Sifted key 1 110101 1 010 1 1 10

Table 4.2: Secret key of 16 bits that is Distributed between Alice and Bob

Secret Key [0 [0O[0]1]J0JoJoJOo[1[0o]1[O0[1][0]1]0]
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Table 4.3: Alice and Bob’s bitstream in the presence of Eavesdropper

A_ bits i1|j1(0f1{0j1{oj1j1ry1j1rjojoj1{1rjryojojrjoj1{1j1r{1joj1joj1jo|{1]1]0
A__basis + |+ x|x|x|x |+ |+ |x|+| x|+ |x|+|+|x|+|x|+|+|+ ]|+ |x|+|+|x|xX|+]xX|+|+]+
A_photons | h |h|{r |1l | |l |h|{h|r|v]|]l|v]|r|h|h|r|h|]l|h|v|v]|v|[]l|h|h|]l|[Ll]v|1l]|h|hTlh
E photons | r | 1 |r |1l |h|1|h |l |h|v|v]|v]|v|h|h|h|]l|]l|h|v|v|v|[]l]h]|r]]l 1| v |1 |h|h/|h
E_ bits 1|j1j0f1{0f1{0}|1}j1|y1j0|0|0jO|O]O|1]O|1T]|]0]O0O|1T]0|O0O]O0O]1T]0]1]0|0]1]0
B_ basis X |+ |+ (x| +|x| x|+ |x |+ |+ |+ |x| x|+ |xX|+|X|+|X|+|XxX|xX|X|+|+]|+|+]|+]+]+]|Xx
B_ bits oj1ry1joj1foj1ryof1{oj1rjrjojrjofoj1rjryojoj1rjrfojofof1r|y1j1j0j1l0]|1
Sifted key 1 1 0 0 1 1

4.4. Quantum Key Distribution During Eavesdropper Presence:. Here is the other case, which
involves the distribution of quantum keys while being monitored by an Eavesdropper. To get the value of
the bit, he must witness the photon, which will disrupt the conversation and betray his existence. A more
sophisticated technique would be for the eavesdropper to detect the photon, register the bit value, and prepare
a new photon based on the result to broadcast to the receiver. The two legitimate parties collaborate in
quantum cryptography to prevent the eavesdropper from doing so by compelling him to create mistakes. Eve
tries to intercept the quantum channel’s qubit using an intercept resend attack. Bob’s modified and measured
qubits alter the initial shared key. Here in Table 3; h =—; v =1; r = 1 =N

In Table 4.3 represents the bitstream of both Alice and Bob in the Eavesdropper and demonstrates how the
existence of the Eavesdropper causes Quantum Bit Error Rate to rise. Thus, the provided need to be discarded
and the whole process need to be started again.

5. Conclusion. In this work, the proposed method and the Quantum Key distribution Using protocol
were implemented. Here, the primary exploit in the traditional cryptographic key exchange technique has been
exposed, namely the ability to defeat the RSA algorithm’s fundamental building blocks using Shor’s algorithm.
The time required to produce the key using a quantum cryptography method and a conventional cryptographic
algorithm were compared and analyzed. Quantum Key Distribution takes less time to generate the key for the
encryption of the data. As computer power grows, cyber security becomes more complex. This project provides
a comprehensive model of QKD communication. This is a huge and encouraging step towards a day when we
may feel more confident in our interactions. As a result, we may anticipate that QKD will have a profound
influence on basic physics, altering our understanding of how quantum mechanics evolved. For the time being,
our technology provides a reasonable solution for two-way encrypted communication. Yet, someone may soon
be able to utilize sophisticated tools to breach this system, jeopardizing security. As a result, security policies
and procedures must be updated on a regular basis.
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NETWORK SECURITY WITH VIRTUAL REALITY BASED ANTIVIRUS PROTECTION
AND REDUCED DETECTION DELAYS

CHUNNA SONG} JINFANG CHENG{ AND GUOQIU ZHANG?

Abstract. Addressing the persistent delay problem in traditional network security antivirus protection systems, this paper
introduces an innovative approach utilizing virtual reality (VR) technology. The primary objective is to significantly reduce
detection delays and enhance the efficiency of network security measures. An enhanced decision-making algorithm is proposed
to identify relevant features associated with network security. These features are then weighted and optimized to improve the
overall detection process. An injection list is generated through web crawling techniques to strengthen security measures. A
virtual protection block is also developed to serve as a barrier against potential threats. The proposed method claims a detection
delay of only 75.33 milliseconds, significantly outperforming two traditional methods that recorded 290.11 milliseconds and 337.30
milliseconds, respectively. This substantial decrease in detection delay emphasizes the effectiveness of automatic detection within
the context of VR technology. Practical implementation and empirical evidence further validate the success of this approach. The
automatic detection of network security vulnerabilities within the VR technology framework is efficient and exhibits considerable
progress. As such, this research offers a promising solution to the delay problem in network security antivirus protection. Embracing
VR technology achieves shorter detection delays, ultimately improving the security posture of network systems.

Key words: Network Security, Antivirus Protection, Virtual Reality Technology, Detection Delay, Automatic Detection

AMS subject classifications. 15A15, 15A09, 15A23

1. Introduction. Virtual reality technology has widespread applications across diverse domains, including
entertainment, education, and healthcare. In computer network security, leveraging virtual reality technology
for vulnerability detection represents a novel and emerging approach. Computer network systems are naturally
vulnerable to security threats, which put system components and data integrity at serious risk. Malicious
viruses use these gaps, frequently relying on shortcomings in security rules, protocols, hardware, and software
implementations, to obtain access to the system without authorization. For instance, vulnerabilities such
as flaws in the Network File System (NFS) protocol’s authentication method, logic errors in microchips, or
misconfigurations by Unix system administrators setting up anonymous File Transfer Protocol (FTP) services
can all be exploited as security vulnerabilities within a system [11].

The Morris worm virus, which emerged during the early stages of computer networks, occupies a pivotal
position in the records of computer viruses. Its profound impact was a catalyst for the subsequent proliferation
of computer viruses. In the wake of the Morris worm, the computer virus has experienced an explosive expansion,
characterized by a sheer increase in numbers and a marked elevation in sophistication. Notably, this propagation
has been accompanied by a distinct shift in the motivations driving the creation and dissemination of viruses.
Initially conceived as experiments, viruses have metamorphosed into instruments wielded for profit-driven
endeavours, including cybercrime and data theft. This evolutionary shift has been accompanied by a substantial
augmentation of viruses’ capabilities, enabling them to escape detection and inflict significant harm upon
computer systems and networks. Consequently, computer security has had to adapt continuously, developing
strategies and technologies to counter these ever-evolving threats and safeguard digital environments from an
expanding array of viruses and malware [4, 15].

The escalating frequency of attacks and threats to computer networks can be attributed to multiple fac-
tors. On the one hand, diverse security vulnerabilities and their growth rates continue to rise, often without
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proportionate attention. On the other hand, the increasing complexity of network systems inherently escalates
security risks, making it imperative to explore innovative methods, such as those grounded in virtual reality
technology, for robust vulnerability detection and mitigation [13].

Currently, computer network vulnerabilities often appear in the following dimensions [17, 3]:

e Inherent System Vulnerabilities: Present-day operating systems, including Unix and Windows, exhibit
various security risks. Virtually every operating system contains known security vulnerabilities that
have been identified, addressed, and remain potential threats.

e Unauthorized User Access: Unauthorized users often manage to breach network security measures,
gaining entry to networks to which they should not have access.

e Unauthorized Escalation of User Privileges: In some instances, legitimate users may exploit vulnerabil-
ities to increase their access privileges without proper authorization, potentially compromising system
security.

e Multi-Vector Attack Vulnerabilities: Network systems are susceptible to attacks from multiple angles
and approaches, leaving them vulnerable to various security threats.

These typical vulnerabilities can be traced back to various underlying factors, encompassing security weak-
nesses within network protocols, vulnerabilities inherent to operating systems, and flaws within different appli-
cations and software components.

2. Literature Review. Computer network security frequently encounters challenges, with a particular
emphasis on addressing numerous vulnerabilities. These vulnerabilities may result from poor usage, design
defects in software or hardware components, or both.

The vulnerabilities in computer network security are predominantly evident in three key dimensions [10]:

(a) Operating System Vulnerabilities: These vulnerabilities inherent to operating systems are the foundation
for network infrastructure. Security weaknesses within operating systems can provide entry points for attacks
and unauthorized access.

(b) Computer Software Vulnerabilities: Vulnerabilities in various software applications, utilities, and pro-
grams utilized within the network environment present another significant risk. These software vulnerabilities
can be exploited to compromise network security.

(¢) Network Hardware Facility Weaknesses: Hardware components within the network infrastructure may
also contain vulnerabilities. These weaknesses can expose critical network assets to threats, making them
susceptible to attacks and breaches.

Addressing these vulnerabilities is dominant to strengthening computer network security and mitigating
the risks associated with cyberattacks and unauthorized access. Failure to address vulnerabilities within the op-
erating system can have severe repercussions on computer network security. The operating system is a critical
component of computer networks, and any vulnerabilities can pose a significant threat. The most substantial
security risk within the network environment lies in remote attacks that exploit operating system vulnerabil-
ities. Consequently, ensuring a secure operational environment for computer network operating systems is
imperative. Most operating systems exhibit various security vulnerabilities, which may only become apparent
during routine usage. Some security risks remain covered within these system vulnerabilities, making them
particularly challenging to identify and mitigate [18].

Computer software vulnerabilities constitute a substantial impediment to preserving computer network
security. Allowing such vulnerabilities to persist may ultimately result in these flaws evolving into software
defects susceptible to external attacks. In instances where software security vulnerabilities occur frequently,
particularly if they predominantly consist of high-risk vulnerabilities, they pose a grave threat to the overall
security of computer networks. Failing to rectify these vulnerabilities promptly leaves networks susceptible
to exploitation and attacks by malicious hackers. It’s crucial to acknowledge that software vulnerabilities are
the underlying source of security incidents. This is especially significant when hackers gain access to sensitive
information, as it can lead to severe cases of fraudulent activities and other serious security breaches [8].

Numerous security vulnerabilities within computer networks can be attributed to weaknesses in network
hardware facilities. For instance, using removable storage media, such as USB flash drives, can potentially
lead to the inadvertent disclosure of sensitive information when these drives are borrowed or shared. In con-
ventional methods of detecting computer network security vulnerabilities, inspectors typically must interact
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Table 2.1: Comparison of network security vulnerability and detection approaches

Technology

Advantages

Disadvantages

Operating System Vul-
nerabilities

Computer Software Vul-
nerabilities

Network Hardware Fa-
cility Weaknesses

Network  Vulnerability
Detection Methods

Automatic  Detection

Method

Critical for network infrastructure security.
Understanding and addressing these vulnerabil-
ities are essential.

Significant for overall network security.
Prompt remediation is crucial.

Addresses potential weaknesses in network
hardware.

Recognizes risks of removable storage media.
Involves simulation experiments and dataset
modelling.

Offers automated updates in vulnerability de-
tection.

Optimizes weaker variables efficiently.

Creates injection point lists and simulates at-
tacks.

Utilizes virtual reality technology.

Difficult to identify and mitigate.
Vulnerabilities may not be apparent in routine
usage.

Can evolve into software defects susceptible to
attacks

High-risk vulnerabilities pose a serious threat
Limited by conventional detection methods.
Challenges with accuracy, speed, and cost.

Complexity in acquiring network flow data ta-
bles
Reduced detection efficiency

Mainly applied in controlled simulated experi-
ments.

Uncertain real-world applicability

Requires further empirical testing.

with computer terminals and rely on various vulnerability detection tools. However, these tools often exhibit
significant limitations in practical use, including issues related to accuracy, speed, and the associated high costs
of vulnerability detection [2].

Network vulnerability detection methods typically involve modelling a sample dataset and extracting net-
work variables for subsequent simulation experiments. For instance, some literature employs the hidden Markov
model to represent the sample dataset of network information, aiming to achieve automated updates in network
security vulnerability detection. However, this approach introduces complexity in acquiring network flow data
tables, reducing detection efficiency and efficiency-related issues [1].

The automatic detection method involves extracting dynamic numerical variables and analyzing static at-
tack processes. It’s crucial to highlight that this approach has mainly been employed in controlled simulated
experiments, often utilizing open-source software. Although these experiments have provided valuable insights,
they come with certain limitations. One notable limitation pertains to the constrained scope and specificity of
the experimental outcomes. Since these simulations are artificial and controlled, they may not have adequately
explored the full range of real-world scenarios and vulnerabilities. Consequently, this method’s practical ap-
plicability and real-world effectiveness remain uncertain, as its performance may vary when challenged with
the intricacies and diverse landscapes of actual network environments. Further research and empirical testing
are warranted to establish the method’s reliability and suitability for addressing the intricate and evolving
challenges of network security vulnerability detection [14].

An optimization strategy is employed to fine-tune the weighting of weaker variables. This optimization
process involves the identification and analysis of vulnerability behaviours by deploying data entry points, as
well as the creation of injection point lists. Additionally, virtual reality technology is harnessed to simulate
malicious attacks effectively. Through the comprehensive documentation and analysis of fundamental attributes
related to virtual protection, research endeavours to implement automatic network security detection within
virtual reality technology have been completed [12]. Table 2.1 provides a comparison of network security and
vulnerability detection techniques.

3. Research on Automated Network Security Vulnerability Detection using VR Technology.
The network security and vulnerability detection technology involves performing source code analysis of the
relevant program to identify and address vulnerabilities. In the context of virtual reality technology, automatic
network security vulnerability detection relies on simulating and capturing malicious attacks using virtual reality
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Fig. 3.1: Proposed network security and vulnerability detection process

technology. This process involves the automated generation of attack graphs through detection mechanisms.
The comprehensive architectural depiction of this method is illustrated in Figure 3.1.

During the development of the attack graph, the primary focus centres on the automated construction of this
graph. It involves the creation of an attack vector repository through optimization calculations. Additionally,
analysis of attack injection points aims to identify potential entry points within the network. It is achieved
by employing web crawlers to retrieve web pages and utilizing crawler tools for web page analysis. The attack
and analysis process entails simulating the attack sequence using virtual reality technology. Subsequently, the
outcomes generated by this simulation are analyzed to arrive at a final assessment of vulnerabilities.

3.1. Extracting Network Security Vulnerability Characteristic Attributes. Leveraging virtual
reality technology for vulnerability detection enables the identification of diverse vulnerabilities within a virtual
network environment created for this purpose. Using VR technology, vulnerability testers can interact with
vulnerabilities within virtual environments, engaging in activities such as analyzing network traffic, conducting
penetration tests on operating systems, and evaluating firewall defences. These operations closely mimic real-
world attack scenarios, enhancing vulnerability detection accuracy.

In the automated network security and vulnerability detection process, the network system treats vul-
nerabilities on nodes as if they were part of its codebase. Employing optimization calculations, the system
adjusts the weights assigned to various attributes associated with these vulnerabilities, generating an attack
graph. Attackers simulate network attacks through different vulnerabilities over time, with the disparities in
weights between vulnerabilities reflected in the attack graph through the aggregation of vulnerability groups
[6]. At time ¢, a cluster with m vulnerabilities is calculated. Suppose there are k individual genes in each
vulnerability, the vulnerability gene studied by the author adopts the difficulty gene, exposure gene, repair
gene, exposure gene and repair gene, therefore, the value of h: is 3, and the location of a vulnerability i can
be expressed as ¢; = (¢i1, ¢i2,¢i3), where ¢ = 1,2,---  m. In the process of generating the attack graph, the
starting position of the vulnerability can be regarded as a point of the spatial coordinates, so the position of
vulnerability i can be digitized to represent it during coordinate iteration. Set the loophole movement speed,
v; = (vi1, V52, 0:3), Vi1, Viz, U3 as the loophole movement speed in the three coordinate axes, and its attributes
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can be expressed as:
Vier = wiir + &1 (2ir — pir) + &2 (Zir — Pir) (3.1)

In the above Equation, e; is the learning coefficient, €5 is the network learning coefficient, w is the inertia
coefficient, 1;, is the initial speed of the vulnerability, z;. is the optimal location of the vulnerability, and p;,
is the probability of the vulnerability being applied in the attack, so p;. is given by the Equation

Zpir = 170 < pir < 1 (32)

i=1

When w is between 0 and 1, the vulnerabilities in motion can converge; therefore, when the w value is
determined, the number of malicious attacks can be predicted. When the vulnerability exposure in the network
is large, the degree of repair will also increase, and the vulnerability will be difficult to apply. Therefore, the
three attributes of vulnerabilities will increase with time, so p;- will decrease accordingly, and the extraction of
vulnerability characteristic attributes is completed [5].

3.2. Generate Injection Point List. Based on the extracted vulnerability feature attributes, an analysis
of injection points is conducted to produce a comprehensive list of these points. This process relies on a web
crawler’s assistance, an automated program that captures the vulnerability feature attributes. The crawler’s
function involves evaluating these attributes to establish the prioritization order for the URLs to be captured
while preserving the essential attributes necessary for the analysis.

During the web crawler search process, a significant portion of the URL queue may contain duplicate entries,
impeding retrieval speed. We employ the BloomFilter algorithm to mitigate this issue for duplicate removal,
vulnerability detection, adjustment, and data storage. As the URL queue is obtained through crawling, each
entry undergoes assessment. Entries not already present in the collection are added to it. When identified with
an ID of Y, it signifies inclusion in the collection. Thus, they are placed into the URL set. This operation
effectively eliminates duplicates, resulting in the compilation of a list of injection points.

The system utilizes the data obtained through crawling attack injection points to perform vulnerability
analysis and record the results. This process yields an attribute injection point list to conduct a comprehensive
vulnerability analysis based on these records. Subsequently, the system automatically selects the most suitable
method to detect the identified vulnerabilities. When implemented through virtual reality technology, vul-
nerability detection significantly enhances detection speed. Traditional vulnerability detection methods often
necessitate manual intervention or specialized vulnerability detection tools, resulting in comparatively slower
detection processes. In contrast, vulnerability detection leveraging virtual reality technology can be carried out
programmatically, thereby substantially improving the speed and efficiency of the detection process.

3.3. Implementation of Vulnerability Detection under Virtual Reality Technology. Virtual re-
ality technology employs a sense of telepresence to recreate a lifelike perception of the simulated environment.
Applying this technology to network security vulnerability detection enables a comprehensive three-dimensional
analysis of vulnerabilities within virtual settings. During virtual attack testing, the information in the gener-
ated injection point list is a guide. Virtual reality technology is leveraged to simulate attack behaviours and
facilitate interaction with the server in line with the identified vulnerabilities [7].

Within this process, since the attacker’s identity is entirely virtual, the attributes of network security
vulnerabilities serve as the fundamental genetic elements for constructing virtual attacks. Information embed-
ded within network security vulnerabilities is systematically extracted through the established virtual reality
environment and virtual attack mechanisms. Security vulnerabilities are classified based on categorizing vulner-
ability genes, exposure genes, and repair genes inherent in attack information. This constitutes the operational
structure during the virtual attack vulnerability detection process.

In the detection phase, artificial virtual vulnerability attacks are executed following the selection and
cross-compilation of virtual attack genes. The outcomes of these attacks are then factored into calculating a
fitness function alongside other vulnerability-related data. Ultimately, this process culminates in the successful
detection of network security vulnerabilities. With this, the research into automatic detection methods for
network security vulnerabilities within the virtual reality technology framework is concluded [9].
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3.4. Protection Technology for Computer Network Security Vulnerabilities. The diverse types
and their high complexity characterize computer network vulnerabilities widespread in many computers and
significantly threaten network security. Their presence renders the networks susceptible to external attacks,
disrupting regular operations. To overcome these risks, conventional practices involve the installation of vulner-
ability patches and continuously updating operating systems. Additionally, specialized Trojan-killing software
is deployed to eliminate existing Trojan horses, and this software is frequently updated to ensure thorough
system checks and eradication. Real-time monitoring functionality is enabled to safeguard against external
virus intrusions and system damage proactively [16]. Computer operating systems and software frequently con-
tain numerous vulnerabilities that hackers can exploit to compromise system security. Consequently, keeping
the operating system and software up to date by promptly installing the latest patches and security updates
is imperative. This practice effectively mitigates the risk of attackers exploiting known vulnerabilities and
compromising the system’s integrity.

(1) Security configuration switch

One commonly employed method to minimize the forwarding of unicast broadcast traffic on specific ports is
the application of multicast or unicast broadcast blocking attributes. By reducing traffic volume on a per-port
basis, several advantages are realized. This approach enhances network security by limiting traffic and prevents
network devices from processing unneeded, directionless packets. Port security allows or denies traffic based
on the host Media Access Control (MAC) address. Depending on the switch model, there may be varying
maximum MAC address allowances. This functionality specifies the permissible number of hosts per port,
which can then be configured to meet network requirements.

(2) Security configuration router

Routers can be configured to establish a secure perimeter and defend against external attacks within a
defined range. Typically, access lists are employed to restrict the source and destination addresses of packets
traversing through the router. Additionally, some routers implement the Reverse Path Forwarding (RPF) check
to enhance security further. Furthermore, it’s possible to configure the “no IP directed broadcast” setting on all
routers potentially linked to the target subnet. To improve security measures, the router can turn source route
options off using the command “no IP source route”. This precautionary step serves as an effective deterrent
against source route attacks.

(3) Set up the computer.

To increase security, it’s essential to avoid guest accounts, conceal TP addresses, exercise caution with
unfamiliar emails, install and regularly update effective security software, turn off “printing and file sharing”
when not needed, promptly close unused ports, regularly update administrator information, prevent empty
connections, and address program logic vulnerabilities by updating to corrected software versions. When hackers
misuse legitimate program functionalities, gaining insight into their tactics is crucial. To defend against attacks,
users should avoid hacker-exploited program steps and employ methods to bypass their attack vectors, thus
enhancing overall cybersecurity.

(4) Securely configure the Windows server.

In managing Windows servers, it is imperative to prohibit using Remote Registry, Messenger, and Telnet.
Additionally, safeguarding important files and directories can be achieved by modifying the registry to hide
them. Strengthening defence involves setting and managing accounts with complex passwords. To ensure the
security of all network connections within the local system, it is crucial to protect them using Windows Firewall
promptly. This requires configuring the appropriate Group Policy parameters in the system environment
of Windows Server 2008. Trusted access is essential for verifying user requests and establishing trust when
connecting to cloud computing resources, ultimately ensuring cloud security.

Moreover, the cloud security management and defence system, consisting of a cloud security detection
platform, a cloud security response platform, and a cloud security recovery strategy, plays a pivotal role in
eliminating security vulnerabilities and upholding the security of hosts, networks, and application layers. Reg-
ularly updating and maintaining Windows Firewall rules is recommended to safeguard network security. The
core of the cloud security management and defence system is the trusted link platform system, which con-
structs a comprehensive framework through user identity authentication, data encryption, and authorization
management, ensuring operational security.
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Fig. 4.1: Experimental network topology

Table 4.1: Intranet node vulnerability settings

Vulnerability ~ Server or  Permission Ease of
Node

Number software  promotion use 1%
Network server B Mel0-062 WWW U-A 70
Network server B Mel1-002 WWW U-A 100
Database server C Mel1-012 Oracle O-A 90
Database server C Mel0-065 Oracle O-U 85
Manager D Mc10-045 Windows O-A 100
Personal host E Mc10-006 Office O-A 70

4. Simulation Results. To assess the network security vulnerabilities within the VR technology frame-
work established previously, simulation experiments are employed to validate the reliability of the proposed
automated vulnerability detection method. These experiments involve comparing the detection outcomes with
those obtained using two conventional vulnerability detection technologies, thereby confirming the advantages
of the proposed method.

4.1. Experimental Environment and Vulnerability Parameter Settings. In network security and
vulnerability detection research, establishing a well-structured experimental environment and carefully config-
uring the experimental network structure is essential, as shown in Figure 4.1.

Generally, the topology consists of five nodes: A, B, C, D, and E. Node A represents external network host
access. The other four internal network nodes serve distinct roles: network services, database services, server
protection management, and important data storage. Communication within or between internal network nodes
does not necessitate firewall traversal. However, when external network nodes seek to access internal network
nodes, they must pass through the firewall, which grants access solely to network servers. However, certain
inherent vulnerabilities within the intranet expose internal network nodes to real risks. Table 4.1 outlines these
weaknesses in the intranet nodes.

4.2. Experimental Results and Analysis. After constructing the experimental environment, the tra-
ditional modelling, numerical, and automatic detection methods of network security vulnerabilities under the
virtual reality technology designed by the author are used for experiments.

The key step to reduce the detection time is to improve the network interaction frequency during detection.
By optimizing the structure of the neural network, the number of network layers and parameters can be reduced,
and the computational efficiency and response speed of the network can be improved. Reducing input data
size can reduce the network’s processing time and computational complexity, thereby improving the network’s
response speed. To obtain better vulnerability detection results, 70 detection samples are set to view the change
in interaction frequency of the two methods in the detection process. Record the time spent by each method
to view requirements, as shown in Figure 4.2.
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Fig. 4.3: Test and detection delay of the three methods

It can be seen from the above results that with the increase in the number of test samples, the number
of methods proposed by the authors to respond to requests is increasing. The first 20 seconds of detection
has strong advantages because the modelling detection method covers part of the sample information. When
the test time reaches 20 seconds, the method proposed by the author is compared with the traditional two
methods. The number of response requirements simultaneously is higher than that of the other two methods,
the interaction frequency is higher, and the number of vulnerabilities detected is more, which has obvious
advantages.

The simulation network vulnerability detection experiment is carried out for the four target nodes B, C, D
and E. Record the time delay of the two methods to detect vulnerabilities and compare the detection results,
as shown in Table 4.2 and Figure 4.3.

From the simulation results, the proposed detection method exhibits a detection delay of 75.33ms. Com-
pared to the two traditional methods, this represents a reduction of 290.11ms and 337.30ms. This significant
reduction in detection delay serves as compelling evidence for the efficiency of the automatic network security
vulnerability detection method within the framework of virtual reality technology.
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Table 4.2: Comparison of delay detection for the target nodes

Target Detected .
Method Node  vulnerability number Detection delay (ms)

B Mel0-062
o . C Mc10-065

Modelling inspection method D Mel0-045 365.44

E -

B Mc10-062
Mel1-002

Numerical detection method C - 412.63
D Mel0-045
E Mc10-006
B Mc10-062
Mc11-002
Mc11-012

Proposed method C Me10-065 75.33
D Mel0-045
E Mc10-006

5. Conclusion. Traditional network security antivirus protection suffers from prolonged detection delays.

An automatic network security and antivirus protection system based on virtual reality technology is proposed.
The system employs optimization techniques to fine-tune vulnerability weights, extracts network security vulner-
ability features, utilizes web crawlers to capture and identify vulnerability characteristics and employs virtual
reality technology for testing malicious attacks. Through extensive experimentation, this novel approach is
compared with two traditional methods, resulting in significant reductions in detection delays of 290.11ms and
337.30ms, respectively, thereby confirming the efficiency of automatic network security detection within the
virtual reality technology framework. Computer network security and vulnerability detection within virtual
reality technology is an emerging and promising field with several potential avenues for future development.
These include enhancing interactivity to create more realistic detection environments, integrating deep learning
for improved accuracy and speed, and ensuring multi-platform support to provide various operating systems.
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COMPUTER NETWORK VIRUS DEFENSE WITH DATA MINING-BASED ACTIVE
PROTECTION

XIAOHONG LI* YANG LIl AND HONG HE?

Abstract. A novel approach is presented in this paper to address the limitations of virtual machine technology, active kernel
technology, heuristic killing technology, and behaviour killing technology in computer network virus defence. The proposed method
provides data mining technology, specifically Object-Oriented Analysis (OOA) mining, to detect deformed and unknown viruses
by analyzing the sequence of Win API calls in PE files. Experimental results showcase the Data Mining-based Antivirus (DMAV)
system’s superiority over existing virus scanning software in multiple aspects: higher accuracy in deformed virus detection, enhanced
active defence capabilities against unknown viruses (with a recognition rate of 92%), improved efficiency, and a reduced false alarm
rate for non-virus file detection. Furthermore, the paper introduces an OOA rule generator to optimize feature extraction, enhancing
the system’s intelligence and robustness. This research provides a promising solution to support virus detection accuracy, active
defence mechanisms, and overall efficiency while minimizing false positives in virus scanning, thus contributing significantly to the
advancement of computer network security.

Key words: Metamorphic virus, PE documents, Win API sequence, Data mining, OOA mining

1. Introduction. The use of the internet and the growth of online businesses have made network security
a big concern. It’s a problem because it threatens the safety of networks and the information stored on them.
Hackers can get into systems differently, stealing user data and private information and causing systems to stop
working correctly. This creates risks and challenges for businesses, governments, and individuals. Traditional
security methods like operating system strengthening and firewalls are static, meaning they don’t adapt well
to new and complex attacks. Because of this, researchers are now working on intrusion detection systems and
dynamic defence technology to better protect against online threats [11].

A typical cyber-attack can be broken down into three stages: information gathering, the actual attack,
and exploiting unknown system vulnerabilities for illegal activities. Deliberate attacks often follow a specific
sequence. Take Distributed Denial of Service (DDoS) attacks as an example: the process begins with identifying
and scanning numerous hosts to locate a vulnerable target. Subsequently, a remote exploit program is employed
to breach the target, gaining control over the system. Lastly, an attack daemon is installed and executed on the
compromised host at the DDoS distribution point, which, in turn, deploys multiple compromised machines to
scan and attack a single target. Studying the patterns of attack behaviours is significant in advancing intrusion
detection technology [4].

Intrusion detection involves identifying unauthorized access or security breaches within a computer network
or system. It gathers data from critical points in the network or system and then analyzes it to identify
potential security policy violations and signs of network or system attacks. An Intrusion Detection System
(IDS) is a combination of hardware and software designed for this purpose, serving as a tool to recognize
potential intrusions or attacks on computer systems or networks. Intrusion detection plays a vital role within
the broader security framework, serving as a dynamic defence technology that contributes significantly to overall
system security [13].

The IDS can be categorized in various ways, primarily based on the source of detection data and the
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intrusion detection methods employed. Regarding the source of detection data, IDS can be classified into
two main types: Host-Based Intrusion Detection Systems (HIDS) and Network-Based Intrusion Detection
Systems (NIDS). HIDS focuses on detecting events occurring within the host itself, such as file modifications,
process creation, and system calls. In contrast, NIDS identifies events within network traffic, including network
connections and packet content [1].

The authors used another classification technique based on the intrusion detection methods. This catego-
rization divides IDS into two distinct approaches: misuse detection and anomaly detection. Misuse detection
identifies known attack patterns through predefined rules, typically created by security experts. On the other
hand, anomaly detection relies on learning algorithms to identify unknown attack behaviours, often employing
machine learning and data mining techniques to discover abnormal activities [23].

IDS functions as a crucial second line of defence behind firewalls, offering real-time intrusion detection
and implementing appropriate security measures such as evidence collection for tracking, network connection
termination, and recovery. However, as intrusion detection technology evolves, so does intrusion technology.
The demand for security products based on multi-level and comprehensive defence strategies has emerged. The
evolution of intrusion detection systems has progressed through three stages: from active response within the
intrusion detection system to interaction between the intrusion detection system and the firewall, and ultimately
to the latest development of intrusion prevention systems [14].

The current state of intrusion prevention systems can be viewed as a fusion of firewall and intrusion detection
capabilities. These systems leverage intrusion detection as their basis for identifying potential threats, but they
take proactive measures to thwart attacks once detected. While introducing intrusion prevention systems has
partially met the demands of interconnected network users within specific environments, they still exhibit
shortcomings, including adaptability, scalability, limited intrusion event analysis capabilities, reliance on a
single defence approach, and difficulties in handling complex attacks [17].

Intrusion prevention systems face challenges due to the constantly changing network environment and evolv-
ing attack techniques, which hinder their ability to stay up-to-date with emerging attack methods and malicious
behaviours. This vulnerability renders them susceptible to evasion by attackers and reduces their overall effec-
tiveness. Additionally, their rigid design and implementation constrain their adaptability and customization
to diverse network setups and attack scenarios, limiting their practicality and scalability. Furthermore, these
systems predominantly focus on detecting and reporting intrusion events, neglecting comprehensive analysis
and traceability, which in turn hampers their ability to facilitate timely responses and efficiently manage in-
trusion incidents. Addressing these deficiencies in intrusion prevention systems is essential to strengthen their
resilience and enhance network security in the face of evolving threats and complex attack landscapes [7].

To investigate security systems founded on distributed technology, featuring adaptable and open structures
and incorporating the seamless integration of intrusion detection and defence technologies are proposed. Such
research and development efforts are essential for advancing network information security technology and prod-
ucts towards comprehensive three-dimensional protection and bolstering national security defence initiatives [9].

The paper is structured into five sections with an overview of the research topic and outlines the study’s
objectives. Section 2 offers a comprehensive literature review, presenting the existing knowledge and research
in computer network virus defence, including various technologies and approaches. The details of the proposed
method, explaining the utilization of data mining technology for virus defence and the specific techniques, are
employed in Section 3. The results of experiments and subsequent discussions and the performance of the
proposed method are discussed in Section 4. Finally, Section 5 provides a conclusion summarizing the key
findings and contributions.

2. Literature Review. Currently, the predominant antivirus technology still relies on signature-based
methods, and its primary drawback lies in the static nature of the signature codebase, necessitating continuous
updates to combat emerging viruses. This signature-based approach often results in a reactive defence stance,
where antivirus solutions lag behind new threats. Researchers have introduced novel antivirus technologies
to tackle this challenge, including behaviour detection, machine learning, and sandboxing. These approaches
avoid reliance on fixed signature codes, instead analyzing virus samples’ behaviours and characteristics to
determine their malicious nature. In contrast to signature-based techniques, these innovative technologies
exhibit superior adaptability and generalization capabilities, enabling them to counteract new and mutated
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viruses effectively. Consequently, the evolution towards intelligent virus-active defence systems represents an
inevitable virus detection and mitigation progression [21].

Prominent domestic antivirus software companies like Kingsoft, Rising, and Jiangmin primarily rely on
traditional signature scanning technology for virus detection and eradication. However, they also commit to
integrating advanced technologies into their antivirus strategies. For instance, Jinshan Antivirus Laboratory
has harnessed the power of suspicious tool scanning and “honeypot” technology, resulting in notable successes
in identifying suspicious files. Their in-memory virus detection technology effectively identifies and eliminates
highly concealed viruses. Ruixing, on the other hand, has ventured into semi-virtual machine technology as
a means to detect previously unknown viruses. Jiangmin, meanwhile, has implemented the “signature broad-
spectrum method” to detect and thwart certain forms of deformed viruses. This diversity of approaches, in
line with the “hundred schools of thought contend, each with its own merits”, collectively furnishes effective
security assurances for the computer systems of most users [18].

The authors introduced an innovative Android virus software detection method that combines the strengths
of learning-based and signature-based approaches. This method automatically synthesizes semantic malware
signatures from a limited number of instances within a virus software family. The common functionalities
shared by the virus software family are captured by the pattern represented through the call graph between
components of Android applications. Utilizing MaxSAT, the virus software signature is synthesized by detecting
the Maximum Suspicious Common Subgraph (MSCS) within a group of ICCG [2].

Optimized network structures are explained using genetic algorithms, comparing the performance with
traditional Back-Propagation (BP) and Levenberg-Marquardt (LM) algorithms. Their comparison reveals
that the GA-LM model accurately predicts Dissolved Oxygen (DO) values and outperforms traditional neural
networks as a rapid interpolation and extrapolation tool [16].

The authors introduced executable malware detection technology, leveraging cluster analysis techniques to
categorize executable files into multiple feature regions. This approach uses cluster analysis to detect known
and unknown malware and measures byte distribution similarity between malicious and normal executable
files. Consequently, this technology efficiently identifies malicious software without complex command analysis,
minimizing system execution overhead [15].

The contributors introduced an active virus defence approach that employs object-oriented association
mining technology within the Windows platform. By conducting a static analysis of WinAPI call sequences
within PE files and integrating it with OOA mining technology, authors have developed and executed a DMAV
system [22].

3. Research Methods. The primary structure of the DMAV system is illustrated in Figure 3.1. Initially,
when dealing with potentially suspicious PE files that have been compressed (e.g., UPX, ASPack, etc.), the PE
file parser extracts all WinAPI call sequences from the imported table, following the order of code execution.
Each function within the sequence is assigned a unique 32-bit integer ID through a database query based on
the API calls. This research employs the same methodology to derive API functions called by all samples
within the training dataset. Subsequently, the WinAPI call sequences extracted from all samples are stored
as integer vectors in the feature database. To actively defend against polymorphic and unknown viruses, this
study incorporates the OOA mining algorithm from data mining technology to analyze the feature database.

Through a rule generator, it identifies and stores association rules that fulfil specific criteria in a rule
database. To determine whether a suspicious PE file is a virus, the system compares the WinAPI sequence it
generates with the antecedents of each rule in the rule library. The suspicious PE file is categorized as a virus if
the distance between vector V,, and V; surpasses a predefined threshold [6]. This approach offers the advantage
of rapid scanning and detecting numerous PE files while maintaining a high detection rate for known viruses.

3.1. PE file parser. The Portable Executable (PE) file format is the predominant executable file format
within the current Windows platform. In this paper, we have developed a PE file analyzer designed to extract
all WinAPIT call sequences found in the PE file’s import table. The implementation of this parser is structured
into three key steps:

Step 1: The import table is initially located within the PE file, following the PE file structure. This table
contains pointers to the serial numbers and names of all WinAPI input functions.
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Fig. 3.1: Main structure of DMAV system

Table 3.1: Sample file database

1D API sequence Sample category
1 API1,API5 BENIGN
2 API1,API3 TROJAN
3 API1,API2,API4,API5 BENIGN
4  API1,API2,API3,API4,API5 WORM
5 API3,API5 BACKDOOR
6 API2,API4 BENIGN
7 API1,API4,API5 SPYWARE
8 API2 API5 BENIGN

Step 2: Next, all code segments are systematically scanned within the PE file, extracting the corresponding
call instructions and their associated target addresses based on the sequence of code execution. Subsequently,
the corresponding WinAPI input functions are identified by cross-referencing the target addresses with the
input address table.

Step 3: Using the API query database, each exported WinAPI function is mapped to a globally unique
32-bit integer API ID number to streamline the process. This database stores the names and ID numbers
of commonly used Win32DLLs and their API functions. By representing the WinAPI sequence as a 32-bit
integer vector, we significantly enhance the efficiency of similarity measurement, saving valuable computation
time [12, 8].

3.2. Rule generator. Both decision trees and Bayesian networks have been employed in virus detection,
but these methods are susceptible to a common issue known as over-learning. Over-learning occurs when a
model performs well on training data but poorly on test data due to excessive complexity or inadequate training
data. Excessive model complexity can lead to memorization of the training data’s characteristics without the
ability to generalize to new test data. In contrast, insufficient training data prevents the model from acquiring
enough information for effective learning.

This paper integrates the OOA mining algorithm from data mining technology to address these challenges.
It analyses 5000 viruses and 2000 non-virus samples using a PE file parser, storing their distinctive attributes in
a database, as shown in Table 3.1. Subsequently, it mines association rules tailored to specific objectives through
a rule generator and archives them in a rule database. This paper optimizes feature extraction processes to
enhance system efficiency further [5, 10].

In the context of association rule mining, the OOA mining algorithm distinguishes itself from constraint-



Computer Network Virus Defense with Data Mining-based Active Protection 49

based association mining by focusing on extracting association rules that fulfil specific objectives and demon-
strate utility. The rule extraction process employed in this paper exemplifies an application of OOA mining. As
illustrated in Table 3.1, we are engaged in mining association rules that satisfy the target criteria Obj = (Group
= MALICIOUS (TROJAN V WORM vV BACKDOOR VvV SPYWARE)), essentially aiming to differentiate Obj
= (Group = — BENIGN).

3.2.1. Related concepts. Set the database DB, and the item set I = {i1,142,..., im} is composed of two
parts: I = Iop; U Lugbis Lobj N Inobj = @,Iobj is the item set that constitutes the target, I,ob; is the antecedent
that constitutes the association rule to be mined, and the transaction set T has n transactions, specifying the
minimum target support mos% and the minimum target confidence moc%.

DEFINITION 3.1. Objective (Obj) is a logical formula composed of items in Iop;. Ionj = {Group}, Obj =
(Group = —BENIGN) can be set. If Obj is true in a transaction t € T,t is said to meet the goal. If there
is X C t(X C L) at the same time, then X — Obj is satisfied in t. OOA mining is to mine rules like
X — Obj.

DEFINITION 3.2. If project set X = {a1,az,--- ,a;} is set, and X C I,q;, the transaction count that meets
X is count (X, DB), and the transaction count that meets X — Obj is count (X — {Obj}, DB), then the target
support 0s% and target confidence oc% of (X — Obj) are followed using Equation (3.1):

count(X U {Obj}, DB)
|DB|
count(X U {Obj}, DB)
count(X, DB)

0s % = x 100%

oc % = x 100%

If 0s% > mos %, X is considered as frequent OOA.

DEFINITION 3.3. If the project set X has 0s% > mos % and oc% > moc %, then X — Obj(0s%, oc%) is
an OOA rule.

THEOREM 3.4. If the item set X is OOA frequent, VY C X,Y # 0, then Y is also OOA frequent.

THEOREM 3.5. If the item set X is not OOA frequent, VY D XY C, then Y is also OOA frequent.

3.2.2. Main algorithm implementation of rule generator. OOA mining meets the two basic prop-
erties of the Apriori algorithm, so OOA mining can be implemented with the Apriori algorithm.

Taking Table 3.1 as an example, if mos%=25%, moc%=65%, then the frequent set FP={API1}, {API2},
{API3}, {API4}, {API5}, {API1, API3}, {API2, API4}, {API2, API5}, {API3, API5}, {API4, API5}, {API2,
API4, API5}. The rules obtained are: 1) {API3} — Obj (37.5%, 100%); 2) {API1,API3} — Obj(25%,100% ); 3)
{API3,API5} — ODbj(25%,100%); 4) {API4,API5} — Obj(25%,66.7% ); 5) {API2,API4,API5} — Obj(25%,66.7%).

3.3. Similarity measurement. The similarity measurement is implemented in two steps, namely, se-
quence rearrangement and similarity calculation.

3.3.1. Sequence rearrangement. A sequence rearrangement procedure is employed based on two feature
vectors to enhance the precision of similarity measurement between the two vectors before performing the
similarity calculation. This sequence rearrangement algorithm can be executed using a matrix, as depicted in
Figure 3.2.

The specific implementation of sequence rearrangement is as follows: If the first row and first column of
matrix A(pr41)«(n+1) are row 0 and column 0, then a;; can be obtained using Equation (3.2),

o 07 Ifai()?éaa- . .
Gij = { 1, If a,0 = (la; (e, FE L) 3.2)

M = length(Sequencel), N = length(Sequence2))

Let’s explore an illustrative instance of the sequence rearrangement algorithm to provide a more concrete
demonstration. Following the meticulous sequence rearrangement procedure outlined in Figure 3.3, this paper
intentionally inserts the value 0 into any vacant positions within the sequence. This deliberate step gives rise
to the creation of two fresh API sequences, denoted as BV " and V.
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Fig. 3.3: Example of sequence rearrangement algorithm

3.3.2. Similarity calculation. The similarity is calculated by taking the mean value of Equations (3.4)
to (3.6). The most commonly used method is Euclidean distance method to calculate the similarity between
two vectors, as given by Equation (3.3). However, Euclidean distance cannot accurately measure the similarity
between two vectors. Equation (3.4) calculates the cosine of the angle between two vectors Vi’ and V,,’ to
determine their similarity, Equation (3.5) is the Jaccard extended cosine algorithm, and Equation (3.6) is the
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Table 4.1: Identifying deformed viruses using various virus-scanning software

SAVE DMAV
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Pearson correlation measurement algorithm [20].
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4. Result Analysis and Discussion. The DMAYV system is developed within the VC++6.0 environment,
coupled with a MySQL database. VC++6.0 is an integrated development environment well-suited for C+-+
development on the Windows platform. It offers robust tools and libraries that expedite the creation of Windows
applications, including virus detection systems. Utilizing VC++46.0 streamlines the development of Windows
GUI applications, and frameworks like MFC can be employed to simplify the development process further.
The experiment used 5,000 virus samples and 2,000 non-virus samples for rule extraction, while 150 virus
samples and 500 non-virus samples served as test specimens. All samples were sourced from the Jinshan
Antivirus Laboratory. The experiment is primarily divided into two components: detecting deformed viruses
and detecting unknown viruses.

4.1. Detection of deformation virus. The experiment and analysis involved Win32PE virus samples,
including well-known examples such as Lovedoor, Mydoom, Blaster, and Beagle. Virus deformation technology
is employed for each type of virus sample to transform these samples into various deformed versions. Subse-
quently, different virus scanning software and the DMAV system were used to scan and assess these deformed
viruses. The experiment outcomes are summarized in Table 4.1, revealing that the DMAV system consistently
exhibits superior accuracy in detecting deformed viruses compared to other conventional virus scanning software.
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Table 4.2: Detection of unknown viruses through different virus-scanning software

Malware Samples N M D K SAVE DMAV
1 v v v v v v
2 v v v v v
3 v v X v v v
4 v X X X X X
5 X v v X v v
6 v v v v v v
7 v v v v v v
8 X X X X v v
9 v v v v X v
10 ? v X v v X
150 v X X X v v
Statistics 50 68 48 75 82 138
Ratio/% 33.4 453 32 50 54.8 92
K 450
450
400 360 150
_ 350 300
g0 250
‘E 250
190
S 200
150
[{1]1]
20
{
Y M B K SAVE DMAY

Different vinus scanning systems

Fig. 4.1: Comparison of the efficiency of different virus scanning systems

4.2. Detection of unknown virus. To evaluate the detection capabilities of the DMAV system con-
cerning unknown viruses, 150 virus samples with undisclosed characteristics were subjected to scanning using
various virus scanning software and the DMAV system. The outcomes of this experiment are presented in Ta-
ble 4.2, highlighting that the DMAV system demonstrates notably heightened efficiency in actively defending
against unknown viruses compared to other conventional antivirus software. Impressively, the DMAV system
achieves a recognition rate of 92%.

Remarks: vindicates successful detection, X indicates failed detection, and ? indicates suspicious. All
scanning software adopts the latest version. N-Norton, M-McAfee, D-DF Web, K-Kaspersky, SAVE-Static
Analyzer for Vicious Executable, DMAV-Data Mining-based, Antivirus system.

To assess the system’s efficiency and false positive rate (FP), we conducted experiments within the same
testing environment as the SAVE system. The SAVE system is an open-source network security monitoring
and defence system with many functions, including intrusion detection, vulnerability scanning, and traffic
monitoring. The SAVE system incorporates various technologies, such as rule-based detection, anomaly-based
detection, and machine learning, to enhance detection efficiency and diminish false positives.
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Fig. 4.2: Comparison of false alarm rates of different virus scanning systems

The proposed system is evaluated using the test environment consisting of an Intel P4 1GHz processor
with 1GB of RAM, running on MS Win2000. The experimental outcomes, illustrated in Figures 4.1 and 4.2,
underscore that the DMAV system exceeds other virus scanning software’s efficiency and capacity to maintain a
relatively lower false positive rate when detecting non-virus files than traditional virus scanning software [3, 19].

5. Conclusion. By employing static PE file analysis to extract WinAPI call sequences, a proactive virus
defence system named DMAV has been proposed, operating within the Windows platform and rooted in data
mining technology. DMAV performs the dual function of detecting deformed viruses and actively safeguarding
against unknown ones. This system consists of three fundamental modules: a PE file parser, a rule generator,
and a similarity measurement algorithm. The rule generator, empowered by OOA mining, streamlines feature
extraction processes. Empirical findings demonstrate that DMAV exceeds conventional virus scanning software
in terms of accuracy, efficiency, and false alarm rate when detecting unknown and deformed viruses. The
computer virus defence domain, propelled by data mining, is dynamic and cutting-edge. As computer networks
continue to evolve, traditional antivirus methodologies prove inadequate, prompting researchers to integrate
data mining into virus defence strategies seamlessly. The forthcoming developments in data mining-driven virus
defence may encompass the adoption of deep learning for more precise models and the utilization of multimodal
data analysis techniques to enhance accuracy through the joint analysis of various data types, including text,
images, videos, and audio, thereby stimulating network security in the face of ever-evolving virus threats.
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APPLICATION OF NONLINEAR BIG DATA ANALYSIS TECHNIQUES IN COMPUTER
SOFTWARE RELIABILITY PREDICTION

LI GAO*AND HAI WANGT

Abstract. This research addresses the difficulties of underfitting, overfitting, and convergence to local minima in artificial
neural networks for software dependability prediction. The work specifically focuses on enhancing the performance of the con-
ventional PSO-SVM model for software reliability prediction. The analysis of the conventional PSO-SVM model and the special
features of software reliability prediction serve as the foundation. An improved PSO-SVM software reliability prediction model
is developed and the PSO-SVM model and a Backpropagation (BP) prediction model are compared experimentally. The critical
metrics assessed include training error, and efficiency. The experimental results reveal that the training error of the enhanced
PSO-LSSVM prediction model diminishes rapidly, levelling off after approximately 200 training generations. The BP prediction
model requires 1,733 generations to meet training requirements. Furthermore, the improved PSO-LSSVM prediction model demon-
strates significantly higher training efficiency than the BP prediction model. The optimized prediction model exhibits superior
adaptability to small sample sizes, swift training, and high prediction accuracy, making it a more suitable choice for software
reliability prediction applications.

Key words: Particle swarm optimization algorithm, Support vector machine, Software reliability, Prediction, Training error,
Efficiency

1. Introduction. The rapid development of the Internet industry has unleashed of innovation and trans-
formation across various sectors. This surge in technological advancement has empowered industries to harness
the benefits of the Internet, such as its wide-reaching accessibility, and the seamless sharing of information.
Consequently, numerous industries have seized the opportunity to develop software systems and products tai-
lored to their specific needs, all in pursuit of greater efficiency and competitiveness. The evolution of computer
software technology has emerged as a key player towards advancing information technology. These vital sectors
now largely rely on sophisticated computer software systems to run their businesses and deliver services to a
global client. High levels of reliability and security are necessary in a world where these systems and goods
function in an open and linked network environment [10].

The dependability and safety of these software-driven systems and products are guaranteed by multifaceted
strategy. First and foremost, innovative approaches and strict standards must be incorporated into the software
development process. Considerable code reviews, test-driven development techniques, and adoption of alert
development practices are a few examples. By doing this, programmers can guarantee the reliability and
stability of their work, lowering the possibility of unanticipated failures. Second, security issues should be taken
into account during the design and implementation of the product. Access control techniques and encryption
technologies are essential for protecting sensitive data inside of these systems and goods. This proactive strategy
assists in reducing potential weaknesses and prevents unauthorized access to sensitive information [16].

To assess security vulnerabilities within the software regularly and it is entailed by conducting routine
vulnerability scans and swiftly implementing remedies to patch any identified weaknesses. Additionally, robust
measures such as data backup and recovery systems should be in place to strengthen the system’s flexibility
in the face of unexpected disruptions or data loss. In today’s digital era, the consequences of software failures
cannot be underestimated. These failures can potentially cause significant disruptions and losses, affecting not
only individual lives but also the trajectory of societal progress. For example, the tragic incident during the
first Gulf War on February 25, 1991, where the U.S. Patriot missile system in Saudi Arabia failed to intercept
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Fig. 1.1: Computation and utilization in forecasting software reliability

an Iraqi Scud missile by a mere 0.34-second error. This resulted in the tragic loss of 28 soldiers and underscored
the critical importance of software reliability in military operations [1].

The aerospace industry experienced a devastating software failure on June 4, 1996, during the inaugural
launch of the Ariane 5 rocket. A software malfunction caused the rocket to turn off course and explode 37
seconds after liftoff, destroying four valuable solar wind observation satellites. This incident, one of the costliest
software failures in the history of space exploration, served as a stark reminder of the need for meticulous
software engineering in mission-critical systems [2].

Moving closer to home, the 2011 launch of China’s 12306 network ticketing system, developed for 300
million RMB, was met with high demand during the Spring Festival. However, it yielded to many issues,
including website crashes, prolonged response times, payment glitches, and ticketing problems. This unfortunate
episode exposed the breakability of even well-funded software systems, shedding light on architectural flaws
and inadequacies in handling a massive surge in ticket transactions [12].

The vulnerabilities within the overall system architecture can be attributed to various factors. Often, system
designs are not sufficiently comprehensive to account for the interactions and dependencies among different
functional modules, resulting in architectural weaknesses. Additionally, programming errors, algorithmic flaws,
and other implementation defects can compromise a system’s normal operation or efficiency. Improper system
operation and maintenance practices, such as failing to consider the impact of architectural changes during
upgrades or configuration adjustments, can also lead to system failures [15].

The early iteration of the online ticketing system failed to incorporate identity verification measures, en-
abling scalpers to exploit the system’s vulnerabilities during the Spring Festival. Even today, the system
grapples with recurring challenges during peak usage, including network congestion, connection instability, and
queue management issues. This ongoing struggle highlights the pressing need for sustained efforts to ensure
website reliability and security. Figure 1.1 details the impact of software failures in the aviation sector. Within
the aviation sector, rigorous testing protocols are followed to evaluate the software’s performance. Before the
first flight of an aircraft type, more than 600 software failures are meticulously scrutinized on the ground.
Software-related issues have emerged as the predominant cause of aviation incidents, emphasizing the critical
importance of software reliability and safety in the aviation industry [4].

The paper is organized as follows. Section 2 presents a comprehensive literature review to contextualize
the research within the existing body of knowledge. The proposed PSO-SVM network is examined in detail in
Section 3. The research’s findings are presented in Section 4 along with an explanation. Section 5 concludes
with a summary of the main findings.

2. Literature Review. In the 1970s, as information technology continued to advance, the scope of com-
puter applications expanded gradually, leading to a sharp increase in the demand for software. However, due to
the relatively primitive state of software production and management, the field remained stagnant at a level of
the 1960s when computers were first introduced. This inadequacy failed to keep pace with the rapidly growing
requirements of computer software development, resulting in what became known as the software crisis [3].

The software crisis established itself across several critical dimensions. First, controlling the progress
of software development became a difficult challenge. Given the intricate nature of software development,
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its complex designs and testing procedures, and the need for collaboration among multiple team members,
maintaining a firm grip on the development timeline proved elusive, often leading to unsatisfying delays. Second,
ensuring software quality proved to be equally frustrating. The absence of standardized and normalized practices
within the software development process hindered the effective guarantee of software quality. Consequently,
software frequently exhibited vulnerabilities and errors, sometimes resulting in system crashes and data loss [11].

The managing software costs modelled yet another tough hurdle. Owing to the inherent difficulties and
problems within the software development process, cost control remained elusive, often resulting in expenditures
that exceeded the established budget. Meanwhile, software systems continued to grow in scale and complexity
without commensurate improvements in reliability. This mismatch led to substantial economic losses and even
casualties in significant accidents [14].

A poignant illustration of the consequences of software reliability issues occurred in 2016 when the japan
aerospace exploration agency (JAXA) and national aeronautics and space administration (NASA) jointly
launched the X-ray astronomy satellite “Hitomi”. A month after its successful launch, “Hitomi” experienced
a catastrophic ground communication failure, leading to a complete loss of contact with mission control. Two
months later, JAXA declared they could not regain control of the X-ray satellite “Hitomi” and were forced to
abandon it [8].

Another tragic incident that underscores the gravity of software-related issues occurred on March 10, 2019,
when an Ethiopian Airlines Boeing 737-MAX crashed, resulting in the tragic loss of all 157 passengers and
crew members. Investigations revealed a direct link between the crash and the incorrect activation of the
automatic stall prevention software known as MCAS. These real-world instances underscore the critical signif-
icance of addressing software reliability concerns. As technology advances, the imperative to enhance software
development processes, elevate quality control, and mitigate vulnerabilities becomes increasingly urgent. This
ensures that software can serve as a catalyst for progress rather than a source of crises. Over the decades, these
painful lessons have served as cautionary stories for software practitioners, prompting the industry to grow
more concerned about software reliability [9].

This heightened awareness has led to continuous development and the gradual integration of engineering
principles into the software realm. In 1968 and 1969, the concept of software engineering was introduced during
consecutive north atlantic treaty organization (NATO) meetings. This marked a pivotal shift as engineering
principles began to guide software development practices. With software’s evolution into software engineer-
ing, significant advancements were made in development technologies and management tools. Simultaneously,
expectations for software reliability soared [6].

Seizing the momentum created by the burgeoning field of software engineering and drawing inspiration
from traditional reliability engineering techniques, software reliability engineering emerged as a distinct disci-
pline. This research uses SVM and PSO algorithms to investigate software reliability prediction. The inherent
limitations and drawbacks of conventional PSO and SVM algorithms is investigated by examining potential
optimization strategies. Consequently, an optimized PSO-SVM software reliability prediction model is estab-
lished. The model’s impressive predictive accuracy and applicability is demonstrated through practical examples
involving limited early-stage software data samples [17, 7].

3. Research Methodology.

3.1. Analysis of traditional PSO-SVM features. The traditional PSO-SVM model is a SVM predic-
tion model that relies on the PSO algorithm. This model possesses several noteworthy characteristics. Firstly,
it is distinguished by its simplicity and ease of implementation, requiring no complicated mathematical theories
or algorithmic foundations. Understanding the fundamental principles and implementation procedures of both
PSO and SVM is sufficient for its deployment. Secondly, the PSO algorithm’s inherent global optimization
capabilities are a key feature, enabling the model to evade local optima and enhance prediction accuracy. The
PSO-SVM model consistently leverages the PSO algorithm to optimize model parameters and SVM kernel
parameters, improving SVM’s predictive accuracy by identifying and employing the most favourable parame-
ter combinations. Initially designed for binary classification problems, SVM later expanded into the nonlinear
regression prediction. A support vector machine for nonlinear regression prediction closely resembles a classifica-
tion problem as it computes a decision function based on provided data, leading to classification and prediction
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outcomes. However, the regression problem retains the core characteristics of maximizing the convex function
over time, with the capability to obtain nonlinear functions directly through specialized kernel functions [13].

Suppose the given data set is {(z1,y1), (z2,y2),..-, (@i, ¥i) ..., (x1,y1)}, where z; € R",y; € R,i =
1,2,...,1. The value of y; for classification problems is the number of corresponding data types. For example,
—1 and 1 can be used for binary classification problems, while any actual number can be used for regression
problems. The original SVM problem can be expressed as Equation (3.1).

weR™,bER

l
min__ J(w,£) = %wTw +COY (G+E)
=1

st. (w-p(z)+b)—y; <& +¢ei=1,2,---,1 (3.1)

Given the substantial size of the eigenspace and the non-convergent nature of the objective function, we
incorporate point object kernel function techniques and Wolff dual theory. These additions partition the problem
into two sets of computationally manageable subproblems. One of these subproblems involves transforming the
original challenge into a quadratic programming problem.

By using PSO, the model C, ¢ of SVM and kernel parameters o2 are optimized, the population continuously
learns from the most available position in the current generation and the global most available position during
the iterative update. Suppose the population size is m and the d** dimensional space position of the ith particle
is ; = {x;1,Ti2,. .., Tiq}, and the velocity is v; = {v;1, V42, ..., viq}, the optimal position of this generation is
pbest; = {pi1,pi2, - ., Pid}, and the global optimal position is gbest = {g1,92,...,94}, and d is determined by
the dimensionality of the characteristic attributes of the target problem, and the fitness function is set according
to the function for which the target problem is being optimized [18].

3.2. Analysis of model applicability and optimization counter measures. The conventional PSO-
SVM model enhances final prediction results by optimizing the model and SVM kernel parameters using the
PSO algorithm. This model exhibits numerous notable advantages that align seamlessly with the prediction at-
tributes of software reliability. The benefits of this prediction model correspond to the distinctive characteristics
of software reliability prediction in the following ways [5]:

1) SVM achieves the adjustment of the proportional relationship between structural risk and empirical
risk via the modulation of model parameters. This mechanism effectively mitigates the issue of over-learning,
subsequently enhancing the prediction model’s capacity for generalization. Such an approach is particularly
well-suited for addressing the challenges of acquiring software reliability samples, especially in cases with limited
data.

2) Incorporating a kernel function into the prediction model, SVM efficiently transforms the multidimen-
sional input space into a higher-dimensional space for prediction purposes. This transformation effectively
addresses the challenges modelled by high dimensionality within the input space, making it highly compatible
with the abundance of parameters typically associated with software reliability features.

3) The conventional PSO-SVM model conducts predictions in a high-dimensional space, initially trans-
forming the original nonlinear problem into a prediction problem and subsequently deducing solutions for the
nonlinear problem, thereby enhancing efficiency. This approach aligns well with the inherently nonlinear nature
of software predictions.

However, despite the advantages of the traditional PSO-SVM prediction model, it grapples with computa-
tional limitations and inherent deficiencies in the PSO and SVM algorithms, rendering the model somewhat
inadequate. The PSO-SVM model necessitates the adjustment of numerous parameters, including inertia
weight, learning factor, and kernel function parameters, among others. Moreover, these parameters exhibit
interdependencies, mandating extensive experimentation and adjustments, thereby compounding the model’s
complexity. The interaction between design deficiencies and proposed improvement strategies is explained as
follows.

a) Coding rules originate from the experimental model. In the prediction model, when the kernel is
not processed through SVM, it introduces significant randomness, thereby constraining the model’s ability to
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Fig. 3.1: Flowchart of improved PSO-LSSVM prediction model

undertake comprehensive global exploration in search of optimal solutions. Consequently, this can lead to a
reduction in prediction accuracy and efficiency. To mitigate these limitations, a block scheme is employed
to divide the initial population into several smaller subsets, facilitating the initialization of parameters. This
approach enhances the diversity of the initial population, resulting in improved prediction quality and accuracy.

b) The inherent uncertainty associated with PSO within the prediction model and its constrained adaptabil-
ity for conducting both global and local investigations curtails the model’s capacity to achieve optimal outcomes.
A variable inertia approach is employed to address this limitation, facilitating timely updates of inertia factors
and optimal parameter solutions. This adjustment extends the duration of global and local surveys, enhancing
the model’s ability to reach optimal solutions.

¢) This model transforms a low-dimensional input space into a higher-dimensional, followed by the resolution
of quadratic programming problems. However, as the number of dimensions in the input space increases,
computational demands grow exponentially, a significant bottleneck to the model’s performance. Given the
abundance of characteristic parameters in software reliability, employing the traditional PSO-SVM prediction
model results in substantial computational overhead. Adapting the least squares support vector machine
(LSSVM) as a modification to the SVM approach serves to streamline the SVM’s details by optimizing its
internal structure. Consequently, this reduces the computational burden on the prediction model and, in turn,
enhances prediction efficiency.

3.3. Improved PSO-LSSVM deformation strategy. The PSO-LSSVM model represents a highly
effective machine learning algorithm rooted in the SVM model’s principles while optimizing model parameters
through the least squares method is depicted in Figure 3.1. Additionally, it boasts robust generalization
capabilities and exceptional classification performance. In the proposed model, each training sample necessitates
the determination of a corresponding coefficient, ultimately forming a coefficient matrix.

The least-squares support vector machine (LSSVM) comprises two fundamental elements. Firstly, it adopts
the most minor square linear system as its loss function, shifting the variable risk to the quadratic side and refor-
mulating the support vector machine model’s inequalities into equations, simplifying the constraints. Secondly,
it replaces the quadratic programming approach with a system of equations to address efficiency concerns, reduc-
ing the learning complexity significantly. This transformation substantially enhances both learning efficiency
and accuracy. Consequently, the original problem of the standard SVM can be simplified to the Equation (3.2)
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outlined below.

. 1 ¢ —
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(3.2)

The block population initialization mechanism is a method employed to optimize genetic algorithms. Ge-
netic algorithms heuristic optimization techniques simulating biological evolution rely heavily on population
initialization as a pivotal step. The quality of this initialization process directly impacts the effectiveness of ge-
netic algorithms in optimization tasks. Consequently, adopting an efficient population initialization mechanism
constitutes a crucial strategy for addressing optimization challenges using genetic algorithms.

In contrast, the particle swarm algorithm (PSO) is a premier global search engine, distinguishing itself
from traditional search algorithms by its exceptional global search capabilities. Therefore, when employing this
algorithm, active participation in its global search process is imperative to achieve favourable global outcomes
swiftly. However, during the initial stages of the algorithm, traditional particles are distributed randomly
across the search space, leading to an uneven population distribution. This initial inequality can be alleviated
by partitioning the search space. The main idea of using chunked population initialization is to make each
particle almost uniformly distributed, assuming that the number of population particles is n, then the whole
search space is divided into n regions. Each small region is randomly generated one particle is shown in Equation
(3.3).

Xik € lak + fr (b —ag),ar + fi41 (b —ag)];k=1,2,--- D
fr = (i—1) mod CP~*
fo=(i—1)=75" f;CP~
C= wm

In Equation (3.3), a;, and by denote the range of values on the particle position vector in the £** dimension,

and mod denotes the modulus. Then the initial position of the i*" particle can be generated according to

Equation (3.4).

(3.3)

X = i+ f (b = ax) + = (b =) v (34

In Equation (3.4), r is a random number taking values within [0, 1].

3.4. Inertia factor approach for adaptability. In the particle swarm algorithm, the inertia factor
plays a critical role by imbuing the algorithm with historical memory during the update of particle velocities.
It effectively maintains the connection between historical velocities and the global and local optima, thereby
influencing the balance between global and local search capabilities. The adaptive inertia factor strategy
dynamically adjusts the inertia factor’s magnitude based on the current search state of the particle swarm.
Consequently, it assigns a higher value to the inertia factor during the early stages of the search to stimulate
global exploration. As the search progresses, the inertia factor gradually diminishes, facilitating localized
exploration and ultimately improving search outcomes.

During the initial iteration, boosting the inertia weight enhances the global search capability of the PSO
algorithm. This allows for exploration across a broader region, enabling the rapid identification of potential
solutions in the vicinity. Subsequently, maintaining a low inertia weight throughout the iteration empowers the
PSO algorithm’s local search capabilities. It achieves this by decelerating particle velocities, thereby fostering
effective local exploration. It is evident that the initial iterations significantly influence the algorithm’s global
search capabilities, while the later iterations dictate the extent of local exploration. Extending the search
duration between these early and later phases can enhance the overall algorithmic performance. This is precisely
where the concept of weighted arm variation, as presented in Equation (3.5).

W = Wmin + (wmax - wmin) X exXp (720 X (t/tmax)n) (35)
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Fig. 3.2: Dynamic inertia weight adjustment curve

In Equation (3.5), Wmax and wmi, are taken as 0.9 and 0.1, respectively. The variation curves of the indices
in Equation (3.5) are shown from the left to the right in Figure 3.1 when the indices are taken as 2 to 10 in
turn. The corresponding inertia weight variation curves are shown in Figure 3.1.

As depicted in Figure 3.2, it becomes evident that when the parameter is configured as 6, both the global
search duration and particle local search duration are considerably longer than other parameter values. This
configuration leads to the inertia weight maintaining a high value during the initial phases of the loop and a
lower value as the loop progresses. This extended duration of high inertia weight substantially strengthens the
early-stage global search and late-stage local search. Consequently, this configuration achieves a well-balanced
equilibrium between early-stage global search and late-stage local search, enhancing the overall global search
responsiveness while concurrently augmenting local search capabilities.

4. Result Analysis and Discussions. To assess the new model’s performance and compare its strengths
and weaknesses against the traditional model, we conduct a series of comparative simulation experiments. In
this context, we use a military software system as an illustrative example. Table 4.1 provides an overview of
several metrics, including the number of module defects, for 13 modules within this military software system.
Here, “SN” denotes the module number, “LOC” represents the module size in terms of lines of code, “FO”
indicates module fan-out, “FI” stands for module fan-in, “PATH” reflects module control flow paths, and
“FAULTS” represents the module defect count.

Evaluating the precision of an optimization model for predicting software module defect counts involved
two distinct experimental trials.

In Experiment 1, all 13 data samples were partitioned into two sets. The first 10 samples were allocated for
model construction and training, while the remaining 3 were reserved as test samples for assessing the model’s
predictive accuracy. Experiment 2 employed a different approach. The initial 6 samples were designated as
training data for model development, and the subsequent 3 samples were employed as independent test data
to evaluate the model’s performance.

The training and prediction models under consideration encompass the BP network prediction model,
PSO-SVM prediction model, and the improved PSO-LSSVM prediction model. For each of these models,
normalization procedures are applied through the following steps: First, for each input feature, calculate the
mean and standard deviation within both the training and testing datasets, which represent the feature’s mean
and variance, respectively. Next, standardize the input features by subtracting the mean of each feature in both
the training and testing datasets and dividing by the standard deviation. This ensures that all input feature
values are within the same order of magnitude, preventing any influence on the model’s training and prediction
due to differences in numerical ranges. Additionally, standardize the target variables in both the training and
testing datasets to ensure they share the same order of magnitude.
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Table 4.1: Summary of software metrics and defect information

Module number Lines of code Fan out Fan in Flow paths Module defect count

1 30 3 2 3 1
2 30 3 2 3 3
3 33 1 3 1 2
4 34 2 28 3 2
5 38 6 19 15 2
6 42 6 2 13 5
7 56 1 2 11 3
8 65 5 2 13 1
9 70 2 2 7 2
10 102 3 5 11 6
11 121 2 11 21 7
12 165 13 11 220 12
13 271 8 2 79 18
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Fig. 4.1: Improved PSO-LSSVM error curve

Following data standardization, training is carried out for the BP neural network models, traditional PSO-
SVM models, and improved PSO-LSSVM models. Subsequently, predictions are made on the test set using
these standardized models. Specifically, the BP prediction model employs a structure with 18 hidden layers
and a training target threshold of 0.00001. For the traditional PSO-SVM model, after two rounds of analysis
using cross-validation and depth-first analysis, the model parameters are set to 499, and the kernel parameters
are set to 5. It’s important to note that both the PSO-SVM prediction model and the improved PSO-LSSVM
prediction model utilize the radial basis function (RBF) as their kernel function.

During the model training process, error curves for both the BP prediction model and the improved PSO-
LSSVM model are simulated. The results of these simulations are visually presented in Figure 3.2 and Figure
4.1, respectively.

Observing Figures 4.1 and 4.2, it becomes evident that the training error of the improved PSO-LSSVM
prediction model exhibits rapid reduction and eventually stabilizes after approximately 200 training generations.
In contrast, the BP prediction model meets the training criteria after significantly more iterations, specifically,
1,733 generations.

Following the training process, predictive models suitable for the sample data are established using the
three prediction methods. Subsequently, the predictive samples are fed into their respective models for making
predictions. A smoothing approach is employed to mitigate the influence of initial parameters on the BP
prediction model and reduce prediction variability. This involves conducting 10 consecutive predictions using
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Table 4.2: Comparison of prediction results of three prediction models

E)fperiment 'Test set True BP prediction ’ll;rsa gl_tsl(\);ﬁl Pérg?[i(s)\ée\(]iM
serial number serial number value model . .
prediction model prediction model
1 6 5. 7204 6. 2664 6. 100 9
1 2 11 10. 1666 11. 4748 11. 192 5
3 17 16. 0433 17. 6283 17. 203 7
1 6 5. 2234 6. 6326 6. 1345
2 3 11 9. 1999 12. 3895 11. 207 8
4 17 14. 5860 19. 0068 17. 325 7

Table 4.3: Comparison of prediction errors of three prediction models

E)fperiment Test set BP prediction ?rsa gl_tsl(\)/nl\il Pég?ﬁg‘ée\(}M
serial number serial number model . ..
prediction model prediction model
1 4.66 4.44 1.68
1 2 7.57 5.23 1.75
3 5.62 3.69 1.21
4 5.95 4.45 1.54
1 12.94 10.54 2.24
9 2 16.37 12.62 1.89
3 14.20 11.76 1.93
4 14.52 11.64 2.02

the BP network and calculating the mean percentage error for the prediction outcomes. The results of these
predictions are presented in Table 4.2 and Table 4.3.

In summary, enhancing and optimizing the PSO-LSSVM prediction model can be achieved by introducing
several key strategies, including the adaptive inertia weight strategy, multi-objective optimization strategy,
kernel function adaptive selection strategy, parallel computing strategy, and deep learning strategy. These
strategies elevate the prediction model’s accuracy and its generalization capabilities.
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5. Conclusion. The development of the improved PSO-LSSVM prediction model through optimization
techniques and non-overlapping kernels, becomes evident that the proposed model excels in prediction accuracy
compared to the PSO-SVM method and the BP prediction model. Furthermore, as the number of models
involved in the training process decreases, the improved PSO-LSSVM prediction model demonstrates superior
overall performance compared to the PSO-SVM prediction model with fewer training samples. The predictive
accuracy of the proficient PSO-LSSVM prediction model surpasses that of both the traditional PSO-SVM
prediction model and the BP prediction model when trained with fewer models. Consequently, the improved
PSO-LSSVM prediction model outperforms the traditional PSO-SVM and BP prediction models in terms of
both training and prediction performance. This model effectively addresses the current software prediction
requirements in the domestic market, especially in scenarios with limited historical data. Moreover, it can be
applied to similar projects with historical models, further emphasizing its versatility and effectiveness.
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ENHANCING INDUSTRIAL CONTROL NETWORK SECURITY THROUGH
VULNERABILITY DETECTION AND ATTACK GRAPH ANALYSIS

YAN LIAO*

Abstract. Insufficient communication attack defense capabilities within industrial control networks is a serious problem that is
addressed in this study. The author proposes a methodology that focuses on creating attack graphs to ease security and vulnerability
studies in industrial control network systems in order to address this issue. The article provides thorough construction guidance
and techniques for attack graphs, which are used for penetration testing and vulnerability analysis of networks for industrial control
systems. On the created attack graph, experimental evaluations utilizing the “earthquake net” virus were carried out. The findings
point to four main attack routes where the “Zhenwang” virus is most likely going to attack and cause the most damage. With a
loss value of 12.2 and an attack success chance of 0.096, the first path involves cumulative attack stages. The second path consists
of cumulative attack steps, with a loss value of 10.2 and an attack success probability of 0.072. The third path encompasses
cumulative attack steps, with a loss value of 16.6 and an attack success probability of 0.063. The fourth path comprises cumulative
attack steps, with a loss value of 18.6 and an attack success probability of 0.084.

Key words: Industrial control networks, Security vulnerability detection, Attack graph construction, Vulnerability analysis,
Penetration testing, Network security

1. Introduction. The Internet has transformed people’s lives significantly, facilitating global connectivity
through its unique openness and data-sharing capabilities. Over nearly five decades of development, the Internet
has saturated for all society, from finance, e-commerce, and industrial control to communication, transportation,
healthcare, education, and beyond. It has become an essential infrastructure ensuring the stability of these
critical domains. In the digital age, the Internet, with its core in cyberspace, is increasingly recognized as the
“fifth space”, closely intertwined with people’s lives alongside land, sea, air, and sky [17].

Evolution of networking and informatization has introduced for security challenges in network security.
These challenges apparent in the following ways: Explosion of Vulnerabilities: With the absence of remotely
avoidable design flaws, the count of vulnerabilities halting from application software or operating system design
and configuration continues to rise, maintaining elevated levels. These vulnerabilities frequently become targets
for attackers, affecting an ongoing and significant threat to network security. The transformation in information
carriers, transmission methods, and interconnection modes has furnished attackers with convenient avenues for
launching network attacks. Furthermore, enhancing attackers’ capabilities has led to more organized attack
behaviours and specialized attack techniques, resulting in many new threats. Thus, vulnerabilities have evolved
into a predictable security risk. According to data from the National Vulnerability Database (NVD) published
by the National Institute of Standards and Technology (NIST), since 1997, the tally of known vulnerabilities
has surged to 66,165. Over the years, the number of disclosed vulnerabilities has risen significantly [13].

Attack and defence represent the sides of network security. Without investigating the depths of attack
theory and technology and comprehending our vulnerabilities and adversaries’ tactics, we cannot effectively
safeguard the security of network information systems. An integral aspect of research into network attacks
centres on understanding and describing these attacks. The attack process encompasses a spectrum of distinct
attack behaviours, each characterized by various stages and states. Given the complexity and diversity inherent
to the attack process, deriving correlations and summarizing rules from known attack behaviours presents a
formidable challenge [12].

The current theoretical foundations of attack detection technology remain incomplete. An approach rooted
in attack-based analysis can furnish a structured and visual portrayal of the entire attack process. This
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approach is invaluable for separating and connecting the knowledge from existing research on attack behaviours.
Furthermore, it enhances the usefulness of attack detection and security alerts [18].

The paper is organized into five main sections, including the introduction Section. The Literature review
explores the existing body of knowledge and research in computer network security vulnerability detection
and attack graph construction, as explained in Section 2. Section 3, the proposed method, outlines the novel
approach and methodology proposed by the author, including the formulation of attack graphs and vulnerability
detection techniques. Section 4, results and discussion, presents the empirical findings and engages in a detailed
analysis and interpretation of the results obtained from experiments or simulations. Finally, in Section 5
summarizes the concluding remarks of the research.

2. Literature Review. With an increasingly intricate network security landscape and growing cyberat-
tack threats, many organizations and institutions recognize the limitations of solely relying on detection-based
defence for post-attack responses. It has become evident that a proactive and preemptive defence mechanism
is needed to address security challenges fundamentally. This demand has encouraged a growing interest in risk
assessment within the security [8].

Given the complexity of attacks, researchers are exploring using attack models to dissect and understand
these threats. In the initial phases of assessing network system vulnerabilities, researchers primarily distilled
their experiences from practical use. Then, these insights are applied to test a broader spectrum of network
systems. This process effectively transitions from rule extraction to rule matching. The primary research focus
revolves around generating more precise and comprehensive rulesets. Presently, mature network vulnerability
scanning technologies exemplify this method. Nevertheless, rule-based vulnerability analysis methods exhibit
inherent limitations. Consequently, some researchers have used formal theoretical tools like attack trees, graphs,
and Petri nets to develop more holistic vulnerability analysis methodologies [19].

For instance, an information security method is proposed that quantifies the energy level associated with
each attack. This assessment relies on the energy level increment of the attack and its impact on the Common
Vulnerability (CV). To demonstrate the effectiveness of their proposed countermeasures, they compared CV and
energy consumption across different types of attacks. These countermeasures leverage network-related security
algorithms to safeguard large data communication and Distributed Critical Infrastructure Applications (DCAV),
effectively mitigating CV and large data leaks during data transmission [1].

The State Grid’s software, hardware, and network layers are identified as the most vulnerable points. Sub-
sequently, the contributors investigated the threats these systems faced based on their vulnerabilities. Finally,
the authors aimed to offer insights into the most productive defence solutions currently available and the
imperative need for developing new defence mechanisms [11].

The researchers presented a technique for creating intelligent Production Planning and Control (PPC)
systems. To improve PPC procedures, these intelligent PPC systems make use of cutting-edge technology such
as the Internet of Things, big data analytic tools, and machine learning. These systems enable dynamic and
near-real-time responses to changes in the production system by gaining insights from various data sources
inside the production system, taking into account the expertise of production planners, and applying analytics
and machine learning. The important issues and difficulties that production managers may run into when
applying the suggested strategy are shown through a case study [10].

The author introduces a novel approach wherein a node’s weight is defined based on three key factors: the
system loss resulting from various vulnerability exploitation methods, the likelihood of attack success, and the
progression of attack steps. Simultaneously, this method employs these weightings to analyze the optimal attack
target within the industrial control network. Subsequently, it identifies the corresponding attack path to target
this vulnerability. This approach employs an attack graph generation technology that emphasizes repairing
vulnerable links. Experimental validation demonstrates the effectiveness of this technology, underscoring its
substantial importance in enhancing industrial control networks’ communication attack defence capabilities [3].

3. Research Methods.

3.1. Generation algorithm of attack graph for industrial control network. The security of indus-
trial control networks is enhanced by introducing an innovative algorithm. The algorithm takes indications
from the four key elements inherent to these networks: components, connections, control authority, and com-
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Table 2.1: Comparison of proposed and existing approaches in industrial control network security

Aspect Proposed Approach Existing Methods
Methodology Focuses on attack graph generation for analysis. Relies on IDS, firewalls, access controls, and
more.

Focus Emphasizes visualizing attack paths and vulner- Prioritizes preventive measures and signature-
abilities. based detection.

Risk Assessment Quantitative risk assessment with values and Often uses qualitative risk assessment.
probabilities.

Proactive vs. Reactive Proactive, identifying vulnerabilities before ex- Reactive, responding to security incidents as
ploitation. they occur.

Complexity Provides a structured and visual portrayal of at- May lack a comprehensive view of potential at-
tacks. tack paths.

Table 3.1: List of utilization methods

Description Abbreviation

Modify control parameters ModConPa

Modify measurement parameters ModMeasPa
Modification control procedure ModContPr
Get permission or a password GetPriv

munication permissions. It aims to systematically evaluate network vulnerabilities and identify potential attack
routes. By conducting a thorough analysis of these elements and effectively implementing the algorithm, the
research endeavors to reinforce the defense mechanisms against communication attacks within industrial control
networks, thereby strengthening their overall flexibility against cyber threats.

(a) Four Elements of Industrial Control Network

The first element is the industrial control component, represented by h; for a single component and H
for a set of industrial control components. It has the following four parameters: using host_id represents the
address of a single component; Use service to represent the control service provided by the component; Use
vul; to indicate the vulnerability number of components available for remote or local use; value; represents the
value of the component.

The second element is the connection of the industrial control network, which is represented by C, and
has three parameters in total, Hp.op, is used to represent the starting component of the connection; Use Pro
protocol to represent the connection protocol; Use Hr, to represent the connected components [2].

The third element is the vulnerability of a single component, which is represented by vul;, it has three
parameters, namely host_id indicates the address of the component where the vulnerability is located; Use
Type to indicate the utilization way of the vulnerability; Use Att_ Patt indicates the utilization mode of the
vulnerability, and various utilization modes are shown in Table 3.1.

The fourth element defines user permissions on an individual component. It employs three distinct cat-
egories: “access” signifies the browsing permissions granted to regular users, “user” represents the standard
operational permissions for regular users, and “root” denotes the comprehensive operational authority employed
by the system administrator user over the information resources of the component.

(b) Derivation of algorithm

After a successful attack, the industrial control network changes from network state S; to the next network
state S;11, it is called state migration. If the industrial control system network needs to undergo a state
transition, the following four conditions must be met simultaneously:

(D When the industrial control network is in the initial state Sy, the network attacker must have sufficient
authority on the attack-initiating component and can use the controlled component to attack other components
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Fig. 3.1: Specific implementation process of algorithm

in the industrial control network. Use H;¢tim to indicate the components that have been successfully controlled
by the attacker, and use Hgoq; to indicate the components that the attacker plans to control, namely the target
components;

@ There should be a relationship between Huy;ctim and Hgoqr to ensure the smooth migration of network
status as expressed in Equation (3.1);

C = (Hyictim, Protocol, Hyoar) # 0 (3.1)

@ The target component Hyoq needs to satisfy Equation (3.2), that is, it has a vulnerability so that
attackers can use its vulnerability to migrate the network state;

Vul = (Hgoar, Type, Att__patts) # () (3.2)

@ An attacker must obtain at least the minimum operation permission on the target component Hgoai,
and at least the minimum attack permission on the controlled component Hictim, to take advantage of its
vulnerability to realize the migration of network state.

(c) Basic idea of algorithm

As shown in Figure 3.1, starting from the initial state Sy of the network, use the above four rules to
determine the possible state of the attacker in turn, after judgment, Sy, So and S3 meet the conditions for
state migration. According to the principle of width first search, Si, Sy and S3 are judged on the condition of
state transition in turn, it can predict the state the attacker can reach. The attack target function H o4 whose
S3 state meets the above attack conditions indicates that S3 state is a suitable attack target, so there is no
need to judge its state transition conditions; Continue to judge Sy, where Sy and S5 are the nodes that meet
the state migration conditions, and then judge S5, and Sg is the node that meets the migration conditions;
Then continue to judge the state transition conditions of nodes Sy, S5 and Sg on the next layer, where S5 state
meets the state transition conditions and is a target of the attacker, therefore, it is not necessary to judge the
condition of state transition; Continue to judge the state transition conditions of Sy and Sg, when judging Si,
it is found that it can neither reach any new state node nor meet the attack target function, and it should be
the last layer; When judging Sg, S7 is the node that meets the migration conditions, and then judge the state
migration conditions of node S7, if it is found that the node can neither reach any new state node nor meet
the attack target function, then S7 is also the last layer, and the complete state migration process has been
completed [4].

(d) Implementation of algorithm

Commencing from the initial state of the industrial control network, assess all potential network states
based on the four state transition criteria mentioned earlier and incorporate the assessment outcomes into the
state queue. The step-by-step procedure is visually depicted in Figure 3.2.
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Fig. 3.2: Flow chart of the proposed vulnerability detection and attack graph algorithm

3.2. Comprehensive analysis and modeling of network vulnerabilities and attacks. A multilay-
ered strategy for network security, encompassing three pivotal stages is introduced. Initially, it conducts a
careful examination of network vulnerabilities to pinpoint potential vulnerabilities. Subsequently, the training
focuses on crafting a strong attack prototype, serving as the groundwork for simulating and comprehending
potential cyber threats. Finally, the research employs a systematic methodology to deduce attack sequences,
providing deeper insights into prospective security breaches. The overarching objective is to fortify network
defenses and strengthen against evolving cyber threats.

(1) Analyze network vulnerabilities

A data mining technique known as the association rule mining algorithm is employed to divide the at-
tributes of vulnerability exploitation behaviour. This algorithm can uncover patterns of shared characteristics
within comparable instances of vulnerable intrusion behaviours. However, the extraction process necessitates
combining environmental factors with the recognized characteristics of vulnerability exploitation behaviour.

(2) Establish attack prototype

To execute an atomic attack, an attacker must fulfil specific prerequisites, including identifying vulnerabil-
ities within industrial control components, establishing a requisite connection, and attaining a predetermined
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level of control authority. Upon successfully infiltrating a component, the attacker can elevate their control
authority, augmenting the network’s loss value. This process forms a continuous cycle where each concluding
atomic attack covers the way for the subsequent one, ultimately culminating in reaching the attack target and
accomplishing the intended attack objective.

Establishing an attack prototype relies on two primary inputs: network topology and network vulnerability
analysis, both of which furnish specific details about network vulnerabilities. In this context, the network topol-
ogy contributes information encompassing the control network connection (C), control components (H), and
control authority associated with each control component—comprising the quartet of elements characterizing
the industrial control network. Concurrently, the network vulnerability analysis segment offers insights into
the connection status and component vulnerabilities (Vul) within the real industrial network. Subsequently,
the Attacker model, proposed in the attack graph algorithm, serves as the attack source. At the same time,
the Attack_Rule rules are employed to convert all network vulnerabilities into sets of atomic attacks, thereby
constituting the attack prototypes [16].

(3) Reasoning attack sequence

The process of deducing the attack sequence involves the application of pre-established attack prototypes
to the real industrial control network. This application aids in ascertaining the attacker’s actions and their
impact on the overall network.

The term “Atom” is employed to denote an autonomous attack prototype comprising two essential param-
eters: the edge (referred to as “edge”) and the node (designated as “point”) within the attack graph. The
dynamic progression of these edges and nodes within the attack graph interlinks individual attack prototypes,
thereby composing the attacker’s sequence of actions. To deduce the comprehensive attack sequence, inferring
the transition conditions between these atomic prototypes is imperative. To establish whether two atoms are
capable of transitioning, the following specific steps are undertaken:

@ Determine whether the two components are connected;

@ To establish the permission utilization relationship among various attack prototypes (referred to as
“atoms”), the attacker’s operational authorization gained from the target component in one attack prototype
(atoml) must surpass the access permissions employed by the attacker on the target component of another
attack prototype (atom2). Only under these conditions can the continuous transformation of atoms be sustained,
ensuring the uninterrupted progression of the attack.

Attackers can be categorized into two primary types: direct and indirect. A direct attack involves the
attacker directly targeting a specific component, and this type of attack occurs exclusively between two attack
prototypes, referred to as “atoms”. Conversely, an indirect attack occurs when the attacker targets a component
through an intermediate “springboard” component. In the case of an indirect attack, the attack can transition
between multiple attack prototypes of atoms.

Once the attack sequence has been deduced through the reasoning process, it becomes possible to ascertain
all attack routes from the initial attack state to the ultimate attack target. These routes collectively form the
basis for constructing an attack graph. In this construction, the current network state serves as the initial node,
while each step in the attack sequence contributes to creating edges within the graph. These edges are defined
by the associated attack behaviour, attack success probability, and component loss value at each step.

3.3. Penetration test analysis based on attack graph. The penetration test diagram is a composite
representation that incorporates the four fundamental components of the traditional penetration testing process
into the attack diagram. These components include test items, test objectives, test constraints, and test cases.
Within this diagram, test items, test objectives, and test constraints of the penetration test are depicted as
vertices, while the test cases are depicted as connecting arcs. The process of testing based on this model is as
follows:

Initially, within the real industrial control network, certain security safeguards are often implemented to
safeguard potential attack routes. This precautionary measure may fail to attain the intended objectives when
executing corresponding test cases. Consequently, the penetration test chart obtained after a successful test
may diverge from the initial penetration test chart. Therefore, adjusting the penetration test chart before
initiating the test becomes imperative, ensuring that it aligns with the testing objectives and requirements.

The second step involves a comprehensive analysis of the penetration test chart after the Conclusion of the
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penetration test. Initially, this analysis entails comparing the penetration test chart following the test and the
vertex configuration before the test. This comparison yields the final results for the test project. Subsequently,
a search is conducted based on these test results to identify the successful attack path. Finally, leveraging
the weight values associated with each edge within the penetration test graph, the success probability of the
attack, the resulting loss value, and the cumulative number of attack steps up to that point in the algorithm are
determined. This information is then used to calculate the weight of an attack sequence, ultimately quantifying
the network attack’s impact on the network’s security [5, 15].

3.4. Vulnerability risk assessment based on attack graph. To assess the risk associated with each
vulnerability and prioritize the defence of the most difficult vulnerabilities and attack paths, a vulnerability’s
risk value is employed to gauge the harm it can cause. To ascertain the risk value of a vulnerability, the initial
steps involve determining the vulnerability’s overall probability of exploitation and the global degree of harm
it can inflict. The following are the specific implementation steps for this process:

(a) Global Probability Assessment: Initially, calculate the global likelihood of the vulnerability being
exploited across the entire system or network.

(b) Global Harm Assessment: Next, determine the extent of harm or damage the vulnerability can cause
when exploited.

These following steps are essential in establishing the risk value attributed to each vulnerability, enabling
a targeted strategy for prioritizing defence mechanisms.

(1) The breadth-first traversal algorithm is employed to compute the global utilization probability (denoted
as 'P’) of each node’s successful utilization, calculated layer by layer starting from the initial node.

(2) Value is used to represent the value of each component, and @) is used to represent the independent
harm degree of the vulnerability, so the loss caused by a single vulnerability to its component is @z value; The
letter Y represents the global hazard degree of a vulnerability, that is, the ratio of the associated hazard degree
W of a single vulnerability to the sum of the value of all components in the industrial control network.

(3) ‘R’ signifies the risk value associated with vulnerability, calculated as the product of the global utilization
probability of each node (’P’) and the global hazard degree of the node (’Y’) [14].

4. Result Analysis and Discussion. The “Zhennet” virus is employed as the attacker targeting the
industrial control system in the experiment. The experimental process begins by establishing a network en-
vironment simulating the industrial control system. Subsequently, the attack graph is generated using the
previously described method. Finally, the attack graph is the foundation for deriving the penetration test
scheme and assessing vulnerability risks. The steps followed in the experimental process of the proposed
method are as follows:

(1) Build network topology

It encompasses establishing an organized model for a computer or communication network. Network
topology delineates the interconnections among devices and components within the network and elucidates
the pathways through which data travels. It encompasses diverse configurations like star, bus, ring, mesh, and
others, each with merits and drawbacks. Creating a network topology constitutes a pivotal phase in network
design, facilitating streamlined data exchange and laying the groundwork for network administration and issue
resolution.

(2) Generation algorithm parameter selection

Given that the “seismic network” attack gains entry into the industrial control network via a USB flash drive
inserted into the operator station hi, it designates the operator station h; as the initiating attack component.
Table 4.1 illustrates the asset value assigned to each component within the industrial control network.

The impact coefficient of the vulnerability utilization mode is recorded as «;, the disposable weight value
of component assets is recorded as 6;, and the component loss value is recorded as Loss;, the loss value of each
component after attack is shown in Table 4.2. The graphical analysis is shown in Figure 4.1.

(3) Generation of attack graph

According to the attack mentioned above graph generation method, the four paths that are most likely to
attack and most harmful to the “Zhennet” virus are as follows:

@ h1 — h1 — hg — ho — hs cumulative attack steps are 4, loss value is 12.2, and attack success probability
is 0.096;
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Table 4.1: Asset value table

Component No  Asset value Component No  Asset value

h1 2 ha 1
ha 3 hs
h3 4 he 5

Table 4.2: Calculation of loss value

Assembly  Vulnerability Value; «; 0; Loss;

h1 vul1 2 1 0.7 1.5
h2 vu12 4 1 1 4
h3 vul5 3 1 1 3
h4 ’Uuls 1 1 1 1
hs vuly 3 1.4 0.7 3.5
he vuly 5 24 0.7 10

& ; Lossi values

i

Fig. 4.1: Loss value analysis for various assembly

@ h1 = h1 = hqy — ho — hs cumulative attack steps are 4, loss value is 10.2, and attack success probability
is 0.072;

® h1 — h1 — hy = ho — hg cumulative attack steps are 4, loss value is 16.6, and attack success probability
is 0.063;

@ hy — h1 — hg = ho — hg cumulative attack steps are 4, loss value is 18.6, and attack success probability
is 0.084.

(4) Penetration test based on attack graph

In penetration testing, parameters such as test objectives, test items, and test constraints are depicted as
vertices, while test cases are represented as arcs within the penetration test diagram. These penetration test
schemes are generated using the depth-first traversal method. Upon generating the penetration test chart, a
comparison is made with the initial penetration test chart created at the outset of the test, and the results are
found to be entirely consistent [6, 7].

(5) Vulnerability risk assessment based on attack graph

The risk value associated with each vulnerability is determined using a standard vulnerability scoring
system and a vulnerability utilization diagram, as illustrated in Table 4.3 and Figure 4.2.

As shown in Table 4.3, the biggest vulnerability risk is vuly, which is the DLL loading policy defect
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Table 4.3: Specific risk value of each vulnerability

Vulnerability Component Valu.e Probability P Overall hazard Risk
code quantity degree
vuly h1 2 0.5 0.54 0.34
vula ho 4 0.7 0.74 0.6
vuls ho 4 0.77 0.73 0.58
vuls hs, he 8 0.90 0.8 0.82
vuls hs 3 0.75 0.4 0.37
vulg ha 1 0.4 0.4 0.2

H
WLl L WUILE LI E WLILS YINE

Fig. 4.2: Risk value of each vulnerability

in WINCC. It can be seen that the components installed with WINCC software are the most dangerous
vulnerabilities to the system in the “seismic network” attack, which means that the attack path must be
focused on defence [9]. The defence situation is the same, meaning the analysis results are correct. The
penetration test analysis scheme is derived from the attack graph generated using the abovementioned method.
The vulnerability risk values assessed through this penetration analysis scheme align with the actual scenario,
demonstrating the feasibility and efficacy of the attack graph generation method.

5. Conclusion. The paper introduces a noteworthy approach to industrial control network security through
an attack graph generation technology. The primary objective of this technology is to facilitate comprehensive
security and vulnerability analyses within the industrial control network domain. The approach entails the de-
velopment of a precise generation algorithm and explaining meticulous construction steps for the attack graph,
which serves as a foundational tool for understanding network vulnerabilities and potential attack pathways.
One key facet of this research is the empirical testing conducted using the “Zhennet” virus as the attacking
agent. This practical application aims to validate the accuracy and effectiveness of the attack graph generation
method proposed. The results obtained from these tests offer valuable insights into the practical utility of the
approach. Notably, a degree of subjectivity is involved in calculating two critical parameters: the system loss
value and the probability index of successful attacks. These calculations form pivotal components of the attack
graph generation process, and their accuracy directly influences the reliability of the generated attack graph.
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IMPROVING SEMANTIC ANALYSIS IN VISUALIZATION WITH META NETWORK
REPRESENTATION AND PARSING ALGORITHM

CHUNMEI JI* NING LIU] ZANSEN WANG}! AND YAPING ZHENS$

Abstract. This article aims to advance semantic analysis models, particularly in visualization, by proposing a novel semantic
representation method utilizing the semantic Meta Network (MNet). MNet is a complex framework comprising semantic elements,
internal and external relationships, and feature attributes, defined hierarchically through recursive processes, aiming to depict
the comprehensive semantic space from phrase-level components to complete texts. The methodology involves the development
of a general construction algorithm for MNet, encompassing meta relationships, tree structures, and network structures, and a
Parsing method for specific semantic analysis problems, including a bottom-up specification-based MNet semantic dependency tree
construction algorithm and a network construction algorithm tailored for natural language interface parsing. Empirical experiments
confirm the effectiveness of these algorithms, particularly in parsing natural language control interface instructions in Supervisory
Control and Data Acquisition (SCADA) systems, bridging specific semantic analysis problems with the general construction and
parsing processes of MNet, accounting for internal semantics concerning language unit structures and foreign language meanings
in the linguistic context, thereby contributing significantly to the field of natural language semantic analysis.

Key words: Natural language processing, SCADA, Natural language interface, MNet, Parsing algorithm

1. Introduction and examples. SCADA technology, also known as Computer for Remote Sensing
(telemetry, remote control, remote signalling, remote adjustment), is an automated system founded on the
Computer, Communication, Control, Sensor (3C+S) framework. It seamlessly integrates monitoring, control,
and data acquisition functionalities. Communication technology enables data communication within cross-
regional and long-distance SCADA systems. To address the distribution of SCADA systems, the complexity
of regulating control objects, and the concurrent data collection and real-time demands of automatic control,
advanced computer network communication technology is essential for constructing a distributed SCADA sys-
tem [6].

The authors introduced a VLAN-based distributed SCADA system implemented within the overall au-
tomation system of the Yellow River Diversion Project. They explored its system architecture, distributed data
acquisition, and regulation control algorithms,; all based on parallel databases. Nonetheless, it is evident that
China’s manufacturing industry currently faces challenges in attaining a high level of sophistication, particu-
larly when harnessing information technology for industrial production. In this regard, a considerable gap exists
between China and industrialized developed nations. One prominent technology that stands out in industrial
production is SCADA, a prevalent and indispensable industrial information system [15].

The full potential of SCADA systems in China’s manufacturing industry is yet to be realized, leaving
substantial room for growth and advancement. Closing this technological gap and fully integrating SCADA
technology into the industrial production landscape is essential for China’s progress in this arena and its efforts
to compete globally. Currently, traditional SCADA systems predominantly rely on copper wires. However, as
the industry transitions towards IP-based massive data collection SCADA systems, it confronts two significant
challenges. The first challenge pertains to the adaptability of data collection protocols. This issue arises due
to multiple IP-based data collection and transmission protocols, each characterized by substantial variations.
Notably, there is a unified industry standard for the IP data transmission protocols used by sensors [9].
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The different IP sensors employ a range of protocols such as HTTP, FTP, SNMP, SSH, TELNET, and
MODBUS, each presenting distinct formats for the transmitted data messages. This diversity poses a formidable
obstacle for SCADA systems seeking to integrate many sensors into their infrastructure seamlessly. This results
in substantial pressure for the widespread adoption of IP-based SCADA systems [5].

Distributed processing of massive data collection is a primary advantage of IP-based SCADA systems,
as it allows for nearly unlimited system capacity, facilitating the creation of large-scale data acquisition and
monitoring control systems encompassing up to 100,000 points. However, such extensive systems’ scalability
introduces challenges in efficiently managing SCADA systems’ substantial influx of data. Failure to address
this issue could potentially hinder the widespread adoption of SCADA systems in large enterprises, posing
significant hurdles to their application [8].

Semantic analysis, a fundamental process in natural language processing, encompasses various tasks de-
pending on the language unit under consideration. These tasks encompass word sense disambiguation at the
word level, role labelling at the sentence level, and referential disambiguation at the discourse level. Recent
years have seen semantic analysis primarily focus on two major approaches: rule-based and statistical methods.
Rule-based methods rely on a series of language rules rooted in generative linguistics, often beginning with
establishing “predicate-argument relationships”, featuring concepts like first-order predicate calculus, seman-
tic networks, concept dependency graphs, and frame-based representations. On the other hand, statistical
methods draw insights from extensive corpora analysis, employing probabilistic and data-driven techniques.
Advancements in deep semantic analysis have given rise to concepts such as semantic dependency analysis
trees, dependency analysis graphs, Abstract Semantic Representation (AMR), combinatorial category logic,
and knowledge graphs. Deep networks, primarily founded on distributed learning, including word embeddings
and sub-embeddings, have delivered promising outcomes in shallow semantic analysis tasks like named entity
recognition, word relationship extraction, text classification, and automatic term extraction. Notably, practi-
cal applications have seen a continuous integration of rule-based and empirical statistical methods, yielding
favourable results [3, 4].

2. MNet Methodology. This section presents an abstract definition of the semantic analysis model,
MNet. Subsequently, we investigate a comparative analysis, highlighting the similarities and distinctions be-
tween MNet and other relevant methods. Conclusively, we explain the conceptual framework for constructing
MNet and underscore that the construction of MNet inherently represents the process of semantic analysis and
its corresponding solution [2].

2.1. Definitions. DEFINITION 2.1. Meta network (MNet) is an ordered group, MNet=(ni,na, - ,n; 7,
R,P), among them, n; (i=1,---,m) is also a semantic network, which is a sub semantic network of N (this
is a recursive definition, this is particularly important, and it is also an important feature to distinguish other
semantic networks), m > 1, for example, under the framework of natural language description, ni can be any
form from words, phrases, phrases to sentences and texts [14].

R is the set of internal relationships of N, r =r;,j =1,--- ,m, and i # j;

R is the set of external relationships of N, R=R;. =1,--- ,m,k=1,---,00;

The set of P attributes, P=p; =1,--- ,00;

DEFINITION 2.2. The internal relationship of the semantic MNet: r;; is a quaternion (n;, n;, relation, P),
among them, relationship is the name of the relationship where ni points to n;, where n; € MNet and n; €
MNet.

DEFINITION 2.3. The external relationship of the semantic MNet: R; is a quaternion (n;, ng, relation,
P), the relationship is m; points to 1 the relationship name of k, among them, n; € MNet, ny € MNet.

DEFINITION 2.4. Attribute set P: p; is a binary (AttriName, AttriValue) consisting of attribute names and
values.

DEFINITION 2.5. Meta relationship: Ifn;, n; are independent words, then r;; or Ry, are meta relationships.

Here are a few clarifications within the MNet framework: firstly, MNet suggests that the smallest semantic
unit is a word, with the connections between words referred to as meta relationships. Secondly, MNet exclusively
defines binary relations, even though real semantic units often involve multiple relationships; for instance, in
the natural language interface parsing for SCADA instructions, ternary relationships are commonplace but can
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generally be simplified into binary relations for shortness. However, the precise transformation details are not
expounded here [11].

2.2. Comparative Analysis. When MNet’s target object is a sentence, similar methods predominantly
centre around sentence dependency analysis, represented by dependency analysis trees and diagrams. Semantic
dependency analysis’s primary objective is to define the genuine or logical semantic connections among words
within a sentence’s structure. In a broader context, these connections encompass syntactic functional relation-
ships within sentence components, thereby encompassing syntactic dependency analysis within the purview of
semantic dependency analysis [16].

From Definition 2.1, it can be seen that the semantic dependency tree is a special form of semantic meta-
network. When semantic meta-network N meets the following restrictions, it is simplified into a natural language
semantic dependency tree:

1) S =ny,ng, -+ ,ny, is a complete natural language sentence composed of words;

2) R satisfies the following qualifications related to the semantic dependency tree:

The directed acyclic tree composed of r as an edge and ni,ns,--- ,n,, as nodes, is a single root node;
N;(i =1,---,m) has only one parent node; If the word n, depends on n;, then all words between n; and n;
belong to n;, which means there are no edge intersections in the dependency tree.

3) R and P are empty sets.

The semantic dependency graph represents a significant advancement by overcoming the limitations of
semantic dependency trees, particularly in terms of edge crossing and multiple parent nodes. This expansion of
functionality contributes to a richer semantic description. AMR transcends traditional syntactic tree structures
by abstracting a sentence into a semantically coherent, single-rooted, directed acyclic graph. Comparable
methods for sentence-level semantic analysis include semantic networks, which essentially depict the conceptual
relationships among words in a graphical network format. When the focus extends to sets of words as language
units within a specific natural language, the functionalities of the Italian Meta Network (MNet) align with
those of ConceptNet, WordNet, and HowNet, as well as knowledge base tools like Knowledge Graph. Various
internet companies and organizations have introduced their knowledge base tools, including Google Knowledge
Graph, BabelNet, DBPedia, DBary, and Microsoft Concept Graph. But, the widespread adoption of these
tools is currently limited [12, 10, 18].

In essence, MNet unifies various expression methods, including knowledge base tools like WordNet, semantic
dependency trees (graphs), and semantic networks to represent semantic relationships comprehensively. A
noteworthy aspect of MNet is its incorporation of external relationship definitions and recursive structures,
pivotal features of this unified model.

2.3. MNet Construction Ideas. The cognitive process is facilitated by MNet, using Figure 2.1 as an
illustrative example. It provides insight into the thought process guided by common sense and perception.
Hypothetical evaluation is incorporated to shed light on the natural language processing tasks involved in
reading comprehension. The sentence “someone smiles and walks towards a table with apples and water
cups” serves as an overarching description of a particular real-life scenario, necessitating the prediction of
the subsequent actions of the individual involved. According to common-sense reasoning, these actions could
encompass “eating apples” or “drinking water”. Regarding the static features of the semantic analysis model,
the internal and external relationships inherent to each layer of elements within the scene correspond to the
internal and external relationships of the semantic units within the sentence [7].

While speech transmission typically follows a chronological sequence from left to right, creating the im-
pression that the brain processes speech and text linearly, word by word and sentence by sentence, the actual
relationships between semantic units in language are fundamentally grounded in the objective scene. Each
semantic unit represents a distinct element of the dynamic natural scene, independent in time and space. Con-
sequently, constructing and deducing these relationships can be orchestrated and interconnected through these
semantic units. In other words, establishing relationships need not adhere strictly to a word-by-word sequential
order as per sentence input; it can instead unfold in a bottom-up, parallel manner akin to the processing of
visual imagery [17].

Modern cognitive neuroscience posits that the brain can convert language into visual information, with the
cortex processing auditory signals like visual inputs from the eyes.
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Fig. 2.1: Natural language understanding task.

In analysis and reasoning, the leverage of external relations, often manifested as contextual connections and
background knowledge embedded within language and text, proves invaluable. In natural language processing,
semantic dependency trees are valuable for delineating internal and external relationships among scene elements
facilitating logical reasoning. However, these trees alone do not provide a comprehensive view. The interplay
between the intrinsic relationships inherent to a sentence itself and the extrinsic relationships governed by
contextual knowledge engenders a complex network structure within the semantic units of the sentence.

Consider the sentence “someone smiles and walks towards a table with apples and water cups”. Internal
relationships encompass actions such as “walking towards the table” and “smiling”, intertwined with external
relationships like “apples and water cups may be food” and “people can eat food and drink water”. Navigating
this intricate web of relationships allows us to deduce that the potential next state involves “eating apples” and
“drinking water”.

In light of this analysis, the author employs MNet to investigate the composition and relationships of
elements that characterize objective scenes. The construction of MNet adopts a bottom-up self-organizational
approach, with the ultimate goal of addressing specific practical challenges in natural language processing. The
subsequent steps employed in the process of constructing MNet are as follows [1]:

1) Meta-relationship construction involves establishing a foundational semantic relationship library among
words, serving as a cornerstone for resolving Met’s internal relationships. A deep learning approach leveraging
bidirectional GRU and an attention mechanism was employed to construct the meta-relationship library between
words, accompanied by corresponding experimental investigations.

2) Tree construction primarily encompasses the development of internal relationships based on these meta-
relationships. This is achieved through a parallel bottom-up self-organization method to induce and construct
a comprehensive semantic dependency tree. The author introduced a bottom-up specification-based MNet
semantic dependency tree construction algorithm supported by an accompanying experimental analysis.

3) Conversely, Web construction primarily deals with external relationships. Given the impracticality of
exhaustively constructing all external relationships of semantic units within sentences, a selective approach is
adopted. Tailored to specific natural language computing tasks, the semantic tree established in the preced-
ing step is extended to encompass external relationships. As an illustrative example, the natural language
control interface of the smart home SCADA system is considered, with the objective being to map the relation-
ships between nodes in the MNet semantic dependency tree and target instructions. Algorithmic details and
experimental outcomes are presented separately to explain this process.

Given current cognitive limitations, our exploration of the MNet method has not delved into a rigorous
mathematical framework. Rather, our focus has centred on refining the MNet approach for semantic analysis
within the context of solving natural language manipulation interfaces, approaching it primarily from a design
perspective.

Table 2.1 provides an overview of the MNet method, evaluating it from various dimensions of semantic
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Table 2.1: Assessment of the MNet semantic analysis model.

Index Description

Visualization = The relationship between semantic units expressed in network graphics
Concurrency  Each language unit can independently and parallelly calculate its relationship with others.

Complexity Recursive definition reduces model complexity.
Uniformity Consistent with natural reading habits and good consistency
Variability Support incremental semantic parsing from meta-relationship tree relationships to graph rela-

tionships with good model variability.

representation modelling. MNet exhibits strong concurrency, variability, visualization, and consistency charac-
teristics in many respects and maintains low complexity.

3. Structure of MNet.

3.1. MNet Relationship. MNet meta relationships can leverage existing knowledge base tools such as
WordNet and HowNet. However, it becomes imperative to pre-construct bidirectional GRU and word vectors
through sample training when addressing domain-specific challenges. This process, in combination with sub-
character level and sentence-level attention mechanisms, facilitates the training of word relationships based on
sample data.

Character embedding and position embedding information vectors of word pairs involved in the prediction
relationship are employed to represent the input. This approach incorporates a word-level attention mecha-
nism and combines bidirectional GRU with a character attention mechanism to create the embedding vector
representation of the sentence.

For instance, consider a set of n sentences encompassing relational pairs (word1l, word2), denoted as s;(i =
1,--+,n). The embedded expression vector within each sentence carries information about whether it includes
the relationship r. We incorporate a sentence-level attention mechanism to leverage information from all these
sentences when predicting relationship r for the pairs (wordl, word2). This mechanism enables us to represent
these n sets of sentences using feature vectors encapsulating embedded expression information from all the
sentences. Subsequently, we conduct comprehensive training, a strategy that offers the advantage of justifying
the noise impact from inaccurate standard data.

3.2. Tree Construction. The analysis of semantic dependency trees typically encompasses both transfer-
based and graph-based methods. To align more closely with human language thought patterns and accommo-
date concurrent execution, we have integrated both transfer-based and graph-based approaches. Building upon
the probabilistic assessment of relationships between words within a sentence, our method employs a bottom-
up approach involving neighbouring word competition and a dependency mechanism to construct a semantic
dependency tree. This approach differs from traditional transfer-based methods in several key ways:

1) It is no longer constrained by the input order of the sentence, irrespective of whether left-associative or
right-associative dependencies take precedence.

2) When dealing with words that have not yet determined their dependent objects, it considers the depen-
dency relationships with adjacent words and those of the words upon which the adjacent words rely.

3) We have implemented optimizations to address the occurrence of multi-subtree phenomena during the
construction process.

3.3. MNet Construction. The construction of the MNet network varies based on the specific semantic
understanding tasks at hand. Fundamentally, it revolves around tree construction, where we re-label words
and their relationships to align with the diverse requirements of downstream natural language processing tasks.
This secondary annotation process can occur either after the completion of semantic dependency tree parsing or
concurrently during the parsing process. Consequently, MNet can iteratively optimize natural language parsing,
thereby continually deepening its grasp of semantics. This adaptability and incremental refinement distinguish
it from neural network models, providing distinct advantages in the field [13].
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Fig. 3.1: MNet SCADA-Natural Language Interface (NLI) analysis algorithm.

To illustrate the process of constructing a specific MNet network, let’s consider the application of a natural
language interaction interface in a SCADA system. In the SCADA system’s control mode, there are primarily
two types of commands: query and control. Query commands retrieve status data from on-site processes or
equipment, while control commands modify on-site equipment or process parameters. Control commands in
the SCADA system typically consist of three key components: actions, objects, and parameters. Among these,
the parameter often includes the position, indicating the specific location of the controlled object.

For instance, a natural language instruction like “turn on the desk lamp in the bedroom” can be trans-
formed into an intermediate language representation with a data structure such as “{Object=desk lamp, Loca-
tion=bedroom, Action=turn on}” using a natural language processing program. Subsequently, formal rules can
be applied to generate the SCADA system’s command instructions. Figure 3.1 illustrates the parsing principle
of the SCADA system’s natural language control instructions. This example highlights the process of adapting
natural language input into actionable commands within the SCADA system.

To enhance the efficiency of accomplishing the intended tasks, it is possible to seamlessly integrate the
construction of specific MNet networks into the MNet tree construction process. This approach allows for the
modification of STEP3 within “MNetSParser” to align with specific application requirements. Subsequently,
the processed data can undergo further processing using the MNet-SCADA-NLI algorithm. This integration
streamlines the task execution process and enhances overall efficiency.

4. Experiments and Applications.

4.1. Building MNet Relationships with Word Relationship Knowledge Base. There is a lack
of standardized definitions for word relationships, even in resources such as WordNet, HowNet, ConceptNet,
and others, which are customized and incomplete. The original word relationship samples are constructed
to address this issue using the “evsam05.zip” Chinese semantic dependency analysis and evaluation dataset
published by the Natural Language Processing and Chinese Computing Conference (NLP & CCC 2013). The
training data follows the CoNLL format for a Chinese dependency corpus, while the experimental data is sourced
from the Tsinghua database. The data samples have been uniformly converted to facilitate model training, as
detailed in Table 4.1. This approach establishes a more comprehensive and tailor-made understanding of word
relationships.

The Tsinghua semantic dependency tree database enumerates 69 types of word dependency relationships,
as presented in Table 4.2. For example, in the sentence “The Eighth Wonder of the World Appears”, the
relationship between “the world” and “the miracle” is “limited”. At the same time, negative samples were



Improving Semantic Analysis in Visualization with Meta Network Representation and Parsing Algorithm 81

Table 4.1: Semantic relationships in sample sentences.

Word 1 Word 2 Relationship Type Sentence

World Miracle Limit The eighth wonder of the world appears
Within Hall Locative word dependency The hall is carpeted with red carpet
Red Carpet Describe The hall is carpeted with red carpet
World Appear Null The eighth wonder of the world appears

Table 4.2: Serial numbers and their associated types.

Serial Number Type Serial Number Type
0 The word ‘dependent’ on ’ 9 Connection Dependency
1 Original state 10 quantity
2 content 11 degree
3 Process Period 12 result
4 Relationship subject 13 possessor
5 source 14 objective
6 comment 15 Final state
7 reason 16 Tone dependency
8 result event 17 Comparative quantity

added, and the relationship type was NULL, indicating that there was no dependency relationship between the
group of words, the data was divided into training and testing sets.

Two cases were tested separately, one without negative samples and the other with negative samples,
among them, 80% of the training set with negative samples included the addition of negative samples, which
significantly improved the efficiency and accuracy of training. Figure 4.1 and Figure 4.2 show the changes in
loss function and accuracy rate during the training process of adding negative samples using the TensorboardX
tool. Finally, select the model with the training fitting accuracy acc of 0.98 and the accuracy of this model in
predicting word relationships on the test set is 89.9

4.2. MNets Parser Semantic Dependency Analysis for Tree Construction. The MNet implies
utilizing the MNet parser to perform semantic dependency analysis in tree construction. The proposed method
suggests that the MNet parser plays a pivotal role in dissecting semantic relationships, which are the meaningful
connections between words, and this analysis is crucial for creating tree-like structures.

In the data source and analysis process, the evaluation indicators test set uses the Chinese semantic depen-
dency analysis and evaluation data package published by the NLP & CCC 2013 to evaluate the tested system
using three indicators, namely: Labeled Attachment Score (LAS); Unlabeled Attachment Score (UAS); Labeled
Accuracy (LA). Assuming that the total Number of words in the entire test corpus is N, the dependency of
any word is represented by a triplet<wordi, wordj; Depreij>represents. Among them, 'wordi’ is the word itself,
and 'wordi’ is dependent on 'wordj’ with a relationship of 'deprej’, the correct Number of words’ wordi ’for all
wordj is” Nuas’, the correct word data for all deprij is 'Nla’, and the correct Number of words for all wordj and
deprij is 'Nlus’. So, the calculation method for testing indicators using Equations (4.1) to (4.3):

rag = N (4.1)
N,

AS = 28 4.2

UAS = = (4.2)

pa =N (4.3)

N
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Fig. 4.2: Training process fitting accuracy.

Regarding computational complexity analysis, “MNet Parser” can efficiently construct semantic dependency
trees in O(n log n) time, similar to the straightforward edge-first approach. Evaluating accuracy using the same
word relationship calculation model and comparing it with the effective transfer-based edge-first algorithm
reveals certain advantages of MNet Parser, with an improvement of approximately 2-3 percentage points, as
demonstrated in Table 4.3. However, the overall accuracy remains somewhat modest, primarily attributed to
a relatively small sample size and up to 70 dependency categories. It is anticipated that enhancing accuracy
can be achieved by reducing the Number of dependency categories and increasing the sample size. Factors such
as part-of-speech and dependency category prioritization introduced during the parsing process can improve
accuracy.

4.3. MNet-SCADA-NLI Methodology. In the context of natural language interaction within smart
homes, a limited-scale questionnaire survey was conducted to compile a dataset comprising roughly 100 fre-
quently utilized language manipulation commands. TF-IDF51 and the proposed MNet-SCADA-NLI were
employed for intermediate language recognition within the SCADA system.

The algorithm’s performance is assessed by measuring accuracy (P), recall (R), and F-values, which are
defined by Equations (4.4) to (4.6):

Accuracy (P) quantifies the fraction of accurately parsed parameters within the predicted intermediate
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Table 4.3: Comparative analysis of test results for MNet parser.

Method LAS UAS LA  Time complexity
MNet Parser 59% 2%  79% o(n log n )
Edge First Algorithm 57% 69% 7% o(nlogn)

Table 4.4: Comparison of natural language manipulation instructions in SCADA system.

Method Precision (P) Recall (R) F value
TF-IDF 0.71 0.52 0.6
Proposed MNet-SCADA-NLI 0.90 0.90 0.90
language results.
N
P = (4.4)
Totalp

Recall rate (R): It reflects the proportion of correctly parsed parameters in natural manipulation language
samples.

N
R= 4.5
Totalg (4.5)
F-value: It is calculated as the harmonic mean of precision and recall and is defined as:
2x PxR
="~ 4.6
P+R (46)

where N = Number of correctly parsed parameter indicators; T'otalp: Number of parameter indicators in the
algorithm prediction results; T'otalr: The Number of parameter indicators in the expected results of the original
natural manipulation language sample.

Table 4.4 displays the comparative outcomes between the TF-IDF method and the proposed MNet-SCADA-
NLI algorithm in terms of instruction recognition within the intermediate language of the SCADA system.
The experimental findings show that the proposed MNet-SCADA-NLI holds notable advantages, particularly
when dealing with small sample training sets. TF-IDF primarily relies on keyword extraction for sorting and
differentiation based on part of speech and category. While TF-IDF performs well in straightforward natural
language instruction parsing, its performance notably diminishes when tackling complex natural language
instructions. In some cases, it may fail to parse certain instructions altogether.

For instance, when presented with a sentence like ‘Please turn on the desk lamp in the bedroom before
closing the window,” TF-IDF often struggles to parse a comprehensive set of commands. Alternative approaches
like Seq2Seq are attempted but yield less-than-ideal results due to the limited sample size. Seq2Seq typically
demands substantial-high-quality training data to achieve favourable outcomes.

In contrast, the proposed MNet-SCADA-NLI method excels in handling complex natural language instruc-
tions. It yields high accuracy when coupled with domain-specific rules and dependency analysis results. How-
ever, it’s important to acknowledge that this method has certain limitations, particularly regarding question
formulation and openness. Furthermore, there is a prerequisite to enhance the accuracy of semantic dependency
analysis to achieve superior results for intricate language sequences.

5. Conclusion. A comprehensive semantic analysis methodology called the MNet is introduced from the
Semantic Web, deep web, and dependency analysis. MNet is designed to encompass various semantic elements,
internal and external relationships, and feature attributes, all structured hierarchically to capture semantic
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nuances from individual phrases and sentences to entire texts. Developing a general MNet construction al-
gorithm involves three pivotal processes: Meta relationship, tree structure, and network structure. A novel
bottom-up specification-based MNet semantic dependency tree construction algorithm, demonstrating its ef-
fectiveness through experiments, is introduced in resolving challenges related to semantic dependency analysis
and natural language control interfaces, particularly within the context of SCADA system interfaces. The
proposed approach effectively translates the semantic analysis procedure used in SCADA system natural lan-
guage manipulation interfaces into the broader construction framework of MNet, presenting a promising path
for advancing natural language semantic analysis. Potential areas for exploration include utilizing established
knowledge bases like WordNet and HowNet to extract word vector features, positions, and parts of speech
for MNet meta-relationship construction integrating deep reinforcement learning into the dependency selection
process of the MNetParser algorithm.
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HYBRID OPTIMIZATION FOR HIGH ASPECT RATIO WINGS WITH CONVOLUTIONAL
NEURAL NETWORKS AND SQUIRREL OPTIMIZATION ALGORITHM

PENGFEI LI*

Abstract. An efficient hybrid optimization algorithm is introduced in this paper to optimize the lightweight design of high-
aspect-ratio wings, tackling the complexities associated with the mixed optimization design of layout and size variables within these
wing structures. A hybrid binary unified coding description facilitates the optimization process for layout and size variables. The
study influences one-dimensional convolutional neural networks to establish an aeroelastic surrogate model, primarily chosen for
their exceptional performance in handling multi-parameter aeroelastic regression problems. Additionally, the squirrel optimization
algorithm is chosen over the genetic algorithm for the mixed optimization problem, leading to notable savings in computational costs.
The research demonstrates that the proposed hybrid optimization method, integrating the one-dimensional convolutional neural
network and the squirrel optimization algorithm, offers superior performance in optimizing high aspect ratio wings. Specifically,
it results in a reduction of 4.1% in the weight of the wing structure. Moreover, the study highlights the necessity of this hybrid
approach due to the observed coupling between the layout variables of the wing ribs and the size variables of the wing beams.

Key words: High aspect ratio wings; Structural optimization design; Hybrid optimization; Convolutional neural network;
Squirrel optimization algorithm

1. Introduction. Rotating machinery is critical in contemporary industrial production, constituting ap-
proximately 80

The evolution of fault diagnosis technology has progressed with mechanical advancements, unfolding across
four distinct stages: During the 19th century, mechanical equipment possessed relative simplicity, warranting
post-maintenance measures. Subsequently, from the early 20th century to the 1950s, the increasing complex-
ity of machinery began to disrupt the smooth flow of production and daily life, prompting the adoption of
regular maintenance as a diagnostic approach. The 1960s and 1970s witnessed a turning point with computer
technology’s maturation, leading to more sophisticated diagnostic methodologies that involved observing data
patterns during machine operations and implementing targeted maintenance strategies [2].

The trajectory of fault diagnosis technology, foreseeing its alignment with the progression of intelligent
decision-making capabilities in industrial big data, is grounded in the theoretical principles of data science. The
Convolutional Neural Network (CNN) is a prominent model within deep neural networks, drawing significant
attention since its initial exploration in the 1980s. Inspired by the biological visual perception mechanism, it
boasts a remarkable capacity for representational learning. Notably, CNN retains its efficacy in challenging
scenarios characterized by complex environmental information, ambiguous background knowledge, obscure
inference rules, and samples with substantial impairments [3].

The rise of data-driven methodologies has recently witnessed widespread adoption across various domains.
Its application aims to decipher the operational state of systems through data analysis, facilitating decision-
making and control of equipment and production processes. Consequently, it has emerged as the prevailing
technology for fault diagnosis. This approach relies on diverse datasets, delving into the intrinsic data patterns
via machine learning and statistical analysis techniques, thus enabling the construction of fault diagnosis models.
The author’s study explores data-driven fault diagnosis methods, which can be categorized into three key stages:
data collection, feature extraction, and fault classification [4].

The advancement of industrial big data is propelling the adoption of data-driven fault diagnosis methods,
integrating an ever-growing range of data sources. Commonly employed data types encompass current, acoustic
emission (AE), and vibration data. Particularly, fault diagnosis techniques reliant on vibration data have
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garnered substantial traction within the industrial sphere. Vibration data derived from machinery can effectively
capture diverse indicators related to multiple components and structures, including gear meshing frequency,
bearings, structural resonance, and electrical anomalies [5].

The direct installation of sensors on the casing of the monitored component presents a distinct advantage,
as it minimizes the potential interference of received signals. Since the inception of the first solar-powered drone,
Sunrise, more than 40 years ago, the development of High Altitude Long Endurance (HALE) solar-powered
drones has been ongoing. To fulfil the demanding prerequisites of high lift-to-drag ratios and lightweight
designs, the wings of these high-altitude, long-endurance aircraft are predominantly engineered with high aspect
ratios and notable flexibility. This particular design paradigm, however, exhibits a heightened sensitivity
to the aircraft’s overall weight. Therefore, the primary goal of the structural optimization design for solar-
powered unmanned aerial vehicles remains the achievement of lightweight design while ensuring the fulfilment
of structural strength and stiffness requirements [6].

Two distinct strategies have emerged in addressing such complex multi-parameter structural optimization
problems: the variable-by-variable and comprehensive optimization methods. While the former approach over-
looks the interdependencies between multiple variables, the latter involves the mixed optimization of multiple
variables, thereby considering the intricate relationships among various parameters to obtain an ultimate global
optimal solution. However, this holistic approach is challenging due to its high computational complexity [7].

The authors proposed a multi-objective optimization approach for three-dimensional truss tower struc-
tures, employing enhanced Pareto evolutionary algorithms, population-based incremental learning algorithms,
and archived simulated annealing algorithms to overcome the general challenges. Simultaneously, a hybrid
optimization strategy for the layout and topology of reinforcing ribs in plate and shell structures using the
Solid Isotropic Material with Penalization (SIMP) model and the basic structure method successfully verified
the reliability of this method [8].

The structural design of solar-powered drone wings and the intricate aeroelastic characteristics stemming
from high-flexibility wings under aerodynamic loads underscore the critical importance of establishing a highly
reliable aeroelastic model. As computational technology has advanced, numerical calculations, notably Compu-
tational Fluid Dynamics/Computational Structural Dynamics (CFD/CSD) fluid-structure coupling technology,
have assumed a pivotal role in aircraft optimization design. Traditional surrogate models, including the Poly-
nomial Response Surface (PRS) model and the Kriging model, have been complemented by the emerging
prominence of deep learning-based surrogate models, particularly adept at handling high-dimensional nonlinear
problems [9].

The design of the hybrid optimization model encompasses a strategic fusion of multiple methodologies to
tackle the intricacies of optimizing high aspect ratio wing structures. A pivotal element within this framework is
implementing a unified coding scheme meticulously tailored to encapsulate layout and size variables. This coding
methodology ensures a coherent representation of the intricate structural parameters, forming the cornerstone
of the optimization process.

2. Analytical Methods. A suitable one-dimensional convolutional neural network structure is designed
using a specific optimization algorithm and loss function. Using CFD/CSD technology to calculate the aeroe-
lastic data of solar unmanned aerial vehicle wings with a high aspect ratio and using reasonable coding methods
to encode the structural and aeroelastic data according to the characteristics of the wings with high aspect
ratio, the aeroelastic surrogate model is obtained by training the one-dimensional convolutional neural network
model. Based on the surrogate model, the squirrel optimization algorithm is used for optimization [10].

2.1. Aeroelastic surrogate model based on one-dimensional convolutional neural network.

(1) A one-dimensional convolutional neural network model The CNN functioning as a multilevel feedforward
neural network is structured with distinct layers, including an input layer, a convolutional layer, an activation
layer, a pooling layer, a fully connected layer, and an output layer. Its prevalence in computer vision tasks
stems from its capability to extract features from localized input blocks and subsequently modularize them,
optimizing data utilization. In one-dimensional sequence recognition, the distinct attributes of one-dimensional
convolutional neural networks, such as pattern learning, translation invariance, and spatial hierarchy, can be
effectively leveraged for multi-parameter regression analysis [11].
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In deep learning, the optimization algorithm fine-tuns weight values to identify the optimal parameter
combination that minimizes the loss function value. Commonly employed optimization algorithms for CNN
include Stochastic Gradient Descent (SGD), SGD with Momentum, RMSProp, and Adam [12]. The expression
for gradient weight is given by

n

g0 = 2V (01) Y LU O0mt)o ) (21)

=1

In Equation 2.1, g; is the weight gradient, n is the number of small batch samples, 6 is the weight, 1 is the
time step, f(x,0) is the forward inference result of the convolutional neural network. Y is the real label, L(g,y)
is the loss function, the author trains the data set by using different loss functions and selects the loss function
most suitable for determining the Mean Squared Error (MSE).

(2) Structural parameter coding

For regression analysis, the convolutional neural network necessitates a training dataset. The training
dataset comprises structural parameters and aeroelastic result data within the aeroelastic surrogate model.
The structural data is encoded using suitable encoding methods, while the dimensional parameters are binary.
Ultimately, the two are combined into a sequence, taking the following form:

Tl,la T172’ . 1—'2717 vy Tn,m|51,1, 51,2, . 52,1, ceny Sn m (22)

)

where

T;,7€{0,1}, Si j = {@ij,15 @i j,25 s Qi ja }s @i 140, 1} (2.3)

In the Formula, T} ; represents whether the it" structural member exists at position j, 6 indicates nonex-
istence, 1 indicates existence; N represents the total number of structures, and m represents the total number
of structural distribution positions; S; ; represents the size of the it"-type structural component at position j,
composed of binary code a; ;i ; L represents the binary encoding tension.

(3) Aeroelastic surrogate model

The acquisition of sample data involves aeroelastic simulation calculations, with subsequent binary encod-
ing of the structure. This data is then inputted into the one-dimensional convolutional neural network for
training, resulting in the generation of the surrogate model, as illustrated in Figure 2.1. The aeroelastic simu-
lation employs CFD/CSD bidirectional coupling technology, wherein the fluid domain and structure are solved
independently, and data in the time domain are staggered to achieve progressive advancements, ultimately
deriving the aeroelastic data of the coupled system. During the training of sample data using one-dimensional
convolutional neural networks, the elastic axis displacement of the wing tip is designated as the prediction target.
The average absolute error value (MAE) serves as the evaluation metric, prompting continuous adjustments to
the network structure and ensuring improved prediction accuracy of the surrogate model [13,14].

2.2. Squirrel Optimization Algorithm. The Squirrel Search Algorithm (SSA) is an intelligent swarm-
based optimization algorithm inspired by squirrels’ foraging behaviour and aerodynamics for its rapid conver-
gence and robust optimization capabilities [15,16]. The algorithm operates according to the following process:

(1) Random initialization

FS1FS)5..FS) 4
FS51FS5...F'S

FS _ 2,1 2,2 2,d (24)
FSn,lFSn,Z'N-F‘Sn,d

The Equation F'S;; represents the value of the ith squirrel in the j** dimension, which can be evenly
distributed using Equation 2.5.

FS; = FS, +U(0,1) x (FSy — FSy) (2:5)
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Fig. 2.1: Proposed Hybrid Optimization for High Aspect Ratio Wings with CNN and SSA

In Equation 2.5, 'Sy and FSy are the lower and upper bounds of the position of the ith squirrel, and U
(0,1) is a uniformly distributed random number within the range of [0,1][17].

(2) Fitness evaluation

Applying a user-defined fitness function involves computing the positional fitness for each squirrel. Subse-
quently, the fitness values are arranged in ascending order. Squirrels with the minimum fitness are allocated
to the hickory tree, while the subsequent three squirrels reside on oak trees, leaving the remaining to settle on
ordinary trees. The foraging behaviour of squirrels is also influenced by predators, with a probability of Py,
=0.1.

(3) Generate new location

Squirrels encounter three scenarios during their active foraging process: The initial situation involves
transitioning from an oak tree to a hickory tree:

(2.6)

Fot-1 — FSZt"'dg X G X (FS};t—FSZt),Rl >Pdp
at Random, location, otherwise

In the Formula, d, is the random gliding distance, R; is a random number of [0,1], FSat is the position
of the squirrel on the oak tree, F'Sy; is the position where the squirrel reaches the hickory tree, and G, is the
sliding coefficient. To balance global and local search, G, is generally taken as 1.9. In the second case, flying
from a regular tree to an oak tree:

Pt {Fan +dy x Ge x (FS., — FSL,), Ry > Py 2

Random, location, otherwise

In Equation 2.7, Ry is a random number in [0,1], and F'S,; is the squirrel’s position on a regular tree.
The third scenario: Flying from a regular tree to a hickory tree:

st = {Fs;;t +dy x Ge x (FSt, — FSt,), Ry > Py,

. . (2.8)
Random, location, otherwise

where, R3 is a random number in [0,1].
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(4) Seasonal variation conditions

Seasonal monitoring conditions are incorporated into SSA to prevent the algorithm from becoming entan-
gled in local optimal solutions. When these seasonal conditions are met, Levy Distribution introduces random
positional changes for squirrels on ordinary trees [18].

2.3. Multi-parameter mixed optimization mathematical model for wing structure. According
to the proposed structural coding method, the mathematical model of hybrid optimization can be expressed
as:

find, T, S

min, m(T, S)

st,g:<0i=1,...,n 2.9)
T, ;e{0,1}i=1,...,nj=1,...m

Sie[LB;,UB;].i=1,....n

The Formula incorporates T as the layout variable for the structural component, assuming values of 0 or 1.
S represents the dimensional variable of the structural component, whereas M (T, S) signifies the structural mass.
gi denotes the constraint conditions of the structure, while LB and UB denote the lower and upper bounds of
structural size variables. The overall optimization algorithm process is visualized in Figure 2.1. The initial step
involves acquiring sample data through aeroelastic simulation calculation, encompassing structural parameters
alongside their corresponding wingtip elastic axis displacement. Subsequently, the structure undergoes binary
encoding [19].

Integrating the squirrel optimization algorithm and the surrogate model, derived from training in generating
a one-dimensional convolutional neural network, initiates the hybrid optimization process. Initially, the squirrel
dimension is determined based on the number of variables. Subsequently, a decimal description is employed for
initialization, and the corresponding squirrel position is coded, as demonstrated in Equation 2.2. The fitness
value is computed using the surrogate model, enabling the sorting and allocating of squirrel positions across
various tree types according to their respective fitness values.

Subsequent reallocation of squirrel positions is facilitated using Equations 2.6 to 2.8. The decision to
redistribute squirrel positions utilizing the Levi distribution is contingent upon satisfying seasonal conditions.
This iterative process continues until the optimization result is achieved [20].

3. Example analysis of wing structure optimization design. The ribs and beams are the primary
load-bearing components of solar-powered drone wings with high aspect ratios. The layout and size parameters
associated with these ribs and beams are crucial variables dictating structural performance. The wing structure
parameters are derived from relevant literature in the author’s case study. Based on the wing model, variations
are introduced in the distribution of wing ribs and the diameter of wing beams. Select models with distinct
parameters are chosen as samples for aeroelastic numerical analysis. The selection criterion for these samples
ensures that each parameter encompasses diverse values, albeit not covering all potential values.

3.1. Numerical and Optimization Models for Wings. The wing structure is characterized by a flat
and straight design, featuring an Eppler387 airfoil, a chord length of 0.41m, and a span length of 2.5m. The
materials utilized adhere to isotropic models. The composite material constituting the wing rib and wing beam
boasts an 1800kg/m? density, a Poisson’s ratio of 0.307, and an elastic modulus of 100GPa. Conversely, areas
apart from the wing ribs and wing beams are filled with foam materials, showcasing a density of 20kg/m3,
a Poisson’s ratio of 0.08, and an elastic modulus of 5.4MPa. The wing structure model comprises 11 evenly
distributed wing ribs, each with a thickness of 2mm. Considering the dimensions of the solar panel, a maximum
of 21 wing ribs can be uniformly distributed across all feasible positions on the structure. Regarding the wing
profile shape, the inner diameters of the three wing beams are 8mm, 22mm, and 14mm, while the corresponding
outer diameters are 10mm, 26mm, and 16mm, respectively. The variables subject to the author’s optimization
efforts are the distribution of wing ribs across 21 positions and the inner diameter of the three wing beams.

During the aeroelastic numerical analysis process, special attention is given to maintaining the grid height
of the fluid domain grid within the first layer of the wing boundary layer at y+ = 1. This meticulous approach
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Table 3.1: Parameters of convolutional neural networks

Layer | Type Neuron | Activation
1 Input 32 -
2 Convolution 64 Relu
3 Max pooling - -
4 Convolution 128 Relu
5 Global average ) )
pooling
6 Dense 16 -
7 Output 1 -

ensures that the total number of grids is 3 million. Employing a standard & — ¢ A turbulence model, the
analysis considers an incoming flow velocity of 15m/s and a wing angle of attack 5°. The solid domain grid
is set at 500,000, with a fixed constraint at one wing beam’s end. The original model’s calculated elastic axis
displacement of the wing tip measures 143.64mm, serving as a critical structural constraint condition.

3.2. Prediction accuracy verification of surrogate model. Utilizing the Adam algorithm, the author
constructs a one-dimensional convolutional neural network to establish a hybrid optimization surrogate model.
The neural network’s architecture is detailed in Table 3.1.

The sample dataset comprises 180 groups, segregated into three groups using K-fold cross-validation. The
AdaGrad, RMSProp, and Adam algorithms are applied to validate both the one-dimensional convolutional
neural network and the fully connected network. The fully connected network comprises three hidden layers,
with a network structure and the number of neurons mirroring those of the one-dimensional convolutional neural
network. The evaluation metric employed is the Mean Absolute Error (MAE) value. The outcomes following
10,000 training iterations are illustrated in Figure 3.1, where Dense denotes the fully connected network and
Convnet represents the one-dimensional convolutional network.

Figure 3.1 demonstrates the superior performance of the one-dimensional convolutional neural network
optimized by the Adam algorithm. After 500 training steps, the MAE stabilizes without displaying signs of
“overfitting.” Post-convergence, the MAE mean settles around 0.8. Relative to the sample data featuring a
displacement mean of 150mm, the relative error approximates 0.5%. This outcome underscores the efficacy of
the surrogate model in addressing multi-parameter aeroelastic regression issues [21].

3.3. Feasibility verification of hybrid optimization algorithm. The preceding analysis demonstrates
the viability of establishing an aeroelastic surrogate model using the one-dimensional convolutional neural
network optimized via the Adam algorithm. Building upon this surrogate model, this section validates the
practicality of the hybrid layout and size optimization algorithm within the wing structure optimization design
process. To assess its efficacy, the results of the squirrel optimization algorithm were juxtaposed with those of
the genetic algorithm, maintaining uniformity in key parameters such as the probability of random population
changes.

The optimization capabilities are compared for the two algorithms with smaller population sizes. Fifty
calculations were executed at populations of 50 and 100, respectively. The changes in average wingtip dis-
placement and structural mass were recorded across iteration steps, illustrated in Figure 3.2 (with GA_ 50
and GA_ 100 representing genetic algorithms with populations of 50 and 100, respectively, and SSA_ 50 and
SSA_ 100 representing squirrel optimization algorithms with populations of 50 and 100, respectively). Further-
more, the time taken for 1000 iterations of the two algorithms on the Inteli7-3770 processor was documented,
as presented in Table 3.2 (where GA and SSA denote genetic algorithms and squirrel optimization algorithms,
respectively) [22].

The observations from Figure 3.2 underscore that throughout the optimization procedure, the squirrel opti-
mization algorithm outperforms the genetic algorithm in locating optimal values, showcasing superior stability
in terms of wingtip displacement and structural mass. Examination of Table 3.2 reveals that the squirrel
optimization algorithm demonstrates a more efficient time utilization when addressing this specific mixed opti-
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mization problem. Notably, the time consumption is reduced by 45.51% with a population size of 50 and by
35.80% when the population is 100.

Employing the squirrel optimization algorithm with a population size of 100, the individual layout variables
of wing ribs and the mixed optimization problem of wing rib layout variables and wing beam size variables were
optimized, resulting in an optimized wing structure with a refined wing rib layout and a hybrid optimization
of wing rib layout and wing beam size.

The optimized wing layout features five fewer ribs than the original structure, resulting in a weight of
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Table 3.2: Time consumption of two optimization algorithms

Algorithm Population | Time(s)
. . 50 72.90
Genetic Algorithm(GA) 100 3381
Squirrel Search 50 40.09
Algorithm(SSA) 100 53.81

1.6588kg, marking a 3.1% reduction compared to the original design. As depicted in Figure 3.2, the mixed
optimization of layout and size variables results in the wing comprising five wing ribs. Additionally, the inner
diameter of the wing beams now varies from front to back, measuring 9mm, 21mm, and 15mm, respectively.

The comparison above highlights the superior performance of the aeroelastic surrogate model, established
through the one-dimensional convolutional neural network, effectively handling mixed regression problems re-
lated to structure distribution and size. Comparatively, when addressing mixed optimization problems, the
squirrel optimization algorithm outperforms the genetic algorithm, yielding better solutions at reduced compu-
tational costs.

4. Conclusion. The author introduces an effective hybrid optimization algorithm to target the mixed
optimization design challenge inherent in the layout and size of high aspect ratio wings. Leveraging the
unified coding of multiple variables, the study implements a one-dimensional convolutional neural network
to establish an aeroelastic surrogate model. This is complemented by a solution workflow structured around
the squirrel optimization algorithm for comprehensive search and optimization. The study highlights the
efficacy of the proposed hybrid layout and size optimization method for achieving lightweight design objectives
in high aspect ratio wings. Based on comprehensive CFD/CSD aeroelastic calculations and uniform coding of
diverse structural variables, the surrogate model demonstrates the significant capabilities of the one-dimensional
convolutional neural network. Applying the squirrel optimization algorithm effectively reduces computational
costs by 35% to 45% compared to the genetic algorithm. Furthermore, the hybrid optimized structure showcases
a notable 4.1
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COMPUTER SOFTWARE MAINTENANCE AND OPTIMIZATION BASED ON
IMPROVED GENETIC ALGORITHM

MING LU*

Abstract. Optimizing computer software maintenance is the key goal, which also ensures dependable and consistent network
performance. In order to increase genetic operations and evaluate the satisfaction and fitness index functions, this article employs
an improved genetic algorithm. Utilizing the network’s performance and controlling restrictions through controlled data iterations,
the architecture is refined. The study also finds a link between the number of iterations and the rate of network optimization,
supporting the results of the genetic algorithm. The results show that the reliability of the network system decreases as the number
of genetic operation repeats increases. If a critical point is reached, the enhancement in network reliability tends to level off due to
hardware constraints or other relevant factors. Notably, the study identifies the maximum attainable value of network reliability
at 0.894, precisely at 100 iterations. These conclusions offer an essential framework for optimizing the design of computer network
reliability, emphasizing the necessity of a well-balanced approach to genetic algorithm-based optimization.

Key words: Computer Networks; Genetic Algorithm; Network Optimization; Network Reliability; Iterative Analysis

1. Introduction. The robustness of computer networks, fundamental to their operation, stems from their
innate capacity to endure and withstand potential damage and disruptions. This flexibility empowers networks
to sustain a strong and smooth operational cycle, enabling the efficient and timely implementation of updates
and ensuring a consistent, stable performance during real-time operations. The ability to withstand various
threats and disturbances is crucial for upholding the network’s integrity and dependability, guaranteeing un-
interrupted functionality even in the face of challenging circumstances. By nurturing this flexibility, computer
networks can proficiently meet the demands of contemporary digital settings, maintaining an uninterrupted flow
of data and information without compromising performance or stability [1]. Mismanagement of network stabil-
ity can result in equipment malfunctions, severely threatening data preservation and potentially leading to data
loss and system immobilization. Establishing reliable and secure computer networks necessitates integrating
hardware and software functionalities. Particularly, network hubs serve as the primary stronghold of security,
playing an irreplaceable role in the network infrastructure. Any failure within network hubs can directly impact
user accessibility and significantly disrupt the overall user experience. Consequently, there is a pressing need
for in-depth research and empirical analysis focused on optimizing computer technology, enhancing technical
capabilities, and implementing refined solutions within the fundamental optimization framework [2].

Ensuring the resilience of computer networks demands a comprehensive approach that involves fortifying the
system’s defence mechanisms against potential threats, both internal and external. Strengthening the network’s
ability to withstand cyber-attacks, system failures, and data breaches is crucial to maintaining the integrity and
functionality of the network infrastructure. Furthermore, prioritizing the operational cycle and optimizing the
efficiency of network updates is imperative for ensuring whole and uninterrupted digital operations, allowing
for quick adaptation to evolving technological demands [3].

The continuous integration of hardware and software components lays the foundation for a sturdy and
dependable computer network. Harnessing the complementary features of these components in tandem is pivotal
for unleashing the network infrastructure’s complete capabilities. A cohesive and well-aligned hardware and
software system not only boosts the network’s efficiency but also reinforces its overall dependability and security,
nurturing a unified environment capable of adapting to the dynamic requirements of the digital environment [4].

The foundation of evaluating the effectiveness of optimization strategies in enhancing computer network

* College of Mechanical Electronic and Information Engineering, Wuxi Vocational Institute of Arts & Technology, Wuxi 214206,
China (minglu7@126.com)

95



96 Ming Lu

reliability lies in empirical analysis. Through comprehensive empirical studies, potential areas for enhancement
can be identified, leading to targeted solutions that further strengthen the network infrastructure. Continuous
monitoring and evaluation facilitate the identification of potential vulnerabilities, providing invaluable insights
for refining existing network optimization strategies and ensuring consistent and robust network performance
over time [5].

Establishing a strong and reliable computer network demands a comprehensive approach that addresses
the diverse facets of network reliability. By emphasizing the integration of hardware and software, reinforcing
defence mechanisms, and conducting empirical analyses, it becomes feasible to construct a robust and secure
network architecture capable of withstanding the challenges posed by the contemporary digital landscape.
Through a proactive and strategic approach, it is possible to enhance the reliability and security of computer
networks, fostering a seamless and efficient digital environment for diverse user needs and demands [6].

The Committee, in its recent evaluation, expresses its sincere appreciation for the State party’s continued
dedication to reinforcing measures that ensure the unwavering commitment of States parties to the effective
implementation of the Convention on the Privileges and Immunities for the Electronic Sphere (CPIES). This
acknowledgement encompasses the concerted efforts made by the State party in bolstering the reliability of
computer systems, which includes. Still, it is not limited to enhancing the flexibility of the external environment,
stimulating the dependability of software and hardware components, and fostering the reliability of the personnel
involved [7]. It is imperative to emphasize the need for continual advancements in software algorithms, fortifying
the network’s dependability, and refining the overall design while considering the optimal state of the hardware
system. This concerted approach is a pivotal avenue for future development [8].

The ongoing research endeavours in China concerning the stability of computer networks primarily revolve
around the intricate dynamics of telecommunications signal networks. By analyzing network signal failures,
the transmission of telecommunications signals is strategically harnessed to facilitate dynamic capacity changes,
enabling seamless transmission through the exchange of signals. A key role of this research involves the establish-
ment of comprehensive parameters for network security authentication, laying the groundwork for formulating
a robust evaluation system. This systematic approach is instrumental in facilitating the optimization design of
the network, ensuring its performance and resilience under varying conditions [9,10].

2. Literature review. Employing a strategic approach rooted in topology planning has emerged as a piv-
otal strategy for circumventing network impediments. By carefully delineating network topologies, researchers
aim to identify and overcome potential obstacles, thus fostering a more streamlined and efficient network in-
frastructure. As the landscape of intelligent optimization solutions continues to expand, the quest for viable
and dependable network technology solutions remains an ongoing pursuit. Notably, optimization methods have
played a pivotal role in advancing this endeavour. One notable technique involves the strategic deployment
of genetic algorithms, which have been effectively tailored to achieve comprehensive network optimization,
particularly regarding granularity considerations. Consequently, this concerted multidimensional approach,
integrating multi-objective methodologies, has continuously refined network optimization strategies, thereby
establishing a robust foundation for continual evolution and enhancement of network stability [11].

The significance of reliable computer networks in modern society forms a central theme, encompassing the
multifaceted implications of network failures across diverse sectors. It emphasizes the fundamental role of robust
network infrastructures in supporting the smooth functioning of contemporary industries and societal operations.
Examining the historical development of network reliability underscores the evolution of key concepts and
breakthroughs, charting the progression of strategies to enhance network stability. This historical perspective
sheds light on the trajectory of advancements in hardware, software, communication protocols, and network
architectures, all of which have shaped the current landscape of network reliability [12].

The authors examine several solutions, such as fault-tolerant architectures, neural networks, genetic algo-
rithms, and redundancy protocols, to optimize network reliability. This research provides insights into the
applicability and success of each strategy in real-world circumstances by critically evaluating its strengths and
limits without case studies and empirical research, which offer real-world examples of how to apply particular
techniques to increase network reliability. An essential tool for understanding the state of computer network
reliability research from a broad perspective is explained. Its thorough analysis identifies any shortcomings or
gaps in the current research, identifying particular areas that require more study and inquiry [13].
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Fig. 3.1: The Proposed Genetic Algorithm Process

Providing insight into future possibilities for computer network dependability research and development,
the assessment offers significant insights into the prospective trajectory of developments and the changing
obstacles within the area by clarifying emerging trends, technological advancements, and creative techniques.
The authors adopt interdisciplinary collaboration and exchanging ideas among researchers, practitioners, and
stakeholders as a fundamental platform for ongoing exploration. Through fostering a thorough comprehension of
the complex interactions among different factors that impact network reliability, the review hopes to encourage
the creation of novel frameworks, approaches, and solutions that can further the development of resilient and
strong computer networks [14].

3. Analysis of Computer Network Reliability Principles. The reliability of computer networks
depends on the independence of individual systems. Seamless interaction among various network protocols is
vital for tailored network operations. Ensuring the autonomy of each computer is fundamental, enabling the
utilization of information resources across diverse network environments. This framework facilitates smooth
information exchange across network terminals. Facilitating resource sharing among subnets and resource
networks is critical for efficient asset utilization under varying network conditions. Data processing within
computer networks is meticulously managed by implementing subnets, ensuring stable data utilization across
the network infrastructure [15].

Given the expansive reach of computer networks, establishing stable communication channels while pre-
serving network integrity is paramount. Algorithms strategically prioritize resource allocation between users
and servers, enhancing the network’s ability to manage and distribute resources effectively. This approach
guarantees seamless data transmission, fostering a reliable and robust computer network infrastructure [16].

The innovative technique of adaptive stabilization, twisting biological mutation with computer science, has
led to the conception of the genetic algorithm, represented in Figure 3.1. This algorithm serves as a pioneering
solution at the intersection of these disciplines. Drawing inspiration from the cognitive processes observed in
the biological realm, computer-based individuals operate autonomously, ensuring the continuous detection of
algorithms across the entire system. Initially depicted as individual entities, these computer individuals combine
into groups, forming an interconnected data matrix that is spatially organized. Leveraging diverse evaluation
methodologies, genetic operators are crafted under specific crossing and mutation conditions, adhering to the
principles of genetic computation.

Matrix computation systematically optimizes the genetic equation, enabling the seamless execution of cod-
ing and genetic operations. Within the intersection realm, the entire system’s computational potency reinforces
local search capabilities, supplementing the overarching search process. In optimizing genetic algorithms, the
object encoded by parameters can be dynamically restructured, evading the constraints associated with data
limitations. This adaptive approach significantly amplifies the breadth and depth of the search, leading to an
enriched exploration of potential solutions [17,18].

3.1. Content of Computer Network Reliability Optimization. The optimization of computer net-
work reliability involves a thorough analysis and calculation of diverse objectives. Emphasizing the performance
characteristics within specific geographic regions, the focus remains on bolstering network stability and main-
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tainability. This holistic approach addresses the intricate challenges of optimizing multiple objectives, fostering
a resilient and robust network structure.

The formulation of coding data schemes assumes a crucial role in enhancing computer network reliabil-
ity. This process involves arranging genes into sequential chromosome patterns, generating initial entities that
are subsequently grouped for streamlined operations. Computation of the fitness analysis for individual chro-
mosomes facilitates the determination of inheritance probabilities for specific traits during subsequent stages.
During the cross-operation phase, meticulous records of chromosome pairings guide the identification of an
optimal pairing method. This intricate process ensures the seamless integration of diverse genetic elements,
promoting the development of a sturdy and high-performing network infrastructure.

Throughout the optimization process, the satisfaction function serves as a critical metric, offering a com-
prehensive evaluation framework to assess the efficacy of the employed optimization strategies. This meticulous
evaluation guarantees the alignment of the optimization process with predefined performance standards, thereby
ensuring the stability and reliability of the computer network infrastructure is expressed as

1
sat__cost(x) = (kb)(cc;;+"7ﬂ +1 (3.1)
0

Among the critical factors, cost-min signifies the minimal expense linked to network optimization, while
cos topt represents a slightly higher minimum value. Initial computations form the foundation for determining
optimal weight values, adhering to reliability constraints, and ensuring a reliable network operation. Data
failing to meet stringent constraints undergoes meticulous processing to guarantee the satisfaction of reliability
benchmarks.

Utilizing the robust capabilities of the genetic algorithm, the iterative process steers the continuous evo-
lution of the parent data through intricate algorithmic computations. This iterative process facilitates a com-
prehensive simulation, culminating in a stable data stability curve. This curve represents the culmination
of multiple generational iterations, as evidence of the robustness and reliability of the applied optimization
strategy, as depicted in Figure 3.2.

The methodology for optimizing the network aims to balance minimizing costs and maximizing reliability
through this intricate process. The strategic alignment of these elements plays a crucial role in fostering an
optimized network framework that is both cost-effective and resilient, meeting the demanding standards of
contemporary network infrastructure.
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The optimization direction is precisely determined in the initial calculation phase, ensuring the exclusion
of unconstrained solutions during the genetic iteration process. With a focus on stability, various factors,
including network information costs, are carefully considered, leading to iterative adjustments at different
network nodes. These adjustments are guided by established satisfaction measurement standards, refining the
weight calculation through systematic testing of diverse parameter values. This meticulous iterative approach
guarantees the creation of a novel structural diagram that adheres to the network’s topological constraints.

Significant variations in the optimized structure arise from changes in the parameter W. At the central
point, each numerical variable bifurcates into three distinct trajectories, contributing to the formation of diverse
structural trees. Leveraging these structural adaptations, the data iteration process is enhanced, resulting in
the development of highly satisfactory genetic data following comprehensive reliability analyses. Consequently,
addressing the practical challenge of increasing optimization costs, the optimization of computer network com-
munication is successfully achieved within the parameters of the topology structure, thereby establishing a more
robust and efficient network architecture [19].

4. 4.0ptimization process for computer network reliability.

4.1. Optimization Criteria and Models for Computer Network Reliability. When designing the
reliability of a computer, full consideration should be given to establishing a robust and efficient network
infrastructure that relies heavily on carefully selecting appropriate and objective network topology models.
This selection process, guided by thorough analysis and consideration, holds significant sway over the overall
adaptability and performance of the network. By thoroughly assessing the specific requirements and objectives
of the network environment, the chosen topology model ensures smooth data transmission, optimal resource
allocation, and improved network management capabilities. Furthermore, this model forms the fundamental
framework dictating the configuration and interconnection of network components, playing a crucial role in
determining the network’s fault tolerance, scalability, and overall operational efficiency.

Simultaneously, integrating fault tolerance and redundancy mechanisms into the network architecture is
crucial to enhance its resilience and reliability. Incorporating robust redundancy protocols and fault-tolerant
design elements allows the network to mitigate the impact of potential disruptions and failures effectively. This
proactive design strategy minimizes downtime, data loss, and service interruptions, guaranteeing uninterrupted
accessibility and consistent performance. Furthermore, integrating fault tolerance and redundancy measures
fosters the development of a robust network infrastructure capable of swiftly adapting to unforeseen challenges,
ensuring uninterrupted operations even during adverse events or system failures.

4.2. Network Optimization Design Based on Improved Genetic Algorithm. The optimization of
genetic algorithm networks primarily depends on the effective utilization of the genetic algorithm and the critical
coding scheme applied within the algorithm. The optimization process of genetic algorithm networks relies
heavily on the strategic deployment of genetic algorithms, which excel in navigating complex problem spaces
and deriving optimal solutions by emulating the fundamental principles of natural selection and evolution. These
algorithms continuously generate increasingly refined solutions over iterative cycles by simulating natural genetic
variations, selections, and reproductions. Notably emphasizing adaptability and robustness, genetic algorithms
are powerful tools for addressing intricate optimization challenges, especially within computer networks.

Additionally, the efficacy of genetic algorithm network design is intricately linked to the specific coding
scheme integrated into the algorithm. This coding scheme dictates how solutions are represented within the
algorithm, significantly influencing the efficiency and precision of the optimization process. A delicate balance
between solution intricacy and computational efficiency is achieved by meticulously defining the encoding
strategy for various components and parameters within the genetic algorithm. The meticulous optimization
of the coding scheme ensures that the genetic algorithm effectively explores the solution space and converges
toward the most optimal network design configurations. Through meticulous optimization of the coding scheme,
genetic algorithm networks can adeptly address complex network optimization challenges, thereby fostering the
development of robust and efficient network architectures.

5. Simulation Results. To elaborate on the verification process and the comparison of the algorithm’s
effectiveness in optimizing computer network reliability design, it is crucial to emphasize the comprehensive
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Table 5.1: Node Representation in Binary Gene Format

Node | Binary gene representation
Ny g11, 9125 -+, Jin

N g21, 922, -+s G2n

Nm gm1,9m2, -y 9mn

Table 5.2: Total Cost of Network Media Comparison Across Different Algorithms

Techniques Total cost of network media

Neural network algorithm [20] 69.1 | 69.3 | 70.0 | 69.7 | 69.2 | 69.4 | 69.9 | 69.7 | 69.2 | 69.2 | 69.3
Inclusion and Exclusion principle al- | 68.6 | 68.9 | 68.3 | 68.6 | 68.4 | 68.5 | 68.4 | 68.3 | 68.3 | 68.4 | 68.0
gorithm [21]

Fuzzy Neural network algorithm [22] 67.7 | 67.9 | 68.2 | 68.1 | 68.6 | 68.6 | 68.6 | 68.7 | 68.6 | 68.6 | 69.4
Algorithm of this paper 67.2 | 674 | 674 | 67.1 | 672 | 67.3 | 674 | 67.6 | 67.3 | 67.1 | 67.0

approach adopted in the study. The evaluation is conducted within a standardized computer network reliabil-
ity model alongside a detailed network link cost model. This standardized approach facilitates a systematic
comparison between the improved genetic algorithm and other established algorithms, including the inclusion-
exclusion principle algorithm, the fuzzy neural network algorithm, and the neural network algorithm. The study
assesses the algorithm’s effectiveness through a rigorous comparative analysis and delves into its progressive
and practical implications in computer network optimization. Moreover, the experimentation uses a computer
system with 32GB of memory, an Intel i7 processor, and the Windows 7 operating system. These specific
configurations ensure the consistency and reliability of the experimental setup, enabling an equitable and pre-
cise comparison between the various algorithms. The insights derived from the study’s findings, as outlined in
Table 5.1, are invaluable in understanding the algorithm’s performance and potential applicability in real-world
network optimization scenarios. Such a comprehensive analysis is instrumental in evaluating the algorithm’s
competitiveness and prospective contribution to advancing computer network reliability optimization.

The results presented in Figure 5.1 from the simulations highlight a prominent trend: with an increasing
number of genetic operations, the overall reliability of the network consistently improves. However, it becomes
apparent that as the number of iterations for genetic operations reaches a certain threshold, the rate of improve-
ment in network reliability gradually slows down. Several factors, such as hardware limitations and underlying
constraints, contribute to this phenomenon. Eventually, the network reliability culminates at a peak value of
0.894 when the iteration count reaches 100%. Notably, fluctuations in the iteration count correlate with corre-
sponding fluctuations in the resulting value, providing a comprehensive overview of the intricacies impacting
network optimization and the challenges within the system.

The Table 5.2 illustrates a comparison of the total cost of network media for several techniques, including
the Neural Network Algorithm, the Inclusion and Exclusion Principle Algorithm, the Fuzzy Neural Network
Algorithm, and the Algorithm proposed in the current study. The table includes total cost values for multiple
instances, highlighting the relative performance of each technique under various scenarios.

This critical stage underscores the necessity of alternative means for network optimization, specifically
focusing on continuously reducing the overall cost linked to network chain testing. Analysis of the experimental
results reveals an inversely proportional relationship between the fitness and satisfaction functions of the genetic
improvement algorithm. Strengthening the efficiency of the fitness function and ensuring diverse cost regression
under convergence conditions enables the derivation of the optimal function solution. This approach, centred
on convergence and regression, significantly enhances network stability.

Moreover, integrating inclusive and exclusive principles in network calculations is crucial in stimulating
network stability. The deliberate application of these principles facilitates the development of a more resilient
network structure capable of withstanding diverse operational challenges and maximizing overall reliability.
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Fig. 5.1: Results of Network Optimization Comparative Analysis

6. Conclusion. The investigation of computer reliability presents a complex problem within computer
development. As computers and networks increasingly converge and advance, the development of information
network technology has become a fundamental requirement for the progression of network infrastructure as
a whole. With an increasing reliance on information technology, computers have assumed a critical role in
vital sectors such as the economy and society. Consequently, ensuring computer system reliability has become
vital in guaranteeing the continuous operation of crucial sectors. Given the growing dependence on computer
technology, it has become imperative to establish a robust development strategy aimed at enhancing computer
reliability. By implementing a well-structured development plan, the reliability of computer systems can be
substantially strengthened, ensuring the safety and stability of the entire computer infrastructure. As the
reliability of computers directly impacts the overall performance and efficiency of the entire system, adopting
a comprehensive approach to improving reliability for maintaining operational integrity. Acknowledging the
complex nature of the challenge, researchers have incorporated sophisticated methodologies such as genetic
algorithms. Researchers strive to optimize network costs by connecting the unique capabilities of genetic
algorithms, thereby enhancing the overall efficiency and resilience of the computer network infrastructure.
Researchers aim to establish a robust and dependable computer network framework capable of meeting the
ever-evolving demands of the contemporary digital landscape by adopting an approach that simultaneously
addresses multiple objectives.
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RESEARCH ON INTELLIGENT TRANSFORMATION PLATFORM OF SCIENTIFIC AND
TECHNOLOGICAL ACHIEVEMENTS BASED ON TOPIC MODEL ALGORITHM AND
ITS APPLICATION

JING WANG* KAI WANG! AND YANFEI CHANG!

Abstract. Being an integral component of the national scientific and technological innovation structure, the conversion of
scientific and technological breakthroughs shifts these discoveries from mere theoretical concepts to practical applications. However,
this transformation process encounters issues concerning suboptimal efficiency and standards. This research investigates into the
LDA theme model to extract pivotal terms and thematic phrases representing scientific and technological advancements. The
aim is to ensure precise representation and endorsement, consequently enhancing the efficiency and quality of the conversion
process for academic institutions and businesses. Subsequently, this paper establishes a platform for converting scientific and
technological breakthroughs while examining the subsystems of information management, retrieval, and recommendations about
these breakthroughs. This platform also includes aspects such as transactions and the delivery of achievements. Additionally,
an analysis is conducted on the application effects of the scientific and technological achievement (STA) transformation platform,
considering the transformation results and the operational evaluation of these scientific and technological innovations.

Key words: STA, LDA Theme Model, Transformation Platform, Information Management, Operational Evaluation

1. Introduction and examples. The capacity for STA innovation represents a essential measure in eval-
uating a nation’s comprehensive strength. The transformation of STA is fundamental in navigating the complex
trajectory from theoretical scientific innovations to physical applications in practical production and everyday
use. It stands as the bedrock, propelling the engine of progress and paving the way for fostering a society
marked by high standards and quality development. This critical process has, over time, become a subject of
unwavering attention and inquiry both within national boundaries and across international frontiers, indicating
the universal significance attached to the efficient transformation of knowledge into tangible outcomes [8].

The global competition strengthens, nations increasingly recognize the authoritative of development of a
robust STA ecosystem, underlining the significance of advancing research and development endeavours, fostering
innovation, and seamlessly integrating these advancements into practical applications. The relentless pursuit
of efficient conversion mechanisms has sparked a series of comprehensive studies aiming to streamline the
transformation of scientific breakthroughs into practical, real-world applications [7].

The studies conducted within the limits of academic institutions or through collaborative international
efforts, underscore the critical need to bridge the gap between theoretical knowledge and tangible applications,
thus highlighting the pivotal role played by the transformation of STA in encouraging a nation’s overall progress
and development. By systematically exploring and analyzing the details of this conversion process, researchers
aim to undo the original challenges and impairments, the way for formulating comprehensive strategies and
robust frameworks designed to strengthen the efficiency and impact of these transformative endeavours. As a
result, these groundbreaking advancements’ full potential and impact within the academic sphere often remain
under-realized, posing a significant setback in the broader quest for seamless knowledge translation and practical
application [9].

Recognizing the significance of bridging the gap, it it is necessary to design and implement a robust, agile,
and contemporary transformation platform that is equipped to handle the dynamic nature of STA and capable
of providing a comprehensive and systematic evaluation framework. This integrated approach would ensure
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that the transformative potential of these achievements is fully harnessed, effectively contributing to the broader
landscape of STA and, subsequently, catalyzing overall societal progress and development [12].

A pioneering STA management system takes centre stage, built upon the foundation of a cutting-edge cloud
table PAAS code-free development platform. Furthermore, implementing this advanced management system
not only streamlines the process of organizing and tracking diverse scientific achievements but also empowers
researchers and innovators to navigate the complexities of the research and development landscape more effec-
tively. By providing a robust framework for the effective documentation, assessment, and dissemination of STA
breakthroughs, this system catalyzes nurturing a culture of innovation and fostering an environment conducive
to the accelerated pace of scientific progress [6].

The findings of shed light on the complexities inherent in the agricultural domain, underlining the critical
importance of implementing well-informed and strategic transformational frameworks that are not only rooted
in technical feasibility but also align with the practical demands and challenges of the agricultural sector.
Against these insights, the current landscape of scientific and technological transformations between academic
institutions and enterprises reveals a notable predicament characterized by a lack of efficiency and quality. To
address this pressing concern, the research initiative culminates developing a sophisticated platform dedicated
to the seamless transformation of STA breakthroughs. Leveraging the advanced capabilities of the LDA topic
model algorithm, this platform represents a pioneering effort to streamline and optimize the conversion process.
Through a meticulous analysis of the platform’s transformative efficiency and a comprehensive evaluation of
its overall operational performance, the study paves the way for formulating strategic interventions to enhance
the efficacy and impact of STA transformations within the academic and industrial fields [2, 4, 13].

2. LDA Topic Model Algorithm. The Latent Dirichlet Allocation (LDA) topic model, also known as
LDA, enables the representation of an article’s topics as a probability distribution. It facilitates text analysis and
topic clustering based on these distributions. The application of the LDA topic model lies in capturing implicit
themes within STA accomplishments. Initially, it dissects the content of such achievements into individual
words. Subsequently, it determines the number of topics embedded in these achievements and the proportion of
each topic. It is achieved through the extraction and induction of topics and the computation of topic intensity.
Ultimately, it employs this information to perform tasks such as classification, clustering, recommendation,
retrieval, and other pertinent operations related to STA advancements [10].

The LDA topic model is an unsupervised machine-learning technique rooted in the bag-of-words model.
It treats every document describing a scientific or technological advancement as a word vector, wherein the
occurrence of each word in these achievements is quantified as a mathematical statistical representation. This
approach simplifies the description of STA accomplishments into easily quantifiable data. The LDA topic
model operates under the assumption that there exist STA intertwined with K topics. Moreover, it posits that
all topics adhere to various distributions following the principles of the Dirichlet distribution [1]. The LDA
topic model is shown in Figure 2.1 where « and 3 respectively represent the Dirichlet prior parameters of the
multinomial distribution of each STA topic. 6,, represents the topic distribution of the mt" STA, ¢y, represents
the word distribution under the &* topic, Zm,n represents the topic of the n'" word in m*™ STA, and Winn
represents the n'" word in m'™ STA.

Directly using STA as input for the LDA topic model is not feasible. It is imperative to preprocess these
achievements by conducting tasks such as word segmentation, aiding in identifying and eliminating redundant
words and stop words. The word segmentation procedure recognizes multiple words within these achievements
and consolidates them into phrases that effectively convey sentence meaning. Following this operation, only
the most frequent top 10 words are preserved, while the rest are discarded. Figure 2.2 illustrates the LDA topic
model’s process to underly semantics of documents pertaining to STA advancements [11].

Among them, the STA document d and the word w are the samples in the STA set M, and the word segmen-
tation set IV, and z is the unknown STA topic. Since d and w are observable variables, random STA P (w; | d;)
can be considered to be known, according to a large number of STA document-word segmentation information
P (wj | d;), we can train the STA documenttopic P (z | d;), and topic-word segmentation P (w, | dy), which
satisfies Equation (2.1):
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Fig. 2.2: Latent semantic analysis of STA based on LDA model.

K
P(wj | d;) = ZP wj | z) P (2 | di) (2.1)
k=1

The generation probability of each word in the STA document can be expressed as

P (d;,w;) ZP P (w; | d;)
(2.2)

K
ZP wj | zx) P (2 | di)
k=1

It can calculate P (d;) from all the STA, but can’t calculate P (w; | z) and, P (zx | d;) so the topic classi-
fication of STA can be realized by the expected parameter 6

0=> Pw;|z)P(z | di) (2.3)

The LDA topic model can merge the semantic data of STA, resulting in a proficient word segmentation
outcome. It computes the topics of these accomplishments based on the distribution of prominent words and
evaluates the significance of each topic across various samples of STA advancements [5].

3. Intelligent Transformation Platform of STA based on LDA Topic Model Algorithm. The
exchange of STA innovations between academic institutions and businesses faces numerous challenges. Existing
platforms designed to transform these advancements struggle to offer precise recommendations, leading to
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difficulties for enterprises in identifying suitable innovations from a large pool of options. Consequently, the
efficiency of this transformation process remains relatively low. To address these concerns, a platform based on
the LDA topic model has been developed to facilitate the exchange of STA. The key objectives of this platform,
as outlined are as follows [9]:

1. Management of information about the transformation of STA, encompassing tasks such as upload-
ing achievements, data completion, and auditing, ensures comprehensive oversight of the achievement
transformation process.

2. Implementing an intelligent retrieval and recommendation system for STA ensures the swift identifica-
tion of the most compatible options.

3. Facilitating the trade of STA, including processing transaction applications, audits, and inquiries,
streamlines the complex process of commercializing these innovations.

4. Facilitation of the transfer and delivery of STA, encompassing the completion of transaction reviews
and the payment and delivery processes.

3.1. Information Management Subsystem of STA. The information management subsystem for STA
oversees tasks such as uploading, addition, information enhancement, and review of these achievements, with
patent achievements being the default. On the new STA page, essential details like the patent name, patent
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number, patent authorization date, and effective date must be filled out. Additionally, selecting the STA
type and the subject category direction is required. Once the STA information is submitted, the format is
assessed to ensure compliance with platform requirements. Subsequently, the information is forwarded to the
platform system administrator for an initial audit. Upon approval during the initial audit, it is then directed
to experts in relevant professional categories for a comprehensive review. Following the endorsement from the
preliminary and substantive reviews, the LDA topic model algorithm is employed to categorize and label the
STA. Ultimately, the platform notifies the responsible individual regarding the status of the STA. The business
process flow of the STA information management subsystem is illustrated in Figure 3.1.

3.2. Intelligent Retrieval of STA and Recommendation Subsystem. The retrieval and recommen-
dation subsystem within the STA transformation platform allows the seeker to acquire the desired transforma-
tion of STA swiftly. Unlike traditional platforms, which solely rely on keyword matching for STA searches and
recommendations, this system efficiently retrieves achievements with identical semantics but varying keywords.

The intelligent retrieval process is segmented into two phases to address the challenge in retrieving STA:
keyword extraction and keyword matching. During the keyword extraction phase, utilizing the LDA topic model
enables the extraction of search keywords. Subsequently, in the keyword matching stage, the system matches
these search keywords with those associated with STA. To ensure the usability of the extracted keywords for
subsequent keyword matching, it is essential to store the obtained keywords from the extraction phase in the
database. Figure 3.2 illustrates the keyword extraction process in retrieving STA.

During the keyword matching stage, the search keywords stored in the database are cross-referenced with
the keywords and subject terms relevant to the STA. When a match is found, the search results display the
recommendations of STA associated with the theme related to the keywords. Figure 3.3 illustrates the keyword-
matching process in retrieving STA.

3.3. Transaction Management Subsystem of STA. The management subsystem for STA transactions
oversees the processing and verification of transaction applications. The designated personnel responsible for
STA provide essential transaction information on the platform’s transformation page, including the name
and method of transformation for the STA, the recipient’s name for the achievements, and relevant account



108 Jing Wang, Kai Wang, Yanfei Chang
D

Query keywoard table Display sclentific and
technological acheivements
transformation list

h

Mo

Whether the
kevwword
exists

Generate scientific and
technological acheivements
transformation list

F3
Query subject of Query the scientific and
acheivements corresponding M technological acheivements
to kevwords related to the subject

Fig. 3.3: Keyword matching process of retrieval of STA.

.
Fill in transaction i
I application infermation

checkDatal)

checkDatal)

upload2dbi) -
return{Hazhi O}

summiti...] addTrans{...}
return{...

Fig. 3.4: Time sequence transactions of STA.

details. To prevent any instances of fraudulent conversions [15], comprehensive transaction contract materials
must be uploaded to the conversion platform. The platform’s front end ensures the logical integrity of the
transaction information, validating and uploading accurate transaction details and materials to the database.
Eventually, the completed parameters are transmitted to the transformation transaction service by the platform,
culminating in the successful application process for STA transactions. The time sequence diagram depicting
the application of STA is presented in Figure 3.4.
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Table 3.1: Main fields of STA transformation.

Name of field Type of field Length of field Description

Id nvarchar 32 Number of STA

fieldld int 8 Number of technical areas

title nvarchar 255 Transformation title of STA

content text 65535 Main content of STA transformation
postTime Date 24 Publication date of STA transformation
dealObject  nvarchar 255 Transaction object of STA transformation

During the implementation of the transaction subsystem in the transformation platform, the individual
overseeing STA fills out the transaction application information on the interface and submits it. Subsequently,
the interface triggers the check Information() method to validate the format and coherence of the transaction
details. Furthermore, it invokes the before_ Upload() function to manage the transaction materials before using
the upload2db() method to upload the transaction data and materials to the database. The transaction service
then uses the add_ Trans() function to record the transaction information in the transformation table of STA.
Ultimately, the processed data is returned to the interface. A comprehensive overview of the primary fields in
the transformation table of STA is provided in Table 3.1.

3.4. Transaction Transfer Delivery Subsystem of STA. The transaction transfer delivery subsys-
tem for STA finalizes the payment and delivery procedures associated with the transformation transactions.
The transaction outcomes become visible on the information confirmation page within the STA transformation
interface after completing the audit. It provides comprehensive details, including information on the STA, trans-
action amount, transaction contract, transformation method, and recipient information [14]. Upon reviewing
and confirming the information, the transformation platform automatically updates the STA transformation
status and secures the transaction amount from the recipient’s platform account. Subsequently, following the
transfer of ownership of the transactional achievements to the recipient, the locked transaction amount is re-
leased into the recipient’s account, marking the culmination of the entire STA transformation process. The
time sequence diagram depicting the transfer delivery of STA is presented in Figure 3.5.

During the implementation of the transaction transfer delivery subsystem within the transformation plat-
form, the user accesses the STA transaction information through the front-end interface. The front-end triggers
the loadFile() method to download the file about the STA transformation from the database and then displays
it on the front-end interface. Following the user’s confirmation, the front-end interface updates the ownership
of the STA and secures the transaction amount in the recipient’s account via the confirmTrans() method. Upon
receiving and confirming the prompt for the ownership alteration of the returned STA, the front-end interface
forwards the information to the backend purchase service. It initiates the transfer of the transaction amount
to the recipient of the STA.

4. Transformation Results of STA. The metrics for assessing the transformation of STA encompass
the status of the application, transformation revenue, input-output ratio, promotional progress, and funding
for promotional projects. An achievement can be classified as a transformed STA accomplishment if it fulfils
at least two criteria.

The application status is categorized into five groups [1]: industrial application, small-scale application,
trial use, discontinuation after application, and non-application. “Industrial application” denotes the formal
integration of the achievements into an industrial field, maintaining a stable application state. “Small-scale
application” refers to intermittent, small-scale use post-production. “Trial use” describes the preliminary ex-
perimental application of the achievements before full implementation. “Discontinuation after application”
signifies the cessation of use due to technical, financial, or strategic reasons. “Non-application” indicates that
the achievements have not been practically utilized despite completing the initial transformation stages.

STA achievements in “industrial application” and “small-scale application” are considered completed trans-
formations. Among the achievements on the platform, 303 meet the transformation criteria, accounting for
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Fig. 3.5: Time sequence transfer delivery of STA.

74.81% of all STA. Specifically, there are 137 achievements in the state of “industrial application,” accounting
for 45.21% of the transformed achievements and 33.83% of the total achievements. Additionally, 166 achieve-
ments fall into the “small-scale application” category, comprising 54.79% of the transformed achievements and
40.99% of the total achievements. Furthermore, there are 48 achievements in the state of “trial use,” constitut-
ing 15.84% of the transformed achievements and 11.85% of the total achievements. Moreover, 29 achievements
are marked as “discontinuation after application,” representing 9.57% of the transformed achievements and
7.16% of the total achievements. Finally, 25 achievements are classified as “non-application,” making up 8.25%
of the transformed achievements and 6.17% of the total achievements.

The promotion index entails a certain level of complexity, as the application of STA varies across different
fields. Taking forestry as an example, its promotion involves [3]: (1) establishing a demonstration forest covering
an area exceeding 300 acres; (2) cultivating over 5000 seedlings; (3) conducting at least ten training sessions,
with a total of over 200 participants; (4) having more than one science and technology demonstration base; (5)
operating at least one production line with an annual output value exceeding 1 million yuan.

Among the STA featured on the platform for STA transformation, a total of 196 achievements meet the
transformation criteria. The percentage of achievements satisfying the conditions above stands at 44.39%,
28.57%, 14.29%, 7.65%, and 5.10%, respectively. The application and promotion of the transformation of STA
are depicted in Figure 4.1.

Based on data from the STA transformation platform, analysis of various R&D subjects revealed that the
enterprise sector had the highest transformation rate, reaching 86.25%. Technology promotion agencies followed
closely, with a transformation rate of 70.81%. Additionally, research institutes and universities displayed
transformation rates of 61.45% and 59.82%, respectively, while other institutions exhibited the lowest rate
at 57.29%.

Regarding different fields, the statistics on the transformation of STA in the forest sector indicated that
the field of forest-improved varieties boasted the highest transformation rate, reaching 70.24%. Subsequently,
the transformation rates for forest management, pest control, forest product pricing, and ecological restoration
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Fig. 4.2: Transformation rate of achievements in different R&D subjects and fields.

stood at 68.35%, 59.27%, 53.46%, and 37.4%, respectively. Notably, the field of forest chemistry exhibited the
lowest transformation rate, at a mere 31.25%. Figure 4.2 showcases the transformation rates of achievements
across various R&D subjects and fields.

The obstacles preventing the successful transformation of STA can be attributed to internal and external
factors. External factors account for 73.53% of the total non-transformed achievements, with 75 STA affected.
These primarily include challenges related to limited financing channels and management issues. Insufficient
follow-up funding during the transformation process often hinders the progress of achievement transformation.

Additionally, some research and development sectors lack incentivizing mechanisms for converting scien-
tific research achievements. Consequently, the efforts of achievement transformation personnel fail to yield
commensurate returns, resulting in a decreased drive to convert research accomplishments.

Internal factors account for the remaining 26.47% of the non-transformed achievements, with 27 STA
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Table 4.1: Weights of each index after standardization.

Index 2017 2018 2019 2020 2021

Income of achievements transfer 0.0259 0.0552 0.2156 0.2356  0.4677
Revenue from the sales of new products by the recipi- 0.0031 0.0898 0.1745 0.229  0.5037
ent enterprises

Income generated from the export sales of new prod- 0.0724 0.0734 0.1043 0.2745 0.4754
ucts by the recipient enterprises

Productivity of new products of transferee enterprises 0.0697  0.1063 0.14 0.2162  0.4679

impacted. This group includes instances where achievements fail to reach maturity or align with market
demands, rendering them replaceable by newer innovations. Some achievements, originating from primary and
pilot stages of research and development, may not meet the requirements of practical production and application.
Additionally, although ahead of their time, certain innovations struggle to find suitable transformation prospects
due to a misalignment with actual market demands.

4.1. Evaluation on Operation of Intelligent Transformation Platform for STA. Based on the
preceding analysis of the scientific research achievements transformation platform, and guided by the principles
of scientific rigor and practicality, evaluation indicators for assessing the operational performance of the platform
have been identified. Drawing from pertinent research metrics [16], the chosen evaluation indicators encompass
the following: achievement transfer revenue, sales revenue from the transferee enterprises’ new products, export
sales revenue from the transferee enterprises’ new products, and the productivity associated with the transferee
enterprises’ new products.

First of all, it is necessary to standardize the data, which is as shown in Equation (4.1):

X/ _ Xij — Min (Xzy)
4 Max (Xij) — Min (Xij)

(4.1)

wher, X;; is the item j value of the i*! index, Max (X;;) is the maximum value of the item j value of the i*®
index, Min (X;;) is the minimum value of the item j value of the i*" index, and X; is the normalized value of
Xij'

Then the weight of each index is calculated by the entropy method, which is expressed in Equation (4.2):

H(X) = - P(a)log(P(x)) (4.2)

zeX

The weight of each index in the past five years after standardization is obtained, which is shown in Table 4.1.
The transformation ability of STA transformation platform is calculated according to Equation (4.3):

U= WX} (4.3)

where U is the comprehensive evaluation score, W;; is the weight of item j of the it" index, and Xz(jis the
standard value of item j of the i*! index. The score of the platform for each year, as shown in Figure 4.3.

Figure 4.3 showcases a consistent upward trajectory in the score of the STA transformation platform.
Despite a slight decline in 2019, the platform’s transformative capacity has steadily grown.

5. Conclusion. The LDA topic model is conducted to address the substandard efficiency and quality
during the transformation process of STA. In this paper, an intelligent transformation platform for STA; is
developed. The STA information management subsystem is established to facilitate the seamless uploading,
addition, refinement, and auditing of STA data. The intelligent retrieval and recommendation subsystem en-
sures swift access to potential users’ desired STA. Moreover, the transaction management subsystem oversees
the application and scrutiny of STA transactions. The transaction transfer delivery subsystem manages these
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achievements’ payment and delivery procedures. The analysis of the STA transformation platform is conducted
from two perspectives, focusing on the transformation’s outcomes and the operational evaluation of the plat-
form itself. Taking a comprehensive view, both the transformation rate of STA and the overall rating of the
transformation platform underscored the platform’s capability to enhance the efficiency and quality of the
transformation process significantly. The noticeable impact demonstrates the platform’s effective application
in streamlining the transformation of STA.

Funding Information. Key R&D Program of Shandong Province; Project Name: Evaluation of Scientific

and Technological Achievements Transformation Ability of Scientific Research Institutes in Shandong Province
and Research on Countermeasures to Promote the Transformation of Scientific and Technological Achievements;
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AN EMOTIONAL ANALYSIS OF KOREAN TOPICS BASED ON SOCIAL MEDIA BIG
DATA CLUSTERING

YANHONG JIN*

Abstract. An innovative approach is introduced in this paper to address the challenges in emotional topic interpretation and
accuracy in emotional situation assessment. Utilizing large data from social media to improve the accuracy of emotional analysis
in online debates, with a specific emphasis on Korean themes. The proposed solution, the Online Topic Emotion Recognition
Model (OTSRM), builds upon the foundational Online Latent Dirichlet Allocation (OLDA) model. The OTSRM integrates the
concept of emotion intensity and introduces an inventive emotion iteration framework to tackle these issues. Key innovations of
the OTSRM include establishing an affective evolution channel by augmenting affective heritability using a  priori. Additionally,
the model generates two critical distribution matrices: one for characteristic words and another for affective words, facilitating a
deeper understanding of emotional context within topics. The relative entropy method is employed to discern emotional tones in
textual content, calculating maximum emotion values for topic focus within adjacent time segments. Validation experiments using
five diverse network event datasets and comparisons to mainstream models demonstrate the OTSRM’s effectiveness with emotion
recognition accuracy rates of 85.56% and 81.03%. The OTSRM represents significant progress in addressing challenges associated
with emotional topic analysis and precise emotional dynamics assessment in Korean social media data.

Key words: Emotional Analysis, Social Media, Topic Emotion Recognition, Affective Evolution, Online Latent Dirichlet
Allocation, Public Opinion Analysis

AMS subject classifications. 15A15, 15A09, 15A23

1. Introduction. The Internet has gained widespread popularity recently, and social media has progres-
sively assumed a significant role in people’s daily lives. The real-time recording of users’ online activities in
the digital world has accumulated a wealth of user behaviour data within natural contexts. This growing data
source has accompanied a fresh paradigm and investigative avenue for research. Social media platforms, ow-
ing to their diversity of information and complex functionalities, offer researchers many data types to explore.
During the investigation, individuals often delve deeply into specific data categories for analysis and practical
application. These social media data can be categorized based on their recording forms, encompassing personal
account details, usage patterns, textual content, social network interactions, visual content, and other relevant
cues [16].

The volume of social media data centered on Korean topics is unparalleled, boasting various informational
formats. Consequently, connecting the potential of Korean topic social media big data necessitates compre-
hensive data collection platforms and a broad-ranging approach to data acquisition. Building upon existing
social media intelligence sources, expanding the intelligence sources as extensively as possible is imperative.
Concurrently, there’s a pressing need to fortify the capabilities of existing data mining technologies, ensuring
that recognition techniques transcend the confines of plain text and extend into the domains of images, audio,
and video. This evolution aims to enable timely and exhaustive intelligence gathering about Korean topics
within social media [9].

In the era of big data, the digital world is overflowing with a creative expression of interactive content
driven by public sentiment, giving rise to a multifaceted tapestry of opinion evolution patterns. This torrent of
digital discourse encompasses a kaleidoscope of perspectives, reactions, and dialogues, mirroring the dynamic
and ever-shifting nature of public sentiment within the online realm. Particularly noteworthy are categories
of public sentiment data, such as breaking news and trending events, which wield considerable influence over
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the trajectory of public opinion. These influential occurrences can frequently provoke polarized sentiments,
inciting conspicuous shifts in the digital landscape toward either a positive or negative direction. These shifts
sometimes escalate into full-fledged online public opinion crises characterized by fervent debates, misinformation
proliferation, and emotionally charged exchanges [20].

The far-reaching significance of efforts transcends the confines of data analysis. They serve as vital for
establishing effective early warning systems attuned to the fluctuations of public sentiment. By remaining
vigilant to the evolving emotional topography of online discourse, it becomes feasible to discern the telltale
signs of impending public sentiment crises and proactively implement measures to mitigate their impacts.
Ultimately, the overarching goal is to nurture a harmonious and constructive online public opinion environment
that fosters healthy debates, well-informed discussions, and positive interactions among netizens, as illustrated
in Figure 1.1 [4].

Within this complex landscape, the imperative to mine and analyze online public opinion topics takes
center stage. The process involves identifying and comprehensively understanding pivotal themes and sub-
jects dominating online discussions. Such endeavors provide invaluable insights into the intricate dynamics
of public sentiment. Equally important is assessing netizens’ emotional polarity and evolution—those actively
participating in online discourse. A profound comprehension of the emotional tenor of these discussions proves
instrumental in accurately appraising public sentiment and prognosticating potential shifts and emerging trends.

2. Literature Review. Topic Detection and Tracking (TDT) initially emerged to uncover latent topics
and monitor their developmental trajectories. The TDT model leverages mathematical statistics to condense
the dimensionality of text data. However, it grapples with a limitation—its inability to harness the temporal
dimension inherent in the original corpus fully. This temporal aspect is crucial for clarifying the semantic
evolution of text topics over time [1].

The Online Latent Dirichlet Allocation (OLDA) model introduces a novel perspective. It posits that topic
distributions exhibit both inheritance and continuity. Under this framework, the topic distribution within a
historical event window serves as prior knowledge for understanding the topic’s state in the current time slice.
This dynamic approach allows for the online tracking of topic evolution. While the OLDA model successfully
addresses the challenge of online topic modelling when new data is introduced, it grapples with a distinct
issue—the redundancy stemming from intermingling old and new topics [6].

The consequence of the topic distribution redundancy is reducing the precision of topic detection and
evolution analysis. It introduces a level of noise that can obfuscate the accurate identification and tracking of
evolving topics within a corpus. Consequently, there is a need for more sophisticated models that can effectively
disentangle the intricate interplay of old and new topics, thereby enhancing the accuracy and fidelity of topic
detection and evolution analysis. A comprehensive exploration of auditory and visual environmental charac-
teristics is embarked on a data-driven investigation encompassing 17 historical cities and towns across China.
Their pioneering study harnessed posts featuring soundscapes-related keywords and street-view photographs
from a prominent Chinese social media platform. The research unveiled intriguing insights into the acoustic
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ambience of historic districts, revealing a symphony of artificial sounds generated by folk activities and street
vendors intermingled with the soothing backdrop of natural sounds—ranging from the gentle flow of water to
the melodic chorus of birdsong [19].

A novel and robust streaming media clustering algorithm is introduced, rooted in multi-edge computing,
tailored explicitly for detecting streaming media traffic events. Their innovative approach incorporated domain-
specific traffic-related knowledge and information. They extracted diverse elements from social media textual
content to construct a heterogeneous information network (HIN) centered on traffic events. By leveraging
meta-path weight calculations, the research team quantified event similarity across social media texts, offering
a data-driven solution for identifying and analyzing traffic-related incidents [8].

The authors ventured into automatic emotion recognition, proposing an approach considering group types
and emotional models. Their investigation delved into the facets of general datasets applicable to various
emotion patterns, the overarching methodologies employed, and the reported performance metrics. The paper
not only elucidated these critical properties but also analyzed the potential applications and implications of
the methods discussed, charting new avenues for emotion recognition research and implementation [17].

In topic detection, the integration of emotion analysis represents a crucial dimension for unearthing hidden
emotional fluctuations within topics. This interdisciplinary exploration has garnered significant attention from
scholars, leading to profound advancements in two principal avenues: Firstly, researchers have sought to enhance
topic detection by incorporating sentiment analysis parameters into the Latent Dirichlet Allocation (LDA)
model. This approach marries the realms of topic identification and sentiment analysis, giving rise to models
such as the Joint Sentiment Model (JST), Weakly Supervised Sentiment-topic Model (WSSM), and Subtopic
Sentiment Combining Model (SSCM). These models share a common objective: constructing hybrid models
blending topics and emotions effortlessly. By extending text-dependent topic mining to topic-dependent topic-
emotion mining, these models enable the analysis of emotional evolution within topics via calculations of
topic-emotion similarity. However, a drawback of these models lies in their reliance on static topic parameters,
which are rooted in subjective judgments and lack dynamic adjustment capabilities, limiting their ability to
track the dynamic evolution of emotions [21].

A different approach involves the integration of emotional parameters into the Online Latent Dirichlet
Allocation (OLDA) model. Here, the emotional posterior of a previous time slice (¢-1) is employed as the emo-
tional prior for the subsequent time slice (t), allowing for the dynamic construction of emotional distributions
across different time segments. Models such as the Time-based Subtopic and Sentiment-topic Combining Model
(TSSCM) and Joint Multi-grain Topic Sentiment Model (JMTS) have emerged from this paradigm. While these
models excel at dynamic topic identification, they overlook the influence of affective genetic strength in different
time segments on the distribution of topic-related emotions. Furthermore, they struggle to effectively address
the challenge posed by the iterative nature of emotions stemming from the interplay of old and new topics [2, 7].

In addressing the challenges above, the authors present a novel approach building upon the OLDA model,
wherein emotion intensity is introduced as a pivotal element. Furthermore, it introduces the concept of emotion
iteration and formulates an innovative online topic emotion recognition model. This model leverages Bayesian
techniques to dynamically determine the number of topics while also harnessing the heritability of the emotion
intensity operator to construct a topic-emotion distribution that unfolds over time. Through the creation
of an emotion evolution channel, it adeptly discerns and tracks topic sentiment trends across diverse textual
content [3, 18].

3. Research Methods.

3.1. Latent dirichlet allocation (LDA) model. LDA model constructs a three-layer Bayesian prob-
ability network by introducing Dirichlet prior parameters, an unsupervised learning model that can generate
text-hidden topics. The model describes the three-layer structure relationship of document, topic and word:
multiple topics have probability dependence in each document, and each topic is collected in a certain inscription
according to probability. Therefore, a topic is a multinomial distribution on a thesaurus. The mixture of mul-
tiple topics constitutes the document, and the mixture of multiple feature words constitutes the topic. Assume
that document d contains M documents, K topics, and V vocabulary sets. The user needs to set parameters
o and B. By constructing document-topic distribution 6,, (6 = {6,,* | d € D}) and topic-word distribution
i (p = {vx | k € [1,k]}), the nth word wy,, of the mth document in the document library is obtained. The
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core process of the LDA model is described as follows: (1) Set parameter « and generate document-topic dis-
tribution 6,,, namely, 6,, ~ Dir(a) by sampling; (2) Generate topic Z,, ,, the nth word of document m by
sampling from 6,,, distribution, namely, Z,, , ~ Mult (6,,) (3). Set parameter 3 and generate topic Z,, , and
its corresponding topic-word distribution ¢ by sampling, namely ¢ ~ Dir(3); (4) Generate the nth word
Wm,n of document m by sampling from ¢y, distribution, namely, wy, », ~ Mult (@ n).

3.2. Online latent dirichlet allocation (OLDA) model. OLDA model introduces time granularity
based on the LDA model to detect the difference and continuity of online topics. By dynamically adjusting
the size of the time slice, the coarse-grained requirements of the users in the time dimension of corpus analysis
can be met. When processing streaming text data, the model considers that the prior and posterior probability
maintains the continuity between topics, that is, the posterior weight of the word distribution (;_ in time slice
t — 1 is the prior of the word distribution ¢, in time slice ¢, and the Dirichlet before the word distribution ¢;_1
in time slice ¢ satisfies Equation (3.1) as,

Multi (},) ~ Dir (8}.) ~ Dir (° B, ") (3.1)

n° is the heritability of the topic-word distribution on the first § time slices. The occurrence times of words
about a certain topic in the first § time window {t —§ — 1,¢# — 1} are counted, and the topic-word evolution
transition matrix B*~', is constructed based on this. Similarly, the document-topic distribution 0 also satisfies
the similar property and the document-topic evolution transition matrix A*~!, is constructed. The incremental
Gibbs sampling algorithm is used in the OLDA model to approximate the over parameters o and S. Its core
idea is to obtain the sample space closest to the probability distribution value by constructing a Markov chain
with the probability of harvest. This algorithm considers the information of ¢ time slice as only related to
t — 1 time slice and ignores the influence of other time slices on the corpus information. In other words, the
topic-word distribution is regarded as a Markov-like chain model, and the posterior probability calculation
formula of the time ¢ slice is given by

t t—1 t
(n(_w”)> + w (n(_“;])) + 6 (n(_dz)J) +a

(n(*.) .)t +w (n(*) )t_l +Vp (n(_dz)*)i + Ko

—1%,J —,J

P(zi=7|z2_w) = (3.2)

t
(n(_d;)]) represents the number of words assigned to topic j by word collection {V — i} in the document

t
d;; (n(di)) represents the total number of times the document d; is assigned after excluding the word i;

—1,%

t—1

w (n(_uij)) represents the number of words assigned to topic j in the t — 1 time slice and is the same as w;;
—i,J

V and K, represent the number of words in the corpus and the number of set topics; a and § are Dirichlet

prior parameters, and the Equations give calculations.

t—1
w (n(*) ) represents the number of words assigned to topic j in the t —1 time slice. w represents heritability;

ab, =00t Al (3.3)
Bl =t B

A1 represents a K x |D|-dimensional matrix arranged by 67! columns of document-topic distribution on
time slice ¢t — 1; similarly, B,i_1 represents a |V"| x K Al-!-dimensional matrix arranged by @Z_l columns of

topic-word distribution on time slice t — 1.

3.3. Topic emotion modelling. In emotion analysis, the typical procedure involves the extraction of
emotion-inducing keywords from the text, facilitated by using an emotion dictionary, followed by calculating
emotion polarity. This process can generally be divided into two key stages: First, establishing a comprehensive
set of emotional words is undertaken. Second, semantic proximity between emotion feature words is assessed,
often employing techniques such as Similarity Calculation or Bootstrapping algorithms to derive an emotion
semantic model [13, 14].
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Mutual Information (MI) is widely used to calculate the semantic distance similarity between item pairs,
(i1,42). Generally, the emotional value of emotional feature words can be obtained by calculating its feature
weight value, and the assignment of feature weight depends on the similarity distance between the combination
of item vocabularies. In the index stage, all the emotion words in the text set are obtained by calculating the
initial frequency value of the mixed document. The time complexity is O (|d2 ’) (where d is the document size)
and the space complexity is O (|T2D (where T is the number of items). The mutual information calculation is
expressed as,

MI (ti,tj) = Z Zlog [W] X p(ti7tj) (35)

t;€{0,1]t;€{0,1}} » p tj)

where p (t;,t;) represents the probability of ¢; and t; co-appearing in the same document; p(¢;) and p(t;)
represent the probability that the document contains t; and t;, respectively. The above probability can be
obtained from the initial corpus using maximum likelihood estimation.

The emotional polarity in the emotional dictionary has three kinds: positive, negative, and neutral. The
classification of affective tendency generally sets an affective threshold and compares the mutual information
of the calculated new item i; with that of the known effective item i5. If MI (41,42) is less than the threshold,
(i1,12) is put into different affective tendencies [12, 11].

Emotional dictionaries often contain emotional, turning conjunctions and negative words. It is necessary
to use the conditional clause after the turning conjunctions to replace the whole sentence before calculating
the feature weight value of new words (emotional and negative words). The multi-feature linear fusion method
calculates the comprehensive affective value, effectively avoiding the uncertainty of affective inclination. The
calculation formula is:

2 s € {0, Yipos € IposMI (Inews fpos) - 11€g L 2 0 €{0,1}ineg ETncg M1 (inews incg ) - meg
[Zpos| [fneg]

where inew Tepresents a new word; ipos and ineg respectively represent the classified positive and negative
emotion words in the old words. neg is the negative sign of the sentence where the nord is found. When
neg = 1, it indicates that there is no negative word on the right of the new word, and the affective tendency
is consistent with the affective feature words in front. When neg = —1, it indicates negative words on the
right side of new words, and the affective tendency is opposite to the affective feature words in front. I
and I, represent the positive emotion word set and negative emotion word set of the emotion word list,
respectively; m and n represent the number of words in positive and negative emotion word sets, respectively.
When SOneg (inew) > 0, it indicates that ine, has a positive tendency and is added to the positive emotion
word set. When SOeq (fnew) < 0, it indicates that there is a negative tendency, and a negative emotion word
set is added. When SOyeg (inew) = 0, there is no emotional inclination [10, 5].

3.4. OTSRM model description. The OTSRM model is a three-layer Bayesian network. Let the focus
word N® of ¢ time slice contains K* feature words and M emotion words. Firstly, the model obtains 3 priori
of t — 1 time slice according to the focus word distribution 6, ! of ¢ — 1 time slice. According to the focus words
obtained, the feature word wf, L is selected from feature word distribution @Z‘l then emotion word Sﬁ,; Lis

m,n

SOneg (inew) = (3.6)

extracted based on emotion word distribution /ﬁjl and emotion intensity is calculated. Finally, topic emotion
words with maximum emotion value are obtained through topic emotion calculation.

3.5. Calculation of emotional intensity. The OLDA model maintains the continuity between topics
through topic heritability w. It is assumed that the variable distribution of ¢-time slice is only affected by t — 1
time slice and has nothing to do with the text information in the previous time slice so that it can be regarded
as a topic inheritance. OTSRM model refers to the property of topic inheritance and introduces the emotion
iteration thought into emotion analysis. The topics-emotion distribution uf, of ¢t-time slice is regarded as the
posterior of uf, in t — 1 time slice. By calculating the heritability A of emotion intensity of ¢ — 1 time slice, the
topic emotion intensity of t-time slice is obtained.

Emotional intensity is similar to topic intensity, which can dynamically measure the stability of topic
emotion in the time dimension. Documents describing a topic have high probability distribution values on a
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few topics, and sentiment words describing a topic will also show relatively high probability distribution values
on one or a few topics. Similarly, suppose the probability distribution of a topic in each emotion word is relatively
average. In that case, it can be determined that the emotion expressed by the document is relatively balanced
and has no clear emotional tendency. In this article, Shannon’s information entropy is used to represent the
emotional concentration degree of the topic. The normalized topic of emotional weight w¢, is calculated using
Equations (3.7) and (3.8):

M
E(2h) ==Y philogs b} (3.7)

=1k=1

S B (zh,) —min{E (1) -+, B (:4,)}
" (B G, B G} - min{E G, B )

ufn*i represents the emotion distribution of document m under the k& th topic under the ¢ — 1 time slice. When
the topic belongs to only one emotion word, the emotion information quotient under the topic of the document is
0, and the emotion weight W, is 1. In particular, when W}, is 0, the topic is evenly distributed on K emotions,
then the corresponding affective information entropy is maximum, indicating that the affective distribution of
this topic is relatively broad and does not contribute to the affective of the topic. The Formula for calculating
the hyperparameter !, of topic emotion distribution in time slice ¢ is:

(3.8)

Y = A B (3.9)

where R!-1 represents the topic emotion matrix in ¢+ — 1 time slice; A\!;! represents the heritability of topic
emotion in ¢ — 1 time slice. The Formula for calculating the heritability A, of topic emotion in ¢ time slice is

A !

m= T (K' —rank} ') (3.10)

After calculating the emotional weight of each topic, the Formula for calculating the emotional intensity
J (z}) of the topic is

M _ _
_ Wit
J (24) = L A Fon (3.11)

where ,uﬁrfi represents the emotion distribution of document m under the k& th topic under the ¢ — 1 time slice;
WE=1 represents topic emotion weight under ¢ — 1 time slice; M is the number of documents.

3.6. Iterative model solution. OTSRM model takes dominant variable time ¢ and word wy, , as initial
input values, topic variable Z and emotion variable s as implicit variables, and uses the improved Gibbs
sampling algorithm to solve the joint a posteriori probability function of topic distribution 6, feature word
distribution ¢ and emotion distribution p and the calculation formula is

t N\t o\l w)\ w )\ 1
5d)> Lot (nﬁwn) Tw (ng )) + <n§ ;)) T w (n§)> 4t
: o

N O\ 1 .
j,s) +w (nj’s) + Lt~y
(3.12)

Pi(zi=k|z_i,S—i,w;) = <n : 7
(nid§)> + Ktat (nfs) +w (n(*))tf1 + Vitpt (n

t
;dg )) represents the number of words assigned to emotion s by feature word j in the document d;

t
of time slice t; (n,(kdé)) represents the total number of words that feature word j assigned to emotion s in the
(wy)
38

¢
§*s) ) represents the total number of words assigned by ¢ time slice word w to

where, (n
t
document d; of time slice ¢; (n ) represents the number of words assigned by ¢ time slice word w to feature

word j and emotion word j; (n

. . Ay t—1 . s . . .
feature word j and emotion word s; w (nj7s(w1))t represents the heritability of emotion s assigned by ¢ —1 time
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(%)
J,s
slice word w to feature word j. Therefore, in each sampling, Equation (3.12) is iterated until relatively stable
0, p, and p distributions are obtained. Equation (3.15) of Formula (3.13) shows the corresponding probability

distribution update.

t—1
slice word w to feature word j; w (n ) represents the sum of heritability of emotion s assigned by ¢t —1 time

t
(n(di)) +at

g A9 (3.13)
(z—],sl) ( (d,) .
N ) + Ko
()" O\
w () rw () 4
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= / e (3.15)
) ()

3.7. Topic emotion calculation.

3.7.1. Topic similarity calculation. A common way to measure the similarity between two probability
distributions is the KL distance. KL distance can also calculate the topic-word distribution difference in adjacent
time slices. However, the asymmetry of KL distance cannot solve the symmetric topic distribution function.
This article introduces relative entropy into topic similarity measurement, and a topic similarity calculation
based on relative entropy is established. The specific Formula is as follows:

1
Simgr, (¢, 0h) = -5 [KL (e ok) + KL (¢h, 0l )]
(3.16)

1 o 4
3 Z p(w)log “r— + Z q(w) log £
weV,kEK Pk weV,keK Pk

p(w) and q(w) represent the probability of feature word w appearing in the distribution of topic Z’ and Z*~!,
respectively.

3.7.2. Calculation of topic affective similarity. OTSRM model establishes the topic emotion model,
which depends on the set of emotion words by calculating the maximum emotion value of emotion words under
different topics. The specific calculation method is as follows: firstly, the position of the sentence in which the
emotional word w; of topic z is located and determined, whether there are turning conjunctions and negative
words in the sentence in which it is located are determined, and the value of the negative flag neg is obtained,
and the result is used to calculate the emotion S (w;), specifically, as follows:

S (w;) = SOneg (w;) - L (w;) (3.17)

where L (w;) represents the value of modifying degree words; SOneg (w;) represents the comprehensive affective
value of w;. Finally, the expectation of all emotion words under topic z is taken as its final emotion value, and
the calculation formula is:

S(Z) _ Zi:l S(wl)

- (3.18)

3.8. Experimental data. The experimental data in this article come from the news. The GooSeeker web
crawler software screened five network hot events as empirical analysis cases.

Due to the space limitation, this article only takes Datal as an example to illustrate the process of topic
emotion evolution analysis of OTSRM. First, the Chinese word segmentation software NLPIR cuts the text
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Table 4.1: Results of feature word identification on the topic of “murder case in a mountain”

Topic Feature words and their probabilities Report time and probability

1 Mountain 0.013/ Traffic 0.011/ cut 0.009/ BMW male 0.012/ ¢; = 0.218, to = 0.257, t3 = 0.201, ¢4 = 0.233,
Dispute 0.016/ Electric vehicle 0.007/ death 0.017/ chase ts5 = 0.246, t¢ = 0.225
0.019/ injury 0.013/ pick up

2 Procuratorate 0.021/ filing, 0.022/ conflict, 0.022/ alarm, t» = 0.235, t3 = 0.271, ¢4 = 0.203, t5 = 0.239,
0.022/ alarm, 0.022/ first aid, 0.022/ drunk, 0.022/Harm t¢ = 0.225
0.022/ Control 0.022/ suspected 0.020

3 Tattoo 0.021/ criminal record 0.019/ gang-related 0.021/ t2 = 0.243, t3 = 0.296, ¢4 = 0.233, t5 = 0.277
Good Samaritanism 0.021/ pawn shop 0.021/ burden 0.020/
illness 0.019/ Difficulties 0.019/ loans 0.019/ Cheonan Soci-
ety 0.019

4  Legitimate 0.032/ safety 0.032/ excessive 0.032/ difference t3 = 0.312, t4 = 0.217, t5 = 0.296, t¢ = 0.211
0.032/ dodge 0.032/ Run 0.032/ calm 0.032/ law 0.032/ In-
jury 0.032/ Subjective 0.032

5  Notification 0.032/ justification 0.032/ defense 0.032/ Revo- t5 = 0.326, t¢ = 0.203
cation 0.032/ Punishment 0.032/ punishment 0.032/ inno-
cence 0.032/ immunity 0.032/ Determination 0.032/ compli-
ance 0.032

Note: t; indicates that the event occurred on the ith day.

into word sets and filters the stop words. Then, word sets corresponding to the report text d’. and its comment
d;- belonging to the same time slice are combined into mixed word sets D!. The emotion word frequency in d;
was measured by (¢t = 1) day after the occurrence of the event ¢ = 1 for 6 consecutive days. Finally, the word
sets of ¢ time slice is modelled successively, and an online sentiment dictionary is established according to the
OTSRM model [15, 22].

4. Results and Discussion. In the OTSRM model, when ¢ = 1 timepiece, the initial values of af, 8¢, ~+*
were set as 0.5, 0.1 and 0.1, respectively, topic feature word W,.. and emotion word Wy were set as 15, the
probability generation threshold. and emotion threshold of topic features were both 0.2 and Gibbs sampling
was set 2000 times.

4.1. Topic identification. The topic feature words identified by the OTSRM model and their correspond-
ing probability distribution are shown in Table 4.1. Each topic is represented by the top 10 feature words with
high probability.

From Table 4.1, a mountain murder event contains five topics. Topic 1: A mountain death caused by a
traffic dispute, the duration of which is ¢ ~ tg; Topic 2: The procuratorial organ files a case for investigation,
the duration is ty ~ tg; Topic 3: Background report of both parties involved, duration is t5 ~ t5; Topic 4: How
to determine self-defense, duration is t3 ~ tg; Topic 5: The police decided the case. The duration is t5 ~ tg.
According to Table 4.1, the evolution process of all topics in different time slices can be obtained (as shown in
Figure 4.1).

From Figure 4.1, different topics coexist in the time dimension. For example, topic 2 and topic 3 overlap
in the to ~ t5 time slice that is, “investigation by the procuratorial organ” and “background reports of both
parties involved” coexist in multiple news reports, reflecting the diversity of perspectives of news reports.

4.2. Analysis of emotional evolution. According to the topic-emotion distribution, the emotional in-
tensity of t; ~ tg time slice was calculated, and the topic-emotion matrix was obtained. At the same time,
topic emotion words were selected, and the topic emotion values of different time slices were calculated using
Equation (3.18). Taking topic 1 as an example, Table 4.2 shows the emotional outcomes identified. Due to
the space limitation, other topic identification results are similar to Topic 1, which will not be repeated here.
To more clearly show the emotion evolution recognition process of the OTSRM model on Datal, the emotion
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Fig. 4.1: Topic evolution process

Table 4.2: Emotion recognition results of topic 1 in ¢; ~ tg time slices

Time Emotional words and their probabilities Affective value

t1  Scum 0.015/ Deserved 0.017/ innocent 0.021/ gas relief 0.018/ death 0.026/ Severe pun- -0.78
ishment 0.017/ impulse 0.026/ Courage 0.013/ show off 0.011/ brute 0.015-0.78

tz Harm 0.014/ release 0.022/ Thorough investigation 0.013/ Quick 0.016/ Anger 0.017/ -0.42
Compensation 0.014/ rampant 0.018/ light sentence 0.015/ Expectation 0.018/ innocence
0.026-0.42

ts Hit 0.016/ disappointed 0.017/ hateful 0.021/ dead 0.016/ pathetic 0.017/ pity 0.018/ -0.26
release 0.019/ Pity 0.022/ heavy judgment 0.017/ arrogance 0.018-0.26

t4 Bully 0.031/ Helpless 0.029/ Support 0.036/ Top 0.021/ innocent 0.032/ scum 0.024/ -0.34

excessive 0.024/ sad 0.027/ harm 0.029/ sit and wait 0.033-0.34

ts Kill 0.031/ legitimate 0.036/ helpless 0.027/ hateful 0.027/ poor 0.032/ Judgment 0.028/ 0.16
gas relief 0.034/ sympathy 0.031/ hateful 0.026/ eradicate 0.032 0.16

ts Hope 0.027/ Support 0.034/ Like 0.029/ Top 0.035/ positive 0.028/ Fair 0.032/ justice 0.43
0.027/ stand 0.029/ happy 0.029/ Hold 0.027 0.43

values of five topics under different time slices were calculated respectively, and the dynamic comment emotion
information evolution diagram was obtained, as shown in Figure 4.2.

From Figure 4.2, topic emotion presents a dynamic evolution over time. Topic 1 showed great emotional
fluctuation, which was caused by the fact that in the initial stage of the event, netizens concentrated on
expressing their condemnation and anger towards “BMW Man”, which reflected strong negative emotion. When
t=4, the topic of public concern gradually turned to the discussion on the judgment conditions of justifiable
defence, and they expressed their sympathy for Haiming. The positive emotion they showed offset part of the
negative emotion, so the overall emotion value was low-intensity negative emotion. When t=6, as the police
determined the case as a justifiable defence, the positive emotion of the public reached the highest value, and
strong positive emotion appeared.

The topic emotion of topic 2 and topic 3 is near the neutral emotion, which reflects the tangled and
confused mentality of the public, that is, there is confusion about the defining conditions of justifiable defence
and excessive defence, and the public is guessing the conclusion without clear emotional tendency. Topic 4
showed relatively stable positive emotions, and the public’s sympathy for the weak party in a justifiable defence
dominated. Topic 5 shows strong and stable positive sentiment, and the public’s sentiment is similar to the
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Fig. 4.2: Evolution distribution of topic emotion

Table 4.3: Comparison of emotion recognition accuracy

Model Datal Data2 Data3d Data4 Datab

JST 66.16 67.09 69.81 71.36 72.95
WSSM 68.82 72.64 65.38 74.91 73.66
SSCM 74.46 75.92 72.65 75.64 74.68
TSSCM 77.68 78.84 76.31 78.88 79.35

OTSRM  78.94 80.13 79.96 81.03 80.62

sentiment tendency of topic 1 in the later stage, both of which express firm support for the judicial department
to maintain social justice.

4.3. Model evaluation. In order to verify the algorithm performance of the OTSRM model, data sets
of other 4 events were substituted into the model according to the above experimental process, and similar
experimental results were obtained. In addition, this article uses accuracy rate, recall rate and F value as three
indicators to make a comprehensive evaluation compared with the algorithms provided in the literature. Where,
the initial values of the superparameter af, 3* and 4* of the above model are set as 0.5,0.1 and 0.1, respectively.
Topic feature word W, and emotion word W were set as 15. The probability generation and emotion threshold
of topic features were 0.2, and Gibbs was set to sample 1000 times. The accuracy and recall rates of the five
models on the five data sets are shown in Table 4.3 and Table 4.4, respectively, and the comparison results of
the F value are shown in Figure 4.3.

As can be seen from Figure 4.3, the highest emotion recognition accuracy rates of OTSRM are 85.56% and
81.03%. TSSCM and OTSRM models are significantly better than JST, WSSM and SSCM models in emotion
classification because the algorithm based on the OLDA model comprehensively considers the topic relevance
of different time slices. The number of topics is set dynamically according to probabilistic topics to achieve the
purpose of topic temporal and spatial modelling. However, the prior topic emotion parameters of JST, WSSM
and SSCM models are greatly affected by subjective experience, which easily causes skew of emotion mining,
thus reducing classification accuracy. Although the TSSCM model can dynamically identify topics, it does not
consider the transitivity of the topic’s emotional intensity. It cannot effectively solve the problem of emotional
iteration caused by mixing old and new topics. The algorithm in this article makes up for the shortcomings of
the above algorithms. By introducing the emotion intensity with heritability, the topic in different time slices
is acquired dynamically, and the mixed model of the coexistence of topic and emotion is established, effectively
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Table 4.4: Comparison of emotion recognition recall rate

Model Datal Data2 Data3 Data4 Datab

JST 76.35 74.32 77.45 78.62 76.64
WSSM 77.92 78.94 74.49 79.78 78.26
SSCM 79.81 80.18 79.46 80.64 79.98

TSSCM 81.67 83.94 82.16 83.37 82.21
OTSRM  83.33 84.62 82.77 85.56 84.33
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Fig. 4.3: Comparison results of F-value of emotion recognition

improving the recognition accuracy of topic and emotion.

5. Conclusion. An innovative approach for Korean topic sentiment analysis is introduced in this paper
to leverage social media big data clustering. The basis of the proposed contribution is developing the Online
Topic Sentiment Recognition Model (OTSRM), which introduces several key elements to enrich the topic
sentiment analysis in Korean social media discussions. The OTSRM model is characterized by constructing
an emotion intensity operator, establishing an emotion evolution channel based on posterior probability, and
acquiring feature word and emotion word distribution matrices. These components work synergistically to
enable a dynamic representation of the evolving emotional recognition within textual content. Using the relative
entropy method, we calculate the maximum emotion value associated with the current topic focus, offering
valuable insights into the real-time evolution of topic emotions within the text. The experimental validation
has underscored the OTSRM model’s effectiveness in topic emotion evolution analysis. It has demonstrated
robust performance and the ability to capture the tones of emotional fluctuations within Korean social media
discourse. These findings confirm the relevance and utility of the suggested model in uncovering the dynamic
emotional undercurrents that shape public sentiment within online discussions.
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APPLICATION OF ARTIFICIAL INTELLIGENCE TECHNOLOGY IN
ELECTROMECHANICAL INFORMATION SECURITY SITUATION AWARENESS
SYSTEM

XIANGYING LIU? ZHIQIANG LIf ZHUWEI TANG}! XIANG ZHANG§ AND HONGXIA WANGT

Abstract. The information security situational awareness system is proposed in this paper to leverage big data and artificial
intelligence (AI) to enhance information security situation prediction. Deep learning techniques, specifically the long short-term
memory recurrent neural network (LSTM-RNN), predict security situations using complex non-linear and autocorrelation time
series data from current and past system conditions. Additionally, the study incorporates the variant gated recurrent unit (GRU)
within the LSTM-RNN framework. A comprehensive experimental analysis is conducted, comparing various methods, including
LSTM, GRU, and others, to assess and compare their predictive performance. The experimental results reveal that LSTM-RNN
demonstrates a commendable level of predictive accuracy on the test dataset, with a mean absolute percentage error (MAPE) of
8.79%, a root mean square error (RMSE) of 0.1107, and a relative root mean square error (RRMSE) of 8.47%. Both LSTM and
GRU exhibit exceptional predictive accuracy, with GRU offering a slightly faster training speed due to its simplified architecture
and fewer trainable parameters. Overall, this research highlights the potential of Al-based methodologies in constructing robust
information security situational awareness systems.

Key words: Network security, Situational awareness system, LSTM RNN, GRU, Accuracy

1. Introduction. The beginning of the Internet era has led to significant changes in people’s lives. Various
industries are continually evolving due to the Internet’s influence. Concurrently, there is a growing prevalence
of network security threats in the Internet age. Consequently, enhancing research on information security
situational awareness systems is authoritative. Current research on enterprise information security situational
awareness systems and the prevailing state of information security protection highlights that enterprise informa-
tion security often operates within a passive cycle of detection and remediation. Typically, enterprises install
defence systems tailored to their unique operational characteristics and production nature. They proactively
identify hidden vulnerabilities and risks within their network systems through risk assessments and penetration
tests, followed by targeted mitigation measures [18].

When suspicious activities or attacks are detected, comprehensive investigations and analyses are conducted,
encompassing the examination of security device logs and network traffic data. This process aims to determine
the behaviour’s specific nature and severity and resolve these issues as comprehensively as possible. Within
this passive framework of information security defence in enterprises, the predominant focus often lies on the
defensive aspects, with limited attention directed toward understanding and analyzing the root causes of attacks.
Investment and research in system repair tend to be relatively modest, primarily relying on passive remedies
in the form of patches provided by product manufacturers [6].

Simultaneously, enterprises persist in refining and enhancing their defence strategies to bolster their systems’
resilience against external threats. Advances in computer technology and the growing understanding of infor-
mation security have led to effective optimizations in information security defence measures. Many enterprises
have implemented integrated security systems encompassing network antivirus, endpoint management, security
auditing, access controls, and vulnerability discovery. These integrated systems ensure the secure and reliable
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operation of enterprise activities, reduce information security risks, enable unified warning systems, centralize
management and traceability, and mitigate the impact of information risks on routine business operations [17].

The Internet era has ushered in a surge of various network security threats, with a noticeable upward trajec-
tory. The frequency of cyberattacks targeting countries and political entities is rising annually. Consequently,
the need to swiftly address external threats affecting nations, organizations, businesses, and individuals is be-
coming increasingly urgent. This article primarily focuses on modern enterprises in response to the pressing
network security issue. It delves into contemporary challenges, such as network attacks and data breaches,
that are prevalent today. Furthermore, it underscores the importance of exploring and proposing solutions
for these issues. Given this context, conducting an in-depth examination of the application of big data and
artificial intelligence technology in information security situational awareness systems holds significant practical
relevance [8].

In recent years, modern enterprises have increasingly relied on networks for their day-to-day operations.
They depend on high-speed and secure information technology, significantly boosting work efficiency. However, a
traditional approach of “defence, detection, and remediation” prevails when managing and controlling enterprise
information security. Indeed, this approach proves valuable, especially in scenarios like information security
penetration tests or risk assessments. However, it’s noteworthy that during the optimization of information
security processes, most enterprises allocate over 95% of their resources to defence, leading to a predominantly
reactive approach to information security [10].

In daily operations and maintenance, enterprise information security initiatives continue to expand. Various
security systems, including terminal controls, network antivirus software, and vulnerability scanning tools, are
continually being implemented to safeguard business operations. However, a critical issue arises from the
lack of a unified and integrated prevention and control system across these disparate security systems. This
fragmentation hinders the achievement of unified management for early warning of information security threats
and traceability of security issues. Data collection and perception systems rely on various network traffic and
logs in enterprise information security management. During specific data collection, it’s crucial to tailor the
process to the unique scale and circumstances of the enterprise. This entails selecting and gathering different
well-suited data types and enhancing the effectiveness and accuracy of the data collection process. Moreover,
when dealing with specific traffic processing tasks, the system can leverage its technology to reconstruct data,
conduct precise data analysis, and disseminate the acquired specific data. This approach facilitates other
enterprises’ data storage and utilization through the enterprise platform, fostering collaboration and knowledge
sharing in information security [13].

After processing diverse types of network traffic data and other information, it becomes imperative to
delve deeply into the data’s content, proactively identifying internal issues and risks within the enterprise
while promptly resolving them. This process involves two key components: Artificial Intelligence Detection of
Malicious Code Technology: This technology is constructed through artificial search engines, drawing from an
extensive pool of malicious and normal software samples. It seeks to identify standard information data features
across different samples and build effective machine-learning models for the security scanning of unknown
programs [5].

Application of Artificial Intelligence Virus Detection Technology: This application within enterprise infor-
mation security situational awareness systems enables efficient identification and timely detection of viruses. It
plays a pivotal role in mitigating computer system damage caused by viruses. Computer viruses have evolved
and diversified in recent years, posing a significant threat to normal computer system operations. By integrating
artificial intelligence virus detection technology with big data technology, enterprises can enhance their ability
to detect and respond to viruses. Employing multiple virus localization methods further elevates the efficiency
and accuracy of virus detection, rendering it a more precise and scientifically driven process [2].

The network security situational awareness model represents a comprehensive framework encompassing
various steps and processes in achieving situational awareness within a network security context. Figure 1.1
visually illustrates this ecological framework, comprehensively representing the complex processes involved in
understanding network security situations. This illustration is a valuable reference point for grasping the
complexity and interconnectedness of various network security situational awareness elements. As technology
and our understanding of network security continue to evolve, the development and refinement of this model
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remain an ongoing and dynamic process. This continuous development reflects the ever-changing landscape of
network security challenges and the need for adaptive strategies and tools to address them effectively [3].

The paper is systematically structured into five primary sections, including an introduction. Section 2
conducts an extensive literature review, providing a comprehensive understanding of previous research in in-
formation security situational awareness and the utilization of artificial intelligence within electromechanical
systems. In Section 3, the paper investigates the proposed methodology, explicitly focusing on implementing
the LSTM RNN with GRU within electromechanical information security. Section 4 is dedicated to the pre-
sentation and thorough discussion of the results obtained from the experimentation and analysis, explaining
the efficacy of the proposed approach. Finally, Section 5 offers concluding remarks summarizing the study’s
primary findings and contributions.

2. Literature Review. In recent years, information security practices within enterprise units have ex-
hibited remarkable consistency, marked by a recurring and passive pattern encompassing defence, detection,
and remediation. This established procedure typically commences with the execution of penetration tests or
extensive risk assessments meticulously devised to unearth vulnerabilities and latent risks lurking within infor-
mation and network systems. Once these vulnerabilities are pinpointed, they trigger precise remedial actions
to fortify the system’s defences. A comprehensive response protocol is initiated in the unfortunate event of a
cyberattack. This entails thoroughly recording and analyzing pertinent network traffic data and security device
logs to unveil the intricate intricacies of attack behaviours [1].

In the framework of passive information security defence, it’s worth highlighting that 95% of resources
are allocated towards bolstering defensive measures. These measures are meticulously architected and imple-
mented to thwart potential threats. However, only a meagre 5% of resources are dedicated to delving into the
multifaceted realm of attack defence. This disproportionate resource distribution underscores the predominant
emphasis on safeguarding against potential threats while often sidelining the comprehensive understanding and
proactive management of the root causes behind these threats. It is within this context that the cybersecurity
practices of the industry have predominantly unfolded in recent times [9].

The remediation process primarily revolves around applying various patches provided by the original manu-
facturers of the products or equipment. These patches are essential for addressing and rectifying vulnerabilities
and weaknesses identified within the system. However, it’s important to note that remediation efforts extend
beyond patch management. They encompass an ongoing commitment to refine and fortify defensive measures,
continually enhancing the overall security posture of enterprise units. Within the landscape of traditional IT
network security situational awareness technology, there has been notable progress and research advancement.
Assessment methods in this domain have matured considerably, offering a solid theoretical foundation for con-
ducting security situation assessments, especially within industrial control networks. These well-established
methods provide valuable guidance for assessing the security posture of networks [16].

One of the prominent drawbacks of these methods is their reliance on a single source of information, which
can lead to a narrow perspective on the security landscape. Additionally, implementing these methods often
entails significant time and resource investments, making them resource-intensive. Moreover, subjectivity can
creep into the assessment process, introducing potential biases. Lastly, while these methods are valuable, they
may exhibit limited accuracy in assessing modern network security threats’ complex and dynamic nature. Many
of these methods rely on manual parameter configuration or calculate overall network risk based solely on host



130 Xiangying Liu, Zhiqiang Li, Zhuwei Tang, Xiang Zhang, Hongxia Wang

nodes, which can oversimplify the intricate nuances of network security [4].

This article embarks on its investigative journey by predicting the network security situations. The initial
step involves scrutinizing whether it is indeed possible to forecast these situations accurately. Once the feasibility
of prediction is established, the article proceeds to assess the limitations inherent in traditional prediction
methodologies. A sophisticated solution called Long Short-Term Memory Recurrent Neural Networks (LSTM
RNN) is introduced to address the limitations. LSTM, a deep learning model, is harnessed to predict network
security situations. In parallel, the article incorporates the Gated Recurrent Unit (GRU) algorithm, renowned
for its efficiency in achieving results comparable to LSTM but with significantly shorter training times [14].

Following the implementation of LSTM, GRU, and other widely used prediction techniques, the article
rigorously conducts experiments and analyses the results. This comprehensive assessment reveals that LSTM
and GRU outperform their counterparts in terms of prediction accuracy. These two models shine in their
ability to not only account for the inherent nonlinearity of the data but also to consider the crucial aspects of
autocorrelation and timing within the data. In contrast, other methods are constrained by data stationarity,
the degree of data correlation, model parameter selection, noise levels, and the choice of prediction step size.
Notably, LSTM and GRU excel in prediction accuracy and exhibit remarkable training speed efficiency, making
them capable of real-time prediction — a highly sought-after quality in network security prediction [7].

A novel methodology in big data and artificial intelligence technology approach lies in handling complex non-
linear and autocorrelation time series data derived from current and historical values about system situations.
To achieve its predictive goals, the study harnesses the power of the long short-term memory recurrent neural
network (LSTM-RNN), a prominent component of deep learning known for its aptitude in handling sequential
data. Furthermore, to enhance the predictive capabilities within the LSTM framework, the study incorporates
the variant Gated Recurrent Unit (GRUs). This addition is noteworthy as it contributes to refining and
optimizing the prediction process, particularly in scenarios where efficiency and accuracy are paramount [12].

A series of experiments are conducted to validate and benchmark the effectiveness of the proposed method-
ology. These experiments facilitate a comprehensive comparative analysis of the prediction outcomes obtained
from LSTM, GRU, and other established prediction methods. Through this rigorous assessment, the study aims
to provide insights into each method’s relative strengths and weaknesses, shedding light on their applicability
and potential contributions to the information security situational awareness field.

3. Investigation Methods.

3.1. Network security situation prediction based on LSTM. Network security situation prediction
represents the pinnacle of situational awareness, and its precision empowers administrators to enact appropriate
security measures. This prediction hinges on a foundation of situation assessment, which produces a situational
value. These situational values accumulate into a time series through continual assessments over time. Given
the intricate nature of network security situations and the inherent unpredictability of attacks, this situational
sequence takes the form of a non-linear sequence. It is essential to acknowledge that this situational sequence
is both non-linear and characterized by autocorrelation. Recognizing these features within the prediction data
aids in selecting accurate prediction methods.

Traditional neural network methods like BP and RBF exhibit robust non-linear mapping capabilities. How-
ever, in their network model, layers are fully connected, but nodes within each layer lack interconnections. This
structure lacks time sequence information. Consequently, traditional neural networks struggle to predict time
sequences effectively. The Grey Prediction model necessitates that the function derived from the original dis-
crete data be a smooth discrete function. Yet, when the network is under attack, the function formed by the
situational sequence isn’t sufficiently smooth. Despite considering the nonlinearity and timing of the situational
sequence, the Grey Prediction model faces challenges in predicting time series with significant fluctuations.

Support Vector Machines are more suitable for handling small samples and are less adept at managing
large-scale data. Moreover, they don’t account for the timing of the situational sequence. While improvements
can enhance the prediction accuracy of the mentioned methods, this article seeks a comprehensive approach
that accommodates the characteristics of the situational sequence. In this pursuit, Recurrent Neural Networks
(RNN) within deep learning emerge as a promising solution. RNNs can effectively address both nonlinearity
and timing in the data. Moreover, RNNs suffer from the issue of gradient disappearance, prompting the
development of Long Short-Term Memory Recurrent Neural Networks (LSTM-RNN) to mitigate this challenge.
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Fig. 3.1: Framework of situation awareness model

This article introduces the mathematical model of LSTM-RNN and the variant Gated Recurrent Unit (GRU)
within the LSTM framework. Both LSTM-RNN and GRU are subsequently applied in predicting network
security situations.

Long Short-Term Memory Recurrent Neural Networks, abbreviated as LSTM-RNN or simply LSTM, belong
to a class of recurrent neural networks designed to enhance long-term and short-term memory capabilities.
They excel in retaining knowledge over extended periods and have the capacity for sustained long-term learning.
LSTM effectively addresses the gradient disappearance inherent in conventional RNNs, making it a deep learning
technique with significant developmental potential. Its applications span various domains, including stock
prediction, disease forecasting, language translation, image analysis, and more. LSTM enhances its structure
by incorporating gates that regulate the flow of information. When a gate is open, the current neuron receives
input from the preceding neuron, whereas a closed gate prevents this interaction. It’s through these gates that
LSTM achieves its exceptional long and short-term memory capabilities.

The network architecture of LSTM has introduced notable enhancements within the hidden layer of tradi-
tional RNNs. Instead of using hidden neurons, LSTM employs memory units. Each memory unit comprises
one or more memory cells and incorporates three fundamental “gates”, essentially non-linear summation com-
ponents. These three “gates” are the Input, Output, and Forget gates. The mathematical model of LSTM is
systematically introduced in this article, offering a step-by-step breakdown.

Breaking down the LSTM structure can make it appear less intricate. The primary objective of LSTM
is to regulate information flow to enable long-term information retention. One straightforward approach to
understanding LSTM is realizing the dot product of two matrices of equal dimensions. If the matrix values fall
within the range of [0, 1], it can be interpreted as ’0’ indicating suppression and ‘1’ indicating activation. With
this design goal in mind, it becomes evident that the information within the Memory Cell corresponds to the
horizontal line in Figure 3.1.

The following are the various gates of the LSTM RNN security awareness system [11].

(1) Forget gate

The forgetting gate controls the influence of the Memory Cell information of the previous moment on the
Memory Cell information of the current moment. The oblivion gate is determined jointly by the output h;_; of
the previous moment and the input x; of the current moment. The function formula of the gate f; is as follows:

fe=0 Wy [hi—1,2¢] + by) (3.1)

o is the sigmoid function, which is mapped to [0, 1], hy—1 represents the output of memory cells at the previous
time, x; represents the input at the current time, W, is the coefficient matrix, b, is the bias matrix.

(2) Input gate

The input gate controls the input information’s contents that can affect the current memory cell. The input
information includes the output h;_;1 of the previous time and the input z; of the current time. The function
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formula of the input gate i; is given by
ir =0 (Wi - [hi—1, 2¢] + b;) (3.2)
Equation (3.3) of C, can be obtained from the standard of RNN:
C, = tanh (We - [hu—1, 2] + be) (3.3)
After passing the above two gates, the state of memory cells at this time is as follows:
Ci=fixCp1 + iy * Cy (3.4)

where * represents the multiplication of matrix elements.

(3) Output gate

The output gate determines the output content in memory cells and the function of the output gate. o; is
expressed as

Oy =0 (WO . [htfl,fﬂt] + bo) (35)
The output information h; at the current time is given by:
h,t = Ot * tanh (Ct) (36)

The description above pertains to the conventional LSTM, but numerous LSTM variants exist. One widely
adopted variant is the Gated Recurrent Unit (GRU). GRU combines the memory cell state and hidden state
similar to LSTM but with fewer gates, maintaining the effectiveness of LSTM. Additionally, GRU boasts a
more straightforward structure and requires less computation time than LSTM. In GRU, the forgetting and
input gates are consolidated into a single update gate, responsible for governing the influence of the previous
moment’s state information on the current moment’s state.

The mathematical model of GRU is shown in Equation (3.7):

2z =0 (W, [hi—1,24])
re =0 (W, [hie1, 24])
hy = tanh (W - [ry % hy_1, 24))
By = (1 — 2z¢) % hy_1 + 2 % hy

(3.7)

where the update gate is z; and the reset gate is ;.

3.2. Network security prediction experiment based on LSTM. LSTM represents a neural network
model well-suited for mining non-linear temporal data. In this article, LSTM is harnessed for predicting
network security situations. The process commences by delineating the precise task requirements for situation
prediction. This involves an analysis of the experiment-supported scenarios and the intrinsic characteristics of
the situational data. Subsequently, the article provides an overview of the initial construction process for the
LSTM prediction model, encompassing aspects like model architecture and strategic parameters. Lastly, the
constructed LSTM model is employed in prediction experiments, and the results are subjected to comparative
analysis against other models.

3.2.1. Experimental subjects and requirements. This article employs an attack simulation scenario
to enhance its research methodology and practical applicability. To simulate a real-world cybersecurity incident,
the researchers utilize IDS informer software to arrange a Denial of Service (DoS) attack scenario, a commonly
encountered threat in information security. The attack is designed to mimic malicious performers’ strategies
and techniques to disrupt network services. To gather relevant data and comprehensively capture the evolving
security situation, we have collected the data in discrete sets at 10-minute intervals, resulting in 1000 distinct
data points over a specified period.
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The situational value, a crucial metric for understanding the evolving security landscape, is meticulously
computed using the established network security situational index. This index is based on a well-defined
framework considering various critical factors and parameters contributing to the overall security posture.
Subsequently, the calculated situational values are employed to construct a chronological change curve, visually
depicting the temporal evolution of the security situation. As illustrated in Figure 3.2, the resulting curve
provides a dynamic representation of how the security situation unfolds over time. This empirical approach
and visualization technique give valuable insights into the nature of the attack, its impact on the network, and
the effectiveness of the proposed security measures.

Figure 3.2 clearly illustrates that the ship system’s normalized network security situation curve exhibits
significant volatility and nonlinearity. To achieve precise situation value prediction, it’s imperative to thoroughly
extract timing information from existing data and comprehend its underlying mechanism via a model. In this
context, the initial 925 situation values are designated as the training set, while the remaining 75 situation
values constitute the test set. The input comprises historical situation values, and the output consists of the
predicted situation values.
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3.2.2. LSTM modeling. A three-layer LSTM with a unidirectional loop is designed to accomplish the
prediction task. To optimize the applicability of the constructed LSTM, it is crucial to scrutinize its parameter
configuration and the strategies implemented for learning and training. The subsequent section offers a concise
exploration of these critical aspects. The LSTM-RNN represents a typical Many to One model, wherein
the input consists of data from the previous moment, and the output comprises the predicted value for the
subsequent moment’s data. Given the enduring nature of information security threats, security situation data
often exhibits prolonged temporal correlations. Hence, it is advisable to set a relatively large input dimension.

Since LSTM inherently excels at depicting long-term dependencies, increasing this value does not negatively
impact model effectiveness; instead, it enhances the breadth of information extraction. Here, we set the
initialization value to be equal to 30. To mitigate issues like gradient explosion or vanishing gradients and
improve the efficiency of training a multi-layer model, we employ the Xavier initialization strategy for initializing
the parameters of the recurrent network (LSTM-RNN) and the output nested feedforward multi-layer network
(MLP) [15]. Given the limited training data, we have introduced the Dropout strategy to aid training and
prevent overfitting. Additionally, we employ the Adam optimization algorithm in this experiment to ensure
the efficiency of neural network training. The mean square error (MSE) is the optimization objective during
training.

4. Simulation Results and Discussion. The Keras development framework is utilized efficiently to
implement the designed LSTM model. Through a rigorous and exhaustive training process, the LSTM-RNN
model is unlocked to generate predictions for situational data. Figure 3.3 is the culmination of the activities,
providing a striking visual representation of the proposed predictive model’s outcomes. This graphical repre-
sentation illustrates the ability of the proposed model, as it investigates network security situations and offers
valuable insights into potential threats. These predictions are a valuable asset, supporting information security
and situational awareness within the context of our study.

The LSTM model has demonstrated remarkable predictive accuracy on the test dataset by its impressive
performance metrics: a mean absolute percentage error (MAPE) as low as 8.79%, an exceptionally minimal root
mean square error (RMSE) of 0.1107, and a mere 8.47% relative error (RE). This article conducted a compre-
hensive series of comparative experiments to ensure a thorough evaluation of the current model’s performance.
These experiments encompassed the utilization of several well-established prediction methods, including linear
regression (LR), support vector regression (SVR), backpropagation (BP) neural networks, and GRU, among
others. The findings and invaluable insights from these comparative experiments have been presented and
visually explained in Figures 4.1 to 4.5. The comprehensiveness of these experiments offers valuable insights
into the respective strengths and weaknesses of different prediction methods, ultimately reinforcing the LSTM
model’s resilience and effectiveness within the domain of information security situational awareness.

The discussed results indicate that LSTM and GRU exhibit higher prediction accuracy than other methods.
This superiority starts from the fact that these two models account for data nonlinearity and consider data
autocorrelation and timing. In contrast, other methods are constrained by data stationarity, data correlation,
model parameter selection, noise levels, and the choice of prediction step size. LSTM and GRU perform excep-
tionally well, and their prediction accuracy is on par. GRU, in particular, benefits from its more straightforward
structure and fewer training parameters, resulting in a slightly faster training time than LSTM. Specifically,
the training time for LSTM is 18.9 seconds, while GRU takes 18.5 seconds. Moreover, both LSTM and GRU
demonstrate rapid prediction time consumption at the millisecond level.

5. Conclusion. This article explores a method for predicting network security situations, analyzing their
predictability with a focus on nonlinearity and time series characteristics. Experimental comparisons between
LSTM-RNN, GRU, and existing methods reveal that LSTM exhibited robust prediction accuracy on the test
data, with MAPE at 8.79%, RMSE at 0.1107, and RE at 8.47%. Both LSTM and GRU exceeded other
methods, offering similar prediction accuracy. With its more straightforward structure and fewer training
parameters, GRU is slightly faster training times (18.5 seconds compared to LSTM’s 18.9 seconds). Notably,
both LSTM and GRU achieved millisecond-level speed in predictions, satisfying real-time demands. These
findings underscore the potential for improved modeling of complex network systems by addressing practical
challenges and enhancing each stage. Furthermore, comprehensively representing knowledge is vital in network
environments with limited local knowledge. Extending the confidence rule-based identification framework to
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include the power set promises enhanced prediction outcomes. Future research will focus on refining observable
value selection and further developing theories underpinning the implicit confidence rule base model within the
power set identification framework, advancing network security situational awareness and prediction.
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ANALYSIS AND APPLICATION OF BIG DATA FEATURE EXTRACTION BASED ON
IMPROVED K-MEANS ALGORITHM

WENJUAN YANG*

Abstract. This paper addresses the challenges modelled by collecting and storing large volumes of big data, focusing on
mitigating data errors. The primary goal is to propose and evaluate an enhanced K-means algorithm for big data applications.
This research also aims to design an extensive energy data system to demonstrate the improved algorithm’s practical utility in
monitoring power equipment. The research begins with an in-depth analysis of the traditional K-means algorithm, culminating
in the proposal of an improved version. Subsequently, the study outlines developing a comprehensive, extensive energy data
system, encompassing architectural aspects such as data storage, mechanical layers, and data access structures. The research also
involves the development of a power big data analysis platform, incorporating the improved algorithm for clustering and analyzing
power equipment monitoring data. Experimental results reveal that the proposed improved K-means algorithm outperforms the
traditional version, with significantly improved accuracy and reduced classification errors, achieving an error rate of less than one.
The improved K-means algorithm showcased remarkable enhancements, achieving a meagre misclassification rate of just 0.08%
while substantially boosting accuracy levels, consistently exceeding 95% across all datasets. Moreover, the power big data system
developed in this study to meet practical requirements while enhancing storage and processing efficiency effectively.

Key words: Big data, K-means algorithm, Data errors, Power equipment monitoring, Data analysis platform, Pollution
detection

1. Introduction. In today’s digital age, the proliferation of data generation points, primarily through
data collection terminals like sensors, has led to an unprecedented surge in the sheer volume of data. Consider
the well-known online giants such as Facebook, Google, Yahoo, and Baidu to put this exponential growth
into perspective. These titans of the internet realm grapple with the monumental task of processing hundreds
of petabytes of data each day. Likewise, global retail giants, including Wal-Mart, Carrefour, and TESCO
Group, must efficiently handle millions of user requests every hour. In particle physics, exemplified by the
Large Hadron Collider (LHC) since 2008, annual data production has consistently exceeded 25 petabytes. This
explosion of big data presents a dual opportunity and challenge. On the one hand, it furnishes humanity with
a prosperous source of information, empowering us to comprehend and exert control over the physical world
to an unprecedented extent. On the other hand, this overflow of data places ever-mounting demands on server
systems’ processing power and efficiency [11].

Once the torrents of big data inundate the servers, a crucial step involves streamlining their processing.
To optimize the efficiency of handling vast datasets, a rational approach involves categorizing big data into
meaningful groups, enabling the provisioning of similar data to processing terminals with analogous functions.
This systematic classification and allocation enhance the overall efficacy of data processing, ensuring that
the colossal influx of information can be harnessed and transformed into actionable insights with remarkable
efficiency [16].

The K-means algorithm, a cornerstone in the field of clustering techniques, was initially conceptualized
by MacQueen. This classic algorithm is celebrated for its simplicity, computational efficiency, and remarkable
clustering capabilities. At its core, K-means assigns each data point to the cluster whose centroid is closest in
terms of Euclidean distance. However, K-means bears a notable limitation—its categorical rigidity. It operates
on a strict partitioning principle, obliging every data object to be unequivocally assigned to a single cluster.
The quality of its clustering outcomes hinges heavily upon the initial placement of cluster centres and the
predetermined number of clusters [4].
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The Fuzzy C-means (FCM) algorithm is a more nuanced and adaptable alternative to address some of these
limitations inherent in the K-means algorithm. Building upon the foundations of K-means, FCM introduces
the concept of fuzzy membership. In stark contrast to K-means’ rigid assignments, FCM liberates each element
from the confines of strict cluster boundaries. Instead, it allows data points to exhibit degrees of membership
or confidence in multiple clusters simultaneously. This intrinsic flexibility enables FCM to capture real-world
data distributions’ nuanced, overlapping nature. In the FCM algorithm, each data point is not restricted to a
single cluster but instead conveys its affinity or level of confidence for each cluster. It is achieved by assigning
continuous numbers between 0 and 1 membership values. These membership values indicate how much a data
point belongs to each cluster, reflecting the inherent uncertainty or fuzziness in many practical scenarios [5].

By introducing fuzzy memberships, the FCM algorithm accommodates datasets with intricate patterns
and substantial overlap and provides a more granular and nuanced representation of data relationships. This
adaptability and finesse make FCM a powerful extension of the K-means algorithm, particularly well-suited for
applications where data points may exhibit varying degrees of association with multiple clusters, as is often the
case in complex real-world datasets [18].

The paper is organized as follows: Section 2 presents a thorough literature review, critically assessing prior
work in big data and the K means algorithm. Section 3 outlines the proposed method, exploring the details
of the improved K-means algorithm for feature extraction from big data. Section 4 comprehensively presents
results obtained through experiments and engages in a robust discussion of these findings. Finally, Section 5
concludes the paper by summarizing key insights highlighting the contributions in big data feature extraction
and analysis.

2. Literature Review. The comprehensive implementation and modernization of electricity collection
systems have ushered in an era where traditional manual on-site meter readings are largely past. While this
transition has undeniably boosted meter reading efficiency and dramatically curtailed labour costs, it has
also brought about an unintended consequence - a reduced frequency of direct interactions between power
supply authorities and consumers. Consequently, this diminished engagement has created a potential blind
spot in promptly and accurately ascertaining users’ actual electricity consumption behaviours, rendering them
susceptible to electricity theft. Electricity theft, a clandestine practice with various modus operandi, has the
unfortunate consequence of distorting real-time electricity usage data. Fortunately, the immense volume of data
on residents’ electricity consumption is harnessed in the age of fully integrated electricity collection systems.
Leveraging advanced artificial intelligence algorithms, this wealth of big data is meticulously analyzed, thereby
facilitating the effective identification of irregular electricity usage patterns among consumers who deviate from
the norm [8].

In a related domain, K-means clustering and Haar wavelet transform underpin a novel optimal heart sound
segmentation algorithm [17]. This innovative algorithm comprises three integral components, each contribut-
ing to a more precise and refined heart sound segmentation process. Concurrently, an advanced Orthogonal
Matching Pursuit (OMP) technology significantly enhances existing methodologies. Building on this foundation,
Prabhakar has replaced the K-SVD technique with K-means clustering and the Method of Optimal Direction
(MOD) technology, yielding six distinctive combinations in sparse representation optimization [13].

Meanwhile, the applications of the GB-BP neural network algorithm are explored in wrestling. This
research resulted in the development of a sports athlete action recognition and classification model based on
the GB-BP neural network algorithm. Wang’s work commenced with a comprehensive analysis of the current
state of wrestling action recognition, subsequently addressing and enhancing the limitations of existing action
recognition and big data analysis techniques in the domain. Through these diverse endeavours, innovative
solutions and algorithmic advancements are emerging to tackle complex problems across a spectrum of domains,
driven by the growing availability and utilization of big data [15].

In recent years, there has been a notable surge in research focused on big data, underscored by its profound
significance in shaping the design and implementation of cutting-edge solutions across diverse applications. This
surge is particularly pertinent when addressing big data’s current status and challenges in various domains. In
alignment with this overarching trend, the author of this study has embarked on an ambitious endeavour. The
core objective of this research is to develop a robust and versatile big energy data analysis platform meticulously
tailored to address the specific and evolving needs of the big energy data landscape [14].
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At the heart of this initiative lies the aspiration to empower real-world analysis of big energy data, uncov-
ering valuable insights and patterns that might otherwise remain concealed within the vast data reservoirs. By
harnessing the capabilities of this platform, stakeholders can effectively pinpoint and identify crucial messages
and information pertinent to energy equipment pollution. This, in turn, is a pivotal step in the larger mission
to ascertain the presence and extent of equipment pollution.

Crucially, the platform leverages advanced data analysis techniques, including but not limited to the uti-
lization of cutting-edge K-tools. These tools are instrumental in systematically collecting and analyzing data
about energy equipment pollution. The platform can discern intricate patterns and anomalies within the data
by employing K-means clustering and related methodologies, thereby facilitating accurate determination of
equipment pollution [21].

Furthermore, the insights from this comprehensive analysis pave the way for the platform to offer tailored
and customized advice. This advice is indispensable in ensuring the safety and stability of electricity usage,
a paramount concern in modern energy management. In essence, this research endeavour underscores the
critical role that big data plays in our contemporary world. By developing a purpose-built platform, the author
contributes to advancing big energy data analytics and equips stakeholders with the tools and insights needed
to navigate the complex landscape of energy equipment pollution. Ultimately, this work aligns with the broader
trajectory of harnessing the power of big data to inform and optimize decision-making across many domains.

3. Proposed Improved K-means Algorithm.

3.1. Principle of improved K-means algorithm. The author introduces an upgraded version of the
K-means algorithm to enhance the analysis of monitored power big data. This algorithm enhancement’s essence
lies in altering the conventional K-means clustering rules. Expressly, during the computation of the distance
from the centroid, a novel component, represented as the particle weight proportion ‘w’, is incorporated. This
addition enables a data point’s category assignment to be determined based on the magnitude of the distance,
effectively refining the clustering process.

Choose ‘k’ centre points from the dataset ‘m’, determine the cluster to which the remaining points belong,
compute the mean for each cluster as the new centre point, and iterate this process until convergence. The
algorithm’s procedural steps can be summarized as follows:

Training sample {z1,...,z,},2; € R", divide it into k categories:

Step 1: Randomly select k out of m sample data: uq, o, ..., ur € R™;

Step 2: Calculate the distance between the remaining data and these k data separately;

C; = argmin i — s (3.1)

Step 3: Redetermine the centre point of each class and recalculate the average value;

L 2211 {Ci :]}xz
W= 16 = 4 (3.2)

Step 4: If the measurement function converges, terminate the program; Otherwise, continue with Step 2.
The improved K-means method minimizes the evaluation function fitness (A[1], A[2],--- , A[n]).

k n
fitness(A[1], A[2],. .., A[n]) = Z Z Dist (z;, C) (3.3)

k n m
ZZDist (75, Cx) = cos (x4, Cy) = ;12%302 = (3.4)
— VT a2ig Y] ey

In the formula: n is the number of data; Dist (x;, Cy) is the distance between x; and the centre point Cj.
The process of implementation is to generate Cy and continuously improve C} based on the value of x;, so that
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Fig. 3.1: Process flow of the improved K-means algorithm

Table 3.1: Experimental data attributes

Data set Centre point Number Radius Covariance
1 [0,0,0] 100 2 [0.300;00.350;000.3]
2 [1.25,1.25,1.25] 100 2 [0.300;00.350;000.3]
3 [-1.25,-1.25,-1.25] 100 2 [0.300;00.350;000.3]

data of the same class is more clustered and finally reaches the convergence condition.
N

_ 2im1 Crihi

- N
> i1 Chi

The improved K-means algorithm introduces wy, and the implementation process of the same is expressed
as:

o (3.5)

Wi = (3.6)
wy, is the standard deviation, and when the target is C}, the function increases by Aep? after k times.
Ay = o (- dist (eg, ))? (37)
Ek = om Wi 1St (Ck, @ .

To assess the precision of the enhanced K-means classification method, we selected three distinct datasets
for a comparative analysis of their clustering outcomes. The process flow of the improved K-means algorithm
is shown in Figure 3.1.

The data attributes of the improved K-means algorithm [12] are detailed in Table 3.1, and the comparative
evaluation of classification accuracy is presented in Table 3.2.

Table 3.2 reveals when applied to the classification of identical datasets, the enhanced K-means method
consistently demonstrates significantly lower error rates than the traditional K-means approach, concurrent
with a substantial increase in accuracy [10]. This compelling evidence underscores the efficacy of employing
the improved K-means method in analyzing power monitoring equipment pollution big data, as it enables swift
and precise clustering.

3.2. Design of power big data system. The following are the steps involved in data collection and
processing.
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Table 3.2: Comparison of data classification errors

Accuracy Accuracy Accuracy

Algorithm Misclassification rate (Data 1) (Data2) (Data 3)

K-means 13.21% 90.26% 91.94% 91.53%

Improve K-means 0.08% 95.21% 96.17% 95.82%
ﬂ‘ Frado cheoiiine
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Fig. 3.2: Process flow in power big data system

(1) System architecture

The architecture of the power big data system encompasses various components, including data access,
the mechanical floor, data storage, and data calculation. The mechanical floor comprises essential elements
such as switching equipment and servers. Data access, on the other hand, encompasses multiple modules,
including gateways, load balancing, and message middleware. The web management component enables diverse
functionalities, including gateway management, terminal management, user management, and the parsing of
original terminal messages [2]. During the data access, users can subscribe to data via message middleware,
facilitating data analysis and storage.

The data import service also empowers users to import data of interest into storage, supporting various
storage methods such as Hadoop, Redis, and Rdbms [20]. The platform monitoring component plays a pivotal
role in overseeing the operational status of nodes and offers comprehensive monitoring across various aspects,
including business, software, and systems. It also supports alarm notifications, including SMS and email.

(2) System data flow

The step-by-step procedure of the process of system data flow is represented in Figure 3.2 and explained
as follows:

1) The terminal creates a long connection through LVS load balancing and gateway;

2) The gateway uses data packet decoding to encapsulate platform general data and writes it into Kafka;

3) Realize subscription of Kafka raw message data through real-time computing module and achieve data
parsing; the parsed data is written in Kafka;

4) Subsequent modules can subscribe to the raw data of the terminal through Kafka or analyze the data.
Thus, data can be stored and analyzed offline [9];

5) The forwarding service subscribes to data through Kafka and forwards it to other platforms;

6) The business management platform utilizes a data exchange interface to access the big data collection
access module.

(3) Processing of streaming data

In the power big data system context, flow data pertains to the continuous stream of real-time data
generated throughout power production, monitoring, and operational processes. The computing infrastructure
employed for this purpose is the Storm system, which enhances real-time data analysis by persistently storing
the computation outcomes in HBase. Stream data analysis, as a critical component, encompasses the processing,
acquisition, and storage of streaming data within the framework of the power big data platform, delineating
the interplay among data sources, processing stages, and computing platforms. The details of this intricate
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Fig. 3.3: Module structure of power big data system

process are elucidated in Figure 3.3 to provide a comprehensive understanding of the processing workflow.

The data collection and preprocessing functions serve the crucial role of facilitating the precise, comprehen-
sive, and instantaneous acquisition of data. These functions merge disparate datasets, encompassing incomplete
data, various formats, and noisy inputs, to yield standardized data through noise reduction techniques. Subse-
quently, data processing applies specialized business logic to analyze standardized data thoroughly. Users have
the flexibility to craft custom implementations through dedicated interfaces. Ultimately, the outcomes of these
processes find their repository in HBase for storage and retrieval [19].

(4) Data collection and preprocessing

The power big data platform is a comprehensive data fusion platform, aggregating data from electricity
generation and consumption domains, including sources like SCADA and energy metering systems. Notable
examples of flow data encompass power equipment status monitoring data. Figure 3.4 provides a visual repre-
sentation of the data collection and processing workflow. Upon gathering data from diverse facets of the power
system, it is initially stored on an FTP server. Storm does not impose rigid constraints on data sources and
formats, accommodating input types such as message queues, databases, and log files [6]. All that is required
is implementing the corresponding interface in Spout.

(5) Result storage

Diverse data types exist within the power big data platform, each characterized by intricate structures
and substantial volume. Consequently, adopting a multi-tiered storage system is imperative to cater to the
varied demands of different business operations. This approach allows the platform to store its extensive big
data reserves in alignment with performance and analytical requisites. For instance, data with substantial
volumes and unstructured attributes, such as monitoring video data, finds its storage solution through the
HDFS file system. In contrast, real-time processed data is efficiently stored in HBase, with its storage structure
meticulously designed, as illustrated in Table 3.3. This strategic approach to data storage optimizes the
platform’s ability to handle and retrieve data following specific operational needs.

4. Experimental Results and Analysis.

4.1. System development. The power big data platform’s requisites and constituent modules were metic-
ulously examined to develop a robust power big data analysis platform. To execute system analysis and calcu-
lation tasks, a B/S architecture was employed. This framework guides users through a user-friendly interface
to make crucial selections. These selections encompass picking data files, opting for intelligent algorithms, and
configuring pertinent parameters. The system then seamlessly executes the chosen processes, automatically an-
alyzing the data and presenting the results through intuitive icons for user comprehension and interpretation.
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Fig. 3.4: Flow of data collection and processing

Table 3.3: HBase table storage data

Line keywords Column cluster Specific values of the N sampling points
Temperature Dampness V1 V2 Vn
Macl+id 20 55% 13 12 16
Mac24+id 23 58% 14 12 15
Mac3+id 22 54% 16 14 18

4.2. System based on improved algorithms. The author monitors a specific power system daily,
gathering data regularly. Whenever the environmental monitoring value surpasses the threshold of 0.1, it
signifies a potential safety issue within the power grid during operation. The author harnesses an enhanced
K-means algorithm to gauge the pollution status of various locations and ascertain equipment-related pollution
situations.

In the initial step, the power big data analysis platform is employed to amass data about site pollution.
This data is subjected to mean and variance analyses to derive valuable insights. Subsequently, the improved
K-means method is applied to conduct a clustering analysis of site pollution levels. The outcomes of this
analysis are vividly depicted in Figure 4.1, showcasing the clustering analysis results for power environmental
monitoring stations [7].

An evaluation of the data representation within the system reveals that user identity verification is a
fundamental security measure. Access to the system is granted solely upon entering the correct account and
password [3, 1]. Once inside the system, users can select data files and intelligent machine learning algorithms,
fine-tune parameters, and initiate data analysis. The analysis results are then elegantly presented through charts
and tables, offering decision-makers precise information. This capability greatly facilitates the assessment of
the power system’s performance.

These findings in Table 4.1, which presents the outcomes of site classification. Following the research
detailed in this article, it becomes evident that data values indicate pollution levels, with heavily polluted sites
yielding the highest numerical values, moderately polluted data falling in the middle range, and lightly polluted
data exhibiting the smallest numerical values. This distinct differentiation between the three data categories is
accompanied by pronounced periodicity in heavily polluted data, in contrast to minimal fluctuations in lightly
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Fig. 4.1: Cluster analysis of power environmental monitoring stations

Table 4.1: Results of site classification

Classification  Pollution level ~Number of sites Processing strategy

1 Mild 353 Heavy
2 Degrees 83 Observation
3 Heavy 15 Regular cleaning

polluted sites. The extensive data mining efforts to monitor power station equipment pollution status enable
timely equipment updates.

5. Conclusion. A comprehensive analysis system with both front-end and back-end components has
been designed and successfully developed in response to power big data analysis requirements. The proposed
system automatically performs data analysis and presents results in graphical form by guiding users through
a structured process, including data file selection, intelligent algorithm choice, and parameter configuration.
The improved K-means method has led to quantifiable advancements, including enhanced accuracy and a
substantial reduction in misclassification rates compared to traditional K-means algorithms. When applied to
classifying pollution levels in power equipment, this method significantly improves determining the true state of
power equipment, thereby furnishing actionable insights for power equipment management. This comparative
analysis shows that the traditional K-means algorithm yielded a relatively higher misclassification rate of 13.21%
and slightly lower accuracy rates across all three datasets. These outcomes undeniably highlight the superior
performance and efficacy of the improved K-means algorithm in the precise clustering and classification of data.
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INTELLIGENT PREDICTION OF NETWORK SECURITY SITUATIONS BASED ON
DEEP REINFORCEMENT LEARNING ALGORITHM

YAN LU* YUNXIN KUANG/ AND QIUFEN YANGH#

Abstract. The limitations of traditional network security assessment methods characterized by manual definitions and
measurements, data overload, poor performance, and non-negligible drawbacks are addressed in this research. A novel network
security system employing a deep learning algorithm is proposed to overcome these challenges. The research unfolds in three key
phases. First, a deep self-encoding model is developed to distinguish various network attacks effectively. Subsequently, the creation
of missing measurement weights enhances pattern detection, even when dealing with a limited number of training samples. Finally,
the model assesses and computes attack issues, assigns impact scores to each attack, and determines the overall network security
value. Experimental results demonstrate that the deep auto encoder-based deep neural network (DAEDNN), in conjunction with
the proposed unique oversampling weighting (UOSW) algorithm, significantly outperforms traditional methods such as decision
trees (DT), support vector machines (SVM), and long short-term memory (LSTM) models. The F1 score of UOSW surpasses
these models by approximately 2.77, 10.5, and 5.2, respectively. The deep self-encoding model employed in the proposed system
offers superior accuracy and recall rates, leading to more precise and efficient measurement results.

Key words: Network Security, Deep Learning, Deep Self-Encoding Model, Security Assessment, Attack Detection, UOSW
Algorithm

1. Introduction. The issue of network security has now evolved into a global concern. Managing the
network security landscape and fostering effective network collaboration have become imperative topics that
warrant collective discussion among nations worldwide. In the growing “Global Village era”, network security
assumes an increasingly critical role. The author contends that prioritizing prevention over management is
paramount in controlling the network environment or establishing a robust framework of order. Consequently,
this study focuses on real-time network security issue prediction. The design and optimization of the proposed
model demonstrate its efficacy in timely forecasting network security problems [10].

Network security forecasting encompasses continuously monitoring the ecosystem and anticipating potential
network issues, such as viruses and trojans, to safeguard computer security. Through proactive network security
prediction, users can identify potential threats within the current network, maintain a historical record of related
incidents, and select data patterns with specific characteristics that could impact current network security
concerns. Utilizing mathematical models, this approach enables the prediction and tracking of the formation
and progression of network security issues. Ultimately, this process furnishes reliable information for effective
computer security management, ensuring users’ online safety [16].

The term “network security problem” primarily revolves around the functionality of network equipment
and the extent to which the actions of network users might jeopardize network security. In simpler terms, it
encapsulates the security status of an operational network. Notably, the widespread adoption of the Internet
has underscored the critical role of networks in our professional endeavours and daily lives. Consequently,
numerous network security challenges have emerged, impacting a broad spectrum of users. Moreover, the
patterns of network access and cyberattacks have evolved significantly, marked by diverse interactions and
significant developments [11].

To anticipate the state of network security more effectively for safeguarding the network environment. Such
anticipation is the foundational step toward comprehending the prevailing network security challenges. We can
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harness this data as a foundational resource for forecasting the security landscape by extracting pertinent
information regarding network security issues. This entails predicting the evolution of network security issue
configurations over time within the dynamic realm of network attacks and defences, thereby enabling the
proactive prevention of real-time network threats and the resolution of security concerns while enhancing
prediction accuracy [3].

In practical forecasting, the landscape of attacks and vulnerabilities constantly evolves, posing a formidable
challenge for security managers to address them effectively. Concurrently, monitoring the other four categories
of network security content typically necessitates the application of time-quantitative analysis algorithms to
forecast their security issues. Consequently, these four aspects of network protection stand as viable strategies
to enhance network security measures [13].

Security personnel are crucial in furnishing accurate insights into evolving security landscapes. Alongside
ensuring the consistent operation and enduring lifecycles of safety measures, short-term assessments of security
measures remain equally vital. Consequently, those responsible for security management should proactively
engage in the timely analysis of security systems. This proactive approach should extend to future-proofing
network security configurations, accounting for application impact, prevailing work environments, and potential
changes [7].

The structure of the paper is as follows: A comprehensive literature review, surveying existing knowledge
and research in network security prediction, is explored in section 2. Section 3 elaborates on the proposed
method, which centres around the deep reinforcement learning algorithm for intelligent prediction of network
security situations. Section 4 presents the results obtained from applying the proposed method, and Section 5
summarizes the key insights and contributions of the proposed methodology.

2. Literature Review. Numerous factors exert influence over the four key facets of network security
issues. Regarding asset configuration, location, quantity, and priority play a central role. Meanwhile, the
bedrock of business configuration hinges on metrics such as the frequency of changes and the application of
business processes. The topology model, on the other hand, is chiefly influenced by the number of switching
nodes and connections. Security policies’ impact typically involves parameters like the frequency of changes
and access control rights within security settings. Consequently, these dynamic factors remain in constant flux,
and their fluctuations carry profound implications for the future security of the network [12].

When there are alterations in the topology structure, previously feasible or infeasible attack paths can
transition into feasible or unfeasible ones, consequently impacting all aspects of network security. Hence, a
comprehensive analysis of the four dimensions of network security issues mentioned above should be conducted
through a temporal lens to gain deeper insights into future network security challenges. In practical forecasting,
utilizing the variability in distribution patterns as a basis for prediction and estimation is essential. Building
upon this foundation, contrasting the natural layers of forthcoming network content should serve as the frame-
work for budgeting and prediction. Only through this approach can we enhance the accuracy of calculated
location values and establish a dependable groundwork for predicting and analyzing network security issues
within site maintenance [5].

The users can discern issues within the network, dissect the root causes of these problems, identify data
points indicative of network security concerns, and anticipate the trajectory of network security challenges. This
process entails the development of mathematical models, fostering computer network security, and disseminating
information to ensure the network environment’s safety. In cases where the target under examination is extensive
or the model exhibits complexity, it is often necessary to define the target through specific conditions [8].

The term “event” originally found its usage in the context of military actions. In military settings, it
is commonplace to forecast the unfolding of complex, multifactorial scenarios. However, within the realm of
information network construction, if the aim is to create a secure and dependable network environment, there
must be shared awareness of the network’s current status and a comprehensive understanding of its overall
security posture. By examining the frequency, volume, and nature of network security events, we investigate the
threat these events pose to the network. This amalgamation of principles about different aspects of information
network security informs the broader picture. It provides a summarized narrative of the current state of network
security, facilitating predictions regarding its future security trajectory [1].

The analytical focus of the model encompasses extensive and intricate subjects, and the term “condition”
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frequently comes into play to characterize the inherent nature of the subject under scrutiny. Originating from
a military context, “accident” refers to anticipating complex developments and situational dynamics similar
to military operations. In the context of research on information network security, these terms are applied to
address the challenges surrounding the creation of secure and resilient networks. This approach enhances our
comprehension of network security across networked environments [9].

The swift advancement of artificial intelligence, internet technology, and automatic recognition has been
accompanied by deep learning methods such as decision tree classification algorithms, gradient classification
algorithms, neural networks, and convolution, rapidly finding applications in computer network security recog-
nition. As a result, they substantially bolster the computing capacity for network security data and enhance
data information efficiency, thereby expanding the domain of computer network security applications in deep
learning [6].

Building upon the foundation of deep learning, the aim is to attain efficient, precise, and high-quality
computer network security identification and management technology. This is achieved by harnessing the algo-
rithmic advantages of deep learning, including feature vector extraction, recognition, information optimization,
and classification. A secure, cost-effective, intelligent system is meticulously designed and developed through
systematic analysis encompassing its principles, architecture, functional characteristics, and platform imple-
mentation. This system furnishes a scientifically sound reference for the design, execution, and application
of the computer network security identification management system, incorporating deep learning algorithms’
principles [14].

The prediction of network security issues represents a technology that accomplishes a genuine amalgama-
tion of historical event data from diverse sources. It entails the analysis of interconnected events, comprehensive
research, and informed decision-making concerning the development of network security. This domain is the
primary focus within knowledge technology research on network security challenges. In tandem with the contin-
ual evolution of network attacks and defensive strategies, the landscape of network security constantly evolves,
heightening the expectations and complexities associated with network attack scenarios. Consequently, the
demand for predictive accuracy and real-time responsiveness in network security defences has surged signifi-
cantly [15].

Renowned for its emphasis on scientific rigour, knowledge acquisition, and security management with a
focus on scalability, this research endeavours to gain a deeper understanding of the intricacies and function-
ality of deep learning algorithms. The overarching goal is to design and implement cutting-edge technologies
within computer network security management. By applying these design principles and deploying innovative
techniques, this study aims to elevate the stature of network security analysis technology within the framework
of deep learning. Furthermore, it seeks to enhance the utilization of deep learning methodologies alongside
management control technology. The research process entails designing, predicting, and analyzing computer
network security through neural networks and problem-solving training. In contrast to traditional security
management processes, deep learning demonstrates remarkable improvements in prediction accuracy for secu-
rity measures and overall management performance. Additionally, in terms of data augmentation, machine
learning is leveraged to expand the capabilities of existing security tools, preconfigure security enhancements,
and develop new security protection functionalities, thereby comprehensively fortifying the scope of computer
network security management [4].

In light of the shortcomings of the methods above, the author introduces a novel approach to network
security analysis rooted in deep learning. To address the challenge of assigning low values to different attack
types within the dataset, a weighted data processing algorithm, referred to as UOSW, is proposed. Additionally,
network attacks are disentangled by utilizing an energy-absorbing auto-encoder. This methodology involves
the assessment of the impact of each attack type when deriving network attack classifications and evaluating
network security. Experimental results underscore the efficacy of the author’s model in conducting real-time
network security assessments. The evaluation outcomes exhibit superior performance, intelligence, and overall
performance metrics compared to alternative models [2].

3. Proposed Network Security Assessment Model. The network security analysis model consists of
three parts: incident detection, analysis, and evaluation. The structure of the network security model is shown
in Figure 3.1.
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The merger of the three phases, namely “Nature of discovery”, “Situation analysis”, and “Condition as-
sessment”, constitutes what is commonly known as the “Network Security Assessment Process” or simply the
“Security Assessment Process”. This systematic approach is employed to assess and fortify the security of a
network or information system.

(1) Nature of discovery

At this stage, traffic information on the network is received. The above NSL-KDD dataset is chosen as
a road network to simulate a network processing large volumes of traffic data. After pre-planned data, the
coder’s deeply personal ideas in training.

(2) Situation analysis

Test datasets are integrated into training models, and binomial and multivariate distributions of test results
are collected and used to calculate quantitative results for network security problems.

(3) Condition assessment

Based on the index attack distribution results, network attack probability and different network attack
impact values are calculated. Also, estimate the cost of network security issues and evaluate network security
issues. A detailed calculation model is presented below.

3.1. Model structure of depth self-encoder. Deep neural network (DNN) has been widely used in
intrusion detection due to its accuracy and efficiency. Because DNN contains multiple hidden layers, its learning
ability is significantly improved. The DAEDNN model can be applied not only to binary classification but also
to multispecies. When performing a binary operation, the model function is a sigmoid function, and the model
values range between 0 and 1.

Fogm(x) = (1 +e7%)7 (3.1)

When the model performs a multi-class task, the activation function of the model is the softmax function,
which also maps the output to the range of 0 and 1:

K
stm(zi) :eZi/ZeraZ: (Z17Z27"' 7zk) (32)
j=1
K represents that the output can be divided into K classes, and Z; represents the value obtained by each class.

3.2. Training of depth self-coder model. The training model is structured into three distinct stages:
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Table 3.1: KDD - NSL data set information

Data set Normal DoS Probe R2L U2R Total

KDD Train+ 68545 42615 10767 986 59 122972
KDD Test+ 9812 7365 2530 2853 199 22759

1. The training data is initially input into the DAE network for specialized training, and the weight values
are collected post-training.

2. After training the DAE model, the DAE model is integrated with the DNN model to form the DAEDNN
model, which is then trained as a combined entity. To achieve the training results of the DAE model within the
DAEDNN model, specific weight configurations for the DAE network are set, and the parameters of the DAE
layer are designated for either learning or not learning the DNN network. During this phase, network updates
are directed solely toward the DNN network.

3. Lastly, when the DAE layers encounter difficulties during training and updates for both the DAE and
DNN networks are unsuccessful, adjustments to the training process are implemented. These adaptations serve
the dual purpose of achieving desired learning outcomes for the DAE layer and enhancing the information
message structure’s visual capabilities.

3.3. Under-sampling weighted data resampling algorithm.

3.3.1. Data set description. In network security, the NSL-KDD configuration file is selected to evaluate
the basic data entry for searching. The data sets used by the authors are shown in Table 3.1.

3.3.2. Under-sampling weighted data resampling algorithm. The distribution of training data
among the five attack types is uneven, as illustrated in Table 3.1. Specifically, the “normal” category boasts the
largest dataset, comprising 67,343 instances, while the “DoS” and “U2R” categories are comparatively limited,
each consisting of only 52,995 data points. In training deep learning models, inadequate training data can
hinder the model’s capacity to capture all relevant data features. In contrast, an excessive amount of data
may lead to overfitting. Essentially, the model learns essential features from the data, meaning that insufficient
information can result in suboptimal model training, diminishing the accuracy of class recognition. In contrast,
an abundance of information can lead to the opposite effect.

In data analysis, techniques like oversampling and undersampling are employed to rectify class imbalances
within a dataset, commonly referred to as data resampling. Undersampling typically involves the removal of a
subset of instances from an overrepresented category, while oversampling entails increasing the volume of data
about a few specific data samples to achieve a more balanced dataset. To address the challenge of disparate data
distribution and enhance the accuracy of minority class detection, the author introduces a weighted approach
combining meticulousness, focus, and severity elements. The algorithm’s steps are delineated as follows.

Set the original data set as S', the output data set as S2, the data type to be resampled is type;, and the
original data set and sample number are .S; and z;.

Step 1 Computing weights denoted as “A” for each data type within the dataset. When the data values for
each class in the training network exhibit minimal variation, resulting in a narrow range from below the average
to around the average, the network’s recognition accuracy tends to be exceptionally high. Consequently, the
author calculates the disparity between the observed values and the optimal model for each category, utilizing
this discrepancy as a weight factor to attain a balance among all categories.

w; = sz/(ml X 1) (3.3)

where n means that the dataset contains n categories.
Step 2 Data under-sampling: For the type with too much data, data under-sampling is performed to make
the processed data sample close to the average. Use the “train_ test_ split” method of the sklearn library in
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Table 3.2: Basic information on five types of attacks

Attack type Description

Denial of service (DoS) This attack renders a computer or network inoperable and unusable. A
DoS attack does this by sending large amounts of traffic or data to a
target.

Get permissions (User to Root, U2R) The attack attempted to obtain the foundation’s approval by illegal
means.

Remote intrusion (Remote to Local, R2L) This attack allows an attacker to access a local computer without logging
in.

Detection attack (Probe) This attack gathers network information as needed before other attacks
can be launched.
Normal flow (Normal) Normal network traffic

Table 3.3: Assessment of attack impact value

Index Impact degree Impact value
Confidentiality (C) None (N) / Low (L) / High (H) 0 /0.21 /0.55
Integrity (I) None (N) / Low (L) / High (H) 0 /0.20 / 0.57
Usability (A) None (N) / Low (L) / High (H) 0/ 0.21 / 0.58

Python to divide the data set S; into two data sets Spitrain, Sirremain- Lake Sitrain as the training set and add
52, where the data volume of Sjitrain iS 8; = T X W;; Siremain is used for the next data oversampling operation,
adding it to dataset Siemain-

Step 3 Data oversampling: The oversampling algorithm SMOTE is used in sampling groups with small
data. The main goal of SMOTE is to create new models that are similar to existing models. The SMOTE
algorithm was originally focused on two classification problems, and the following improvements were made to
the algorithm due to the author’s research on multi-classification problems.

(1) Merge other types of data: Combine the data set Syemain under-sampling processing in step 2 with a
small number of data sets in the original data set, which is represented as Sunion-

(2) Change the label. After (1), Sunion contains data of n categories. Because the algorithm SMOTE is
only for binary classification, it is necessary to distinguish the types that need oversampling from other types.
Change the label of the dataset Sunjon to the same type, but different from the type.

(3) Determine the size of the data volume. To balance the data set, it is necessary to expand a small
number of samples, set the expanded data size to s;, where s; = x; X w;, w; is the weight of the data type type;.

(4) Data oversampling. Use the SMOTE method of the timber library in Python, combine it with other
data types to generate the required data, and add it to S2.

Repeat (1)-(4) until the oversampling operation is completed for all types whose data volume exceeds the
average value.

3.4. Network attack impact value. NSL-KDD data set includes five types of network data: Normal,
DoS, U2R, R2L and Probe. The basic information of the above attacks is shown in Table 3.2.

The attack impact value evaluation table is developed using the Common Vulnerability Scoring System
(CVSS). The scores of confidentiality (C), integrity (I) and availability (A) are shown in Table 3.3.

The influence value (I;) of each attack type is calculated as follows:

3.5. Quantification of the network security situation. The quantification of network security issues
enables an in-depth exploration of various facets of a network. The author’s approach to analyzing network
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security problems typically comprises four integral components: attack analysis, estimation of attack impact,
assessment of network performance security costs, and the quantitative evaluation of network security issues.
The workflow for each of these sections is outlined as follows.

(1) Inspection

Randomly select several data groups from the test data set, input them into the DAEANN model, perform
binary and multivariate classification, and note the distribution stops found in the second distribution.

(2) Calculate the attack impact value

The C, I, and A values of each type of attack are determined in Table 3.2 and Table 3.3, and the attack
value is determined according to formula (3.5).

(3) Estimating network security issues

Network security is important to understand all the attacks on the network and the threat of each attack.
Set the value of the network security problem.

Here, p is the attack probability in formula (3.1), n and N represent all n types of data and N samples, I;
represents the impact value of each type of attack, and ¢; represents the number of attacks each attack, ¢,
represents the number of occurrences of the typical type. Because normal mode is a normal network data flow,
it does not affect the network’s confidentiality, integrity, or availability, so its impact score is 0, and it is only
necessary to calculate the impact score of n — 1 idle modes.

(4) Quantitative assessment of network security issues

According to the network security problem values of 0.00~0.20, 0.21~0.40, 0.41~0.60, 0.61~0.80 and
0.81~1.00, the severity of network security problems is divided into five levels: security, low risk, medium risk,
high risk and super risk.

4. Results and Discussion. The hardware environment for the experiment is Intel (R) Xeon (R) Silver
processor, NVIDIAQuadroP2000 graphics card and 32GB memory. The training and test experiments were
conducted on the Windows 64-bit operating system. The programming language and machine learning libraries
used are Python 3.5 and TensorFlow 2.0. GPU accelerates the model’s training and testing.

4.1. Evaluation indicators. The metrics used by the author are as follows.

True Positive (TP): Shows the number of models predicted to be correct when the model stalls.

False Positive (FP): A model is assumed to be normal but is a stopped model.

True Negative (TN): Refers to the number of samples that are expected to be normal and the sample to
be normal.

Negative (FN): Indicates a time when the predicted sample is stopped but is a normal sample.

In the following formula, Py, Pr, N7 and N represent true positive, false positive, true negative and false
negative, respectively.

Precision (P): Indicates the correct attack sample frequency predicted by the model. The higher the
accuracy rate, the lower the false alarm rate. It can be expressed as

P = Pr/(Pr+ Pr) (4.1)
R = Pr/(Pr+ Ng) (4.2)

F1 value: It means that the accuracy and recall of the model are comprehensively considered. It can be
expressed as

F =2PR/(P + R) (4.3)

4.2. Model Vs classification results. Using the UOSW algorithm, the KDD Test data package was
used to test five models: DT, SVM, LSTM, DAEDNN, and DAENDD, and precision, recall, and F1 values
were selected as test parameters to compare and analyze different models. The test scores of various models
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are shown in Figure 4.1. The setting in the figure represents the percentage of test results; the higher the value,
the better the model. It shows that the UOSW model outperforms the other four models regarding precision,
recall, and F1 value. Experimental results show that UOSW improves the recall and accuracy of attack types
on several training data but does not reduce the detection of attacks with more training examples.

It should be noted that DAEDNN has higher accuracy, recovery speed, and wider capabilities after com-
bining with the original UOSW algorithm. Compared with DT, SVM and LSTM models, the F1 value UOSW
increased by approximately 2.77, 10.5 and 5.2, respectively.

To increase the effectiveness of network security problems, the same number of test samples are selected
from the test data, and different models estimate the importance of network security problems; the results of
20 groups of network security indicators.

5. Conclusion. The author introduces an innovative approach to network security, leveraging the power
of deep learning. This method represents a pioneering endeavour in constructing a DAEDNN model that seam-
lessly integrates autoencoders and deep neural networks to identify network attacks. Drawing upon the insights
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gathered from the analysis, the model calculates outage probabilities and impact values, thereby enabling the
computation of network security costs. This multidimensional assessment of security issues offers a specific
understanding of its potential impact on network security. The results from experimental trials underscore the
efficacy of the author’s proposed model, demonstrating its superiority over alternative models in both binary
and multi-class classification scenarios. Moreover, the UOSW algorithm further enhances the model’s ability to
accurately detect attack patterns, particularly in situations with limited training samples. This augmentation
empowers the model to effectively discern and evaluate diverse types of network attacks and associated security
concerns, ultimately contributing to a more robust and comprehensive network security framework.
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ONTOLOGICAL AUGMENTATION AND ANALYTICAL PARADIGMS FOR ELEVATING
SECURITY IN HEALTHCARE WEB APPLICATIONS

NAWAF ALHARBE*

Abstract. The 4th and 5th industrial revelations provided huge access to a high volume of information in healthcare sectors.
However, the vast majority of web applications are under attack constantly. Due to the huge volume of attack vectors in recent
years, technical breaches to the web applications of healthcare sectors are becoming a common issue. Hence, it is essential to
develop an effective framework that would help experts and healthcare practitioners in web application security management. In
this research, we proposed an ontology-based technique for developing secure online web applications in healthcare sectors. This
study presents a conceptual framework with 5 stages namely: idea understanding, requirement identification, design & code, threat
classification, and facilitate. The proposed methodology involves several various advantage features such as providing a unified
path for future professional applications. Also, the proposed solution provides a clear pathway for implementing the easy-to-use
secure web application development in short term in the healthcare sector. Finally, the study used a multi-criteria decision-making
methodology to undertake a performance simulation assessment. Out of the evaluated process, Fuzzy-AHP has shown better
performance for scheduling each step of the final developed security system better. In the future, the proposed method will be
evaluated using more databases in the healthcare sector to improve the applications of the proposed method.

Key words: Security, decision support system, healthcare web application, machine learning application

AMS subject classifications. 68T01, 68U35

1. Introduction. Virtual platforms and the Internet of Things (IoT) have been two-man pillars of the
fourth and fifth revolutions [27]. Industry 4 provided easy access to the vast volume of information. New
generations of wireless networks such as the fifth generation (5G) and future generation sixth generation (6G)
will provide faster and more reliable to process this information [4]. Nowadays there are sensors and intelligent
devices that monitor human daily activities and store information. In this environment, collected data is
processed through cloud computing devices and collected data by IoT devices are uploaded to cloud servers
[32]. Healthcare is one of the industries that benefited from various sources of information and the availability
of datasets to provide a portfolio for each patient. By increasing the applications of IoT, the chance for
adversaries to steal, and alter patient information increases as well. The healthcare sector is compacted with
vital information and vast amounts of data in form of biomedical signals and patients’ treatment histories. Due
to the intricacies of such information, maintaining and securing the entire healthcare data is essential for any
healthcare web application [2].

The main focus of these attacks is the exploitation of healthcare web apps. The prevalence of these attacks
has increased from 2005 to 2022. In total, 256.65 million breach attempts have been recorded from 2005 to
2021 [16]. the total number of attacks registered and implemented with regulating authorities is 3868 from all
over the world, with 627 breaches in the preceding year [23]. The number of breaches in the healthcare sector
depicts the vulnerability of this industry against such an attack. IBM reported due to the swarm of attacks
against the healthcare sector and the correspondent breaches caused 6.45 6.45 million dollars in loss for this
industry [16]. Due to the prevalence of attacks and breaches in the healthcare section, securing the developed
web application is the utmost pressing need.

Another major consequence of these breaches to the database is corresponding harm to the company’s
reputation. Customers don’t want their online applications to be interrupted or lose data while using them
[26, 25, 33]. Most of the time, the developer overlooks the possible faults and vulnerabilities since the main
priority of the developer is providing an application with optimal usability over the estimated deadline [22, 31].
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Furthermore, many firms are unable to determine the vulnerability of the proposed web application before the
breaches occur.

To address the presented issues in this article, the authors proposed a solution for online web applications
in the healthcare sector using a combination of AI semantics and formal ontologies. When it comes to web
application security, we must consider the entire development functionality of the application. Security in web
applications can only be addressed by an effective and improved security approach during the development
process [23, 3]. A well-equipped team and laboratory are required to produce a secure development toward
structured security of web application. From an ontology standpoint, the projected study aims to give a
methodical, step-by-step approach for designing secure healthcare online applications. Ontology is a new
effective concept or idea that has a lot of promise for displaying solid and successful results. The projected
framework identifies the security factors that must be addressed from the beginning of the web application
development process and then handled in a systematic manner [13].

The projected framework is a conceptual ontology-based approach aimed at providing efficient and secure
online application development. This project creates a pathway for repositories to provide the best professional
practices and processes to enable secure development in healthcare web applications. The advancement of
security necessitates its application at the earliest stages of development. It is necessary to discuss and provide
an artifact-based method that produces an effective result to make this practicable. This study is organized
into six main sections. In Sect. 2, the history of the ontology-based method for intrusion detection and
recently proposed solutions are discussed. Section 3 describes the importance of the problem and corresponding
statistical characteristics related to it. In Sect. 4, the proposed model and strategy are presented. Section
5 evaluated the proposed model and verified the achieved results. Finally, Sect. 6 summarizes the research
contributions, limitations, and future of the work.

2. Related Works. The fourth industrial revelations publicized the prevalence of gadgets and electronic
devices in various industries. Healthcare is one of these industries with a huge volume of electronic records
and contextual information [30]. However, the quality and quantity of the database have increased recently,
and the number of attacks and variety of attack types has increased respectively [3]. Securing vast amounts
of information and communications through the virtual platform is very important. Artificial Intelligence (AI)
applications have shown huge potential for intrusion detection and improving the security of the web base
applications [19]. Due to the vast majority of information, Ontology-based security frameworks and their tools
can benefit from semantic analysis and its tools [24]. However, developing a proper ontology-based strategy
for the healthcare section is difficult. In this section, we reviewed related research to securing healthcare web
applications. The following studies have reviewed the effective solution for secure healthcare web applications
using semantic ontology-based methods. Due to the recent prevalence of smart devices, the environment around
the patients or even inside the patients’ bodies is filled with these instruments.

The process of securing recording and transferring information for patients is vital. Any misleading infor-
mation in this database might cause fatality for patients [5]. Henaien et al. [5]. Presented a method based on 4
stages of ontology to manage user profile information, medicine prescription data, senor information, and iden-
tification process. To secure the collected information, the proposed method follows the security process based
on the patient’s personalization information. If the patient doesn’t suffer from memory, optical, or hearing
impairments then they can access all of the recorded information via passwords. Otherwise, caregivers, doctors,
or other third parties must help the patients to access this information.

Chen et al. [9]. Proposed an ontology-based framework in 4 layers. The presented method involves a
service discovery and selection layer, a business layer, a data access layer, and a technological layer. Each of the
presented layers operates to satisfy certain trends. The data access layer manages the database synchronization,
business layer manages the service operation system. The proposed security layer uses the Artificial Intelligence
(AI) semantic meditator to choose the user desired web service. The proposed method tried to create a secure
portfolio using an integrated medical and healthcare dataset.

Sharma et al. [29]. Presented an ontology based on AI to monitories Biomedical Signals such as ECG,
PPG, temperature, heart rate, and HR Variability. The authors collected the mentioned information using
available gadgets such as apple watch and bio best. The authors used artificial intelligence methods such as K
Nearest Neighbor (KNN) [34]to detect the COVID-19 prevalence in each cohort. The authors concluded that
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the proposed ontology can detect the prevalence of COVID-19 among each cohort with 96.33% accuracy. The
process of sharing information via each client is edge and server base sharing with the lowest consumption of
energy. The authors concluded that the proposed method can be used for safe monitoring among COVID-19
patients via a 2-layers security transferring process.

Hady et al. [14]. Presented a combination of network and biometric metrics as features for intrusion
detection. The authors used Support Vector Machine (SVM) [7], KNN, and artificial neural network [1] to
detect the intrusion. The authors gathered biomedical information such as blood oxygen, temperature, and
heat bit rate while recording network information such as computer identification data. The proposed program
detects intrusion attacks such as spoofing attacks and data alteration. The authors created a database using
16 thousand collected records from various patients. The authors reported 92.44% accuracy using SVM for
intrusion detection.

Mozzaquatro et al. [20]. Presented an ontology-based solution using the combination of semantic onto-
logical and formal solutions. The authors presented solution monitories the reliability, operability, operability,
transferability, and adaptability characteristics of each web application. The authors concluded that the pro-
posed strategy reduces risk and ensures long-term software serviceability and security. The presented solution
by the authors in this research provides the reliable automated automatic establishment of security metrics
using explicit and reasoning information about situations of interest and combined knowledge from multiple
security experts.

Bataityte et al. [6]. Presented a solution based on three layers of formalization to automate the formal
solutions to solve the cyber security problem such as logical vulnerability, and risk assessment. The presented
solution enables analysing some cyber security logical problems such as vulnerability analysis and risk assess-
ment. The authors presented a logical theory based on situations and actions in descriptive logical theory.
The authors deployed the presented solution into the ontology web language, and semantic web rule language
[21]. The authors concluded that the proposed solution can provide simple analytic results related to logical
vulnerability, risk assessment, and policy validation.

Shahzad et al. [28]. Presented an ontology base solution to combine information of integrated health
care intelligent devices without any security problem. The proposed solution is composed of three layers of
initial health system analysis, proposing ontological representation of the smart system and finally integrating
every system. The proposed method is evaluated on arrhythmia detection, prostate cancer care process, and
leukaemia detection. In each use case, the presented solution gathered biomedical information from each patient
then detect the related disease, and finally reported the problem to caregivers or correspondent doctors. Finally,
the proposed solution recorded the information about each event for each patient.

The reviewed articles attempted to fully comprehend their work before presenting a suitable framework
with unique utilities and working techniques. However, the presented solution didn’t consider the effect of
simplicity and easy development for healthcare sectors. Adopting ontology during the development of secure
applications of healthcare is critical because there is currently no specialized work accessible that discusses
web-based application security from the perspective of health informatics, or slightly another web application
perspective.

Another important issue is the process of validating the presented solution by ontology. Healthcare sector
web applications are integrated and the concept of integration must be a crucial point to develop and test the
proposed ontology solution. However, the majority of the proposed solution evaluated the ontology only in the
specific domain of the presented solution, not as an integrated web application solution.

To address these issues the proposed solution by this article investigates the ontology base solution to secure
the web applications in the healthcare sectors in a simple process. The proposed solution is evaluated to other
solution to prove the superiority of the presented integrated ontology over similar research.

3. Problem Statement. As mentioned previously, the number of developed applications in the healthcare
section has increased in the last decades. The result of the ongoing increase in the quantity and quality of the
available data is the rise in the number of attacks. Table 3.1 represents the number of recorded attacks and
their relation to the total volume of datasets.

The represented information in Table 3.1 is based on summarized reports from HIPPA [3]. Based on the
reported information from Table 3.1, the number of reported breaches has increased 5 times over the past
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Table 3.1: Number of recorded attacks based on available datasets.

Year Amount of Data (in Millions) Number of recorded attacks

2010 5.5300 199
2011 13.150 200
2012 2.8000 217
2013 6.9500 278
2014 17.450 314
2015 113.27 269
2016 16.400 327
2017 5.1000 359
2018 33.200 365
2019 41.200 505
2020 52.350 835
2021 65.540 987

Table 3.2: Attacks Source statistics

Year Technical Issues and Causes Human Error and Disclosure Theft Miss Handling

2010 8 8 148 10
2011 17 27 136 7
2012 16 25 138 8
2013 25 64 150 13
2014 35 76 143 12
2015 57 101 105 6
2016 113 129 78 7
2017 147 128 73 11
2018 158 143 55 9
2019 274 142 51 7
Total 850 843 1077 90

decades. Because health is inextricably linked to human life, the number of breach records is quite noteworthy
and high. A data leak of this nature can put patients’ lives in jeopardy. Furthermore, it is to mend its flaws
after studying the attack statistics in healthcare. It is vital to initially discover the gaps in healthcare breach
occurrences to identify the key difficulties. Detailed information about each category of attack has shown in
Table 3.2.

Table 3.2 displays breach’ counts carried out by each source, which provides a clear point-by-point ex-
planation of healthcare flaws and aids professionals in preparing preventive actions. Based on the presented
categories of attacks in Table 3.2, the maximum typical and frequent exploit generators in the healthcare sector
are technical issues and human errors. Although, when comparing Table 3.1 and Table 3.2, it is clear that on-
line application vulnerabilities generate the most troubles and exploits in healthcare. Technical flaws produce
and generate troubles in the modern era, and attackers take advantage of these flaws by injecting healthcare
applications on a wide scale regularly. The data and statistics presentation in Table 3.1 and Table 3.2 depict
the critical issue of online medical system management, and also the necessity for functionality-centric security
solutions. This research proposed an ontology-based framework to provide specialists with greater affectivity
and a conceptual grasp of how to design healthcare online applications.

4. Methodology. Ontology is widely accepted and applied in various domains such as communication
development as well as actual interaction between humans and machines [15]. The ontology adaption is a
novel concept from the perspective of healthcare web application development. The ontology-based idea can be
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used to develop intergraded web applications for an operative as well as efficient security purposes. Ontology
helps the professional to translate real-world problems into machine settings and solve these problems using
the machine. However, utilizing any ontology-based solution for securing healthcare virtual platforms leads to
more complications in the process. Another important problem issued in this research is the vast quantity of
data obtainable on many online as well as offline sites which developers accept and use without any background
check to make their work easier [17].

In this article, we proposed an ontology-based framework to effectively secure the development of healthcare
web applications. The proposed framework merges capable ontology security management with the traditional
and commonly used development stages. The proposed methodology is created using the adopted ideology and
can be easily developed in real-world web applications. Any new approach must first develop a notion before
it can be fully addressed. In this work, we presented a standard development paradigm with ontology. The
proposed framework has shown in Fig. 4.1.

Figure 4.1 depicts a five-step integrated systematic framework for securing applications at the early stages
of the development process that combines traditional development processes with security management features.
The proposed paradigm combines concept initiation with ontology to help with the development phase of the
web application.

The proposed framework uses 5 phases to to secure the web application based on the developer needs.
These five phases are: Requirement Identification; Idea Understanding; Classification of Potential Possible
Threads; Design & Code, and facilitate. To make the process easier, no additional specific stages are there in
the process that would demand extra efforts or time from the developer or the organizations. We attempted to
keep things basic and straightforward because complication breeds both confusion and a lack of enthusiasm for
the development process on the developer’s part. framework’s step-by-step working method, which is explained
topic of this study is mentioned as follows:

e Idea Understanding: This stage gets people thinking about progress. In this segment, the web appli-
cation’s programmer, developer, as well as owner, discuss the functionality and ideas for how the web
application will look after development, as well as what kinds of features the owner wants.

e Requirement Identification: This stage determines which processes, utilities, and attributes need to be
handled during the program’s design and development. The need identification phase integrates these
demands and creates a good new framework for the application’s systematic development.

e Design & Code: Designers design the cede that correlates the stated necessities and create an effective
application based on them in this step.

e Threat Classification: This is the phase in the process that protects the system from exploitation.
This is a process in which three viewpoints are analysed and then the existing development scenario is
compared. If the scenario is compatible with the demand, it’s acceptable; otherwise, the loop begins
over with the requirement identification procedure.

e Facilitate: The projected framework permits designers to assist the developed web application in the



162 Nawaf Alharbe

Altering
| EQL Iujglhn ol -E“h“
- - -
. . . s
i : Classification & | 3 |y ) .
i R B R
L= i =l L]
DDoS Aftack DoS Atrack .
Laocal File Local File Seruruyg the
Inclusion Inclusion Web Apphcatiom

Fig. 4.2: Projected framework taxonomy.

Tl

L

Fig. 5.1: Triangular fuzzy number (P).

healthcare industry after classifying and comparing the numerous threats and other development is-
sues. The anticipated framework allows the designers to simplify the generated web application in the
healthcare market once the full cycle becomes systematic and uninterrupted.

Various steps of identification, classifying the threats, and final design of the proposed taxonomy has
shown in Fig. 4.2. Overall, after examining the framework, concept, and working flow, it is evident that the
presented framework is the first stage in using an ontology-based method to assist healthcare web application
development. The projected framework depicts the authors’ conceptual framework and will require further
mathematical testing and confirmation in the future

4.1. Experimental setting. In this research, the proposed method is compared with benchmark frame-
works to determine its efficacy of it. We used six distinct frameworks namely OWASP Ontology Framework
(FW1) [12], Moreira Framework (FW2) [10], Mozzaquatro Framework (FW3) [24], Maglogiannis Framework
(FW4) [8], and Analytical Hierarchy Process mixed with fuzzy set theory (Fuzzy-AHP) (FW5) [18]. Fuzzy-AHP
is a method that produces accurate, widely accepted, and validated outcomes. The projected framework in this
research is Fuzzy-AHP.

5. Experimental Result. To compare the result, the triangular fuzzy number is used and the result has
shown in Table 5.1.

We used a cut strategy to aggregate the fuzzy set into the values after detecting the pair-wise fuzzy numbers
[11]. The triangular membership function has shown in Fig. 5.1.

As shown in Fig. 5.1, the Parameter L represents the minimal value, parameter m represents the most
likely value, and parameter u represents the maximum value. The membership equation are shown in the
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Model Name FW1 FW2 FW3 FWwW4 FW5
OWASP  Ontol- 1.00000, 0.69000, 0.226000, 1.000000, 0.490000,
ogy Framework 1.000000, 0.886000, 0.276000, 1.516000, 0.637000,
(FW1) 1.000000 1.100000 0.357000 1.933000 1.000000
Moreira Frame- * 1.00000, 0.695000, 0.268000, 0.166000,
work (FW2) 1.000000, 0.950000, 0.352000, 0.197000,
1.000000 1.346000 0.518000 0.253000
Mozzaquatro * * 1.000000, 1.000000, 0.301000,
Framework 1.000000, 1.320000, 0.435000,
(FW3) 1.000000 1.5520008 0.803000
Maglogiannis * * * 1.000000, 0.222000,
Framework 1.000000, 0.287000,
(FW4) 1.000000 0.415000
Projected Frame- * * * * 1.000000,
work (FW5) 1.000000,
1.000000
Table 5.2: Attacks Source statistics.
Model Name FW1 FW2 FW3 FW4 FW5
OWASP Ontology Framework (FW1) 1.000000 1.260900 1.610200 1.002100 0.902100
Moreira Framework (FW2) 0.788000 1.000000 1.269000 0.660500 0.505000
Mozzaquatro Framework (FW3) 0.602000 0.780800 1.000000 0.650400 0.690000
Maglogiannis Framework (FW4) 0.907900 1.500400 1.530000 1.000000 0.606500
Projected Framework (FW5) 1.080700 1.810700 1.440900 1.500500 1.000000

following equations.

P(zlm) ={0;x < L}

z—L

P(z|m) :{m L;L§x<m}

P(z|m) = {%;m <z <u}

P(zim) = {0;z > u}

(5.3)

(5.4)

Table 5.2 shows the cut approach’s value as well as the aggregated value of the triangular fuzzy numbers.
Based on what is described in Table 5.1, and aggregated information in Table 5.2, the projected frameworks
demonstrates better option compare to other methods.
As shown in Fig. 5.2, the priority for the evaluated framework is FW5>FW4>FWI1>FW3>FW2. The
findings of the performance simulation mentioned in this part show that FW5 has the highest effectiveness
and priority, whereas FW2 has the lowest. In general, the presented framework is one of the most appropriate
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frameworks and ideologies that academics and future practitioners in their subject might follow. The proposed
framework in this section compared the performance of each section and provided a systematic workflow to
effectively secure the web application in the healthcare sector. This section depicts an optimal pathway to
simplify the difficulty of proposing a systematic and statistically assessed efficacy order. The projected frame-
work has the highest effect ratio in all of the selected frameworks, with a weight of 0.248107 and a CR value of
0.001547.

6. Conclusion. Due to the development of more virtual applications and the increased volume of the
dataset, the number of attacks on healthcare web applications has increased. Any breach the healthcare web
applications due to the vast number of attacks lead to losing vital information and harm to the company’s
brands. To address these issues, we proposed an easy-to-use pre-security procedure to ensure the healthcare
security section. The presented methodology is an otology-based solution to check the possible threats and
develop a proper design for the proposed framework before releasing it to the public. The main focus of this
projected framework is to provide an appropriate path for future researchers. The contributions of the proposed
framework are: 1. Proposing the requirement of a secure web application platform in the healthcare section. 2.
Providing comparison and classification path for the proposed security program. 3. Providing a novel pathway
for future ontology-based security solutions in the healthcare sector. In the future, the proposed solution will be
evaluated using more experimental analysis to provide a general security application in the healthcare domain.
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A HYBRID MODEL: RANDOM CLASSIFICATION AND FEATURE SELECTION
APPROACH FOR DIAGNOSIS OF THE PARKINSON SYNDROME

SUMAN BHAKAR} MANVENDRA SHEKHAWAT] NIDHI KUNDU} AND VIJAY SHANKAR SHARMA §

Abstract. Nowadays Parkinson’s disease has been discovered that approximately 94% of people suffer from voice disorder
problems. A neurodegenerative can identify PD patients through examination and multiple scanning tests. So, it usually takes
more time to diagnose the disease at the early stage. Current work has identified that speech disorders can be a significant signal
for Parkinson’s disease. Therefore, this work proposed a fusion model to identify the speech disorder at the starting stage of the
disease. In this process, the author has tested a model with a different pattern of feature selection method as well as classification
mode and created a system with the best pattern. For the creation of pattern, three types of feature selection methods namely
Chi-square, genetic algorithm and Embedded random forest method and four classifier models such as KNN, Naive Bayes, SVM,
Decision tree and Random Forest have been utilized. To analyze the performance of the system speech public dataset from the UCI
repository,the authors applied the combination of the Embedded random feature selection method and random forest classification
algorithm provides 97.89% of accuracy. However, this outcome is better than the recent work. The SMOTE is utilized for the
balancing of the dataset.

Key words: Machine learning, Parkinson’s Disease, Feature Selection, SVM Detecion

1. Introduction. Parkinson’s disease is a neurodegenerative syndrome. It is the second disease after
Alzheimer’s that is slowly developing the neurodegenerative disorder [1]. This disease has affected 7 to 8
million people worldwide. The main source of PD is the damage to the nerve cells i.e., the portion of the brain
known as substantia nigra. Nerve cells also produce a liquid called dopamine. Dopamine is the courier between
the brain and nervous system. It helps to regulate the body part and body movement. Unfortunately, if nerve
cells are injured due to some reason then the ratio of dopamine is minimized in the brain system. So, gradually
brain movement control cannot work properly like in a normal person [3]. Both women and men are affected
by Parkinson’s disease. it cannot cure but can early diagnosed at the early stage, which helps the person for
proper treatment and avoids the dangerous situation. Additionally, the ratio of 3:2 men and women are being
affected by Parkinson’s disease. This disease generally occurs at the age of sixty but it can also occur at the
age of fifty [5, 35].

The starting stage of this disease is extremely gentle and unnoticeable. But these gentle symptoms go
through a severe stage if predication does not occur at an early stage [6, 4]. The symptoms of PD fluctuate
from patient to patient. The evaluation of the disease can be processed by the motor and nonmotor symptoms.
The motor symptoms consist of rigidity, tremor, and bradykinesia and non-motor symptoms consist of sensory
impairment, change in handwriting, and vocal disturbance. Many researchers have concluded that 90% of
patients have shown vocal disturbance at the initial stage of Parkinson’s disease.

There are several reasons for the prediction of Parkinson’s disease in the initial phase. Especially the
neurologists and experts can detect the Parkinson’s disease after complete study and frequent scans of the
patients. But both techniques are very time-consuming and difficult for patients which are aged above fifty
[7, 21]. A physician with a specific degree in this Parkinson’s background can diagnose the disease in the early
phase through some symptoms. There is no expert doctor at the mountain area. So, there is need to develop
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a model to detect the disease with high accuracy.

Many researchers have utilized many ways i.e. EMG signals, SPECT images, handwritten pictures, gait
signals, and MRI images to detect Parkinson’s disease [8]. The fluctuations in the speech are known as dysphonia.
It is also a symptom of the early detection of Parkinson’s disease. The early symptoms of Parkinson’s disease
can be diagnosed in the initial phase. So most researchers utilized the voice dataset to identify the disease.
because it is a very low cost and simple method. Researchers have used many machine learning approaches to
identify the disease at an early stage. The machine learning approach uses many pre-processing, and feature
extraction approaches to identify the useful features. It also utilizes the classification model [9] to classify the
disease and different validation process that is used to help the validation process. Additionally, the pattern of
the disease can easily be identified by medical datasets. The pre-processing methods acquired for the balancing
and normalization of the datasets. The feature engineering process involves the feature extraction and selection
method. The feature selection approachs are used to enhance the accuracy and reduce the computation cost of
the system [10, 2].

The major contribution of this articles are :

e The feature selection has been done by three methods such as Chi-Squared, Random forest and Genatic
algorithm. The first approach and second approach select 11 features and the third approach select
the 5 features out of 23 are selected. The selected feature divides into the training as well as testing
datasets. Then these datasets are passed through the different classification methods to find the best
detection accuracy result.

e Second, the speech dataset is imbalanced due to 130 out of 180 samples of the details of Parkinson’s
patients. The SMOTE is utilized to handle the imbalance datasets issues.

e At the last phase performance parameters of the classifier viz Naive Bayes, k-nearest neighbors, and
andom forest are analyzed on the complete feature and reduced subsets of features. Finally, it shows
the Embedded random forest .algorithm gives the better accuracy i.e. 97 results compare then the
existing techniques.

The paper is prepared as tracks. Section 2 defines the overview of the literature review on Parkinson’s
disease. Section 3 defines the proposed methodology and datasets. The experimental results and their discussion
are shown in section 4. The conclusion and future scope are given in section 6.

2. Literature Review. Many Scientists have developed many techniques to diagnose the PD through
various speech signals. Little [11] developed a medical specialist model to detect Parkinson’s disease.

The authors [12] developed a system to diagnose Parkinson’s disease through a clinical specialist scheme. In
this system, the half affected patients with Parkinson’s disease voice has recorded with vocalization “a” sound
for five sec. the dataset contains the recording of three different sounds. The authors utilized the 240*44 i:e
row and column ratio dataset for this system. The waveform algorithm is utilized for the five feature extraction
processes. The classification has been processed by the Bayesian approach. The system achieves 75.2% accuracy
after the process of validation. The authors proposed a solution for dealing with small files, the concept can be
used in implementing database with Hadoop and can provide a simple way to store health data [28, 30, 29].

The authors [13] proposed a decision and KNN classification method to detect Parkinson’s disease. The
useful features have been extracted from the cuttlefish algorithm to optimize the system. The authors utilized
the HandPD, voice, and speech datasets. The 92.19% accuracy was achieved by the proposed system.

The authors [14] developed a system to predict the severity rate of Parkinson’s disease by using a deep
learning model. The rating scale has done by the UPDRS (Unified Parkinson’s disease rating score). The
performance has been measured through the motors as well as total motor signals. The authors have proved
that the motors score the 81.66% of accuracy which is more than the total UPDRS signals.

The authors [15] have utilized the voice signal to detect Parkinson’s disease. The feature selection has been
proceeded by the eight different ranking parameters. The SVM classification method is utilized for the detection
of healthy and Parkinson’s disease patients. The Wilcox statistic is processed to get useful information. The
system achieved the 92.21% of accuracy through the SVM method.

The authors [8] developed a model to predict PD patients through speech signals. the signals have been
recorded by smartphones as well as acoustic cardioids. The Pre-processing has been performed for the iden-
tification of the voice and unvoiced signal through unique software. The feature extraction technique is also
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applied to get 144 features. The classification is processed by the SVM, MLP, and KNN method to predict the
PD patients. The experimental results also proved that the acoustic cardioids i.e. audio signals achieved 3%
higher accuracy than smartphone signals.

The authors [16] implemented an antlion optimization algorithm to predict Parkinson’s disease. The feature
selection has been proceeded to get the optimized result. The filtered features are trained with the decision
tree and random classification model. The maximum accuracy was achieved at 95.91%.

Researcher [17] in the article developed a model to diagnose Parkinson’s disease. In this model, the data
utilization is done through speech and Hand PD datasets. To enhance the optimization of the system grey
wolf-based optimization feature selection method is utilized. The authors also used the three classification
methods such as decision tree, KNN, and random forest. The experimental result has proven 93.87% accuracy
in the speech dataset.

The authors [18] developed an adaptive-based optimization algorithm. The authors used speech signals for
the detection of the disease. Authors utilized the sparse encounter method for the reduction of dimension. The
classification has been processed by eight classifiers.

The authors [19] developed a model based on a spectrogram by using the feature extraction method. To
implement this model PC-GITA datasets are utilized. The authors developed three methods to diagnose
Parkinson’s disease. In this first approach, the signal based on speech was transformed into a spectrogram and
applied the ALEXNET for feature selection method to train the CNN model. In the second approach, feature
extraction was done by the CNN model. In the last step, spectral and acoustic signals are passed through
classifiers and achieved 99.3% accuracy by using the multilayer classification model.

The authors [20] has developed a novel method to diagnose Parkinson’s disease and gender redeployment.
The singular value decomposition (SVD) is applied for the features extraction process. And after the features
extraction method, the feature selection process i.e. neighborhood component analysis (NCA) is applied for
the selection of the features. The authors utilized the six-type based model to diagnosis the PD disease. The
developed model achieved the 98.41% and 99.21% of accuracy for the detection of Parkinson’s disease and
gender. however, only one feature selection method is used to extract the features. and there is no criteria to
select the feature for optimization of the model. Also, author applied only one machine learning approach for
detection of the disease.

The authors [19] The feature selection is processed by the MRMR method to identify the useful features.
The authors also applied the 8-classification method to classify the features. The experimental results proved
that the hybrid of RFE and XGboost achieved 95.39% of accuracy. Still, they failed to discuss the feature
selection criteria such as, at what parameter and how many features are selected for the detection model, and
also did not elaborate the degree of severity for speech dataset.

The authors [23] implemented two CNN-based models to detect the disease. In this article UCI based
data i.e. speech dataset was utilized. The author used the two frameworks such as feature and model level
for the implementation of the model. The model level-based framework achieved 86.9% of accuracy. However,
authors did not use feature extraction and processing approach for the optimisation process and also detection
of disease detected by two classification models based on CNN. Also did not compare with another existing
machine learning model.

The authors [20] utilised speech signals dataset . The SMOTE is utilized for the pre-processing steps.
The authors applied the random forest classification. Although system achieved 89 percentage of accuracy but
there is a need to develop a method to handle the unbalanced dataset.so, there is need a method to handle the
imbalance dataset.

The authors [22] illustrated the work for the diagnosis of the disease. In this process , the authors used
different vowels to analyze the disease. The MAMa tree is utilized for the pre-processing and the singular value
and relief method is utilized for the feature selection method. the authors also applied the five-classification
methods. The system achieved 92.4% of accuracy by using the KNN classifier. However, author didn’t address
the number of feature selected in the feature selection method and did not differentiate the experimental result
optimization with and without feature selection process.

The authors [37] developed a Parkinson’s diagnosis system to detect the disease. The authors used the
vowels for the experiments. The relief method is utilized for the selection of Acoustic features. The authors
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Table 2.1: Pros and cons of various reviewed models

DL model Pro Con
Simple and Intuitive.

KNN Adaptable to Changes.
Effective with small datasets.
Efficiency with High-Dimensional Data. | Sensitive to Irrelevant Features.

Computationally Expensive.
High Memory Usage.

Naive Bayes

Works Well with Categorical Data. Limited Modeling Capacity.
Decision Tree Handles non-Linearity and mixed data. Oyerﬁttlpg.
High variance
SUM Robust to overfitting. Difficulty with Large Datasets.
Effective in High-Dimensional Space. Problem with multiclasses.

High Accuracy.

Reduced overfitting. Bias in Feature Selection.

Random Forest

applied the KNN and SVM methods for the classification. The SVM classifier achieved 91.25% of accuracy.
Although ,the proposed method achieved good accuracy but still there is possibility to enhance the detection
accuracy.

The authors [24] propose the three feature selection models such as Chi-Squared, Random forest and Genetic
algorithm. The model is customized in such a way that it can select the 11 features from the information gain
and genetic approach and 5 features from the genetic algorithm. The first approach and second approach select
11 features and the third approach selects 5 features out of 23. The table 2.1 elaborate various pros and cons
of the models.

The major contribution of these articles are :

e The public dataset is collected from the UCI repository. The speech-based signal datasets comprise of
8 healthy patient’s information as well as 23 Parkinson’s disease patient’s information.

e Three feature selection methods such as Chi-Squared, Random forest and Genatic algorithm to extract
the features.

e The selected features are divided into training as well as testing datasets.

e The SMOTE is utilized to handle the imbalance datasets issues

e In the last phase Classifier’s performance are analysed on the complete feature and reduced subsets of
features.

e To deliver a method which provides, high accuracy, sensitivity and specificity compare than existing
method.

3. Methodology. Firstly, the feature selection has been processed [24] by three methods such Chi-Squared,
Random Forest and Genetic algorithm. The first approach and second approach select 11 features and the third
approach selects 5 features out of 23. The selected feature is divided into training as well as testing datasets.
Then these datasets are passed through different classification methods to find the best detection accuracy
result.

Secondly, the speech dataset is imbalanced due to 130 out of 180 samples of the details of Parkinson’s
patients. The SMOTE is utilized to handle the imbalance datasets issues.

Thirdly in the last phase the performance of the classifier i.e naive Bayes, k-nearest neighbors, and random
forest are analyzed on the complete feature and reduced subsets of features. Finally, it shows the Embedded
Random forest algorithm gives the better accuracy i.e 97.44% of results compared to the existing techniques.

3.1. Dataset. This section describes the datasets.In this, the public dataset is collected from the UCI
repository. The speech-based signal datasets comprise of 8 healthy patient’s information as well as 23 Parkin-
son’s disease patient’s information. The Max Little Oxford University created the dataset. It divides into
195:31 (row: column) wherein the row defines the voice signals and the column defines the voice features. The
PD patients are 147 out of 195 and leftover healthy patients’ voices are available. The column also has two
values 0 and 1. The value 0 defines the healthy and 1 defines the Parkinson’s patients.
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Fig. 3.1: Flowchart

3.2. Feature Selection Method. The feature selection method is the pre-processing step to recognize
the vital features from the raw dataset. There are mainly two advantages to the feature selection method. The
first advantage is diminishing the dimension of the datasets, and the second is optimizing the performance of
the classifier model. In this proposed system, commonly three features are utilized i.e.5 as well as 11 features
from 23 features.

3.3. Flowchart. The overall flow of the architecture is as shown in Figure 3.1. The authors using the UCI
repository dataset applied classifier with and without feature selection method. The feature selection helps in
achieving the high accuracy of 97.89%.

3.3.1. Features selection method using Chi-Squared method. It is the method to examine the
freedom of the two incidents [25]. It is based on the statistics to identify the observed value as well as the
expected value. It also helps to differentiate the expected value count (E) from the observed value count (O). In
our dataset, there are two types of datas i.e. dependent and independent data. The Chi-square method utilizes
for the retrieval of the features that are highly dependent on the response estimate as shown Equation 3.1.

. F)2
x2 = Zsm(% (3.1)

Here c is the degree of incidents, and 0;, E; is the observed as well as the expected value.

3.3.2. Features selection method using genetic algorithm . The Algorithm is also used for the
feature selection method. It is the procedure to identify the predicted signal and noise. It is the process that
represents the natural selection criteria. It helps to solve the complex problem that takes more time in the
process. This approach is based upon the probabilistic nature to get the optimized result.

3.3.3. Features selection method using embedded random forest algorithm. It merges both
methods such as the filter method and wrapper method [26]. The random forest method contains approximately
4 to 100 decision trees. It extracts the random observation from the database and extracts the different random
features from the datasets.

3.4. Classification model.

3.4.1. KNN classifier. K-NN algorithm [27] is the supervised machine learning approach. It finds the
relationship between new data and existing data and places the new data in the most relatable place. It is
utilized for the classification and regression process. This approach is non-parametric based algorithm because it
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does not contain the assumption data. Calculate the Euclidean distance between two points by the Equation 3.2.

Distance = /(X2 — X1)2 + (Yo — Y7)2 (3.2)

Here (X5, X7) and (Ya, Y1) are the coordinates of two-point.

3.4.2. Naive bayes algorithm. The naive classification algorithm [31] is based upon the Bayes algorithm.
When the different features are independent then this algorithm is the best approach for the classification. The
naive Bayes algorithm provides the best result when the dataset is unbiased and dependent on features based
on functionality. This approach’s accuracy is not completely dependent on the scale of dependent features but
also depends on the classification of the features as well as common information between features.

3.4.3. Decision Tree. Decision tree is supervised algorithm. It is utilized for both regression and classi-
fication methods [32]. In this approach, nodes represent the features, and branches/edges represent the rule of
features. This process uses two types of nodes i.e., the decision node, and the leaf node. It is also known as the
attribute selection method. The unnecessary nodes are deleted to find the optimal result of the classification
method.

3.4.4. Support Vector Method. SVM method [33]is used for the classification process. This approach
uses the best line used to help with segregation in classes. So that new data can be put into incorrect categories.
The hyperplane is the best decision edge in the decision tree. The vector machine determines the vectors which
help to create the hyper line. These tremendous points are known as support vectors, so this algorithm is
defined as a support vector machine. In SVM multiple lines are used to help the isolate n dimension. Although
it require various lines to isolate the class in the different dimension areas.

4. Performance Parameter. The classification of the Parkinson’s disease datasets is measured using
evaluation metrics such as F1 score, TPR, FPR, accuracy, and Kappa score [34] in Equations 4.1-4.7. These
accuracy helps in the assessment of the models. Accuracy is the measure of models performance for all the
classes. The Kappa score, also known as Cohen’s Kappa coefficient, is a statistic that measures the inter-
rater agreement between two or more raters who are assessing the same categorical items. It is particularly
useful when dealing with situations where there is a need to assess agreement beyond what might be expected by
chance alone as shown in equation 4.1. The True Positive Rate, also known as sensitivity or recall, measures the
proportion of actual positive cases that are correctly identified as positive by a classification model as mention
in equation 4.4. Similarly, the False Positive Rate measures the proportion of actual negative cases that are
incorrectly identified as positive by a classification model. Mathematically, it is calculated as mentioned in 4.5.

Do — Pe
K=" 41
1—pe (4.1)
ZC—1 TPC
Po = s~ 42
07 % (TPc + FN,) (4.2)
>ez1 TPo * (Tpe + FN.)
Pe = L N2 (43)
TP
TPR=7pFN (4.4)
FP
FPR= 4.
R=oprTn (4.5)
Precision - Recall
F1=2. 4.
Precision + Recall (4.6)
1
AVG (4.7)

Tkt Fl+ AUC
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Table 5.1: KNN classifier
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Feature Selection Algorithm | Accuracy(%) |F1-Score(%) | Sensitivity (%) | Specificity (%) | Precision(%) | AUC
All Features 72.11 70.11 72.11 72.11 72.11 0.66
Chi-Squared Method 79.48 85.18 88.46 61.53 82.14 0.75
Genetic Algorithm 87.17 92.06 90.62 71.42 93.54 0.81
Embedded Random Forest Method 89.74 92.59 96.15 76.92 89.28 0.86
Table 5.2: Naive Bayes’ Classifier
Feature Selection Algorithm | Accuracy(%) |F1-Score(%) | Sensitivity (%) | Specificity (%) | Precision(%) | AUC
All Features 66.66 73.46 62.06 71.99 71 0.66
Chi-Squared Method 71.79 75.55 89.11 84.61 89.47 0.75
Genetic Algorithm 81.88 7.7 75.91 85.71 95.45 0.75
Embedded Random Forest Method 84.61 88.88 92.30 89.11 85.71 0.80
Table 5.3: SVM Classifier
Feature Selection Algorithm | Accuracy(%) |F1-Score(%) | Sensitivity (%) | Specificity (%) | Precision(%) | AUC
All Features 75 72 70 40 67.99 0.6
Chi-Squared Method 76.92 85.24 80.11 72 74.28 0.65
Genetic Algorithm 94.87 96.96 81.23 71.42 94.11 0.85
Embedded Random Forest Method 84.61 89.28 96.15 7 83.33 0.78
Table 5.4: Decision Tree Classifier
Feature Selection Algorithm | Accuracy(%) |F1-Score(%) | Sensitivity (%) | Specificity (%) | Precision(%) | AUC
All Features 70 72 77 70 71 0.67
Chi-Squared Method 82.05 87.27 92.30 61.53 82.75 0.76
Genetic Algorithm 87.17 92.06 90.62 71.42 93.54 0.81
Embedded Random Forest Method 87.17 90.19 88.46 84.61 92 0.86

5. Results and Discussions. This part of the section provides a compressive study of the various classifier
along with the feature extraction method [36]. in this article, we applied three types of feature selection methods
such as genetic, chi-square method, and decision tree. Additionally, detection of the disease is processed by
the naive Bayes algorithm, SVM, Random Forest, and decision tree. For the validation of the result, 10-k
cross-validation is applied. The system performance is measured by the five parameters such as F1.

The important features are measured by the chi-square [37], genetic, and embedded random forest algorithm.
The top eleven features are measured by the chi square method. In the Genetic algorithm, each feature
information gain is calculated. The high values of information gain are utilized for the classification method.
The top eleven features are selected by the genetic algorithm. Additionally, the last five features are calculated
through a random forest algorithm [38]-[39].

The performance parameters i.e. accuracy, sensitivity and specificity are measured by classifier. In this
method first features are extracted through feature selection method and then compare the optimization per-
formance of the classifier include all the features and exclude selected features.

The KNN classifier achieves 72.11% of accuracy without feature selection method. further the features
selection method named as random forest method is used to enhance the classifier performance. Then classifer
optimised the 89.74% of accuracy with feature selection approach as shown in Table 5.1.

The Naive Bayes classifier achieves 66.66667% of accuracy without feature selection method. further the
features selection method named as random forest method is used to enhance the classifier performance. Then
classifier optimised the 89.61% of accuracy with feature selection approach as shown in Table 5.2.

The SVM classifier achieves 75% of accuracy without feature selection method. further the features selection
method named as random forest method is used to enhance the classifier performance. Then classifier achieved
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Table 5.5: Random Forest Classifier

Feature Selection Algorithm | Accuracy(%) | F1-Score(%) | Sensitivity (%) | Specificity (%) | Precision(%) | AUC

All Features 72.99 74.88 34 70 67.99 0.70

Chi-Squared Method 84.61 88.88 92.30 69.23 85.71 0.80

Genetic Algorithm 93.55 95.23 93.75 85.71 96.77 0.89

Embedded Random Forest Method 97.89 96.69 92.30 92.30 96 0.92
W& Featiroe BB Ch Sgusrst Method 8 tmtodsns Sandom Sarwst M. ll Genetic Algarithm

Acoermny(™)

Improvement in Accuracy(%) by Feature Selection Methods

Fig. 5.1: Accuracy improvement by feature selection methods

the 84.61% of accuracy with feature selection approach as shown in Table 5.3.

The Decision classifier achieves 70% of accuracy without feature selection method. further the features
selection method named as random forest method is used to enhance the classifier performance. Then classifier
achieved the 87.17% of accuracy with feature selection approach as shown in Table 5.4.

The Random forest classifier achieves 72% of accuracy without feature selection method. further the
features selection method named as random forest method is used to enhance the classifier performance. Then
classifier achieved the 97.89% of accuracy with feature selection approach as shown in Table 5.5.

The performance improvement of the proposed methodology with the existing method is defined in Fig.
5.1. The detection accuracy of the classifier is optimized through the feature selection method. The Embedded
Random Forest method provides the best result compared to the existing feature selection method. The
proposed detection model of Parkinson’s disease gives a better result compared to the existing model. The
proposed model accuracy of 97.89% in comparison to the existing models is defined in Fig. 5.2.

6. Conclusion. Parkinson’s Disease is mainly voice disorder due to neurodegenerative. Therefore, there
is only one way to improve the patent’s health i.e., through early detection of the disease. The proper diet
plan and medication can improve the symptoms of patients with Parkinson’s disease. This experimental result
shows the detection of the disease at early phase. The author has utilised different combinations of feature
selection as well as the classifier methods. Finally, the proposed model provides 97.89% of accuracy which is
better than the existing recent work of literature.

In the future, author will plan to work on other datasets namely voice and work on slowness in handwriting
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Fig. 5.2: Comparison with existing systems

skill symptoms. Developing personalized diagnostic models that consider individual variations and response
to treatments is a growing area of interest. Random classification and feature selection techniques can aid
in tailoring diagnoses to each patient’s unique characteristics. Explaining the rationale behind a diagnosis is
crucial for building trust in medical Al systems. Future research could focus on incorporating interpretability
techniques alongside random classification and feature selection methods.
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OCULAR DISEASE SEVERITY IDENTIFICATION AND PERFORMANCE
OPTIMISATION USING CUSTOM NET MODEL

SUMAN BHAKAR; PARTHI VISHNAWAT | NIDHI KUNDU} AND VIJAY SHANKAR SHARMA §

Abstract. Early detection and timely cure of ocular disease play a vital role to avoid irreversible vision issues in daily life.
The technique fundus assessment utilizes color fundus photography, which is a very effective tool though it is expensive. Since
rare symptoms of the disease are detected at the initial stage of the disease, still automated and optimized models are in urgent
need for the detection of the ocular disease. Additionally, existing systems focus on image-level detection for the treatment of eyes
without association employing the left and right eye information. Although they concentrate only on one or two features of the
ocular disease at a time. Taking into consideration severity detection and multilabel categorization plays a vital role in ocular
disease detection. So, we develop a framework to detect the disease in the early phase. And then apply the classification model for
the multilabel classification of the disease. our proposed experimental result proves that the proposed Custom net model provides
99.15% of accuracy compared to the existing baseline model such as Vggl6, 19, Resnet-50 and Inception V3. The performance
optimization of the proposed model is evaluated on the public datasets.

Key words: Deep learning, ROP, Custom-net, Disease, Severity

1. Introduction. Retinopathy of Prematurity (ROP) is a disease occurs in premature babies having low
birth weight. This causes blindness in such kids [11, 5]. The shorter the gestation or the lighter the birth weight,
the more the chance of ROP disease. So, the factors viz. gestational age, birth weight and supplemental oxygen
status helps in detecting the ROP [4].

The ROP screening should be done from time to time after birth of premature babies. It can be terminated
once there is complete vascularization of retina without any ROP, or if the ROP has shown complete regres-
sion.The disease can be graded in terms of zone, extent in clock hour, stage of ROP(1,2,3,4a,4b,5), Aggressive
Posterior (APROP) and disease status [1].

This paper proposes an elaborate design of a deep learning model to detect and classify ocular disease.
The deep learning model is composed of three units: CNN model, feature extraction and classification. The
CNN model is utilized for the extraction of the features from the datasets and feature extraction and image
processing are utilized for the enhancement and synthesis of the features [26, 2]. The classification model creates
the output of the classification. Our proposed deep learning model archives an inspirational performance on
the ocular dataset. In this article, we broadly observe the results. Also, we discuss the performance parameters
viz. accuracy, F1 score, Recall, Precision.

Our contribution is as follows:

e Proposed the deep learning neural network to identify the disease.

e A novel module, feature extraction, and image processing propose to enhance the different features
from the datasets.

e Implementation of VGGNet-16,VGGNet-19 ,ResNet 50 and Custom net module on the ocular datasets.
Also, utilized the Explainable Al to identify, whether this system is trustworthy or not. Fig 11 depicts
the Explainable Al results, as you can see the results are not that accurate but in future we can improve
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it.Substantially optimized the performance of the model.

e Adam optimizer is used to optimize the results of the model.

e Compared the performance matrices such as accuracy, F1 score of VGG 16, VGG 19, and ResNet-50
and custom net model also proved that Custom net model achieves better performance compared to
other models.

2. Literature Review. Although, there are different existing imagining technology to detect ocular dis-
ease Optical Coherence Tomography (OCT) and Color Fundus Photography (CFP) are widely utilized nowadays
[25]. Cross-section images based on retina created by the OCT, to measure the eye condition the retinal thick-
ness is utilized. CFP maintains the interior parts of the eyes to examine the possible syndromes. CFP and
OCT tools have been confirmed to identify the early stages of the ocular disease [8]. Although, CFP is costly
but effective tool for the adults because periodically fundus assessment of the adults provides symptomless
result. However, some ocular diseases viz. diabetic retinopathy, macular degeneration based on age-related
and cataract with very few symptoms are very difficult to diagnose at an initial stage. Furthermore, manual
examination of the created huge scale of CFP is a very time-consuming process. So, an automated system is
developed to detect at the disease at an early stage and also to improve the accuracy of the detection [3].

Deep Neural networks (DNN), especially Convolutional Neural Networks (CNN) have proven to play a vital
role in the field of medical imagining[4]. Moreover, CNN has proven to diagnose ocular disease into various
levels of disease classification as well as detection of an object. The detection of the fovea centre in the Oct
image has been performed by the pixel classification approach. The optic disk in the field of CFP [20] has been
detected through the CNN model i.e. based on two-stages. The authors suggested adopting CNN to analyse
the fluid in OCT images. Also,the encoder-Decoder based network has been developed to measure the various
retinal layers and also computes the collected fluid in different OCT images. The portion of the retinal vessels
based on CFP is identified by both combined and fully connected CNN. The improvement of the accuracy is
achieved by the image level observation to identify the segmentation of the retinal image [19]. The classification
of the ocular disease by CNN has been more attention rather than object detection and segmentation [7]. The
authors classified the ocular disease according to the severity levels of the disease.

The transfer learning model [15] such as image net and inception network was observed to be very successful
to ocular disease classification into a different stage. A better classification result could be attained by the
Ensemble learning.

Furthermore, there are very few words that refer to the problem of ocular disease classification based on
multi-label [29]. Also, one single patient can be affected by multiple types of ocular diseases. Additionally,
there is a high probability of the patients who are affected by multiple ocular diseases. So, there is a need to
find the optimal model to get a better result and more classification of the ocular disease [27]. The authors have
identified the existence of myopia, runs the high rate of false-negative value in glaucoma patients. Subsequently,
the existing technology is generated to give acceptable result for the specific activity. But this technology is
not appropriate for real-time situations [14]. Moreover, for the mentioned issue there are very less works on
the ocular disease classifications [16]. There are existing publications that are mainly focused on the analysis
of the CFP images that are generated from the left as well as right eyes [12, 21, 10]. However, detection of the
disease of patients through pre-screening is very risky. So, it is not recommended for the long-term procedure.

The authors [18] proposed a deep supervision-based network for Retinopathy of Prematurity (ROP) detec-
tion and classification into mild, moderate, and severe classes. The authors utilized two ROP detection datasets
obtained from Guangzhou women and children’s medical center. First dataset contained 7396 fundus images
which were used for ROP detection. The second dataset contained 1337 fundus images that was used for classifi-
cation into three classes. The data had been collected from year 2012 to 2015. The data was annotated by three
experienced pediatric ophthalmologists that labeled the data for detection and classification purpose and only
consistent resultant images were considered for the training and testing phase. The authors found consistent
results in annotation for detection purpose but variable results in annotation done for classification purpose
due to subjective evaluation. The authors utilized DenseNet121 CNN for feature extraction in the initial phase.
In DenseNet121, every layer of the network was connected to the first layer that helped it to reuse the features.
Later, they embedded multi semantic feature aggregation into CNN to handle the problems of local redundancy
and complex global dependencies. Lastly, they used deep supervised learning strategy in which they added
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Fig. 3.1: Proposed Framework for Diabetic Disease Detection

two more auxiliary classifiers after the second and third stages in DenseNet121. This architecture benefited
the system by providing full use of feature information in hidden layers and optimized the network. They used
transfer learning to train the model due to small size of data. The system achieved an accuracy of 97.76%
with recall and precision of 97.14% and 98.35% respectively. The proposed system outperformed many other
CNN architectures such as DenseNet169, ResNet50, Resnext50 and InceptionV4. The classification process was
tricky for experienced ophthalmologists and a challenge for system due to less amount of available data.

The authors [28] proposed an automated Aggressive Posterior-ROP (AP-ROP) diagnostic system that
identified ROP from fundus images and classified them into normal ROP and AP-ROP. AP-ROP is a special
type of ROP that evolved very rapidly in the fifth stage of ROP. The authors used dataset collected from
Shenzhen Eye Hospital from 2009 to 2018 with 13,508 fundus images taken from RetCam3. The images were
annotated by experienced ophthalmologists and shortlisted 12230 images based on good quality and clarity of
ROP stages. Dataset consisted of 1698 AP-ROP, 4033 Regular ROP and 6499 Normal fundus images. it was
divided into training, testing and validation set in the ratio of 54: 30:14. The authors used ResNet-18, 34, 50, 101
for feature extraction network and found all of them performing well in this case. The system used Hierarchical
Bilinear Pooling (HBP) module that expanded the features of different layers to a high dimensional space by
creating independent linear mappings in the network. Later, it integrated the features of different Convolutional
layers through element-wise multiplication. Afterwards, the HBP module compressed high dimensional features
using summation technique to obtain inter-layer interaction features. The system also used transfer learning to
transfer the parameter learned by Network 1 to Network 2 to improve the classification performance of network
2. The system achieved accuracy of 98.88% with AUC value of 99.93% for taskl. It had obtained an accuracy
of 93.03% for task 2 using transfer learning mechanism.The authors proposed a solution for dealing with small
files, the concept can be used in implementing database with Hadoop and can provide a simple way to store
health data [22, 24, 23].

3. Methodology. In this manuscript, the authors propose a framework to detect the disease whether that
person is healthy, disease diagnosed person. The proposed framework is categorized into three components. First
component, Data pre-processing has been processed and then disease detection was done by different machine
learning classifiers and custom net models. In this section, the authors explained about the proposed workflow,
dataset, preprocessing, evaluation metrics and training details as shown in Fig. 3.1.

3.1. Dataset. Ocular Disease Intelligent Recognition(ODIR) is a structured ophthalmic of 5000 patients
with Patient age, Patient sex, Left and Right Fundus, etc. data labels. The dataset represent real-life patient
information collected by several doctors. The datasets classified as healthy,diseased (cataract, retina). At first,
we downloaded the dataset from Kaggle, and required model weights were taken to indenfication of compatibility
environment of VGG16 classification model. The image size should be 224*224 for the input of the model[17].
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After that we performed some pre-processing on the images to make sure that the images are compatible with
the model or not. It has been performed by the keras liberary with Data generator module.

To validate the system public ocular disease dataset is utilized. The dataset is divided into training set, testing
set, and validation set as 80% training dataset, 10% as a testing set, and the remaining 10% for the validation
set. The size of original datasets images is 3000*1700. Then by using image processing the size of the images
is converted to 224* 224 dimensions.

3.2. Pre-processing. Cropped images are the input of data augmentation techniques. To get the left and
right side of the image, augmentation is applied as shown in 3.2-3.3. Also, we applied the Gaussian filter to
remove the noise and better visualization as shown in 3.4. The gaussian filter works on concept of Equation 3.1.

G(z) = ¥e% (3.1)

V2][]o?

Here o is the distribution of the standard deviation. Labeling performs a vital role to predict the classification
of the image. It classifies the type of eye (either left or right) or type of disease as shown in Fig. 3.5.

3.3. Model architecture. The design of the "custom net” proposed to identify the diabetic disease
dataset as shown in fig. consists of four convolution layers. Each convolution layer is supported by the max
pooling layer. Additionally, the final max pooling layer is carried through the flattened and dense layer.ResNet
model’s different layers are used to extract the different features by utilizing CNN. The CNN [13] initialization
is performed by the ImageNet. Ocular disease datasets are collections of 5000 images with different categories
of the disease.

3.4. Evaluation Metrics. The classification of the ocular disease datasets is calculated with four evalu-
ation matrices such as F1 score, TPR, FPR, accuracy,and Kappa score [9]-[6] as shown in Equation 3.2-3.8.

Po — Pe
K= 3.2
1. (3.2)
Py = 2= TPc (3.3)

>e (TPc + FN,)

c=1
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Fig. 3.6: Proposed Custom net Model

3.5. Training details. The Pytorch [17] is employed to implement the deep neural network. Models
experiments are executed by NVIDIA 100Ti GPUs. For the optimization network, Adam optimizer is adopted
to categorize into different classifications. The rate of learning is set as 0.0006, that is decay with decay policy
Ir = initially *(1-iter totaliter)power. The model power is set at 0.9. The complete experimental executed on
50 Epocs.

4. Experimental Results. In this section, the authors define the performance measurement of the custom
net model based on the test data set, that is containing 5,000 images of dataset comprises of diabetic disease
and healthy . They evaluate the pretrained and non-pre-trained versions of the deep learning model. The
authors also evaluate the accuracy, F1 score, and precision and recall.

4.1. Average Accuracy. The Average accuracy calculates the pre-trained and non-pretrained versions of
custom net mode and baseline models such as the Inception-V3, Resnet -50, and VGG -19,VGG-16.
The custom net model average accuracy based on non- pretrained version is 99.15%, and the pre-trained
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model of custom net model accuracy is calculated at 99.45%. Similarly, the non-pre trained and pre-trained
version of the Inception model V3 accuracy is reported as 98.89% and 98.79%. The Resnet -50 based on the
non-pretrained model accuracy reported 88.30% in comparison to 97.40% of the pre-trained model. And the
VGG -19 models report the average accuracy of pre-trained and non-pre-trained models are 98.54% and 98.42%
as shown in Fig. 4.1.

4.2. Precision. The pre-trained model of the Resnet -50 provides the highest precision of 99.45% and
there is a 0.26% percentage of the difference between the trained and non-pre-trained model of the Ressnet -50.
Whereas the inception V3 model reports 97.33% accuracy of the pretrained model and 98.19% accuracy of the
non-pre-trained model as shown in Fig. 4.2.
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4.3. Recall. The custom net model average recall value of the non -pretrained version is 99.16%, and the
pretrained model of custom net model accuracy is calculated as 99.15%. Similarly, the non- pretrained and
pretrained version of the Inception V3 model accuracy is reported as 99.99% and 98.99%. The Resnet -50 based
on non-pretrained model accuracy reported as 99.55% whereas 99.12% of pretrained model as depict in the
Fig. 4.3.

4.4. Fl-score. The custom-net model reports 99.25% of F1 score through pre trained model and 99.23%
of accuracy through non pretrained model. Whereas inception V3, Resnet -50, VGG -16 and VGG -19 report
the F1 score are 97.89%, 98.99%, 98.94%, 98.15% through pre-trained model. The proposed custom model
achieves the highest F1-score among other models as shown in Fig. 4.4.

5. Conclusion. In this article, we proposed a method to detect the ocular disease and classify it into
different phases according to the severity of the disease. The pre-processing phase include the feature extraction,
augmentation, and labializing of the datasets. Additionally, we applied the gaussian filter to remove the
unwanted noise. An ocular set of datasets is used for the predication of the disease. The classification of the
disease is processed by the custom net model, VGG16, 19 and Resnet -50 and inception V3 and it is proved that
proposed custom net model provides the better result compared to existing baseline model. still there are some
limitations, that will be addressed in the future studies. Firstly, the proposed model can also be implemented
on the other disease classification such as cancer, pneumonia disease. Secondly, this model was not compared
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with other existing image processing methods for the better classification. Thirdly, it can be implemented on
the rest of CNN module to identify the better accuracy.
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AN INSIGHT INTO VIABLE MACHINE LEARNING MODELS FOR EARLY DIAGNOSIS
OF CARDIOVASCULAR DISEASE

MUKKOTI MARUTHI VENKATA CHALAPATHI; DUDEKULA KHASIM VALI{ YELLAPRAGADA VENKATA PAVAN
KUMAR! CHALLA PRADEEP REDDY$ AND PURNA PRAKASH KASARANENIY

Abstract. Cardiovascular diseases (CVD) are a prominent source of death across the globe, and these deaths are taking place
in low-to middle-income nations. Due to this, CVD prevention is a pressing issue that has already been the subject of extensive
research. Innovative methodologies in machine learning (ML) can have a greater impact on the diagnosis of CVD, yet the research
on CVD is more challenging and attracting more research indeed. In this paper, we investigate the differences between four distinct
machine learning models, support vector machine (SVM), logistic regression, decision trees (DT), and artificial neural networks
(ANN) in their classification accuracy and possible practicality in CVD classification. techniques such as ensemble learning and
other model-specific optimizations are not part of this study, but more basic implementations of the various models were used. To
implement abovementioned ML models, a subset of 14 features from the original heart disease dataset is considered and deemed
relevant for classification where no individual feature data are missing. From the results, it is observed that there is no clear winner
in the comparison of models. There is no significant difference in the average accuracy of models. The highest average hit rate is
observed in SVM and ANN, however it is slightly lower in ANN. Even though the DT had lower accuracy, the fully trained model
can be easily visualized and interpreted by humans. Hence, the DT is possibly the most practical model to use as a complement
to doctors in their current methods of diagnosis.

Key words: Average Classification Accuracy, Cardiovascular Disease, Computer Aided Diagnostics, Machine Learning Algo-
rithms, Test Data Split

1. Introduction. After covid-19 pandemic, the number of deaths due to cardiovascular disease (CVD)
is increased worldwide. Over 26 million people have died of CVD in 2021 which corresponds to 39% of total
deaths across the globe. Every year WHO suggests different methods to be followed to overcome the situation of
CVD [1]. As per the WHO statistics, 75% of premature CVD, is avertable, and reducing risk factors can assist
patients and healthcare providers to cope up with the observed high of CVD. The Interheart trial explicated the
effects of CVD risk factors such as abdominal obesity, smoking, hypertension, diabetes, and dyslipidemia while
demonstrating the beneficial advantages of eating fruits and vegetables and engaging in regular physical exercise.
All demographics and socioeconomic levels evaluated had the same risk factors, demonstrating the validity of
standardized methods for CVD primary prevention globally. Among them is the taxation of tobacco, better
diet, and more physical exercise to name a few. However, these prevention methods need to be complemented
together with early diagnostics and identification of high-risk patients which would have a substantial impact
on public health [2].

Heart disease categories and learning machines have both been used to improve the heart failure analytical
procedure. This research intends to investigate various machine learning methods and improve the utilization
of healthcare data. The effectiveness of the classifier should increase. The circumstances of each person have an
impact on their health problems, particularly the risk of heart failure (HF) rate. Machine learning techniques
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are more effective in predicting the risk factors and predicting the possibility of high blood pressure [3]. The
majority of heart failure situations can be linked to problems with the heart’s physiology or anatomy. As a
result, HF has been associated with reduced life satisfaction and less effort put into engaging in mental and
physical activities. According to estimates, HF affects 10% of the elderly and 1% to 2% of the general population
in wealthy nations. As our population ages, heart failure is anticipated to become more common. After leaving
the hospital, a readmission rate was present in patients with heart failure of 56.6%. Ignoring high frequency
now will result in significant problems later on. Currently, reducing re-admissions is one of the most urgent
needs.

After the initial incident, patients with heart failure are frequently kept in the hospital for a long period. Pa-
tients regularly get blood drawn to collect various health statistics [4]. It is possible to collect non-hematological
data like gender, age, and smoking history. Machine Learning models intend to gain knowledge of the surround-
ings and forecast upcoming occurrences using user-provided data. People who possess this quality are flexible
and may make decisions today based on their perceptions of the past. These models are utilized in the diagnos-
tic procedure for several disorders, including multiple sclerosis. The main objective of this research is to create
a learning model for prognosticating the possibility of heart failure. In this research on early diagnosis of heart
failure, the data analysis employs standalone machine learning models decision trees, support vector machine
(SVM), logistic regression, and neural networks [5, 6, 7]. Socio-demographic factors, like gender, high blood
pressure, smoking status, and the existence of chronic medical disorders, have an impact on survival rates as
well. Tt is challenging to establish reliable prognostic forecasts for persons with heart disease because survival
rates for them are so unpredictable [8].

With the rise of machine learning and deep learning, new techniques of medical diagnostic methods have
been opened up to complement the expertise of physicians. Many studies such as Parkinson’s disease [9, 10],
covid-19 [11, 12] have already been made on a range of medical diagnostic topics with different levels of
accuracy [3]. The internet of things also playing a key role in health care systems [13]. Deep learning concepts
also extended their implementation in smart televison for program recommendation based on user’s choice of
priority [14].

The objective of this present study is to compare machine learning models’ accuracy and their viability in
cardiovascular disease detection. This paper compared the classification accuracy of the presence of cardiovas-
cular disease on the implementations of four different broad machine learning techniques and their viability
on this disease. This was tested on the Cleveland heart disease dataset from the UC Irvine Machine Learning
Repository (UCIMLR) [2]. A comparison of classification accuracy and viability in the detection of CVD be-
tween the machine learning models. This problem has previously been investigated using different approaches.
Models like SVM [5], artificial neural networks (ANN) [6], logistic regression and decision trees among others
have been used on the same heart disease dataset from UCIMLR. These studies mainly focus on optimizing
the selected model to achieve maximum accuracy. This study instead focused on comparing different machine
learning models in their basic form and analyzing their weaknesses and strengths for this particular problem.

The use of machine learning algorithms has improved the prognosis for patients’ diagnoses using their
medical information. To detect cardiac sickness in its earliest stages, machine learning techniques based on
linear, ensemble, and boosting are used. In this paper, we have implemented the early detection of cardiovascular
disease on linear machine-learning models. The implemented models are trained and tested on the heart disease
dataset. The test data split has been considered into 30% and 20% and the performances are ascertained with
the impact of the test data split on the model accuracy.

The study used a subset of 14 features from the dataset which were used in all previous studies. The
features include information such as age, sex, blood sugar, cholesterol, blood pressure, and more. The different
models were then applied to the dataset by using already existing tools and frameworks such as TensorFlow [§]
and sklearn [16]. The paper did not use any image analysis or image-based data which also could be used in the
diagnosis since it was out of scope for this paper. The results were measured with a percentage of prediction
accuracy for each respective model. The data were divided into training and test subsets where the models tried
to predict the presence of CVDs in the previously unseen data of the test set after training on the training set.

Basic preliminaries and related work are described in the remainder of the paper, which is organized
similarly to section 2. Section 3 presents a thorough implementation of machine learning methods for early
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cardiovascular disease diagnosis. The empirical analysis is deconstructed in Section 4, which is followed by a
discussion in Section 5. Section 6 contains the conclusion.

2. Basic Preliminaries and Related work. This section discusses the basic preliminaries and the
literature works.

2.1. Computer-Aided Diagnostics. With the rise of computational power, computer-aided diagnostics
(CAD) has become a part of medicine. One example is in the detection of breast cancer [15] on mammograms
where CADs are routinely used as a second opinion [17]. One commonly used technique for CAD is machine
learning (ML). As data-gathering advances, the effectiveness of ML as a CAD has progressed and is predicted
to have a significant effect on medicine [3]. In broad terms, CADs using ML perform analysis on a great
amount of patient data with and without a disease. The data consists of attributes that are considered to
have a contribution to this disease and are often called training data. Using this training data the ML model
is modified slightly by each data sample resulting in a model that can, to some degree, correctly classify the
samples in the training data. This model is then tested on test data which is the same kind of data as training
data but previously unseen to the model. The caliber of the model is protracted by the classification accuracy
of the test data.

2.2. Earlier techniques for diagnosing cardiovascular disease. Most applications rely on common
clinical risk factors like diabetes and hypertension. Research has also been conducted in Brazil on locations
that are at high risk for cardiovascular disease-related mortality. In addition, the study’s analysis revealed that
50% of the participants had several, difficult-to-treat illnesses that raised their mortality risk. This subject
hasn’t been the subject of enough study [19]. It can be more difficult to set a baseline for normalcy when lab
results are assessed more realistically. For calculating risk, using trustworthy survival models is essential [20].

Traditional proportional risk models can uncover more relevant predictors by automatically creating con-
nections between their component values and large data response values using computational methods [1]. The
medical industry has used a variety of machine-learning methods, including decision trees [22]. Nonparamet-
ric survival is an auxiliary for parametric and semi-parametric models since they are independent of time in
characterizing relationships [23]. The ensemble approach and survival trees combine to produce more precise
projections. The common CVD diagnostic methods are:

e Physical Examination - Patient medical history and lifestyle Blood pressure, patient weight, listening
to heart and lungs, etc.

e Blood tests - Level of different electrolytes, proteins, and other biomarkers.

e Chest X-rays - Image of the chest, revealing enlarged heart, lung congestion, and other abnormali-
ties [21].

e Fchocardiography - Ultrasound images of a heart showing heart structure.

e Cardiac catheterization - X-ray images reveal if there are any blockages in the heart.

e Radionuclide Ventriculography - images that demonstrate how well the heart’s blood supply and cham-
bers are functioning.

There are multiple indicators or methods that physicians can use and combine in the diagnosis of CVD.
Some of them require analysis of images after the test has been made and some do not. The CVD diagnostic
methods contain different methods of diagnostics together with what the method result type is and if this paper
uses any of the data the respective method generates in the training of the models. In our proposed research
work, we have used physical examination, and blood tests to examine the dataset. This indicates what types
of tests medical personnel must do to be able to use the models described in this paper. Note that Used does
not mean every data point from the test is used. The detailed view of CVD data the models are trained in is
presented in Table 3.1.

2.3. Machine Learning Models. Machine Learning models can be used as CAD tools. However, there
exist many different ML models that can be used to perform CAD. The models vary in complexity and how
well they perform on different kinds of data. There are various applications of machine learning techniques
such as electric vehicle [24], smart home [25], and microgrid [26]. This section will describe three frequently
used models that were also used in this study.
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2.3.1. Support Vector Machine. The technique of using so-called support vectors in the data to find
the widest margin between two classes [20]. With linearly separable data consisting of data points from two
distinct classes, to find a hyperplane separating the classes with a considerable margin to the data points of
each class, Support Vector Machine could be utilized [19]. Thus creating an optimal linear decision boundary
given the data. The problem was that most data is not perfectly linearly separable which made the technique
hard to use. The solution to this came in the 1990s when the so-called kernel trick was discovered. This made it
possible to use Support Vector Machine for non-linearly separable data by applying a non-linear transformation
on the data and finding a linear decision boundary on the transformed data [19]. Another development was the
concept of soft margins. This made it possible to find solutions in data that is not linearly separable even after
applying a kernel transformation by allowing a few points to lie on the other side of the edge. Soft margins
also had the added benefit of allowing a few points to lie within the margin even though the data is linearly
separable to gain a larger margin.

2.3.2. Decision Tree. Decision trees (DT) are used for predicting what target class or value an observa-
tion belongs to. When building a decision tree given some data, all possible values for the features are divided
into several regions. Each region has a specific target class assigned to it. An observation, with specific values
for all features, is then given its target class or value depending on what region it falls in, so it can be used as
Regression and Classification [19]. Depending on the number of features the Decision Tree will have a different
amount of region layers. The first feature splits the Decision Tree into regions J1 to Jn, then depending on the
values of another feature each region Jk is split into regions Rk to Rm and so on. Because of this attribute,
Decision Trees can easily be represented as trees. Here the observations have two features X1 and X2 and are
split into five final regions. This entails that Decision Trees often can easily be interpreted by a human.

2.3.3. Artificial Neural Networks. The thought behind ANN is to create a model that resembles a
nervous system that, in humans and animals, can solve complex problems with the help of a network of many
interconnected cells [22]. ANN consist of an input layer where the values of the observations are fed forward to
one or several hidden layers of neurons. Depending on the values from the input layers, weights, and thresholds
of each neuron, different neurons will fire and result in a specific output value which ends up in the output
layer. The process of generating an output value given observation is called forward propagation [22]. One way
of training ANN is to modify the weights of the neurons to minimize the error of ANN that have given training
data. The minimizing is done numerically by using gradient descent which aids in finding a local minimum of
the error function. This process is called backpropagation [22].

2.3.4. Logistic Regression. Logistic regression can be employed for binary classification by shaping the
probability of data points’ affinity to a certain class, e.g. providing an anticipation of a person being healthy.
This modeling is broadly done by regressing a sigmoid function (or an alternative function with a bound of 0
to 1) to a dataset [32]. This regression can be performed both with single variables and collective variables and
the prompted function will need an input vector x with dimension n the count of features in the dataset. The
regression treasure trove optimal values for the parameter vector 8 in the sigmoid function. Logistic regression
is an elementary approach to classification that is speedy. The classifier deteriorates however when regressing
composite relationships [3].

2.3.5. Cross-validation. A cross-validation is an approach where a model is trained and validated on the
same data, proving a validation dataset unnecessary. This is achieved by splitting the data toward K different
folds, the model is formally trained on K-1 of the folds and computed on the remaining fold, this has recurred
K times for each fold and the median of the results is reported [36]. For implementing the proposed work, ten
folds are considered. Cross-validation can be calculational expensive but erases the necessity of a validation
dataset and more data can then be employed for training and testing.

2.4. Related work. The area of machine learning in health care is commonly split into physical and virtual
implementations, where virtual experimentation mainly concentrates on analyzing patient data. Contemporary
articles that reveal virtual implementations for analyzing data to predict heart failure will be illustrated in this
section.

Machine learning has from an early stage been used for computer-aided medical diagnostics [3]. In this
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field, CVD classification has been a prominent problem that has been thoroughly researched with a considerable
amount of time being spent on optimizing different models.

K-nearest neighbor (KNN) and SVM, supervised learning algorithms are pragmatic to predict heart disease
[33, 35]. The researchers contend that machine learning models can be cast-off to forecast cardiovascular diseases
[35]. Numerous other algorithms have been investigated, such as random forest and logistic model tree (J48).
The Cleveland Heartland Registry is used by UCIMLR researchers to validate heart disease in patients and
screen them for it. The following categories of information are included in this dataset. Next, a recommended
large-scale classification algorithm will be made. To provide patients with more precise diagnoses, machine
learning can be utilized to discover connections and predict risk factors for occurring heart disease.

For patients with heart failure [34], machine learning appears to be able to predict survival duration
with accuracy. Ejection fraction and blood creatinine readings are both excellent predictors of a patient’s life
expectancy, according to patient charts. With the aid of a novel technique, survival rates in heart failure
patients might be predicted [35].

2.4.1. Results with Optimization of Classifiers on Heart Disease Data. A new measure of classi-
fication reliability guaranteed 100% accuracy on all patient data points it can classify, with the drawback that
possibly only a subset of all the data points could be classified [5]. To test this proposed measure of classification
reliability they used a Support Vector Machine on the UCIMLR heart disease dataset [19]. This resulted in an
average classification accuracy of 73% with radial basis function (RBF) kernel and the polynomial of degree
is 73.7%.

Optimizing accuracy is often the utmost sought-after end goal but there has been researched done trying to
generate a greater accuracy while still keeping the model simple enough to be able to interpret it. Freund and
Mason [17] propose a solution to this that they call an alternating decision tree (ADT) which achieves similar
or better accuracy than C5 and is easy to interpret. Whereas the C5 decision tree implementation produces
good accuracy at the cost of interpretability. The ADT achieves a classification accuracy of 83.0% which is
better than the C5 classification accuracy of 79.8% on the same dataset.

The usage of learning models for heart disease prediction is discussed in this article [31]. Data analytics were
employed in this study to look at heart disease. The researchers carried out a study to assess the reliability
and accuracy of three different data analysis methods such as KNN, ANN, and SVM. The neural networks
produce better results and enable faster model learning with 93% accuracy. The researchers demonstrated
the use of machine learning to solve the problem of heart disease prediction [29]. Researchers from Stanford
University have created a revolutionary algorithm that predicts a patient’s likelihood of acquiring heart disease
based on their medical history. Heart disease patients’ outcomes were categorized and predicted using machine
learning techniques like KNN and logistic regression. These actions led to the creation of a model that can
predict cardiac events in a large population more accurately. The main advantage of this approach is the time
and effort savings in assessing whether a classifier can accurately diagnose heart illness. You can save time
and money by using the provided method for heart disease prediction. It is feasible to conclude the long-term
health of people with heart disease. In this study, machine learning is utilized to identify key components for
the detection of cardiovascular disease. A prediction model is built using several features and classification
techniques. The authors assert that by uniting a random forest and a linear model, a 92% accuracy rate can
be reached.

One of the highest accuracies on the heart disease dataset was achieved by [6] using an ensemble of in-
dependent multi-layered feed-forward neural networks. The accuracy achieved was 89.01% using three neural
networks. Using an ensemble of more than three neural networks did not show any improvements. This paper
uses models based on the same principles as the models mentioned above, however, instead of attempting to
optimize a single model it investigates how they compare to each other in terms of classification accuracy and
viability for cardiovascular disease.

3. Early diagnosis of cardiovascular disease using Machine Learning Methods. This section
explains cardiovascular disease prediction and the process of constructing the feature dataset for the numerical
experiments.
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3.1. Dataset. The scope of the research primarily relies on a single dataset and it has been used extensively
in research of computer-aided diagnostics [6, 7, 30]. Containing only 297 patients with 14 features makes it
hard to draw any wide-stretching conclusions on which of the compared techniques is best suited for CVD
diagnostics. The original dataset obtained from UCIMLR contains 76 features where the occurrence of heart
disease is an integer-valued feature from 0, no presence of disease, to 4. All values greater than 0 indicate the
presence of heart disease. All previous ML research on this particular dataset has not been done on all 76
features, but a subset of 14 features deemed relevant for classification and where no individual feature data
was missing. The prediction values have then also been binary instead of integers valued up to 4 since it is out
of scope to diagnose different kinds of CVD. The binary value will indicate angiographic disease status where
value 0 corresponds to <50% diameter narrowing and value 1 corresponds to >50% diameter narrowing. This
is called the "processed dataset”, henceforth in this paper, it will be referred to as "dataset” and is the dataset
that was used for this research work.

The different sources have varying degrees of missing features from some data samples. For example, almost
all data samples from the Hungarian source are missing data from three features, among them the number of
major vessels colored by fluoroscopy. The data samples from the other data source are missing even more
features like blood sugar. Because of this, in this research, we have only used the data donated from the
Cleveland source since that data contains very few data points with missing features.

The Cleveland source contains 303 samples in total with all features listed in Table 3.1. From these 303
samples, 6 samples have been removed because of missing values. The choice of using the same dataset and not
cherry-picking data points from other datasets was made so the comparison between previous research would
be fairer. The dataset was not altered or preprocessed in any other way and all models used the same data.
This was done so the comparison is as fair as possible even though some models might benefit from further
preprocessing. For example, artificial neural networks might benefit from bundling up the ages into ranges of
ages (35-45, 45-60).

3.2. Implementation. This section will present the implementation of the proposed early diagnosis of
cardiovascular disease. The different machine learning models used the same method for splitting the dataset
into training data and test data. The data were randomly shuffled and then split into two categories. The
training data was used to train/fit the different models to the problem and the test data was then used to assess
the performance of the model to see how well it performs on new unseen data. The test size is a parameter
that represents the proportion of the data that is used as test data compared to training. For example, a test
size of 0.3 means training data is 70% and testing data is 30%. Because of the limited size of the dataset, only
30% and 20% of test data splits were tested, which represents the training sets of 70% and 80% respectively.
A larger split would lead to even fewer training points and a lower one would lead to testing with less than 60
patients which increases the risk that a model that performs well was only "lucky”.

The Python library is employed to implement each specific model. Logistic regression was executed using
the class LogisticRegression from the linear_model package, neural network utilizing the class MLPClassifier
from neural_network, decision tree applying the class DecisionTreeClassifier from the tree, and support vector
machine harnessing the class support vector classification (SVC) from the SVM package. The linear regression,
decision tree, and neural network models were all trained on the entire training dataset. The SVM model
however was trained on a chunk of the training data due to poor performance, more on this in Discussion.

3.2.1. Decision Tree. The DT implementation was made using sci-kit learn, a machine learning library
that has pre-made ML models [16]. Specifically, the DT classifier [23] from sci-kit learn was used for generating
DT. The DT classifier uses an optimized version of the CART algorithm which is a high-performing general-
purpose algorithm for building decision trees [27]. When building a Decision Tree many different parameters
can be set which decide how the resulting tree will look and perform. The maximum depth of the tree, and the
number of samples to consider when splitting a node, are used when split among others. In this study, only
the max depth of the tree and the criterion for splitting were taken into consideration. These parameters were
chosen as they have to most impact on the complexity and structure of the generated decision tree.

3.2.2. Support Vector Machines. The SVM was implemented using sci-kit learn, the same library
used for decision trees. As described, SVMs use different kernels to transform the data to find optimal support
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Table 3.1: CVD Dataset Features

S. No. Feature Description

1 Age: age in years Integer value

Sex 1 = male, 0 = female
0: typical angina

1: atypical angina

3 CP: Chest pain type 2: non-anginal pain
3: asymptomatic
4 trestbps: Resting blood pressure mm Hg
5 chol: Serum cholesterol mg/dl
6 fbs: Fasting blood sugar >120 mg/dl 1 = true, 0 = false
0: Normal
7 restecg: Resting electrocardiographic results ; :ﬁgﬁigsgr;zﬁzeoib;e(gﬂfel lgft ventricular
hypertrophy by Estes’ criteria
8 thalach: maximum heart rate achieved Integer value
9 exang: Exercise induced angina 1 =yes, 0 = no
10 oldpeak = ST depression induced by exercise rel- | Floating value

ative to rest

0: upsloping

11 slope: the slope of the peak exercise ST segment | 1: flat
2: downsloping
12 ca: number of major vessels (0-3) colored by | Integer Value 0-3
flourosopy
0: Normal
13 thal: Thalassemia 1: Fixed defect

2: Reversible defect
0 = no disease
1 = disease

14 Condition

vectors. The implementation of SVM include the usage of three different kernels, a linear, a polynomial, and a
RBF [28]. Both the polynomial and radial basis function kernel can be modified by input parameters. When
using the polynomial kernel, the degree of the polynomial, which determines the complexity of the model,
needs to be specified. This study used polynomials of degree two and degree three. The RBF kernel requires
a parameter gamma which specifies how much a single training point influences the kernel. Here, the default
value of NI. Lastly, there is C, which regulates how wide the margin between the different classes is allowed to
be. A high value of C results in a strict margin that does not allow data points of different classes to be on the
wrong side of the margin. As data from the dataset used most likely is not linearly separable a lower value of
C is preferred for the classifier to be able to create a margin. Therefore C=1 was used in this study.

3.2.3. Artificial Neural Networks. All experimentation with ANN was conducted using the TensorFlow
library [8]. TensorFlow is one of the most widely used libraries for building machine learning models in
production. The library makes it easy to build and test different types of networks and network structures
with different hyperparameters. The optimizer used for network training in this work was the optimizer with
a batch size of 32 and a cross-entropy loss function.

Many different types of hyperparameters can be hard to set for artificial neural networks even when the
type of network is known. These hyperparameters include the number of layers, the number of nodes in the
hidden layers, the type of activation functions the number of training epochs in the training of the model.

This paper used a sequentially built feed-forward network. The input layer has the same size as the 13
features in the dataset and the rectified linear (ReLU) activation function used for the input layer. The ReL.U
activation function which has been proven to give better results than the sigmoid activation function [29]. The
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output layer is a single node that is activated with the sigmoid function since it is a single binary output the
network produces. There is no exact formula for selecting the number of hidden layers. In general, if the data
are less complex 1 or 2 hidden layers are used, if the data are complex 3 or 5 hidden layers are used. When the
number of hidden layers are increased it increases the capacity of the model, simultaneously it requires more
samples. Every hidden layer within the network also uses the ReLU activation function. Each network was
trained for 350 epochs. The structure of the network varied with different tests to examine which structure
fits the problem best. The tested structures were selected in an ad-hoc way where rough testing first was done
before selecting some of the best-performing structures. Note that the network depth includes the input and
output layers in the results window.

3.3. Evaluation. The machine learning models were assessed based on the mean and standard deviation
of average classification accuracy they have on the test data. After the model has been trained it is presented
with previously unseen data samples from the test dataset and it then tries to forecast the presence of CVDs
and then checks if the prediction was correct. The accuracy then becomes the ratio of correct predictions with
the test dataset. As mentioned in previous sections the different methods depend on varying hyperparameters
that can be tweaked and tuned and yield different results. Each model was implemented with multiple different
hyperparameters to get a better overview of the model potential.

There are also elements of randomness in which data points the models get to train on depending on the
train/test data split. The SVM and ANNs also depend on randomly initialized weights for their models which
might affect the outcome of the training. To remedy this the training and evaluation of each implementation
were done in 100 independent runs and the classification accuracy is assumed to follow a Gaussian distribu-
tion. This makes it possible to compare not only the mean (u) but also the standard deviation (o) of each
implementation to see which implementation had the best consistency. Metrics employed in this study to
correlate machine learning models are illustrated in this section. Multiple metrics are accustomed to evaluating
the accomplishment of a network [28]. Exploring different metrics for a variety of tasks is meant to represent
the network’s ability to clarify a given problem. To define all metrics the listed terms will be explored: The
evaluation metrics utilize true positive (TP), true negative (TN), false positive (FP), and false negative (FN).

The accuracy [28] ratio of cases that were accurately identified as a percentage of all instances can be
calculated as follows.

TP+TN
TP+TN+FP+ FN

Accuracy = (3.1)

Precision [28] ascertains with what precision the model fits in the positive instance category. Precision is
calculated as follows.

TP
Precision = m (32)

Recall [28] stipulates how many positive occurrences the model recorded. The recall is calculated as follows.

TP

Il itivity = ——————
Recall/Sensitivity TPLEN

(3.3)

Precision expresses the number of positive guesses that were true. Sensitivity expresses the proportion of all
positive illustrations that were apparently labeled. Specificity expresses the proportion of all negative examples
that were labeled.

TN

—_— 4
TN+ FP (34)

Speci ficity =

F1 score [28] is a metric that combines precision and sensitivity to a single metric. It is defined as follows.

2 % (Precision * Recall)
(Precision + Recall)

F1Score = (3.5)
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Table 4.1: Average Classification Accuracy of Different Classifiers

Classifier Test Data | p on Classifi- | 0 on Classifi- | Classification | Classification
Split in % | cation Accu- | cation Accu- | Accuracy Accuracy
racy % racy (Max) in % (Min) in %
Decision Tree 20 76.53 0.053 88.33 61.66
Decision Tree 30 76.18 0.040 85.45 65.55
Logistic Regression 20 92.85 0.050 92.44 71.11
Logistic Regression 30 87.86 0.051 89.44 68.11
Support Vector Machine 20 83.18 0.044 91.66 70.00
Support Vector Machine 30 83.01 0.035 92.22 71.11
Artificial Neural Networks 20 82.16 0.042 91.66 66.66
Artificial Neural Networks 30 80.64 0.040 92.22 67.7

Suppart Vector hachine

|

Logistic Regression
Decision Tree I

|

Artificial Medral Nebaoris

0B84 B 088 09 032 D94

Fig. 4.1: Average of classification accuracy (maximum) by classifier

A receiver operating characteristic (ROC) curve is a graph that plots sensitivity and 1-specificity [18]. A
good model has high sensitivity and specificity. A procedure to measure how well the model does this is to
consider the area under the curve (AUC). A lofty AUC is better than a squat AUC. The top right of the graph
used to gauge performance is where a model attempts to achieve high precision and high recall.

4. Experimental Results Analysis. The computer employed for the experimentation has an i5 processor
at 1.8 GHz, with 8 GB of RAM, and a Windows 8.1 OS. The original data set [2] was exclusively used for
classification experiments without any preceding feature selection technique. The investigation of these phases
is described in full, along with a description of the results, in the immediate sections. In our research, two test
data splits 30% and 20% are considered to test the accuracy of the machine learning models on test data.

Table 4.1 shows a general overview of the best average classification accuracy results of the different classi-
fiers. The logistic regression has the highest mean (1) classification accuracy 92.85 in both 30% and 20% of test
data split together with the lowest o = 0.051. The logistic regression and SVM also shared the highest accuracy
92.44% and 92.22% with ANN and the logistic regression and SVM had the highest lowest value 71.11%. The
DT had the highest standard deviation of measured accuracy ¢ = 0.053. Figure 4.1 depicts the average of
classification accuracy (Maximum) by the classifier.

4.1. Performance Evaluation on Decision Tree. Decision trees produce in all cases an average clas-
sification accuracy above 70% with the best mean result being an accuracy of 81.11%. As Table 4.2 indicates
the depth of the tree has a greater impact on the classification accuracy than the splitting criterion. Setting a
limit on the depth to 6 produces improvement in the classification accuracy compared to using the same test
data split and criterion with no limit on the tree depth. Figure 4.2 is a graph that represents the average
classification accuracy. Figure 4.3 shows what the decision tree looks like for the test with criterion entropy
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Table 4.2: Average Classification Accuracy of Decision Tree Classifier

Max Split Crite- | Test | pon Classifi- | ¢ standard | Classification | Classification
Depth | rion Data | cation Accu- | Deviation Accuracy Accuracy
Split | racy in % on Clas- | (Max) in % (Min) in %
sification
Accuracy
None Gini index 30 74.56 0.043 83.33 61.11
None Entropy 30 73.49 0.039 84.44 63.33
None Gini index 20 72.23 0.049 86.66 60.00
None Entropy 20 72.41 0.051 83.33 60.00
4 Gini index 30 80.73 0.045 85.55 64.44
4 Entropy 30 81.11 0.040 85.55 65.55
4 Gini index 20 74.62 0.054 86.66 56.55
4 Entropy 20 79.99 0.053 88.33 61.66
100%
BOPE
B
4

L1 Il
ol | O | BT il

Giniindex Entropy Giniindex Entropy Ginlindex Entropy  Gimiindex  Emtropy

m Test data Split

e i on Classification Accuracy
o standard Deviation on Classification Accuracy
Classification Accuracy [Maximum)

e Classification Acouracy [Minimum)

Fig. 4.2: Graph representation of average classification accuracy

and max depth 6 to classify a patient the Decision Tree first splits on the attribute thalassemia. This indicates
that thalassemia might be one of the most influential factors of heart disease.

4.2. Performance Evaluation on Logistic Regression. Table 4.3 presents classification accuracy
achieved with the different Regularization used for the Logistic Regression ranges from around 75% to around
91%. Table 4.3 shows that the regularization of Lasso performs well and has the highest p accuracy of 93.18%,
which is the highest overall mean classification accuracy achieved. At the same time the Ridge results in the
lowest recorded accuracy, at 87.33%, across the different classifiers. Figure 4.4 shows the average classification
accuracy of the logistic regression classifier.

4.3. Performance Evaluation on Artificial Neural Networks. Table 4.4, presents the shallower
network had, in general, a higher u classification accuracy than the deeper one for both 30% and 20% test data
split and all hidden layer sizes. The networks had a higher p together with a lower standard deviation o for the
test data split of 30% compared to the same type of network with a split of 20%. In general, the less complex
networks with either smaller hidden layer sizes and/or shallower networks also had a higher p and lower o. The
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Table 4.3: Average Classification Accuracy of the Logistic Regression Classifier

Regularization | Test Data | pu on Classifi- | ¢ standard De- | Classification | Classification
Type Split in % cation Accu- | viation on Clas- | Accuracy Accuracy
racy in % sification Accu- | (Max) in % (Min) in %
racy
Lasso (L1) 20 93.18 0.054 91.66 70.00
Lasso (L1) 30 92.31 0.047 93.33 72.22
Ridge (L2) 20 88.96 0.054 87.77 67.77
Ridge(L2) 30 87.33 0.049 91.66 68.33

Fig. 4.3: The first six levels of the trained decision tree

network depth of 3 with 20% test data split and hidden layer size 14 had the highest u. The corresponding
network with a split of 30% had the most consistent results (¢ = 0.039) and the highest accuracy (92.22%)
came from the network with 4 layers with layer size 14 and 30% test data split.

4.4. Performance Evaluation on Support Vector Machine. The degree of classification accuracy
attained using various kernels used for the SVM ranges from around 65% to around 83%. Table 4.5 shows that
the polynomial degree of 2 kernels performs well and has the highest © accuracy of 83.18%, which is the highest
overall mean classification accuracy achieved. At the same time the radial basis function kernel results in the
lowest recorded accuracy, at 65.61%, across the different classifiers. The kernels linear and RBF are having no
degree information and is represented as not available (NA). This degree sometimes may not be available when
there is no instance of the graph crossing the x-axis.

4.5. Cardiovascular Disease Detection using Machine Learning Models. The ML algorithms are
trained and tested on two different test data split 30% and 20%. Cardiovascular disease detection on the four
machine learning models is retrospect values measured by computing the sensitivity, precision, and the F1-
score of each model. A ROC curve was depicted for all models. Figure 4.5 constitutes the Precision, specificity,
sensitivity, and F1l-score, achieved on the test data, for each model.

As shown in Table 4.6, the DT has achieved the highest precision and F1 score. Apparently, neither
algorithm labeled a no disease instance incorrectly nor the logistic regression correctly predicted 85.8% of the
heart disease cases while the artificial neural network truly predicted 84.5%.

Figure 4.6 represents the participation of each feature of the cardiovascular disease database on four different
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Fig. 4.4: Average Classification Accuracy of the Logistic Regression Classifier
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Table 4.4: Average Classification Accuracy of the Artificial Neural Networks Classifier

Depth | Hidden | Test Data | p on Classifi- | ¢ standard De- | Classification | Classification
Layer Split in % cation Accu- | viation on Clas- | Accuracy Accuracy
Size racy in % sification Accu- | (Max) in % (Min) in %
racy

4 128 30 77.33 0.045 90.00 66.66

3 128 30 78.29 0.053 86.66 64.44

4 128 20 78.38 0.051 91.66 66.66

3 128 20 79.75 0.054 91.66 65.00

4 14 30 80.64 0.040 92.22 67.70

3 14 30 80.63 0.039 91.11 68.88

4 14 20 80.48 0.044 90.00 66.66

3 14 20 82.16 0.042 91.66 70.00

Table 4.5: Average Classification Accuracy of the Classifier Support Vector Machine

Kernel Degree | Test Data | u on Classifi- | 0 standard De- | Classification | Classification
Split in % cation Accu- | viation on Clas- | Accuracy Accuracy
racy in % sification Accu- | (Max) in % (Min) in %
racy
Linear NA 20 82.56 0.041 93.33 75.00
Linear NA 30 83.01 0.035 92.22 71.11
Polynomial 2 20 83.18 0.044 91.66 70.00
Polynomial 2 30 82.31 0.037 93.33 72.22
Polynomial 3 20 78.96 0.044 91.66 68.33
Polynomial 3 30 77.33 0.039 87.77 67.77
Radial Basis | NA 20 65.61 0.049 75.00 51.66
Function
Radial Basis | NA 30 65.72 0.042 76.66 56.66
Function
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Table 4.6: Precision, Recall, and Fl-score, achieved on the test data, for each model

Model Precision | Recall | F1 Score
Logistic Regression 85.9 85.9 85.8
Artificial Neural Networks 84.5 84.5 84.5
Decision Tree 95.3 95.3 95.3
Support Vector Machine 69.2 67.0 66.7
®Predsion ®Recall wFl-score
oo
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Fig. 4.5: Precision, Recall, and F1-score, achieved on the test data, for each model

ML algorithms. The values presented in the graph are mean, range, error rate, and hit rate on accuracy in the
presence of disease across the attributes.

The DT earned a precision of 95.3% and a sensitivity of 95.3%. Truly predicting 95.3% of all cardiovascular
occurrences but a false prediction of 5% of non-cardiovascular instances. The SVM realized a precision of 69.2%
and 30% of predicted cardiovascular instances were not diagnosed.

The AUC is 0.923 for the logistic regression, 0.925 for the ANN, 0.989 for the DT, and 0.231 for the SVM.
The erected value for AUC was achieved by the DT, followed by the ANN. Discover that the ROC curve for
the DT classifier is a raw estimate due to the discrete essence of the classifier. The classifier only spawns a
single false positive rate (FPR) and a single true positive rate (TPR) resulting in an atomic point on the graph,
the ROC curve is estimated by combining this point with the points (0,0) and (1,1). The other algorithms rely
on a continuous value and a threshold to classify data, this threshold can be altered to generate an endless
relationship betwixt the FPR and TPR, which is depicted by the graph. The following PR curves were produced
by the models on the test data.

4.6. Performance Differentiation of Accuracy on Machine Learning Algorithms. When applied
to the whole dataset, DT can be observed to achieve 95.3% lofty accuracy than additional classification meth-
ods, while SVM achieves a modest accuracy of 67%. Figure 4.7 depicts the Accuracy of ML algorithms on
cardiovascular disease data.

5. Discussion. The biggest benefit of the DT model is the interpretability of the resulting trained DT. The
complete model can be visualized. This means that the results can be used by physicians as a complement to
the current methods of diagnostics and patient examination. The tree in Figure 4.3 suggests that thalassemia
has the biggest impact on the prediction of the presence of CVDs in the patient. This information can for
example be used to make sure that all physical examinations of patients when checking for potential CVDs
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Fig. 4.7: Accuracy of machine learning algorithms on cardiovascular disease data

should include a test of patient thalassemia. This makes Decision Tree a very viable initial technique for CAD
of CVDs since the risks are low and the final responsibility of diagnosis still firmly lies in the hands of the
physicians and not in a yet unproven autonomous method of diagnosing CVDs. Not limiting the tree depth of
a Decision Tree generates deep and complex trees that result in high variance and lower classification accuracy
because of model overfitting. Allowing deeper or shallower trees than 4 levels did not improve the results as
can be seen in table 3. As for the splitting criterion gini index performs slightly better than entropy however
the difference is small and could depend on other factors.
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ANN performed well where some individual runs gave a model with up to 92.22% accuracy. The best-
averaged performance came from the 3-layered version with a hidden layer size of 14 and 20% test data split.
This suggests that the higher complexity models might suffer from overfitting since the dataset only consists
of 13 features with binary output. A single hidden layer that is not much larger than the input layer seems
to suffice for this type of dataset. The higher test data split can also be an indicator of overfitting since
a higher split gives the model fewer data points to train on which will keep the bias higher. Preliminary
testing with the number of epochs also showed that more epochs than 350 almost always produced a worse
result also indicating problems with overfitting. The standard deviation was generally in line with the SVM
implementation indicating a more reliable result than the Decision Tree. The reliability is necessary for actual
use on real patients but the dataset is too limited for it to translate to the general reliability of classification
accuracy. More data points are needed with more features and with more diversity before the Artificial Neural
Networks are truly ready as an autonomous diagnostics tool since the models themselves are not interpretable.
How many data points and how diverse the data needs to be is hard to answer but probably in the size of
millions of patients from around the globe and where medical experts can be a part of the feature selection.

Regarding SVMs, the two most complex kernels, with polynomial degree 3 and RBF, are the worst per-
forming while the other two simpler kernels perform the best. This indicates that the worst-performing kernels
are too complex for the data and that the kernels overfit the training data resulting in a lower classification
accuracy just like the deeper ANN models. The highest mean accuracy by a small margin came from the 2nd
degree polynomial kernel with a 20% test data split. However, it should be noted that the polynomial kernel
had remarkably longer training time than the other kernels, especially compared to the linear kernels. This in
combination that the 2nd degree polynomial kernel with 20% had a lower accuracy than the best linear kernel
(with test data split at 30%) and a higher standard deviation suggesting that a linear kernel is the best choice
for this particular dataset. Both in actual results previously mentioned and in practicality because of the much
faster training time. The SVM suffers from the same problem of interpretability as ANN and a lack of data for
autonomous use.

In general, the more complex models seem to have fared worse than the lower-complexity models. The
deeper neural networks with larger hidden layers and higher complexity kernels in SVM all have lower mean
accuracy than the shallower neural network and linear or low-degree polynomial kernels of the SVM. This does
not necessarily mean that the problem of diagnosing CVDs can truly be described with a low-complexity model,
a high-complexity model might very well outperform the lower-complexity ones with a large enough dataset.
The SVM with a linear kernel and test data split of 30% is one of the best-performing models and fast to
train however due to the limitations of the dataset it is very hard to know how well the model generalizes for
other unseen real-world data. It is possible that the patients that have CVDs in the dataset used to share a
hidden feature value, for example, smoking habits as previously mentioned, and that the SVM model instead
finds the connecting relationship in another irrelevant feature. The range of classification accuracy for the
various regularizations employed in the logistic regression is approximately 75% to approximately 91%. The
regularization of Lasso works effectively and achieves the highest overall mean classification accuracy of 93.18%,
as shown in Table 4.3. Ridge had the lowest documented accuracy of all the classifiers, at 87.33%, during the
same period.

Because of the limitations in the dataset, the focus on mean accuracy lessens, especially since the different
models also had very similar mean accuracy. The comparison then instead focuses on the interpretability of
the model and viability as a tool for physicians. There are too many uncertainties for the resulting models in
this paper to be used autonomously without a pathologist’s supervision. A model that can be interpreted by
a physician and used as a complement can be used even with its limitations previously described. This makes
DT viable as a tool today. The SVM and ANN should be used with caution. They can of course also be used
as complementary verification that the physicians can use but they should not be treated as equally accurate
as the pathologists’ judgment.

5.1. Comparison with earlier research. The previous studies mentioned in the literature have achieved
a classification accuracy of around 70% - 90%. The classification accuracy attained in this paper is coherent
with earlier reported algorithms as all the models are within this range. This may be a sign that consistently
higher accuracy than this might be hard to get on a small dataset, even with specially adapted methods like
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the ones used in the previous studies. One thing to note is that the SVM implemented in this paper has a 9.48
percentage point increase over the one implemented by [5]. This is most likely a consequence of [5] not focusing
on optimizing the SVM but instead testing their new proposed measure of classification reliability.

The ANNSs used in this paper reached a best mean accuracy of 82.16% which is worse than the previous
study done by [6] which achieved an average accuracy of 89.01%. One of the main implementation differences is
the use of ensemble methods which can potentially lower both bias and variance in the models and thus achieve
higher overall accuracy. Their study used 14 nodes in the hidden layer which lowers the overall complexity of
the model and is consistent with this paper’s best ANN results. Overall slightly lower classification accuracy
was achieved by the models in this paper which was expected as none of the models were optimized with a
more advanced ensemble learning method which often results in higher accuracy and more reliable results.

5.2. Further Research. One of the biggest limiting factors in this paper, which has been mentioned
before in previous sections, is the small size of the used dataset. With only around 300 samples it is hard to
draw any general conclusions about the results as the models only get a small sample size to train on. Another
factor, also related to the dataset, is the features the dataset contains. These 14 features are most likely not the
only contributing factors to CVD and some of them may have very little or no contribution at all. With that
said further research which uses a dataset containing a larger sample size and considers more features, such
as whether the patient smokes or family history of CVD could achieve a more generalized result. All of the
different image-based diagnostic methods could also benefit from machine learning which should be explored
further.

Beyond a dataset with a larger sample size and more features, further research could also consider per-
forming feature selection on the dataset that is used. With complex problems like diagnosing heart disease in
patients taking into account many different features and then performing feature selection to only use, relevant
features could yield better results.

6. Conclusion. The implementation of various machine learning models showed that there is no clear
winner in the comparison of models. From the implementation, it is noticed that the support vector machines
have achieved the highest average hit rate, while artificial neural networks achieved a similar highest hit rate.
The support vector machine is best with regard to mean accuracy, highest accuracy, and lowest accuracy.
Artificial neural networks along with the logistic regression gave the most reliable result with the lowest standard
deviation. Although the decision tree achieved lower accuracy it can be visualized and interpreted easily by
humans. These features led us to make the conclusion that the decision tree is the most practical model and
also it is useful to doctors in their current methods of diagnosis. The scope of this work is primarily limited by
the size of the dataset which contained a few patients, few features, and not enough diverse data. This must
be taken into account while reviewing the relatively high mean accuracy of the models.
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RESEARCH ON MOOC CURRICULUM RECOMMENDATION MODEL OF HIGHER
VOCATIONAL ENGLISH BASED ON IMPROVED INTENSIVE LEARNING NETWORK

YUXIA ZHENG*AND YANLEI MAT

Abstract. With the development and maturity of the Internet education industry, more and more vocational colleges have
opened English teaching courses based on massive open online courses courses. However, there are many English-related courses
on the massive open online courses course platform, and the use of scientific recommendation models can improve the teaching
quality of such courses. Therefore, this research attempts to design two improved attention mechanisms and user-based embedded
expression using meta-path technology. At the same time, these two are combined with reinforcement learning technology to design
an improved massive open online courses English course recommendation model. The test results show that the hit rate of the
model designed in this study is 89.84%, 74.28%, 70.81% and 71.35% respectively when the rank number is 20 and the parameter
is 10. At this time, the cumulative income of normalized discount is 48.24%, 34.58%, 25.96% and 28.69% respectively. However,
when the number of calculated samples reaches the maximum value of 1158609, the calculation time of the improved reinforcement
learning recommendation model is 1867 seconds, which is also higher than the comparison model. The experimental results show
that the curriculum recommendation accuracy of the massive open online courses recommendation model designed in this study
is higher and the recommendation results are more reasonable. The results of this research have a certain application potential in
the field of the construction of online education in colleges and universities.

Key words: Reinforcement learning; Metapath; Massive open online courses: Recommended model; Embedded expression;
Attention mechanism

1. Introduction. After entering the 21st century, with the rapid development of computer technology,
the online education industry has been recognized by more and more schools and teachers and students. In
this context, a large number of vocational colleges have opened English teaching courses based on massive open
online courses (MOOC). Moreover, MOOC, as one of the largest online education platforms in the world, has
strong application value. It was also used by a large number of educational institutions at home and abroad
during the COVID-19 epidemic [1, 2]. However, there are a variety of English courses on the MOOC platform.
Even in some subdivisions of English education, such as oral English teaching, there are a large number of
relevant courses to choose from. Too many choices have brought great difficulties to teachers who carry out
teaching [3]. Teachers with less teaching experience cannot quickly select the appropriate curriculum design
courseware and teaching process from a large number of courses [4]. Moreover, the self-study ability of students
in higher vocational colleges is weaker than that of students in ordinary colleges [5]. Therefore, when they are
faced with a large number of admirers, they may also have negative emotions such as confusion and helplessness.
This may discourage students from learning. At the same time, in the process of self-study, if students choose
inappropriate courses, it will greatly increase the learning difficulty and extend the learning hours, especially if
they choose advanced courses with higher learning threshold [6]. It can be seen that the combination of higher
vocational colleges and universities in English teaching has certain teaching value. However, it is necessary
to use the MOOC recommendation model in the teaching system to recommend courses suitable for students’
learning ability and learning stage for teachers and students. By this way, it can help teachers carry out teaching
according to their aptitude and interest, and improve the learning effect of students. Under this background,
this research attempts to combine attention mechanism, user embedded expression based on meta-path, and
reinforcement learning (RL) technology. Based on this, a course intelligent recommendation model is designed.
The model can more clearly extract key information such as learning interests and learning habits of users of
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English courses on the Moor platform.

2. Related Work. At present, online education is one of the key points of teaching reform in colleges and
universities at home and abroad, and a large number of courses exist on the platform. This made experts realize
the application value of the course recommendation model. Some experts have carried out relevant research on
curriculum recommendation and general recommendation. Rabiu I and others believe that the recommendation
system depends on the historical data purchased by users and their feedback to describe their preferences and
make future recommendations [7]. Most of these systems usually use collaborative filtering models to analyze
user ratings. At the same time, they infer the potential factors that show the characteristics of users and
projects in the k-dimensional potential space. However, the historical rating data used for recommendation
is usually sparse and unbalanced. Therefore, a new emotional scoring model based on long-term and short-
term memory is proposed in the study. In order to alleviate the sparsity and imbalance of the data set, a
combination function is designed in the experiment to capture the emotional bias between user ratings and
comments. The test results of the design model using Amazon data show that the proposed model is superior
to the existing static and dynamic models. Statistical tests show that all performance gains differ significantly.
Roozbahani and others found that the current knowledge content on most mainstream knowledge sharing
platforms is too complex. It is necessary to design a more intelligent recommendation model to help users
quickly select knowledge content that is more in line with their needs. Therefore, the research team designed
a recommendation model based on improved collaborative filtering algorithm. The test results show that the
model can effectively improve the accuracy of content recommendation on the knowledge platform [8]. Zeng
et al. found that the way of extracting information from the user’s history is widely used to define the user’s
fine-grained preference to build an interpretable recommendation system. Because these aspects are extracted
from the historical records, it is impossible to identify the aspects that represent the negative preferences
of users. However, these potential aspects are also as important as the information representing the user’s
positive preference for building a recommendation system [9]. Choi et al. believed that the web-based courses
used to teach the maintenance methods of mechanical components needed a more targeted recommendation
system. The system can be recommended to engineers who need such services. For this reason, the research
team has built a recommendation model for mechanical component maintenance course recommendation. The
model combines K-means clustering algorithm and random forest classifier. The test results show that the
recommendation results of this recommendation system are better than those of traditional methods [10]. Yang
and others found that some commodity recommendation methods used by e-commerce platforms are designed
based on traditional collaborative filtering algorithms. These recommendation methods have the shortcomings
of data set reduction and coefficient matrix filling, and can’t meet user needs well. Therefore, this study
proposes an improved hybrid algorithm for online handicraft recommendation. The test results show that the
model can effectively improve the effectiveness and exemption of online recommendation of handicrafts, and
reduce the item score of candidates set users, which has certain application value [11]. Dat NV believes that the
content-based recommendation algorithm has the problem of probability similarity calculation, so he proposes
a recommendation algorithm based on Gaussian mixture model. The test results show that the recommended
accuracy of the model is significantly higher than that of the comparison model. In practical application
projects, the response time is shorter, the calculation speed is increased by 24.37% on average compared with
the four comparison models, and the calculation results are the most stable and reliable [12].

To sum up, although many former scholars and scientists have designed a lot of improved recommendation
systems to improve the efficiency and accuracy of online recommendation systems. However, at the same
time, it is quite rare to consider more user interest characteristics and apply reinforcement learning to improve
recommendation quality. Both of them have strong potential application value for more detailed mining of user
information.

3. Design of MOOC Curriculum Recommendation Model Based on RL and Improved Atten-
tion Mechanism.

3.1. User Embedding Expression Mode and Node Layer Design Integrating Meta-path. This
research is to design a recommendation model of MOOC that pays more attention to auxiliary information
and user habits. On the one hand, it uses courses, knowledge points, and user data to build heterogeneous
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Fig. 3.1: General Calculation Mode of Attention Mechanism

hi Mapping ), teenticu

—

Reconmended resnlis Semantic atentxmg Forecnst sechon
e e Ty [ e e %
I e W | I
i . Mappng I i i |I 1

o I
| ® & ¥ ! .
| Ea |1 1 |
| Mide " x | il :
I it Mappmg .||. Aftention B : ‘. ""'I'\-L\_\_\_' i i

I e T s, 1
= | Xeirn] |

[ - { 11 2
| ?‘; 8' x | | Semantic = :llll.'ﬁ'. ok - :
: it Mappmg N : : Knton o4/ x '
i x 3. D fl == | Recommended |
¥ 5 { o I
: 2 s 2 : {f | I_‘,-';x: |: pesulls [
| b Ll S | :
| |
| I
I |
i

Fig. 3.2: Typical Structural Model of HAN

information networks, so as to use the two-level attention mechanism and meta-path sampling method to embed
and express user data [9, 10]. On the other hand, RL is integrated into the recommendation model, which makes
the model capture the user’s interest features more accurately.

The improved MOOC recommendation model designed in this study is based on the attention mechanism
and graph network. The general calculation model of the attention mechanism is shown in Figure 3.1. Figure 3.1,
a1,Qs,...,ap is the attention distribution, X7, Xs,..., Xy is the input data, and is the data characteristics
after query transformation [11]. As shown in Figure 3.1, the attention mechanism can make the neural network
have the ability to focus computing resources on the specified feature subset, thus improving the feature
extraction and expression ability of the neural network. The information with rich semantics and heterogeneity
is the difficulty of graph representation in heterogeneous networks. The heterogeneous graph attention network
(HAN) algorithm proposed by the predecessors has a higher precision in processing this data because it integrates
semantic attention and node attention structure. The typical structure is shown in Figure 3.2 [12, 13]. As
shown in Figure 3.2, the initial node feature h; is first linearly mapped toh;, and then fused through the
node attention module composed of meta-path ® , and then the node level attention embedding calculation is
completed through the embedding expression Zg of each meta-path [14]. The next step is to use the semantic
layer attention to get the weight values under the embedded expression conditions of different meta paths, so
as to calculate the final embedded expression for future calculation.

However, the spatial semantic information of the HAN model needs to be mined, and the user data in
the MOOC recommendation model is complex and not applicable [15, 16, 17]. Moreover, HAN model can
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Fig. 3.3: RL-HAN Neural Network Model Calculation Framework

only learn data expressed by fixed heterogeneous information network at present. Its learning effect on non-
fixed heterogeneous information network needs to be determined [18]. In view of the above shortcomings of
HAN model, this research has designed a reinforcement learning combined with heterogeneous graph attention
network (RL-HAN) model that is more suitable for the recommendation work of MOOC. The calculation
framework of this model is shown in Figure 3.3. The RL-HAN model includes user embedded representation,
meta-path sampling and enhanced knowledge point recommendation [19, 20]. In the meta-path sampling
section, the algorithm will build a heterogeneous information network based on the concept of knowledge
points, courses and user data. At the same time, the heterogeneous information network is sampled according
to the random walk method, and the sampling is carried out according to the meta-path method [21, 22]. In the
user embedded expression section, this research innovatively maps the obtained meta-path to the feature space
through the hierarchical attention network. Subsequently, the self-attention mechanism is used to calculate the
user’s neighbor nodes and obtain the corresponding feature vector [23]. Then in the path layer, this research
applies another attention level to fuse various semantic expressions and output the user’s embedded expression
features [24, 25]. In the strengthened knowledge recommendation module, this study referred to the enhanced
learning technology to carry out user course recommendation. The following describes the meta-path sampling
method first. After building a heterogeneous information network according to the MOOC data set, the same
meta-path is sampled using the random walk method for the purpose of searching the network structure of the
graph. Suppose that all users in user set U need to take N paths, so we can get |U| x N paths, put them into
set M , and then complete the meta-path sampling.

As mentioned above, RL-HAN model calculates according to two attention mechanisms: node layer and
path layer, and designs node layer attention mechanism. If a user has been assigned a meta-path type, because
there are many corresponding nodes of user data in the heterogeneous information network. And the corre-
sponding feature space of different types of nodes is also different. Therefore, a linear mapping is designed to
map the corresponding nodes of user information to the same unified feature space. Suppose there is a type
transfer matrix My for each node type ¢;, and equation 3.1 shows the mapping method.

by = My, - h; (3.1)

h} and h; represent the characteristics of node ¢ after and before mapping in equation 3.1. Since the user
embedded expression of each node under the same meta path corresponds to different contribution weight
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values, here we choose to use the self-attention mechanism to learn the weight values of different types of nodes,
and calculate according to equation 3.2.

_ exp(o(ag - [hj& hS]))
ZkeN? exp(a(ag - [hi& hy]))

o represents the activation function, & is the calculation symbol defined in this study, which means the matrix
splicing operation in equation 3.2. (ak) , A} and h’; represent the transposition of the attention vector of
the node layer corresponding to the ¢—element path, the feature vector of the center node that completes
the mapping, and the feature vector of the leader node after the mapping. In equation 3.3, the meta path
embedding expression of node i can also be obtained through the fusion operation of adjacent nodes.

oz?;» = softmax(e?;)

(3.2)

uf =o | Y af-n (3.3)

JENF

uPrepresents the corresponding embedded expression of the node learned by the algorithm from the meta path
in equation 3.3. And each embedded expression is related to the adjacent node representation. Considering the
scale-free characteristics of heterogeneous graphs, the data variance may become large. Therefore, the attention
mechanism of the node layer is adjusted to the multi-head attention mechanism to improve the robustness of
the network training process. Therefore, it is necessary to copy the node layer attention K times to obtain
different mapping features. And then splice these embedded expressions as the final user embedded expression
vector, as shown in equation 3.4.

K
U= &ol| Y aff n (3.4)
 \jeng

Assuming that the meta-path set is ®g, ®1,...,Pp, the embedded expression Us,,Us,,...,Us, of node
elements containing P specific meta-paths can be obtained by following the above operations.

3.2. Attention Mechanism of Fusion Path and Design of Recommendation Model Based on
RL. After the input data set of the recommendation model is processed by the node-level attention mechanism,
the embedded expression of the meta-path node is output. But the expression scale of this information is still
limited, because the user’s preferences on different meta-path are different. Therefore, the attention mechanism
of the path layer is also designed here. Assuming that there is an embedded expression matrix of P specific
meta-path nodes, the corresponding weight value 8g,,Ug, ,...,Us, can be calculated according to equation 3.5.

(Bays Boys- -5 Bop) = attpan (Usy, Usy, - - -, Usp) (3.5)

attpqrn is the path-level attention in the neural network structure in equation 3.5, which is used to learn
different types of deep semantic information in heterogeneous information networks. Assuming that is the
attention matrix of the path layer, the embedded expression vector needs to go through nonlinear mapping
and internal product calculation with ¢ , and equation 3.6 shows the calculation method of normalized output
weight we, .

W,

1 T o
= — -tanh(W - u;” + b 3.6
(= ot (W (36)
1€V
W and b respectively represent the parameters that need to be trained and optimized in equation 3.6. They
are shared in all meta-paths and path-level attention. So far, the corresponding weight coefficients of each
meta-path are obtained. The next step is to normalize all weights according to the softmax function. See

equation 3.7 for the calculation method.

exp(wg, )

P = ST explum)

(3.7)
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Fig. 3.4: Schematic Diagram of Traditional RL Calculation Process

Ba, represents the weight vector obtained after normalization. This indicator can be used to show the impor-
tance of meta-path in formulation. Specifically, the larger the value, the more important it is to represent this
meta path. The final user embedded expression can be obtained by support, see equation 3.8.

P
U=> Be, - Us, (3.8)
=1

Traditional recommendation systems often build a model to minimize the distance between the quantitative
data of users’ real behavior and the prediction results [26]. The optimization process is realized by loss function.
However, this recommendation model does not take into account the long-term interest of the recommended
person. At the same time, the user’s interest will also change with time and the observed behavior. Even in
some cases, displaying or hiding specific items can be used to guide users’ interests. However, in this case,
the recommendation results are often unsatisfactory. Therefore, this study designed a recommendation model
based on RL. Because the model better considers the long-term interests of users and the dynamic embedded
expression characteristics of users, it has the potential to improve the recommendation performance. The
typical overall task flow of RL is shown in Figure 3.4. Since this structure has been more commonly used,
details will not be described here.

The optimization purpose of reinforcement learning is to find a strategy that can maximize the expectation
of cumulative rewards, as shown in equation 3.9.

T
LRL(Q) = Eﬂ'e(ct | ) Z’f‘t(ct | U) (39)
t=1

In equation 3.9, my and r respectively represent optimization strategies and immediate rewards. Considering
that the recommended task in the study has no RL environment, the self-designed method is selected to obtain
the environment. Take 1 and -1 as the reward points, which respectively represent the output of the environment
when the model prediction result is user behavior or prediction recognition. And when the recommended course
is correct, the model will modify the heterogeneous information network to connect the recommended course c¢;
with user u . After the modification of the heterogeneous network, the new embedded information expression
ugy1 can be obtained. If the recommended course is reasonable, the RL-HAN model can continue to recommend
until the guidance recommendation fails. The model uses the embedded expression information of user as the
input state of the reinforcement learning module. If the recommendation result is wrong, the predicted Q41
network will become consistent with @); , which is not suitable for the MOOC recommendation task. Therefore,
the strategy gradient method is selected as the optimization strategy of reinforcement learning. According to
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equation 3.10, its cumulative reward expectation gradient (VgLgy(0)) is calculated.

T
VoLry (0 Z [Vologma(cy | ug)] - e (3.10)
t=1

To improve the learning speed and quality of recommendation model and improve its global search abil-
ity, entropy regularization is used as the regularization term (H|[mg(ct, |, ut)] of the optimization index. See
equation 3.11 for the calculation method.

Mﬂ

Hmg(ct, |, ue)] > log(m(cr [ue))mo(er | ur) (3.11)

t=1¢;eC
Therefore, according to equation 3.12, the objective function of the recommended model can be calculated.
Eemo(e|w LrL(0) + AH[mg(c| u)] (3.12)

) represents the regularization coefficient in equation 3.12. The design of the English MOOC recommendation
model based on RL-HAN algorithm is completed, and its overall calculation process is shown in Figure 3.5.
The contents in Figure 3.5 have been shown completely and have been repeatedly mentioned, and it will not
be repeated here.

Subsequent tests will be carried out to verify the performance of the design model. In the test, the hit
rate HR#K with rank k , the normalized discount cumulative income NDCG#K , and the mean reciprocal
ranking M RR are used as evaluation indicators. Their calculation methods are shown in equation 3.13 to
equation 3.15.

Num HitsK

H K =
it CT]

(3.13)
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Table 4.1: Detailed information of the test experiment dataset.

Node No  Entity node Number of nodes Node edge number Node edge type  Number of node edges

#01 Video 98552 *01 Concept+Video 12846
*02 User+video 54185142
#02 Curriculum 7424 *03 Video+course 852654
*04 User+course 17564281
*05 Concept—+course 70154
#03 Concept 2588 *06 Course+concept 22512
*07 Video+concept 12404
#04 User 3862031 *08 Course+user 16538410
*09 Video+user 16538410
Q| k ;
1 or() —1
NDCG#K = — . —_ 3.14
# Qq; qZ;log(lﬂ) (314
]_
1 Q| 1
MRR = — 3.15
Q ; rank; ( )

Numpgitsik and |GT| respectively represent the sum of elements belonging to the test set and the size of the test
set in the TOP-K recommendation list of each user in equation 3.13. In equation 3.14, Z, is the regularization
factor. In equation 3.15, |@Q| and rank ; represent the size of the candidate set and the corresponding ranking.

4. Performance Test of Improved MOOC Course Recommendation Model.

4.1. Test Experiment Scheme Design and Model Parameter Setting. To verify the performance
of the recommended model designed in this study, a test experiment is designed here. The data required for the
experiment is from the MOOC platform of Tsinghua University in China, which includes 7424 courses, 98552
teaching videos, 2588 concepts, 3862031 users and 154266250 edges connecting information entities. For details,
see Table 4.1. The data set is divided into training sets and test sets according to the 7:3 ratio.

The improved Neural Architecture Search with Reinforcement Learning (NASR) algorithm based on the
Gated Recurrent Unit (GRU) neural network, the Multilayer Perceptron (MLP) algorithm based on the shallow
neural network, and the Batch-material Requirement Planning (BRP) algorithm based on Bayesian estimation
were selected as the comparative recommendation model. The hit rate H R#K of the evaluation index specif-
ically selects HR#3 , HR#5 , HR#10 , HR#15 and HR#20. The evaluation index of normalized discount
cumulative income NDCG#K is specifically selected as NDCG#38 , NDCG#5 , NDCG#10 , NDCG#15 and
NDCG#20 . In addition to the hit rate HR# K with rank k , the normalized discount cumulative income
NDCG#K , and the mean reciprocal ranking M RR, the study also selected Area Under Curve (AUC), loss

function, and calculation time as evaluation indicators.

5. Analysis of test results. First, t