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THE TRAJECTORY DATA MINING MODEL FOR COLLEGE STUDENTS IN COMPUS
LIFE AND ACADEMIC MANAGEMENT

WUGANG LIU∗

Abstract. The main objective of the study is to address the lack of comprehensive management technology in student campus
life in universities. Starting from the life trajectory data of students in campus life, a trajectory mining model combining data
mining technology and university information system is designed. In addition, an applied clustering algorithm is designed to classify
different trajectory feature types. The research results show that in actual trajectory analysis, the categories of action trajectories
from dormitories to canteens, from 0 to 4, are 87.64%, 87.86%, 86.97%, 88.63%, and 88.71%, respectively, which are the most
matched effective action trajectories. It can be seen that the trajectory analysis model designed in the study is effective and can
provide assistance for the comprehensive academic management of college students.

Key words: Data mining, Clustering, Academic management, Trajectory features

1. Introduction. With the increasing attention of the state to social talent cultivation in recent years,
college students, an important source of national talent reserve, have gradually received extensive attention
from all sectors of society. The traditional talent cultivation system lacks adaptability to personalized and
practical talent cultivation, and it is difficult to meet the talent demand of today’s society, and it has become
a new way of talent cultivation to update the talent cultivation system by using the current wave of social
informationization and data development [1-3]. The new practical talent cultivation system not only involves
the application of information technology in college talent cultivation, but also involves the definition of modern
talent cultivation in college. In the traditional education concept, academic achievement is the most important
evaluation index for college students and the ultimate value of students’ learning career. However, with the
gradual convergence of university talent education and social talent demand, academic performance can no
longer form a more comprehensive assessment of students. Students will also develop various campus learn-
ing activities such as school-enterprise joint practice, campus activities, part-time entrepreneurship, campus
exchanges, etc. Meanwhile, students’ learning habits in the process of efficient learning have also become one
of the important factors to assess students’ comprehensive quality [4-6]. It is difficult to assess the daily learn-
ing life of students because they are influenced by social networks and learning life landscape, and they are
characterized by both group and diversity. Data mining technology provides a technical grip for this problem.
By integrating data mining technology with the information record system of college students, it can track
and manage students’ campus life and study in a trajectory way, and then achieve adaptive management and
efficient management [7-9]. Therefore, this study designs a trajectory mining model combining data mining
technology and college information system from the perspective of students’ academic trajectory, and achieves
academic tracking and analysis by analyzing students’ trajectories.

The innovation of this study is to extend data-driven student management from learning management to
comprehensive management of campus life, and apply trajectory mining models to information systems. By
comprehensively analyzing the life trajectory of students, targeted management is implemented.

2. Related Works. Lee S M’s team conducted a follow-up study on the adjustment of dental hygiene
students to campus life and proposed appropriate management strategies. The study analyzed students’ ad-
justment to campus activities in terms of their club participation, personality, professional adaptation, and
interpersonal relationships. The results of the study showed that the campus life management strategy devel-
oped by the study can effectively improve the students’ adaptability to campus life [10]. Li W’s team developed

∗School of Arts and Science, Nanning College of Technology, Nanning, 530100, China (wuganglwg@163.com)
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an intelligent campus management system based on IoT technology from the perspective of smart campus,
which uses IoT face recognition technology as long as the data collector and realizes the tracking of students’
campus life trajectory and campus life through standardized data analysis. management. The results of the
study showed that the system is practical [11]. Kim Y’s team analyzed the satisfaction of college students with
campus life and analyzed the mediating role between students’ social network consistency and satisfaction in
campus life based on the survey data. The results of the study showed that the satisfaction of college stu-
dents with campus life must be reflected in their self-efficacy through participation in campus social life [12].
Purnama S’s team proposed a support system for college students’ digital weaknesses in the learning process,
which is based on the perspective of students’ learning life and combines electronic devices and student-centered
blockchain to enhance the digital capabilities of cooperative education while meeting the needs of university
students’ learning lives [13]. Way conducted a study on the important factors influencing students’ learning
behaviors in their daily learning lives in higher education, which is a combination of qualitative and quantita-
tive analysis from the perspective of students’ daily learning lives, emotional content, and temporal dimensions.
The results of the study showed that online teaching and learning can fully complement offline teaching and
learning and contribute to student outcomes [14].

In the development of data mining technology, its specific application in various fields is its main develop-
ment situation. Haoxiang team applied data mining technology to online privacy data protection and used a
perturbation algorithm to solve similar problems. There is also a significant improvement in the efficiency of
the model, compared to other privacy-preserving algorithms [15]. Kuma applied data mining to finance and
marketing and designed a data mining-based decision system for financial market information. This system
analyzed organizational performance from a practical point of view and determined how the decision solution
can be used to help companies balance competitive pressures under external environmental factors such as tax
pressure and industrial costs. The results of the study showed the feasibility of this solution [16]. Edastama P’s
team proposed a data mining tool-based student data analysis system, which is a comprehensive data warehouse
in the form of web information reports, and mined the characteristics and patterns of student data through
basic data to finally achieve the effect of assessing the status of students’ academic and campus life [1,7]. Ageed
addressed the issue of combining data mining technology with cloud computing notation. The results of the
study showed that the technique designed in the study effectively solves the cloud compatibility problems that
arise when data mining is applied in parallel with cloud computing [18]. Mengash designed a data mining model
for predicting the performance of college applicants in colleges and universities. Data mining model, which is
combined with a reliable standardized admissions system, enables the prediction of possible post-admission
learning outcomes of cohort students before they are admitted to colleges and universities. Over two thousand
students were selected as the dataset to validate the model proposed in the study, and the predictive accuracy
of the model was analyzed by tracking the actual academic performance of students after admission. The
results of the study showed that the model designed in the study is able to predict the academic performance
of students after enrollment, and such performance prediction can be used as a basis for student admission
judgment ]1,9].

Garg et al. proposed a decentralized evaluation system to address the issue of tampering in online education
evaluation systems, to ensure the integrity of online education evaluation and further achieve the review of online
education content. The research results showed that the system is practical [20]. Dutt et al. applied fuzzy set
technology to learning neural network classification technology and proposed a digital learning assistance system
for people with learning disabilities, achieving intelligent and personalized learning guidance. The research
results showed that this method has a more efficient guidance function [21]. Choudhary et al. applied deep
learning algorithms to personalized learning recommendation systems based on the extraction and analysis
of user preference information, thereby improving the accuracy and personalization of recommendations for
different users. The results showed that the system can effectively improve recommendation accuracy and
personalization level [22].

It can be seen that data mining technology has unique advantages in the analysis of group data, and it can
be better integrated with other systems. There have been some research examples of data mining technology
applied in the university system so far. However, it can be found that the current data analysis of students
in universities mainly focuses on the analysis of students’ academic performance and learning status, but not
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from the perspective of students’ comprehensive campus life, which is relatively one-sided. Therefore, this
study starts from students’ life trajectory data in campus life, combines data mining technology with university
information system, and designs a trajectory mining model to provide new ideas for students’ data analysis.

This study designs a trajectory mining model that can manage students’ comprehensive campus life by
combining campus life trajectory data and big data mining strategies. The model collects information using
different information endpoints of integrated information systems and processes trajectory characteristics based
on this. This is a novel perspective and effective information tool for managing students’ campus life. This
study further designs an applied clustering algorithm and uses it to classify different trajectory feature types.
The application of this method greatly enhances the accuracy and effectiveness of research and implementation
of management strategies. This study can predict students whose behavior patterns may change through
models, and predict the direction of changes, which has important practical significance for early warning and
prevention of student behavior problems. Meanwhile, the applied clustering algorithm in this study is better at
clustering data into groups with features. Compared to other clustering algorithms, it processes and classifies
data more meticulously and accurately. Overall, this study provides a new perspective and effective means
to assist universities in comprehensively managing students’ academic lives by designing and implementing
a model that excavates their daily academic life trajectories, combined with big data mining technology and
existing university information systems.

3. Data Mining Model Design for College Students’ Trajectories. These feature points include
campus consumption records, campus network usage records, campus access control records, scholarship infor-
mation, and student information. Through these data, it can roughly depict the campus image of students.
When analyzing the characteristics of students’ campus life trajectory, it needs to label the campus and its
internal functional areas, as universities may have multiple campuses and multiple functional areas with similar
functions within the same campus. Therefore, it labels the campus and differentiates its functions into twelve
different categories. On this basis, the semantic trajectories of students will be further segmented, and the
segmentation operation can appropriately divide the long-term trajectories of students. The main trajectory
segmentation method used is time-threshold trajectory segmentation. After extracting the required student ac-
tivity trajectory feature information, an academic management model based on clustering algorithm is proposed.
The model is mainly divided into three modules, namely data clustering analysis, trajectory frequent pattern
analysis, and trajectory deviation analysis. The model first uses the k-means algorithm for clustering analysis,
and then uses the PrefixSpan strategy to perform frequent pattern analysis on the student trajectories within
the cluster based on the clustering results. Finally, based on the output results of frequent trajectory patterns,
it calculates the degree of deviation between the trajectories of individual students within the cluster and the
trajectories of the cluster center, and provides academic warnings based on the degree of deviation to achieve
previous academic management. Overall, this model extracts valuable information by analyzing students’ be-
havioral trajectories, and then identifies common and abnormal patterns of student behavior through clustering
and pattern analysis, thereby achieving early warning and management of students’ academic performance.

3.1. Design of Campus Life Information Collection Model for College Students. In the campus
life of college students, the factors that affect students’ academic achievement are mainly divided into two
categories, which are personal and impersonal factors. The personal factors include students’ cognitive ability,
creative ability and other inherent abilities, while the impersonal factors are based on the view of academic
life and social network in which students live [23]. In the student trajectory feature analysis model part, the
trajectory feature analysis model construction is shown in Fig 3.1.

From Fig 3.1, the trajectory feature analysis model converts and analyzes information feature points of
students in campus life and academic management information feature points, respectively. The campus life
information feature points include campus consumption records, campus network usage records, and campus
access control records. The academic management information feature points include scholarship information
and student information, etc. The dimension of information features is shown in Figure 3.2.

From this, three types of data collection contacts are derived. One is the campus information system,
i.e., the system containing dormitory access control information, student campus network information, and
student consumption information. The second is the basic student information and dormitory assignment
information. The third is student academic performance and scholarship data. Starting from these three data
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Fig. 3.1: Trajectory feature analysis model

Fig. 3.2: Information feature dimension

dimensions, the model can basically outline the campus image of students when conducting data collection.
The data collection process is based on quantitative behavior statistics, time statistics and frequency statistics
as the main quantitative measures, and different quantitative statistics are used depending on the nature of
the behavior. Quantitative behavior statistics refers to the quantitative count of a behavior or behavior results.
Time statistics is used to measure the duration of a student’s behavior, while the frequency statistics is used
to measure the number of times a student performs a particular behavior. The model quantitation values are
collected in the manner shown in Fig 3.3.

In analyzing the trajectory characteristics of students’ campus life, it is necessary to mark the campus and
the functional areas within the campus repeatedly, because the university may have more than one campus,
and there may be several functional areas with similar functions within the same campus for diverting student
traffic. Therefore, the campus is labeled as Cγ and the functional areas are classified into twelve different
categories according to the functions they perform: classroom, dormitory, cafeteria, library, courtyard building,
bathroom, office, hospital, supermarket, water room, multimedia area, and other areas, denoted by Fη. For
the first λ location within the campus, it can be expressed by p(γ,λ), which can be defined by the location and
spatial position in the form of equation (3.1).

P = (p.loc, p.fun) (3.1)
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Fig. 3.3: Model quantization value acquisition method

In equation (??), p.loc denotes the actual spatial location and p.fun denotes the functional area. Based
on this, the study defines student activity as a vector dependent on activity behavior, represented by a.attr.
The student activity sequence is also defined as a spatio-temporal sequence around the individual student, as
shown in equation (3.2).

Aseq = {(t1,p1) , . . . , (tk,pk)} (3.2)

In equation (3.2), t denotes the timestamp, ti < tj (i < j), assuming the existence of a given active sequence
with sequence parameters. p1 and pk are different spatio-temporal point locations. When both spatio-temporal
point locations satisfy the constraints of Equation (3.3) at the same time, the two point locations can be judged
as the same point location.

{
pi = pi+1

|ti − ti+1| < ξ
(3.3)

In equation (3.3), ξ denotes the sequence parameters, ti denotes the time, and pi denotes the location.
The model performs dwell point detection on the activity sequence, and then uses the dwell point data as
the basis for trajectory compression, and finally outputs the semantic trajectory. In the semantic trajectory
representation, the activity sequence of individual student and individual is fixed, and the relationship between
trajectory Tra and activity sequence is shown in equation (3.4).

Tra ⊆ Aseq (3.4)

3.2. Analysis Model of Campus Life Information Trajectory for College Students. . Due to the
different daily routines of different students, there are periodic differences in their life trajectory information.
Therefore, the system needs to effectively distinguish this differential information [24]. On this basis, the model
will further segment the semantic trajectories of the students, and the segmentation operation can divide the
trajectories of the students for a long time appropriately. The main trajectory segmentation methods can be
divided into three types: time-threshold trajectory segmentation, set topology trajectory segmentation, and
trajectory semantic trajectory segmentation. Since the student trajectories are based on the campus teaching
and activity time as the main axis, the study adopts the time-threshold trajectory segmentation method.
According to the time-threshold trajectory segmentation method, students’ action trajectories are divided into
day-based daily trajectories, and each segment of daily trajectories represents a day’s travel of students. When
dividing the daily trajectory, a day is not a day divided by a specific time point in physical time, but a complete
activity of students in a basic time unit of a day is used as the basis for dividing the trajectory. If a student’s
activity trajectory exceeds the physical time boundary of a day, but is still within the complete activity of the
day, then this part of the trajectory is still slid into the daily trajectory. An example of this classification is
shown in Fig 3.4.
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Fig. 3.4: Division example

The daily trajectory can be expressed in the form of equation (3.5).

DTra = {(t1, p1) , . . . , (ts, ps)} , DTra ∈ Tra (3.5)

In Tra, there exists one and only (tj , pj), such that (t1, p1) = (tj , pj),(t1+n, p1+n) = (tj+n, pj+n).
The imputation pattern is then shown in equation (3.6).

TraP = P ′
1

∆t′1→P ′
2

∆t′2→ ...

∆t′u−1→ P ′
u (3.6)

Where p′i ∈ {pj}. If p′i corresponds to (ti, pi), and p
′
i+1 corresponds to (tj , pj), then ∆t′i = tj − ti.

3.3. 3.3 Academic Management Model Design. . After extracting the required student activity tra-
jectory feature information, the study proposes an academic management model based on clustering algorithm.
The model is divided into three main modules, which are data clustering analysis, trajectory frequent pattern
analysis and trajectory deviation analysis. K-means can classify student trajectory data information based on
data features [25]. The model first uses the k-means algorithm for clustering analysis, based on which the
frequent pattern analysis of student trajectories within the clustered clusters is performed using the PrefixSpan
strategy based on the clustering results. The PrefixSpan method flow is shown in Figure 3.5.

Finally, based on the output results of frequent trajectory patterns, it calculates the degree of deviation
between the trajectories of individual students in the clusters and the trajectories of the cluster centers, and
carries out academic warning according to the degree of deviation to achieve prior academic management. The
specific structure is shown in Fig 3.6.

When the model performs the clustering operation, it assumes that there exists a base data set X and each
data has a M dimensional feature vector Xn, then xnm represents the feature value of the m feature of the n
data. The clustering approach is shown in Fig 3.7.

The model divides the data instances into clusters as shown in equation (3.7).

C = {C1, C2, . . . , Ck} (3.7)

There is no intersection between clusters, while each cluster has a cluster center, and the similarity between
different clusters is relatively low, but the data instances inside the clusters are more similar. The sum of the
distance between the data inside the cluster and the cluster center is the objective function, as shown in equation
(3.8).

P (U, c) =

K∑

k=1

N∑

n=1

unk

M∑

m=1

d (xnm, ckm) (3.8)

In equation (3.8), U denotes the matrix describing the affiliation status of the clusters, and unk denotes
the affiliation status of the data instance with the ordinal number n for the ordinal number k. d (xnm, ckm)
denotes the distance between the center of the clustering cluster and the data instance. Since this distance
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Fig. 3.5: The PrefixSpan method flow

Fig. 3.6: Academic management model structure

yields different results with different metrics, the study requires a choice of metric for the model. The model
mainly uses the Euclidean metric as the main metric, as shown in equation (3.9).

P (U, c) =

K∑

k=1

N∑

n=1

unk

M∑

m=1

d (xnm − ckm)
2

(3.9)

As can be seen from equation (3.9), the metric treats all data features equally, and differences in data
feature differences lead to different clustering results, so a weighting mechanism needs to be added to the
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Fig. 3.7: Clustering method

model, as shown in equation (3.10).

P (U, c) =

K∑

k=1

N∑

n=1

unk

M∑

m=1

wβm (xnm − ckm)
2

(3.10)

In equation (3.9), wm denotes the data feature weights with the number m and β denotes the custom
parameter. Equation (3.10) can be transformed into equation (3.11) since the weights are subject to the
naturalness condition of data sum equal to 1.

wm =
1

∑
t∈F [Dm/Dt]

1/(β−1)
(3.11)

In equation (3.11), Dm denotes the sum of variances of all features within the clustered clusters. After
designing the weighting mechanism, the study introduces the objective and subjective combining weighted k-
means (Wosk-means) algorithm to assign values to each data feature, and the assignments are made in two
ways: subjective weight assignment and objective weight assignment, and the integrated weights are shown in
equation (3.12).

am =
wmvm∑M
i=1 wmvm

(3.12)

In equation (3.12), w denotes the subjective weights, v denotes the objective weights, and m denotes the
data feature numbers within the data clusters. The flow of the Wosk-means algorithm is shown in Fig 3.8.

In Fig 3.8, the model first standardizes the initial data, after which the data feature weights are initialized to
make all data feature weights consistent. After processing the weights, the cluster centers need to be confirmed,
and in the face of the given cluster centers and weights, the distance metric of the weights needs to be used to
update the division of clusters. Based on this, the mean values of all features within the clusters are divided
according to the existing weights and clusters, and the clustering centers are calculated and updated. Finally, the
feature weights are updated according to the new clustering centers and clusters, and whether the algorithm
converges or not is observed. At present, there are two main algorithms in the field of trajectory frequent
pattern analysis, namely, Apriori algorithm and tree algorithm. The study uses the PrefixSpan algorithm
which integrates the two algorithms for analysis, and the method can effectively reduce the cost of data mining.
In the PrefixSpan algorithm, all sequences are arranged in an ordered manner, while all sequences are composed
of item sets, which can be further split into different items. First, the database is input to the model and the
minimum support minSup is defined. The length of the sequence pattern α is set to L and the projected
database is S |α . A word scan is performed on S |α and frequent items are found that satisfy the qualification.

On top of the trajectory pattern, the study transforms the trajectory data in a certain way and thus forms
the distance between the trajectory features. The distance is expressed in the form of similarity. Similarity is
essentially a comparison of the percentage of similar nodes with similar matches. Since there may be reading
trajectory matches with different lengths between two trajectories, it is necessary to first find the frequent match
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Fig. 3.8: Wosk-means algorithm flow

pattern, and then calculate the different match lengths to finally obtain the combined similarity of different
length trajectory matches. It supposes that there exists a trajectory pattern TraP1, as shown in equation
(3.13).

TraP1 = p′11
∆t′11→ p′12

∆t′12→ · · ·
∆t′1[u−1]→ p′1u (3.13)

In equation (3.14), t indicates the time and p indicates the location. A trajectory pattern TraP2 is also
presented.

TraP2 = p′21
∆t′21→ p′22

∆t′22→ · · ·
∆t′2[u−1]→ p′2v (3.14)

Then the similarity of the two trajectories is shown in equation (3.15).

S (TraP1, T raP2) =

K∑

k=1

fw (k)Sl
(
FT k1 , FT

k
2

)
(3.15)

In equation (3.15), k represents the trajectory matching length, fw () is the weight ratio representation, l
is the trajectory matching pattern representation, and FT k1 and FT k2 represent the pattern matching subset,
respectively.

4. College Student Trajectory Data Mining Model Trajectory Analysis Results.

4.1. Elbow Method Test . In the study of trajectory analysis of college students’ trajectory data min-
ing model, student information was first collected from various information segments within the university.
The main information collection ends were five types of campus student information system, all-in-one card
consumption record, network service record, access control record and action trajectory record. The dataset
settings used in the experiment are shown in Table 4.1.

The experimental setup is shown in Table 4.2.
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Table 4.1: Data type and data scale

Data source Data properties Data size

Campus student information system Number of students 6714

Location type and quantity 23

Time interval 2021.12.01-2022.12.01

All-in-one card consumption record Number of data records 185298

Network service record Number of data records 187592

Access control record Number of data records 167817

Action trajectory record Maximum action trajectory length 181

Table 4.2: The experimental setup

Simulation settings Detailed description

Experimental software Use Python programming language for algorithm development and data processing.

The applied clustering algorithm was implemented using the Scikit learn library.

Use Jupyter Notebook for interactive calculations.

Experimental hardware Desktop computer with Intel Core i7 processor and 16GB of memory.

Using solid-state drives as storage devices.

Experimental condition Experimental data collection period: December 1, 2021 to December 1, 2022.

Use internal data sources within universities for analysis.

Use elbow analysis and homogeneity analysis to evaluate performance.

Based on Table 4.1 and 4.2, the study first tested the performance of the applied clustering algorithm
designed for the study, in which the elbow analysis method and the homogeneity analysis method were used to
analyze the data, as shown in Fig 4.1.

In Fig 4.1, in the elbow method test, the overall error sum of squares of the applied clustering algorithm
designed in the study showed a significant decreasing trend when the number of clusters rose. The decrease
shrank significantly after the number of clusters was greater than 5, while the decrease almost disappeared
when the number of clusters reached about 8, which shows that the number of clusters in the interval of 5
to 8 is the optimal setting range. The homogeneity test showed that the homogeneity of the algorithm was
significantly improved at the number of clusters 5 and 8. In the comparison test, the clustering of data features
in the traditional k-mean algorithm was more evenly distributed and did not provide effective information. In
contrast, the applied clustering algorithm designed in the study first clustered the data into two large clusters
of 0 and 1, where the feature distribution was still balanced. Then the algorithm further divided the two large
clusters into five small clusters, where the feature differences between the clusters were already obvious.

4.2. Trajectory Feature Analysis. The results of trajectory features for different student types are
shown in Table 4.3.

From Table 4.3, the model can classify trajectories in more detail for different disciplines and genders, from
which the trajectory classification can reveal the characteristic patterns of action trajectories of different types
of students in campus actions. The matching statistics of action trajectories between two two locations are
shown in Fig 4.2.

In Fig 4.2, the action trajectory category from dormitory to dormitory received the highest number of
matches within each cluster, with 98.92%, 98.98%, 96.15%, 98.37%, and 97.61% from category 1 to category
4, respectively. This was followed by the category from dormitory to canteen, with 87.64%, 87.86%, 86.97%,
88.63%, and 88.71% from category 1 to category 4, respectively. However, the category from dormitory to
dormitory was somewhat invalid, so a trajectory similarity analysis was also needed, as shown in Fig 4.3.

Figure 4.3 illustrates the discrepancy in similarity between students’ behavioral trajectories and the cen-
troid trajectories of the cluster category to which they belong. A lower similarity indicates a greater divergence
in students’ behavioral trajectories from those of other students within the same cluster category. Moreover, a



The Trajectory Data Mining Model for College Students in Compus Life and Academic Management 3235

Fig. 4.1: Elbow analysis and homogeneity analysis

Fig. 4.2: Matching of action trajectories between two locations

higher percentage of this group of students indicates a greater number of students within that cluster category
whose action patterns have changed. In this study, the similarity threshold was set at 10%, where the percent-
ages of students with less than 10% similarity in categories 0, 1, 2, 3, and 4 were 1.18%, 1.17%, 0.66%, 0.42%,
and 1.45%, respectively. The behavior patterns of this group of students were likely to change dramatically.
The deviation directions of students whose trajectories deviated from the centroid cluster category are shown
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Table 4.3: Trajectory features results for different student types

Cluster Subdivision Campus card consumption data Network usage
number Breakfast

shop
Print shop Dining

room
Bath Playing

field
School hos-
pital

Rate
of flow

Duration Number
of connec-
tions

0

The male
sex

-34.61 39.71 21.06 -1.82 8.96 -42.65 0.76 3.76 6.71

Femininity -10.43 51.94 21.05 39.72 -12.52 8.19 3.06 14.77 13.96
Science -23.58 48.41 -5.14 16.22 9.77 -27.39 2.48 4.75 15.19
Liberal
arts

-7.55 35.72 10.69 31.87 -17.35 4.33 2.02 15.88 6.78

1

The male
sex

-15.31 -49.11 -1.05 -22.07 28.86 -15.92 -7.45 -5.97 -3.77

Femininity 6.13 -19.05 1.84 29.86 -0.58 28.83 -12.17 7.48 6.95
Science 2.07 -5.48 -16.18 -12.75 43.48 -5.68 -6.38 -3.84 -2.13
Liberal
arts

-12.55 -49.05 -1.98 13.51 -38.44 8.66 -15.37 4.01 4.28

2

The male
sex

2.02 -29.03 -9.02 -57.82 41.57 -11.33 -31.53 -45.43 -48.46

Femininity 20.66 24.51 7.56 -29.95 -39.98 -16.28 -34.52 -42.65 -45.52
Science -1.46 -40.53 -13.46 -42.1 1.32 -28.37 -27.75 -43.92 -45.62
Liberal
arts

29.11 -12.27 2.21 -39.05 -20.44 -0.81 -38.94 -43.46 -47.63

3

The male
sex

-10.68 1.92 -13.01 7.25 -5.15 -48.17 10.42 7.82 10.78

Femininity -21.81 43.91 14.05 37.65 -40.78 -37.78 4.32 7.75 9.38
Science -13.98 -23.05 -2.97 9.52 -29.08 -66.24 11.86 8.43 10.79
Liberal
arts

-17.99 16.41 8.63 40.08 -25.54 -33.18 -0.28 6.46 9.01

4

The male
sex

40.43 15.36 3.97 -4.68 77.19 29.07 84.97 54.08 46.39

Femininity 40.44 35.54 28.12 32.18 -20.62 46.96 47.12 39.27 31.67
Science 56.66 -0.12 -13.48 10.31 39.43 10.11 63.61 34.31 28.31
Liberal
arts

19.72 71.58 2.33 34.77 -29.93 81.43 52.07 55.72 46.03

Table 4.4: Deviation direction

Percentage (%) 0 1 2 3 4

0 \ 41.64 33.34 8.37 16.65

1 25.12 \ 58.35 13.82 2.72

2 12.61 37.53 \ 50.00 0.00

3 0.00 33.34 66.68 \ 0.00

4 10.01 20.00 40.00 30.00 \

in Table 4.4.
In Table 4.4, the vertical direction represents the cluster in which the student is located, and the horizontal

direction represents the cluster that the student is deviating towards. The bias of category 0 toward category
1 was higher, with a bias value of 25.12%. the bias of category 1 toward category 0 was higher, with a bias
value of 41.64%. The bias of category 2 toward category 3 was higher, with a bias value of 66.68%. The bias of
category 3 toward category 2 was higher, with a bias value of 50.00%. The bias of category 4 toward category
1 was higher, with a bias value of 16.65%. This showed that the model designed in the study can not only
characterize the trajectory of students’ campus actions, but also predict the possible changes of students’ action
patterns, providing new ideas for the management of students’ campus life and academics.

In the benchmark comparison, the total sum of squared errors of the trajectory analysis clustering algorithm
designed in the study was slightly lower than that of the benchmark K-means clustering algorithm. From the
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Fig. 4.3: Trajectory similarity analysis

Table 4.5: Benchmark comparison of different dataset sizes

Dataset size Algorithm Number of clusters Total sum of squared
errors

Cluster homogeneity

Sample size: 100 cases
Benchmark K-means

5 10251 0.83
8 7562 0.88

Applied clustering 5 8674 0.83
algorithm 8 7346 0.89

Sample size: 1000 cases
Benchmark K-means

5 102302 0.77
8 75525 0.83

Applied clustering 5 86007 0.82
algorithm 8 73220 0.89

perspective of clustering homogeneity, the total sum of squared errors of the trajectory analysis clustering
algorithm was higher. Therefore, the trajectory analysis clustering algorithm designed in the study had more
advantages in data feature extraction and analysis.

By increasing the size of the dataset by 10 times, the trajectory analysis clustering algorithm designed in
the study still had advantages in the total sum of squared errors, indicating that the designed algorithm had
stronger processing power when facing large-scale datasets. In the comparison of clustering homogeneity, the
trajectory analysis clustering algorithm had higher clustering homogeneity, indicating that as the dataset size
increased, the designed algorithm had more performance advantages.

With the increasing emphasis on talent cultivation in society, college students, as an important source of
national talent reserves, are gradually receiving widespread attention from all sectors of society. The traditional
talent cultivation system lacks adaptability to personalized and practical talent cultivation, making it difficult
to meet the talent needs of today’s society. Therefore, utilizing the current wave of social informatization
and data development to update the talent cultivation system has become a new way of talent cultivation
[26-27]. However, how to effectively utilize data mining technology to track and manage students’ campus
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life and learning, in order to achieve adaptive and efficient management, is an urgent problem to be solved
[28]. In the research results, it can be seen that the model first collected student information from various
sub sources within the university. After clustering analysis of these data, the applied clustering algorithms
demonstrated significant performance in effectively distinguishing students’ behavioral characteristics, while
traditional K-means clustering algorithms could not provide this effective information. In addition, the applied
clustering algorithm designed in the study had the optimal setting range within the range of 5 to 8 clusters.
After analyzing the trajectory characteristics of different types of students, it can be found that the model
could classify trajectories in more detail for students of different disciplines and genders. This indicated that
through trajectory classification, characteristic patterns of different types of students’ school behavior can be
discovered. At the same time, it can be observed that the matching rate of behavior trajectories from dormitories
to canteens was relatively high, but further trajectory similarity analysis is needed to confirm. In trajectory
similarity analysis, there were significant differences between the behavior trajectories of most students and the
centroid trajectories of their clustering categories. This difference may indicate a change in students’ behavioral
patterns.

By analyzing the similarity of trajectories, it was found that the similarity between students’ action trajec-
tories and the centroid trajectories of their cluster category was low, indicating that their behavior trajectories
were different from those of other students within the cluster category. The more students in this situation, the
greater the likelihood of changes in student behavior patterns within the cluster category. Finally, the study
also found that students’ action trajectories deviate from the direction of centroid clustering categories to a
certain extent. For example, the deviation degree from category 0 to category 1 was relatively high, with a
deviation value of 25.12%. The deviation degree from category 1 to category 0 was relatively high, with a devi-
ation value of 41.64%. The deviation degree from category 2 to category 3 was relatively high, with a deviation
value of 66.68%. The deviation degree from category 3 to category 2 was relatively high, with a deviation value
of 50.00%. The deviation from category 4 to category 1 was relatively high, with a deviation value of 16.65%.
These results indicated that the model designed in this study can not only describe students’ campus action
trajectories, but also predict possible changes in student behavior patterns, providing new ideas for students’
campus life and academic management. Meanwhile, in the research, it is also possible to predict the possible
changes in student behavior patterns, providing new ideas for students’ campus life and academic management.
Overall, through data mining technology, it is possible to gain a deeper understanding and analysis of the
learning behavior and life trajectory of college students, thereby providing more effective support and methods
for personalized education of students and talent cultivation in universities. So far, data mining technology has
provided people with a novel and efficient method for student management and educational reform.

5. Conclusion. The research addressed the problem that the academic management of students in uni-
versities lacks daily campus life management, and proposed a model for mining students’ daily academic life
trajectories that combines the existing university information system and data mining technology. The model
extracted and analyzed the information of students’ daily activity, and designed an applied clustering algorithm
to classify different trajectory types on this basis. The research results showed that in the elbow test and the
homogeneity test, the applied clustering algorithm had obvious variation characteristics at the cluster number
5-8, and this interval was the best cluster number interval. The applied clustering algorithm in the comparison
test was better at clustering the data into clusters with features than the ordinary clustering algorithm. In the
trajectory analysis, the model could classify trajectories in more detail for different disciplines and genders, in
which the categories of action trajectories from dormitory to canteen were 87.64%, 87.86%, 86.97%, 88.63%,
88.71% from category 0 to 4 respectively, which were the most effective action trajectories with the highest
number of matches. The percentage of people with similarity less than 10% in categories 0 to 4 were 1.18%,
1.17%, 0.66%, 0.42%, and 1.45%. The behavior patterns of this group of students were likely to change dramat-
ically. In addition, the model was able to predict the direction of trajectory change, with the main directions
being category 0 to category 1, category 1 to category 0, category 2 to category 3, category 3 to category 2,
and category 4 to category 1. This showed that the model designed in the study can effectively analyze student
estimation and provide assistance for comprehensive academic life management in universities.

However, the drawback is that this study mainly relied on data from university information systems, but
students’ daily life trajectories may be influenced by more elements, such as social media activities, health,
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and psychological conditions. At the same time, this study mainly focused on the analysis of student behavior
trajectories, but did not involve how to effectively intervene based on these analysis results. Therefore, in future
research, it is possible to explore how to use these analysis results to design and implement effective student life
management strategies. At the same time, future research can consider integrating more types of data sources
to provide a more comprehensive trajectory of student life.
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MULTI CHANNEL ELECTRONIC COMMUNICATION SIGNAL PARAMETERS BASED
ON NONLINEAR PHASE PRINCIPLE MODULATION AND DEEP LEARNING

XIAOQING YAN∗

Abstract. In order to solve the problem of high sampling rate and large number of sampling points required by current phase
modulation signal parameter estimation methods, a parameter modulation method for multi-channel electronic communication
signals based on nonlinear phase principle and deep learning is proposed. Firstly, classify and introduce the modulation methods,
and propose a new algorithm for identifying instantaneous feature parameters. The author conducted nonlinear phase principle
modulation recognition on seven typical digital signals: 2ASK, 4ASK, 2FSK, 4FSK, 2PSK, 4PSK, and 16QAM. Using the author’s
algorithm, experiments were conducted on the recognition of seven digital nonlinear phase modulation signals under different signal-
to-noise ratios. As can be seen from the results, when the signal-to-noise ratio is greater than or equal to 10dB, the recognition
accuracy of the seven digital nonlinear phase modulation signals can reach 100%, verifying that the new algorithm proposed by
the author improves the recognition accuracy.

Key words: Nonlinearity, Phase principle modulation, Communication signal, characteristic parameter

1. Introduction. Automatic modulation recognition technology is a very important topic in the field of
non cooperative communication signal processing research. The task of modulation recognition for commu-
nication signals is to identify signals without sufficient or complete prior knowledge, by performing various
processing on the received signal, the modulation method and related modulation parameters used in the sig-
nal can be accurately determined[1]. For the signal receiving end, determining the modulation method of the
received signal and correctly demodulating the signal is a necessary prerequisite for restoring the original signal.
The study of automatic modulation recognition technology for signals has significant practical value in both
military and civilian fields. The practical value of modulation recognition technology is mainly reflected in: In
the military field, successfully determining the modulation mode of the signal is a prerequisite for achieving
reconnaissance and interference of enemy communication. Knowing the modulation method of enemy signals
can estimate some useful parameters, in order to conduct targeted reconnaissance and electronic interference
on enemy communication; In the civilian field, the task of radio management work in the communication
management department is to monitor whether legitimate radio stations comply with the working parameters
assigned by the management department during the communication process, while listening for interference
from illegal radio stations to ensure the normal communication of legitimate radio stations. The most crucial
technology to achieve these non cooperative communication tasks is modulation recognition technology. There
are two methods for modulation recognition of wireless communication signals: One is manual judgment, and
the other is machine automatic recognition. Early modulation recognition methods used a set of demodulators
with different modulation methods, the received signal is downconverted and input into each demodulator to
obtain an observable signal, which is then judged by the operator based on information such as time-domain
waveform, signal spectrum, instantaneous amplitude, instantaneous frequency, and instantaneous phase [2,3].
The recognition method of manual judgment requires experienced operators. Due to the subjective factors
involved in the judgment process, the judgment results will vary from person to person, and the modulation
types that can be recognized by manual judgment will be very limited. And automatic modulation recognition
technology can solve the above problems.

The ultimate goal of automatic modulation recognition technology is to develop a machine that can rec-
ognize as many modulation modes as possible without any prior knowledge and low signal-to-noise ratio. We
hope that the less prior knowledge there is in modulation recognition, the better, or the more ”blind” the
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modulation recognition algorithm is[4,5]. However, in the actual research process of modulation recognition
technology, researchers will more or less add some prior knowledge, such as only studying digital modulation
recognition, which means that they already know that the received signal is a digital signal, not an analog
signal.

2. Literature Review. Radar signal recognition is an important aspect of electronic reconnaissance,
which refers to the process of matching the features of the received signal emitted by the radar signal source
with the pre accumulated signal features to confirm the signal modulation method. Radar signal recognition
usually includes: Intentional modulation recognition and unintentional modulation recognition of radar signals,
target recognition of radar signal source platforms, and estimation of recognition credibility [6]. At present,
Western countries led by the United States are in a leading position in radar signal recognition technology, but
due to their military confidentiality, they have limited access to information. As far as we know, the main
algorithms for radar signal recognition include time-frequency analysis, spectral correlation, time-domain auto-
correlation, wavelet transform, digital intermediate frequency, and time-domain cepstrum. The time-domain
cepstrum method extracts modulation features and related modulation parameters by calculating the cepstrum
of the signal. This method requires various transformations, requires a large amount of computation, is difficult
to implement in hardware, and has low accuracy, so its practical application value is not significant. The digi-
tal intermediate frequency method can comprehensively recognize radar signals, with the increasing processing
speed of DSP chips, it is a promising technology, however, the relevant technology is not yet very mature and
requires a lot of research. The advantage of spectral correlation method is that it has good resolution, but the
actual environment is complex and the received signal length is limited, resulting in low recognition accuracy.
The time-frequency analysis method and wavelet transform method are newly developed and highly effective
tools for processing non-stationary signals in recent years [7]. The time-frequency analysis method is a two-
dimensional joint analysis of the time-domain and frequency-domain characteristics of a signal, the real-time
frequency analysis method can simultaneously describe the energy density of a signal at different times and
frequencies, and can effectively describe the local characteristics of the signal, in recent years, it has received
increasing attention. The wavelet transform method is also a time-frequency analysis method, which has the
characteristics of multi resolution analysis and can characterize the local characteristics of the signal. The signal
has high frequency resolution and low time resolution in the low frequency range, while it has low frequency
resolution and high time resolution in the high frequency range, therefore, applying wavelet transform to the
signal can obtain different details. And different radar signals have different detailed features, which can be
used to identify radar signals [8]. Researchers have been striving to find fast and efficient automatic recog-
nition technologies, and have achieved considerable success. However, the research on automatic modulation
recognition technology has not yet matured and finalized, due to: One reason is that new modulation methods
are constantly emerging, and the modulation types of communication signals are becoming more diverse, while
previous modulation recognition algorithms only worked on specific types of modulation signals. Secondly, the
complexity of wireless communication environments poses challenges to non cooperative communication. Com-
pared to wired communication, wireless communication has its own characteristics: Firstly, the wireless channel
of wireless communication is open and susceptible to interference from other signals and various noises; Second,
radio propagation has a variety of ways, including diffraction, reflection and refraction. The signal received by
the receiver will cause signal fading due to multi-path effects; Thirdly, there is also the Doppler effect in mobile
communication, which can cause signal items to change at times. The multipath and Doppler effects seriously
affect the reception quality of signals. In the process of non cooperative communication, the receiver cannot
obtain the signal parameters of the sender like in cooperative communication. The diversified wireless commu-
nication technology requires non cooperative communication receiving systems to have characteristics such as
wide coverage, strong adaptability, and anti fading. Thirdly, the signal environment is becoming increasingly
dense, and at the same time, multiple signals with different modulation methods will enter the receiver. This
puts forward new requirements for signal modulation recognition, that is, how to achieve recognition of multiple
modulation signals at the same time. These situations all determine that there are many new research works
to be carried out in the field of automatic modulation and recognition of communication signals [9].

This article briefly introduces a digital nonlinear phase modulation recognition algorithm proposed by E.E.
Azzouz and A.K. Nandi to address these issues, because the features extracted by the nonlinear phase modula-
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tion recognition algorithm based on instantaneous features are all derived from the operation of instantaneous
amplitude, instantaneous phase, and instantaneous frequency, the algorithm proposed by the author is used
to identify, simulate, and analyze seven types of digital nonlinear phase modulation signals, and the decision
process and selected decision threshold are provided.

3. Methods.

3.1. Classification of modulation methods .
From the perspective of modulation recognition, communication signals can be classified using various meth-

ods. The first classification is based on the information content contained in the signal, and any communication
signal can be classified into one of the following four categories:

1. If a signal only contains amplitude information but not phase information, it is called an amplitude
signal [10,11]. The so-called amplitude information here refers to the instantaneous amplitude of the
signal not being constant; Phase information refers to the instantaneous phase of a signal that is not
constant. Correspondingly, without amplitude information, the instantaneous amplitude of the signal is
constant; No phase information refers to the instantaneous phase of a signal being constant. Amplitude
signals such as MASK (M-scale amplitude keying) signals.

2. If a signal only contains phase information but not amplitude information, it is called a phase signal.
For example, MFSK (M-ary Frequency Shift Keying) signal and MPSK (M-ary Phase Shift Keying)
signal.

3. If a signal has both amplitude and phase information, it is called a composite signal. For example,
MQAM (M-ary Orthogonal Amplitude Modulation) signal [12].

4. If a signal has neither amplitude nor phase information, it is called a carrier wave (CW) signal. Such
as sine and cosine signals.

The second classification is based on the symmetry of the signal spectrum with respect to the carrier
frequency. Usually, the spectrum of a signal consists of one carrier component and two sideband components,
but in some modulation methods, the carrier component and two sideband components may not be all preserved.
According to the presence of sidebands, communication signals can be divided into two categories: symmetric
signals and asymmetric signals.

The third classification is divided into analog modulation signals and digital modulation signals based on
the properties of modulation signals.

The fourth classification is divided into two categories based on the types of carriers: sine wave modulation
and pulse modulation [13].

This project studies the sine wave modulation methods of digital signals, including the following modulation
methods: 2ASK (binary amplitude keying), 4ASK (quaternary amplitude keying), 2FSK (binary frequency shift
keying), 4FSK (quaternary frequency shift keying), 2PSK (binary phase shift keying), 4PSK (quaternary phase
shift keying), and 16QAM (hexadecimal orthogonal amplitude modulation). Other modulation methods are
not discussed here.

3.2. Recognition algorithm based on new instantaneous feature parameters . Parameter ex-
traction and threshold selection: The author conducted nonlinear phase principle modulation recognition on 7
typical digital signals, including 2ASK, 4ASK, 2FSK, 4FSK, 2PSK, 4PSK, and 16QAM. After comprehensive
consideration of various aspects, the following 5 instantaneous feature parameters were extracted for signal
classification.

(1) The mean M2
a of the normalized instantaneous amplitude square at zero center. The mean M2

a of the
normalized instantaneous amplitude square at zero center is obtained by the following equation:

M2
a =

1

N

Ns∑

i=1

|acn(i)|2 (3.1)

In Equation 3.1, Ns is the total number of sampling points; acn(i) is the zero center normalized instantaneous
amplitude, and acn(i) is calculated from Equation 3.2:

acn(i) = an(i)− 1 (3.2)
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Fig. 3.1: The variation of parameterM2
a of modulated signals with different phase principles with signal-to-noise

ratio

In Equation 3.2, the normalized instantaneous amplitude an(i) = a(i)
ms

, while ms = 1
Ns

Ns∑
i=1

a(i) is the average

of the instantaneous amplitude a (i), and the characteristic parameter M2
a . Seven types of digital nonlinear

phase modulation signals can be divided into three categories: MASK signals are classified into one category,
16QAM signals are classified into one category, and MFSK and MPSK signals are classified into another
category. The instantaneous amplitude of MASK and 16QAM signals varies [14]; The instantaneous amplitude
of the MPSK signal only undergoes a sudden change in amplitude at the moment of phase change, so its
characteristic parameters are relatively small; The instantaneous amplitude of the MFSK signal is constant,
the envelope is constant, and its characteristic parameter is zero. The actual simulation results are shown in
Figure 1. From the figure, we can observe that at low signal-to-noise ratios, the characteristic parameters of
signals modulated by different nonlinear phase principles are not significantly different due to the influence of
noise[15]. However, as the signal-to-noise ratio increases, the characteristic parameters of signals modulated by
different nonlinear phase principles begin to approach the theoretical calculated values, therefore, by selecting
appropriate thresholds, MASK, 16QAM, and MFSK, MPSK signals can be separated. Based on multiple
simulation attempts and weighing the impact on global decisions, the threshold t1(M2

a ) of the mean M2
a of the

normalized instantaneous amplitude squared at the zero center was selected as 0.12, and the threshold t2(M2
a )

was selected as 0.08. When the threshold is t2(M2
a ) < t(M2

a ) < t1(M2
a ), it is determined as a 16QAM signal;

When the threshold is t(M2
a ) > t1(M2

a ), it is judged as a MASK signal; When the threshold is t(M2
a ) < t2(M2

a ),
it is determined as an MFSK signal or an MPSK signal [16,17].

(2) Recursive Zero Center Normalized Instantaneous Amplitude Square Mean RM2
a .

RM2
a =

1

N

Ns∑

i=1

|racn(i)|2 (3.3)

In Equation 3.3, Ns is the total number of sampling points, racn(i) is the recursive zero center normalization
instantaneous amplitude, that is, after normalizing the zero center, the instantaneous amplitude acn(i) is
calculated, and then the zero center normalization instantaneous amplitude racn(i) is calculated by the following
equation:

racn(i) =
acn(i)

1
N

Ns∑
i=1

acn(i)

− 1 (3.4)
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Fig. 3.2: Changes in parameter AA of modulated signals with different phase principles as a function of signal-
to-noise ratio

The feature parameter RM2
a is used to distinguish between 2ASK signals and 4ASK signals. According to

the time-domain characteristics of these two types of signals, their instantaneous amplitudes are 2 and 4,
respectively, indicating that the RM2

a corresponding to the 4ASK signal is greater than the RM2
a corresponding

to the 2ASK signal. Therefore, by setting an appropriate threshold value t(RM2
a ), 2ASK and 4ASK signals

can be identified. Based on multiple simulation attempts and weighing the impact on global decisions, finally,
the threshold t(RM2

a ) of the mean RM2
a of the normalized instantaneous amplitude square of the zero center

is selected as 0.17. The variation of the mean RM2
a of the recursive zero center normalized instantaneous

amplitude square of modulated signals with different digital nonlinear phase principles with signal-to-noise
ratio is shown in Figure 3.2.

(3) The mean M2
f of the square of the normalized instantaneous frequency at zero center.

M2
f =

1

Ns

Ns∑

i=1

|fcn(i)|2 (3.5)

In Equation 3.5, Ns is the total number of sampling points: fcn(i) is the zero center normalized instantaneous
frequency. According to the time-domain characteristics of the signal, the MFSK signal has at least 2 instan-
taneous frequency values, while the MPSK signal only has 1 instantaneous frequency value, meaning that the
M2
f corresponding to the MFSK signal is greater than the M2

f corresponding to the MPSK signal. Therefore,
this feature parameter can be used to distinguish between MFSK signals and MPSK signals. Based on multiple
simulation attempts and weighing the impact on global decisions, finally, the threshold t(M2

f ) of the mean M2
f

of the zero center normalized instantaneous frequency squared is selected as 0.075. The variation of the mean
M2
f of the zero center normalized instantaneous frequency square of modulated signals with different digital

nonlinear phase principles with signal-to-noise ratio is shown in Figure 3.3 [18].

(4) Recursive Zero Center Normalized Instantaneous Frequency Square Mean. RM2
f

RM2
f =

1

Ns
|rfcn(i)|2 (3.6)

In Equation 3.6, Ns is the number of sampling points, and rfcn(i) is the recursive zero center normalized
instantaneous frequency, namely, normalize the instantaneous frequency of the zero center and then calculate
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Fig. 3.3: The variation of parameterM2
f of modulated signals with different phase principles with signal-to-noise

ratio

the normalized instantaneous frequency fcn(i) of the zero center using the following formula:

fcn(i) =
fcn(i)

1
Ns

Ns∑
i=1

fcn(i)

− 1 (3.7)

In Equation 3.7, fcn(i) is the zero center normalized instantaneous frequency. According to the time-domain
characteristics, the number of instantaneous frequency values of the 2FSK signal is 2, which is significantly
smaller than the number of instantaneous frequency values of the 4FSK signal, therefore, the RM2

f value

corresponding to 2FSK is smaller than the RM2
f value of 4FSK, so this feature parameter RM2

f can distinguish
between 2FSK and 4FSK signals. Based on multiple simulation attempts and weighing the impact on global
decisions, the threshold t(RM2

f ) of the mean RM2
f of the normalized instantaneous frequency square of the

recursive zero center was ultimately selected as 0.225 [19]. The variation of the mean RM2
f of the recursive zero

center normalized instantaneous frequency square of modulated signals with different digital nonlinear phase
principles with signal-to-noise ratio is shown in Figure 3.4.

(5) Mean M2
p of normalized instantaneous phase squared at zero center.

M2
p =

1

N

Ns∑

i=1

|pcn(i)|2 (3.8)

In Equation 3.8, Ns is the number of sampling points, pcn(i) is the zero center normalized instantaneous phase,
calculated by the following equation:

pcn(i) = pn(i)− 1 (3.9)

In Equation 3.9, pn(i) = p(i)
ms

, while ms = 1
Ns

Ns∑
i=1

p(i) is the average of the instantaneous phase p (i). The

instantaneous phase number of 4PSK is greater than that of 2PSK, and the characteristic parameter M2
p

can distinguish between 4PSK and 2PSK signals. Based on multiple simulation attempts and weighing the
impact on global decisions, the threshold t(M2

p ) of the mean M2
p of the normalized instantaneous amplitude

squared at the zero center was ultimately selected as 0.2. The variation of the mean M2
p of the zero center

normalized instantaneous phase square of modulated signals with different digital nonlinear phase principles
with signal-to-noise ratio is shown in Figure 3.5.
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Fig. 3.4: The variation of parameter RM2
f of modulated signals with different phase principles with signal-to-

noise ratio

Fig. 3.5: The variation of parameter M2
p of modulated signals with different phase principles as a function of

signal-to-noise ratio

4. Results and Analysis. Figure 4.1 is the non-linear phase principle modulation recognition flowchart
of the algorithm in this paper. In the recognition algorithm proposed by the author, only 5 feature parameters
can identify 7 types of digital nonlinear phase principle modulation signals. However, the five features proposed
by scholars E.E. Azzouz and A.K. Nandi can only recognize six types of digital nonlinear phase modulation
signals [20,21].

Firstly, in order to ensure that when the signal sender uses symbol 0 to modulate the MASK signal using the
nonlinear phase principle, the MASK can be recognized, we can only use the featureM2

a related to instantaneous
amplitude to distinguish MASK signals from other signals, and RM2

a to distinguish 2ASK signals from 4ASK
signals.

Secondly, from the instantaneous characteristic maps of MFSK and MPSK, it can be seen that the instan-
taneous frequency of MFSK has only a finite number of discrete values, while the instantaneous frequency of
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Fig. 4.1: Nonlinear Phase Principle Modulation Recognition Flowchart of the Author’s Algorithm

MPSK is constant, the use of feature M2
f can effectively distinguish between MFSK signals and MPSK signals.

It is not appropriate to use feature M2
p to distinguish between MFSK signals and MPSK signals, because the

instantaneous phase of the MFSK signal is not constant, but time-varying.
Finally, feature RM2

f is used to distinguish between 2FSK and 4FSK signals, and feature M2
p is used to

distinguish between 2PSK and 4PSK signals. At this point, all seven types of digital nonlinear phase modulation
signals have been distinguished [22].

Figure 4.2 shows the recognition results of seven digital nonlinear phase modulation signals using the
author’s algorithm under different signal-to-noise ratios. As can be seen from Figure 4.2, when the signal-
to-noise ratio is greater than or equal to 10dB, the recognition accuracy of all seven digital nonlinear phase
modulation signals can reach 100%.

E. Azzouz and A.K. Nandi, two scholars, did not provide a simulation diagram similar to Figure 4.2 showing
the variation of digital nonlinear phase principle modulation signal recognition results with signal-to-noise ratio.
Instead, they only provided the recognition accuracy under three conditions of signal-to-noise ratio: 10dB,
15dB, and 20dB[23]. Table 1 is a comparison table of the correct recognition rates of the author’s algorithm
and classical algorithm under three different signal-to-noise ratios of 10dB, 15dB, and 20dB, respectively. By
comparison, it can be seen that, compared with the classic algorithms of E.E. Azzouz and A.K. Nandi, the new
algorithm proposed by the author achieves better recognition results at low signal-to-noise ratios by adding a
16QAM nonlinear phase principle modulation method .

5. Conclusion. The features extracted by the nonlinear phase modulation recognition algorithm based
on instantaneous information are all derived from the operation of instantaneous amplitude, instantaneous
phase, and instantaneous frequency, the author analyzed how to extract these three instantaneous feature
parameters. Simulation and analysis were conducted on the recognition of seven types of digital nonlinear
phase modulation signals using the feature parameters proposed by the author, the decision process and selected
decision threshold were provided, and the results showed that the author’s algorithm improved the recognition
success rate. In recent years, the research methods and directions of automatic nonlinear phase modulation
recognition algorithms have been continuously expanded, and progress has been made to some extent, however,
there are still many key issues that have not been well resolved. The author’s research on nonlinear phase
principle modulation recognition algorithms still has many shortcomings. All research on nonlinear phase
principle modulation recognition focuses on certain types of modulation signals, the author only studied seven
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Fig. 4.2: Recognition results of seven types of digital nonlinear phase modulation signals under different signal-
to-noise ratios

Table 4.1: Comparison of the correct recognition rates of the author’s algorithm and classical algorithm under
different signal-to-noise ratios

modulation
Author’s Algorithm Assical algorithm

SNR=10 SNR=15 SNR=20 SNR=10 SNR=15 SNR=20

2ASK 100% 100% 100% 98.39% 98.3% 100%
4ASK 100% 100% 100% 100% 99.8% 100%
2FSK 100% 100% 100% 99.5% 99.5% 100%
4FSK 100% 100% 100% 98.3% 98.5% 100%
2PSK 100% 100% 100% 99.3% 99.3% 99.3%
4PSK 100% 100% 100% 98.8% 98.8% 99.8%

16QAM 100% 100% 100% - - -

commonly used digital modulation signals and did not involve other types of digital modulation signals or
analog modulation signals. With the continuous emergence of new modulation methods, it is necessary to
study automatic recognition algorithms suitable for a wider range of modulation signals.
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APPLICATION OF ARTIFICIAL INTELLIGENCE TECHNOLOGY AND DEEP
LEARNING IN LABORATORY INTELLIGENT MANAGEMENT PLATFORM

XING LU∗

Abstract. In order to effectively utilize data for laboratory management, a laboratory management model was studied,
the author proposed a data-driven intelligent laboratory management process and logical architecture. For actual management
work, there are mainly two types of operations: ”Selection” and ”action”, the author proposes a data-driven laboratory intelligent
management process and logical architecture; Based on the idea of big data, label systems are used to classify and store laboratory
related data and laboratory evaluation GBDT and other algorithmic models; Building an intelligent laboratory management
platform based on the label system has realized laboratory management functions, which are widely used and highly scalable. This
data-driven laboratory intelligent management platform plays a role in the entire life cycle of laboratories, including laboratory
demonstration construction, construction process management, experimental teaching and open use, operation management and
maintenance, and experimental effect evaluation, and can promote the maximum effectiveness of laboratories, provide strong
support for later construction project approval.

Key words: Artificial intelligence technology, Intelligent laboratory management, Application, Laboratory Evaluation GBDT
Algorithm

1. Introduction. The term ”artificial intelligence” was coined by McCartney, Minsky, Rochester and
Shenon First proposed by a group of young scientists, it marks the emerging science of ”artificial intelligence”
Generation of family. Artificial intelligence has many advantages, including the following points: First, ar-
tificial intelligence can greatly save human cost. Second, artificial intelligence can greatly improve resource
utilization. Third, AI can greatly improve work efficiency. Fourth, artificial intelligence has high commercial
value. Fifth, artificial intelligence can free people’s hands to focus on a better life. Sixth, artificial intelligence
can promote social development and human progress. With the development of global economic integration,
information technology has made great progress, Artificial intelligence technology has been widely used, such
as car autonomous driving, robots Automatic sweeping, robot automatic cooking, robot waiter, rescue and
disaster relief robot, Underwater robots and dance performance robots.

With the development of science, technology, and information technology, artificial intelligence theory has
attracted more and more attention in recent years, not only because artificial intelligence technology can improve
the efficiency of production and work, but also because of the emergence and application of artificial intelligence
technology, it has greatly liberated human hands and is an important symbol of humanity’s progress towards
a new stage. It is conducive to understanding artificial intelligence technology [1]. Studying the theory of
artificial intelligence, especially the transformation results of representative artificial intelligence technologies,
is conducive to the widespread application of artificial intelligence technology, thereby reducing production
costs, improving work efficiency, and benefiting the economic development of enterprises, contribute to China’s
economic and social development. It is conducive to the development of relevant industries and disciplines.
Studying representative AI technologies is not only conducive to guiding the development of AI technology
in the industry, but also conducive to the integration of other disciplines with AI, achieving the effect of one
plus one greater than two, and promoting the development of relevant industries and disciplines. Third, it is
conducive to stimulating the enthusiasm of the whole society for innovation. Through the popularization of
artificial intelligence technology, people can realize that artificial intelligence technology is a discipline closely
related to our daily life, through the transformation of theoretical achievements in artificial intelligence, it
is possible to cultivate the enthusiasm of the whole society for creation and invention, thereby increasing the

∗State-owned Assets Management Office, Jilin Agricultural University, Changchun, Jilin, 130118, China (XingLu167@163.com)

3251



3252 Xing Lu

vitality of the development of artificial intelligence technology [2]. With the deepening of educational reform and
the increasing demand for innovative, skilled, and talented people in society, investment in the construction scale,
equipment, and practical teaching arrangements of university laboratories continues to increase, it has played
an important role in cultivating socially applicable talents in colleges and universities. While meeting the needs
of teaching practice, university laboratories also undertake heavy scientific research tasks, so the traditional
manual management model is well suited to the new management requirements. Factors such as the increase in
laboratory operation time and instrument usage frequency, as well as insufficient management personnel, not
only reduce management efficiency, but also bring various safety hazards. Establishing innovative, open, and
resource sharing central laboratories and adopting artificial intelligence technology for scientific management
have become an inevitable trend in the development of university laboratories [3,4]. What is the significance of
studying artificial intelligence: First, it is conducive to understanding artificial intelligence technology. Research
artificial intelligence theory In particular, the main research on the transformation of representative artificial
intelligence technologies, It is conducive to the wide application of artificial intelligence technology, thus reducing
production costs and improving production Work efficiency, is conducive to the economic development of
enterprises, for China’s economic and social development Make a contribution. Second, it is conducive to the
development of related industries and disciplines. Research is representative Is not only conducive to guiding
the development of artificial intelligence technology in the industry Exhibition, but also conducive to the
combination of other disciplines and artificial intelligence, to achieve one plus one greater than The effect of two,
promote the development of related industries and disciplines. Artificial intelligence technology has It is widely
used in all aspects of society. In the current background of rapid economic development and Under the reforming
and opening environment, only artificial intelligence technology that suits our national conditions is long For
a long time, it will promote the sustainable development of science and technology, sustainable development,
sound and rapid development Exhibition. Based on the current situation of laboratory management, this paper
mainly studies the application of artificial intelligence technology In the laboratory management of advantages,
the main technology, in order to improve and develop artificial intelligence The application of technology in
laboratory management is even popularized in the whole society.

2. Methods.

2.1. Laboratory management model based on management process . With the development
of the Internet, the information collected in the Internet is timely Feedback to the lab’s network platform,
through cloud computing and analytics technology, the information Processing, compare the camera data and
cloud computing database, handle Cloud computing results, realize the automation of laboratory management,
intelligent. The laboratory serves teaching and research work, and its management objects include people,
events, materials, information, funds, etc. It involves all activities of laboratory application, construction, and
experimental teaching, mainly including: Laboratory construction planning and setup, laboratory management
mode and operating mechanism, configuration and use of laboratory instruments and equipment, management
of experimental materials and low value consumables, basic laboratory information management and archive
management, construction and training of experimental teaching teams, management of experimental teaching
and scientific research, and use and inspection of laboratory funds. It can be seen that laboratory management
is relatively complex and involves many aspects, but these tasks can be subdivided into specific tasks, from a
specific project perspective, the basic model of management work is shown in Figure 2.1 [5].

As can be seen from Figure 2.1, no matter how much management content there is, for a specific project
management work, it can be summarized into two steps: ”selection” and ”action”; ”Select” refers to selecting
management content, and ”Action” refers to generating management results such as reports and emails after
appropriate processing. ”The operation of selecting management content is actually to limit the content to
meet certain requirements, such as when an experimental teacher conducts experimental course management,
according to the selected experiment 1 score of 80 or more, moreover, with a theoretical course score of 80
or above and not being a make-up or re major student, the designated students are selected and selected for
elective experimental courses. This process is limited to specific experimental objects and can include multiple
conditions, the subdivision model is shown in Figure 2.2 [6].

As can be seen from Figure 2.2, through the logical combination of multiple conditions, you can select
a management object and then perform corresponding ”actions” on the object, ”selection” is the basis, and
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Fig. 2.1: Basic model of laboratory management

Fig. 2.2: Selection Management Content Segmentation Model

”Action” is the operation based on actual needs. ”Selection” is mainly based on various data sources [7].

2.2. Data-driven laboratory intelligent management platform framework . The project function
of laboratory management system based on artificial intelligence technology It mainly includes the following:
(1) Facial recognition personnel ID and automatic registration information. (2) Intelligent power distribution
function. (3) Remote communication.

Facial recognition personnel ID through the facial features collection and recognition function of electronic
eye technology, can identify every A person enters the lab, the electronic eye recognizes facial information
and sends a message Information processing and existing database for information comparison, record visitor
information, to achieve paperless facial registration.

The power distribution function of intelligent system refers to the use of mature solar energy, wind energy
and so on Electric technology, to achieve the continuous circulation of laboratory electricity, will not accidentally
cut off the movie The development of laboratory work, when the power supply is insufficient, the intelligent
system will automatically lift At the same time, through solar and wind power generation technology to achieve
the laboratory electricity reserves,

To achieve continuous uninterrupted laboratory power supply effect. Another way of telecommunication
That is, the manager of the laboratory can observe the reality through the intelligent monitoring camera
Laboratory conditions, improve the observation times, increase the observation duration, in order to timely
understand the laboratory The latest internal dynamics, flexible handling of various laboratory situations.

According to the laboratory management model, in order to implement the ”select” action, it is necessary
to make reasonable use of data to formulate rules, but the specific requirements for each management role may
vary, rule making is also different, for experimental teachers, experimental technology, and system managers,
their management processes are shown in Figure 2.3 [8,9].

The laboratory management platform is divided into a front-end and a back-end, the front-end uses Web
pages for user operations, and the back-end uses logical computing for front-end display. Logic and data support.
For a data-driven laboratory management platform, the front-end is used by business personnel in business
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Fig. 2.3: Data-driven laboratory intelligent management process

Fig. 2.4: Logical architecture of data-driven laboratory intelligent management platform

departments, such as laboratory teachers and laboratory technicians; The responsible person for the backend
is the data engineer and system development engineer in the IT department. According to the laboratory
management model, the logical framework of a data-driven laboratory intelligent management platform is
shown in Figure 2.4 [10].

Managers log on to the management platform, first create a new laboratory management, set information
such as the management name, responsible person, time range, and running frequency, and then create one
or more rules under this laboratory management, create different combinations of conditions under each rule,
and finally set an action for the created rule. This completes a basic data-driven laboratory management
configuration [11].

2.3. Implementation of Lab Intelligent Management Platform Based on Label System . In
order to achieve intelligent management on the above management platform, another important step is to set
the conditions of activity rules, we use the label system to implement labels, which refer to data labels, which
describe entity attributes, the value of the label marks a piece of information about the entity, for example, for
a student, ”gender” is a label, and ”male” is the value of this label, which marks the gender information of the
student. The label system is a collection of labels that are calculated and stored according to certain rules, it
performs class management on labels according to established logic, and calculates and updates label values
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Table 2.1: Various laboratory data labels

Label Theme Base Label Behavior label Titles

Name, course, type Last Opening The number of
(course experiment, Time, Last days since the first

Experi- open experiment, Opening Number, opening, cumulative
-mental online experiment), Hours Opened this open class hours,
Courses experiment content, Month, Hours Opened cumulative number

goal, first opening this Month, Hours of open students,
time, responsible Opened this Semester, and cumulative

person number of Users extracurricular open
this Semester class hours

Name, manufacturer, Last usage time, last Cumulative usage
production date, price, usage time, usage time time, cumulative

Experimental first use time, storage of this month, usage usage times, open
equipment location, responsible time of this semester, usage times,

person last maintenance time, loan times
performance status

Site name and size. Last usage time, last Cumulative usage
Number of work usage time, usage time time, cumulative

Experimental stations, first use time, of this month, usage usage times, open
site number of storage time of this semester, usage times

equipment, power consumption
responsible person data, monitoring

access control
Name, date of birth, Last experiment time, Cumulative number
class, mobile phone last experiment of experiments,

student number, email content, last cumulative
address, start date of experiment result, experimental hours,

experiment number of in class experimental
experiments this hours, open

month, content of experimental hours
experiments this

semester
Name, unit, Last experiment time, Cumulative number

personnel type last experiment of experiments,
(full-time teacher, content, last cumulative

teacher part-time number of experimental hours,
technician), experiments this in class experimental

mobile phone month, content of hours, open
number, email experiments this experimental

address, start of month, number of hours
experimental course, experiments this

time of first semester
course opening

according to rules, data access issues are resolved through pre calculated tags, reducing the threshold for data
usage [12,13].

(1) Laboratory Data Label System. The label system is a collection of a series of labels, which can be divided
into experimental courses, experimental equipment, venues, students, teachers, administrators, and other topics,
these topics are divided into basic tags, behavior tags, and derived tags by data update method, as shown in
Table 2.1 [14].

As can be seen from Table 2.1, label topics are divided into basic labels, behavior labels, and derived class
labels. The value of the base tag is generally fixed or has a long update cycle, incremental updates are used
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Table 2.2: Mapping Table of Label System Hierarchy and Data Backend

Hierarchical structure Relational database HBase
Label Theme Schema Table Name
Label Type Table Name Clan name

label Column Name Column Name

to refresh the tag value, updating only tags with changed values each time or inserting newly added customer
base tags; The behavior tag is used to describe historical behavior, which is always in change, and adopts
periodic full volume updates or real-time (message queue+stream processing) fixed point updates; Derived
class tags are logical combinations between other tags, they do not store tag values themselves, but rather store
computational logic between tags, the tag value is calculated in real time only when called, which is a special
dynamic tag. In this way, experimental data can be converted into label data, and the label system, like the
management system, should also be divided into two parts: The front end and the back end [15].

The label administrator uses the front end (management) page of the label system, configure the mapping
relationship between the label and the data background, the configuration information is stored in the label
mapping Table, after the label user enters query criteria on the front-end (query) page of the label system, the
system first locates the physical location of the label through the label mapping Table, then, the corresponding
label value is read from the label data background and returned to the page side for display, the label mapping
Table is associated with the front-end and back-end of the label system, it stores all attributes in the label
system except for the label value, including all description information about the label hierarchy, the backend of
the system stores the values of all labels, which are stored through relational database tables or HBase Tables,
the label mapping table is shown in Table 2.2, the values of the corresponding labels can be intelligently located
based on the information sequence stored in the label mapping Table [16].

(2) Labelled Laboratory Evaluation GBDT Model. In the actual management processes such as laboratory
construction demonstration, course effectiveness evaluation, and laboratory benefit evaluation, how to effectively
use data pairs for scoring and evaluation is a matter of great concern to all parties, the author adopts GBDT
(GradientBoosting Decision Tree) regression algorithm to model the previous experimental data. However, in
the GBDT modeling phase, a large amount of computation is required, so the modeling process is completed in
the back-end through offline computation, and the established GBDT model is converted into tags for online use.
Taking the benefit evaluation of a new laboratory as an example, in the GBDT modeling stage, based on the
previously stored student experimental data, performance, equipment purchase prices and updates, equipment
usage data, laboratory electricity, access control, and other data, models such as in-class experiment scores,
open experiment scores, equipment usage benefit scores, equipment sharing scores, equipment depreciation
rate scores, and site operation efficiency scores are established on the server backend, store these models as
label data. When evaluating the benefits of a new laboratory, call these models on the Web side and input
the application data for the new laboratory, the corresponding score can be quickly obtained for reference by
the evaluation experts. The laboratory evaluation is implemented using the GBDT algorithm, with historical
experimental data as training data, after training using the GBDT algorithm, the model functions are stored
as tags for online invocation [17].

3. Management process example based on label system. The laboratory intelligent management
platform implements laboratory management through configuration management rules. The following is an
example of pushing selected experiments to outstanding students to illustrate the management process based
on the label system, the corresponding table of conditions and labels for this management activity is shown in
Table 3.1.

In order to configure this rule, managers need to add the three tags in Table 3.1: iEX_ ScoreliTH_
ScorebRE_ EXA sets the corresponding conditions and connects with AND, you can manually edit logical
relationships to make adjustments, Table 4 and Table 5 show the key page for rule settings. It can be seen that
the label system needs to provide as many public labels as possible to meet as many rule (condition) setting
requirements as possible. Once a label user discovers that a label required by the condition does not exist, they
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Table 3.1: Condition and Label Correspondence Table

Condition Corresponding label name Conditions after converting to labels

Experiment 1 with a Experiment 1 Score
iEX_Scorel>=80

score of 80 or above (EX_Scorel)
Theoretical course score Theoretical Course

iTH_Score>=80
above 80 points Score (iTH_Score)

Not a retake student Makeup Exam (bRE_EXA) bRE_EXA(”TRUE”)

Table 3.2: Label Settings

Label Name Tag ID Label Value Type Subject Label Type

Experiment 1 Score 35 Integer student Behavior label
Theoretical Course Score 36 Integer student Base label

A make-up exam 37 BOOL student Base label

Table 3.3: Selected Conditions for Management Platform Rules

Condition 1 Experiment 1 Score >= 80 Delete this condition
Condition 2 Theoretica Course Scorel >= 80 Delete this condition
Condition 3 A make-up exam == TRUE Delete this condition

need to submit a new label request to the label manager, after the label manager adds the new label to the
label system, the label user can see and use the label on the above page of the management platform [18].

When the rule setting page is submitted, the logical relationship corresponding to the rule is saved to the
background database, the tag is stored in the form of a tag ID, which allows you to further find the fact Table
where the tag is located and obtain the corresponding tag value. If the final logical relationship value is true,
it indicates that the student meets the rule; If the result is false, it indicates that the customer does not meet
the rule, so the optional experiment is not recommended. The Run Frequency option in the interface is ”Every
day”, which refers to the logical combination of the rules converted into conditions through the page, parse
the conditions into SQL statements, perform batch processing in the background, and store the results in a
result Table, the subsequent management action stage will produce different formats of job files, or production
reports or email job files based on the result Table. In addition to batch processing, you can also choose
scenario based management, and management activities can be processed in real-time based on scenarios, for
example, after a student has completed Experiment 1 and received a system evaluation score of 80 or more,
they can be directly recommended for the experiment. This requires changing batch processing to ”real-time
processing”, the management process is actually consistent, and only technically requires the introduction of
”message queues” to complete management based on these messages [19,20].

4. Conclusion. The development of intelligent technology has for the development of our society It plays
an important role in applying artificial intelligence technology to laboratory management Now the trend of
intelligent and automatic laboratory management. Artificial intelligence technology should Used in laboratory
management work, such as facial recognition personnel ID, automatic registration letter The intelligent power
distribution function ensures sufficient power supply to the laboratory and prevents accidental breaks The
uncontrollable loss caused by electrical accidents can be realized by the remote communication technology of
artificial intelligence Laboratory management personnel remotely monitor the internal conditions of the labo-
ratory to find laboratory differences in time Often, take timely measures to nip in the bud. Applying artificial
intelligence technology to the real world The development process of laboratory management is not smooth
sailing, nor can it be accomplished overnight Need us to give full play to their own subjective initiative, actively
contribute to daily life From quantity to quality, the innovation in our science and technology development
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and social progress Make contributions and strive to realize the great Chinese Dream. Structured data brings
value, and data brings new ideas, with the application of new devices and the Internet of Things in labora-
tories, there are more and more sources of experimental related data, and more and more management bases
are available. Based on the reality of laboratory management, the author studied a laboratory management
model. Using a label system to classify and store laboratory data and laboratory evaluation GBDT and other
algorithmic models, an intelligent laboratory management platform based on the label system is constructed,
realizing batch processing and scenario based laboratory management, the intelligent management platform
has strong scalability and can play a role in the entire life cycle of the laboratory.
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A MACHINE INTELLIGENCE EVALUATION SYSTEM BASED ON INTERNET
AUTOMATION TECHNOLOGY AND DEEP LEARNING

HONGCHUAN LIU∗

Abstract. To realize the machine intelligence evaluation system, a method based on Internet automation technology is
proposed. Firstly, then extracted and optimized, and finally combined with each other. A BP neural machine evaluation system
is designed to compare the results of machine evaluation with the average value of teachers’ independent evaluation by selecting
20 students’ test paper translation samples from a class randomly. The test results show that by selecting a random class of
20 students, the comparison of machine evaluation results and teacher independent evaluation shows that the error range of
the evaluation results of 20 samples is-5.6% -6.7%, which is within the allowable range of translation evaluation and meets the
requirements of teaching evaluation. It is proved that the Chinese-English machine translation evaluation system based on Internet
automation technology has excellent performance, which can improve the reliability and accuracy of the evaluation and reduce the
degree of human intervention and misjudgment rate of the Chinese translation evaluation.

Key words: Internet, automation, evaluation system, translation, misjudgment rate, Intelligent evaluation system

1. Introduction. Intelligent characteristics are one of the important characteristics of intelligent systems.
Qualitative evaluation of the intelligent characteristics of intelligent systems is a challenge and a new issue.
Because, firstly, people’s definition of the concept of intelligent characteristics itself is not clear enough. Sec-
ondly, the evaluation of intelligent characteristics is related to the environment, era, and conditions. Therefore,
this evaluation has relativity, correlation, and time effects. In addition, there is very little specialized re-
search and communication on this evaluation. And the theory and application of intelligent control continue
to develop. It is necessary to conduct specialized research on the evaluation of intelligent characteristics in a
timely manner, as various products and systems with the term ”intelligent” are constantly entering the market.
This is not only an academic need, but also an application need.Intelligent system is a system with anthropo-
morphic intelligence.anthropomorphic intelligence is the intelligent characteristic of simulating, extending and
expanding human. Such as: self-learning, self-adaptation, self-organization, self-optimization, self-stabilization,
self-identification, white planning, self-coordination, self-repair, self-reproduction, etc. Because the intelligence
of human body control system is multi-level and multi-faceted, the intelligence of anthropomorphic system is
also divided into different levels and different aspects such as high level, middle level and basic level.In order
to realize the intelligent characteristics in the system, the commonly used intelligent methods include expert
system, artificial neural network, fuzzy control and so on. With the development of the Internet and the advent
of the era of economic globalization, the need to overcome language barriers and realize free communication
across languages has become increasingly prominent [1]. The language barrier severely restricts the breadth,
depth and speed that most users can obtain information from the Internet [2]. However, the development of
advanced machine translation technology and the realization of large-scale application of machine translation
products pose new challenges to the machine translation technology.

With the increasing progress and development of modern science and technology such as “Internet +”
and artificial intelligence, people’s work, study and life have been closely related to the modern information
technology, and people rely on intelligent technology and tools increasingly [3]. Computer-aided translation
means that translators can improve translation efficiency and control translation costs effectively by scientifically
selecting language translation tools based on Internet, artificial intelligence and big data technologies.The
computer translation technology emerged at the end of the 20th century, providing a technical support for
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people’s scientific research activities, work and life, and promoting the cross-language communication [4,5].

In foreign countries, the research on this technique can only provide some reference for translators. Due to
the limitation of the algorithm level, early computer translation is difficult to form a smooth and reasonable
translation text. In the context of the rapid development of the Internet, big data and artificial intelligence
provide strong support for the development of this technology and promote CAT technology to achieve great
progress. Many translation websites and platforms based on CAT technology provide convenience for translators
and relieve the pressure of translation work. CAT technology has been further developed with the help of
translation memory libraries. Based on a brief review of the history of machine translation, the research
discusses the existing methods of machine translation, and then discusses the challenges and technical routes
of Internet machine translation.

2. Literature Review. Broadly speaking, machine translation involves all aspects of natural language
processing technology, and almost all the research results of natural language processing can be directly or
indirectly applied to machine translation. In a narrow sense, machine translation methods can generally be
divided into three categories: rule-based machine translation, case-based machine translation and statistical
machine translation, of which the latter two methods can be collectively referred to as corp-based methods
[6]. The rule-based translation approach, which holds that the process of translation needs to analyze the
source language and express the meaning of the source language, and then regenerate into an equivalent target
language, has been dominant in the field of machine translation from the mid-1970s to the late 1980s. A
large-scale rule-based commercial machine translation system should not only solve the problem of machine
translation methodology, but also organize the system from the perspective of knowledge engineering and
software engineering, in which the rules are often multi-level and fine-grained. The refinement of rule level
and knowledge granularity can control the interaction and conflict between rules effectively, and make the rule
system have good expansibility.

The essence of case-based machine translation is “machine translation based on translation instance and
similarity principle”. Translation instances can be stored in their natural form without any processing, or they
can be represented in a completely structured form. Recent researches show that semi-structured translation
instance representation approaches strike a good balance between the difficulty of preprocessing translation
instances, the temporal and spatial efficiency of translation and the quality of translation. Another on the
principle is very similar with case-based machine translation technology is translation memory, which is a
computer-aided. It is a kind of auxiliary translation in essence. It retrieves similar translation instances from
the instance library and submits them to users in a friendly form, thus achieving the purpose of assisting users
in translation [7]. In recent years, translation memory technology is increasingly integrating various automatic
translation technologies [8]. Statistical machine translation is also based on bilingual corpus, but unlike the case-
based method, which directly uses translation examples in the translation process. Statistical method abstracts
the translation knowledge implied in bilingual corpus into statistical model through prior training process. The
translation process is usually a decoding process based on these statistical models. Statistical models used
in statistical machine translation usually include translation model and language model [9]. Compared with
language model and decoding, translation model is currently the most involved content in statistical machine
translation research [10]. Generally, translation models can be divided into three types: word-based model,
phrase-based model and grammar-based model. At present, phrase-based and grammar-based models have
significantly better performance than word-based models. Although statistical methods are valued for their
good mathematical model, unguided learning ability and robustness, rule methods are also valuable for their
good generalization and description of language rules and instance methods for the accurate translation of
similar sentences. In fact, the combination of multiple methods is becoming an important direction in the
development of machine translation, such as the combination of rules and statistical methods, case-based
methods and statistical methods, phrase-based and syntactic statistical translation methods.

On the basis of the current research, a machine translation evaluation system for TCSL based on Internet
automation technology is proposed in the research. Firstly, then extracted and optimized, and finally combined
with each other. A BP neural machine evaluation system is designed to compare the results of machine
evaluation with the average value of teachers’ independent evaluation by selecting 20 students’ test paper
translation samples from a class randomly.The test results show that by selecting a random class of 20 students,



A Machine Intelligence Evaluation System Based on Internet Automation Technology and Deep Learning 3261

Table 3.1: Description of statement set information

The statement Number of Number of Scores Number of
text translation statement text range sentence patterns

1 1650 10 0-3 8
2 1825 10 0-3 8
3 1756 6 0-3 4
4 1622 6 0-3 4

Fig. 3.1: Basic framework of ETSS system (high-end)

the comparison of machine evaluation results and teacher independent evaluation shows that the error range of
the evaluation results of 20 samples is-5.6% -6.7%, which is within the allowable range of translation evaluation
and meets the requirements of teaching evaluation.

3. Research Methods.

3.1. The development and design of ETSS system. In the research, the Chinese translation texts of
the university Chinese (1-4) courses of a university in 2019 are selected. The sentence translation texts include
the sub-texts of the four courses, with a corresponding number of translation sentences [10, 10, 6, 6]. More than
one thousand students answer the translation sentences under each sub-text, and the score of each sentence
ranges from 0 to 3. The details are shown in Table 3.1.

3.1.1. Basic system framework. The basic framework of ETSS(English Translation Scoring System)
is shown in Figure 3.1. The main functions of the system are divided into three core modules: text feature
extraction, weight calculation and decision evaluation [11]. System uses the annotated corpus, i.e., nearly 8
years of text translation for libraries of a university, as well as Chinese corpus, structures, vocabulary quality
evaluation model, the beautiful statement and statement relevance evaluation model, evaluation model.Then the
input text sets are evaluated separately, and then integrated with BP neural machine model for comprehensive
evaluation [12].

3.1.2. Extraction of ETSS feature vectors. Figure 3.1 shows the ETSS feature text library [13]. As
can be seen from the system structure diagram in Figure 3.1, the text library W of ETSS system needs to
establish the text library h [T] for vocabulary quality evaluation, the text library g [T] for sentence elegance
evaluation and the text library l [T] for sentence relevance evaluation. According to the comprehensive summary,
the basic characteristics of sentence text judgment include 11 items, such as word accuracy, average word length,
number of high-frequency words, number of advanced words, proportion of nouns, adjectives or verbs, number
of connectives, number of word blocks, advanced sentence patterns, specialty of key words, word granularity
and sentence granularity, etc [14]. There is a progressive relationship between different levels of the system,
so the system database design first needs to analyze and integrate different types of text data, and obtain
the text feature vector. In order to extract feature vectors quickly, the extraction standards and numbers are
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Table 3.2: The feature text database W [i] of ETSS system

The text
Number Features

Feature
Specificity Weight

library description

T1

The proportion
0% ∼ 100% X1Word of words that

accuracy are spelled
correctly

T2

Average Obtained by
2-20 X2word median or

length standard deviation

h [T] for
T3

Number of Commonly
1 ∼ 8 X3vocabulary high-frequency used unmarked

quality words words
evaluation

T4

Number of Commonly
1 ∼ 5 X4advanced used marker

words words

T5

The proportion Average the
0 ∼ 100% X5of nouns, proportion of the

adjectives and number of words in
verbs different parts

of speech
g [T]

T6

Including phrases

1 ∼ 3 X6
for Number of such as turning point,

sentence connectives juxtaposition, choice,
elegance cause and effect

evaluation

T7

Including phrasal

1 ∼ 5 X7

Number of verbs, prepositional
word blocks phrases, adverb

phrases, adjective
phrases and so on

T8

Including emphasis

Y/N X8

Advanced sentences, clauses,
sentence inversion sentences,
patterns hypothetic sentences

and so on

T9

Specialty The rank of key
1 ∼ 5 X9of key words in the

words reference answer
l [T]

T10

Describe the

0 ∼ 100% X10
for Word relatedness

sentence granularity characteristics
relevance of words
evaluation

T11

Specialty Describe the

0 ∼ 100% X11
Sentence semantic dispersion

granularity characteristics of
statements

formulated specially, as shown in Table 3.2. In order to ensure that the system data query, modification and
update can be saved in advance, it is necessary to adjust the text library system, which is not only conducive
to data management, but also convenient for the system to modify the stored procedure of the required data
according to the actual demand, and improve the portability of the system source code [15].

After the establishment of ETSS system feature text database W [i], the filtering extraction method of
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selected text features is studied. Word2Vec tool model and K-means clustering method are used to filter and
extract the word quality features (T1-T5). According to the text library h [T], the text is mapped from the
statement text to the feature vector of fixed dimensions, and the text words are encoded. The feature degree and
feature base weight are obtained according to the feature description of the text base [16,17]. The feature base
weights obtained through experiments (X1∼ X5) can be adjusted by modifying the feature degree in practical
application to actively adapt to Chinese translated texts of different stages and difficulties. The research is also
applicable to the calculation of other weights or weight coefficients later [18,19].

Extraction of feature vectors of sentence elegance is as follows [20]. Elegant Chinese sentences need to
integrate advanced lexical blocks, sentence patterns and ingenious rhetorical devices. The identification of
elegant Chinese sentences can also be treated as a text classification problem. Doc2Vec tool is used to filter
and obtain the text feature information, and then the feature of sentence elegance (T6-T7) is filtered and
extracted. According to the text library g [T], the feature base weight (x6-x8) is obtained from the given text
label classification training. Due to the influence of language features, cultural background, oral expression and
other factors, the feature and degree of sentence elegance are difficult to grasp. Convolutional neural network
CNN can be used for modeling feature extraction, and its advantage lies in automatic feature selection and
combination, which is used in the subsequent text elegance evaluation in the research [21].

Extraction of sentence relevance feature vectors is as follows. The judgment of sentence relevance is sub-
jective and difficult to be judged by machine, which requires the integration of meaning, sentence meaning
and vocabulary. Therefore, the judgment of Chinese sentence relevance needs to combine the above extraction
features to comprehensively analyze word granularity, sentence granularity and sentence theme. Here, LDA
model is used to read text feature information, and then sentence relevance features (T9-T11) are extracted.
According to the text library L [T], subject probability distribution of text is obtained through Bayesian network
learning and training, and then feature base weight (x9-x11) is obtained [22].

3.1.3. Feature extraction algorithm. The symbol used to identify or distinguish text is feature. In the
research, VSM method of vector space model is used to filter and extract feature information in text. A feature
vector is used to represent a Chinese sentence text, which consists of feature terms and weights. The feature
vector extracted from the text directly represents the original text, and the extracted optimized feature vector
is one of the key factors affecting the results of system evaluation [23]. In VSM model, Chinese text uses space
vector (T2, X1;T2, X2; ..;Tj , Xj). Tj is the feature item, and Xj is the corresponding basic weight of the feature
item, which is used to define the importance of the feature item in the description statement text. In order
to improve the accuracy and speed of feature item acquisition, Doc2Vec method, NLTK and StanfordParser
toolkit are used for text filtering and extraction processing (including counting, part of speech tagging, average,
local maximum and minimum, word frequency weighting, position weighting, syntax analysis, etc.). The text
encoding and text feature degree are obtained [24].

Feature vector filtering and extraction methods: Text vector features are obtained through Doc2Vec text
parsing. Feature details are obtained through NLTK and Stanford Parser tool package sampling. The second
level decomposition is the same, with more detailed space division. It can not only rely on one filtering to
extract degree of text feature. And filtering should be continuously repeated several times in order to avoid
misoperation accident conditions. By using the wavelet transform and short time Fourier analysis mathematical
tools, sentence text features are processed again. Equation 3.1 is used to obtain the square mean root value
of the feature degree in the ith time window at the j node, which can achieve better feature discrimination
effect [25].

Xj,i =

(
1

N

N∑

n=1

K2
j,n

) 1
2

(3.1)

In Equation 3.1, Xj,i is the square mean root value of the feature degree in the ith time window at the j node.
Kj,n is the nth coefficient at the j node. N is the total number of coefficients of j node.

In order to judge the weight of feature degree, the basic assignment table corresponding to feature degree
of Chinese sentences is first established, as shown in Table 3.3. Then, based on Chinese sentence rules and
translation characteristics, a simulation model of feature weight assignment is established, as shown in Equation
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Table 3.3: Chinese sentence feature assignment

Feature Assignment x
Tj 1 1.5 2 2.5 3
T1 10%∼20% 21%∼40% 41%∼60% 61%∼80% 81%∼100%
T2 2∼5 17∼20 6∼8 14∼16 9∼13
T3 1 2 3∼4 7∼8 5∼6
T4 1 2 3 5 4

T5
1%∼10%

11%∼30% 31%∼50% 51%∼70% 71%∼90%
or 91%∼100%

T6 1 - 2 - 3
T7 1 2 3 4 5
T8 N - - - Y
T9 5 4 3 2 1
T10 10%∼20% 21%∼40% 41%∼60% 61%∼80% 81%∼100%
T11 10%∼20% 21%∼40% 41%∼60% 61%∼80% 81%∼100%

3.2. The maximum and minimum values of feature weights are obtained by using reference answers and random
answers of translation sentences, and the coefficient changes after wavelet transform are used as the basis of
the model. Taking the 5-layer wavelet packet decomposition method as an example, the node importance ratio
λ is used, and the ratio of importance between 2 to 5 nodes and the importance of 1 node in Equation 3.3 is
taken as the effective weight of feature quantity. The threshold value is set as 0.025, and 11 feature degrees are
calculated continuously. In a preset period, the weight of feature quantity is obtained through this simulation
model.

1

g

dg

dt
=

1

τ
(
xj
x2c

2
− 1) (3.2)

λj,i =
E

E1
=

∑r=j
r=2

∑ |ur(n)|2∑ |u1(n)|2
(3.3)

In Equation 3.2 and 3.3, g is the derivative value of the characteristic quantity. τ is a time constant; xj
is base weight assignment. xc is weight assignment coefficient. λj,i is the weight of feature quantity. E is the
sum of importance between node 2 and node 5. E1 is the importance of 1 node. u1(n) is the reconstruction
coefficient of 1 node. ur(n) is reconstruction coefficient of r node.

3.2. Application of ETSS system.

3.2.1. Comprehensive evaluation of sentence text. The previously extracted sentence text feature
vectors are then input into the trained BP neural machine evaluation model for interactive fusion promotion
regression verification after stacking learning by sentence vocabulary quality evaluation model GBRT, sentence
elegance evaluation model CNN and sentence relevance evaluation model LSTM, respectively. The final score
of the sentence text is obtained, and the process of comprehensive evaluation is shown in Figure 3.2.

3.2.2. BP neural machine evaluation method. The proposed ETSS system is based on BP neural
network algorithm and machine learning to automatically judge the results of Chinese sentence translation. This
evaluation method can consider the language factors of Chinese sentences and judge the correctness of sentence
translation relatively accurately. ETSS system introduces the translation result evaluation into BP neural
machine algorithm to ensure that input vector and output vector meet nonlinear mapping, which can greatly
improve the accuracy of system evaluation results. Based on the above simulation model of feature weight
assignment, the weight of feature quantity and the weight coefficient, which affect the translation quality, are
regarded as the input layer of BP neural machine, and the output layer ix of BP neural machine is the judgment
value of the system after the decomposition of 5-layer wavelet packet and the calculation of 312 subdivision
consecutively within one period.
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Fig. 3.2: Flow chart of comprehensive evaluation

4. Result Analysis. In the research, the English-Chinese translation questions of the final examination
of College Chinese courses in a certain university are selected as the evaluation sample, and the score features,
feature degree and feature assignment of English-Chinese translation questions are integrated and provided to
the examination evaluation team members for understanding and familiarity. Experts in the field of Chinese
translation and linguistics are invited to form an evaluation team, and the feature base assignment x is given
according to the text features and feature degree, as shown in Table 4.1. And the feature assignment coefficient
xc is given according to the features and difficulty of the actual translation topics. Through MAT-LAB software
input Equation 3.1-3.3 and text feature weight, machine learning is carried out in a preset period to obtain
the evaluation score ix. BP neural machine algorithm can carry out self-diagnosis and detection, and finally
modify machine learning according to the evaluation results and manual correction, so as to meet the needs
of teaching effect evaluation. If the error of the output result is less than the set , or the number of training
learning exceeds the set maximum, the algorithm ends and starts the next text automatically. If the criteria
are not met, the retraining is required from Equation 3.1. The software operation rules are as follows:

Output001: IF(results fit well);
THEN(go to the next text to learn);
Output002: IF(result coincidence is general);
THEN(adjust the weight assignment coefficient);
Output003: IF(the result is relatively poor);
THEN(returns to the previous stage to adjust the feature degree and base weight assignment).

The operation of the BP neural machine learning rules mentioned above should also be based on the
classification of Chinese course translation. With the help of this system, translation evaluation teachers set
evaluation criteria of different levels according to the difficulty of Chinese translation at different stages of
university, so as to meet the ultimate goal of examination scoring. Figure 4.1 shows the results of a specific
example. By selecting test paper translation samples of 20 students in a class randomly, the comparison between
the machine evaluation results and the average value of teachers’ independent evaluation shows that the error
range of the evaluation results of the 20 samples is -5.6%-6.7%, which is within the allowed range of translation
evaluation and meets the requirements of teaching evaluation.

5. Conclusion. In the research, an automatic judgment algorithm for Chinese sentence text was proposed.
The algorithm first splits and filters sentences, then extracts and optimizes them, and finally combines them
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Fig. 4.1: Comparison of evaluation results

with each other. The recognition and extraction of text feature vectors, as well as the fusion and interaction of
feature weights, play a crucial role in determining the correctness of the results. A basic framework for evaluating
Chinese sentence translation has been designed. By comparing the results of machine validation and manual
evaluation, the ETSS system has excellent performance and high evaluation reliability and accuracy. Developed
a BP neural machine evaluation model, completed automatic processing of natural language and evaluation of
Chinese translated sentences. By selecting test paper translation samples of 20 students in a class randomly, the
comparison between the machine evaluation results and the average value of teachers’ independent evaluation
shows that the error range of the evaluation results of the 20 samples is -5.6%-6.7%, which is within the allowed
range of translation evaluation and meets the requirements of teaching evaluation.Artificial intelligence and
computer technology have promoted the development of intelligent assisted teaching methods, reducing human
intervention in Chinese translation evaluation.

This article has achieved certain results in the above aspects, but there are still many shortcomings. The
main problem is the quantity and quality of user feedback. It is difficult to collect large-scale user feedback
in laboratory environments. At the same time, there is a large amount of noise in user feedback. This article
uses corresponding quality control strategies to remove some of the noise. However, overall, larger scale user
feedback experiments are needed to further confirm the experimental conclusions of this article. At the same
time, there are still shortcomings in the noise processing work of this article.

In future research work, we should explore using large-scale user feedback data to confirm the conclusions
of this article. The work of this article reveals the contribution of several user behavior features to automatic
translation evaluation, and the processing and utilization of overall user feedback information is still quite
limited. Therefore, future work should explore more diverse user behavior features and other feature selection
and fusion methods on this basis for automatic translation evaluation.
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RESEARCH ON INTELLIGENT BUILDING INTEGRATED CABLING SYSTEM BASED
ON INTERNET OF THINGS AND DEEP LEARNING

RONG ZHOU∗

Abstract. In order to solve the problem that the traditional integrated wiring system has many inconveniences in management,
which affects the stability and efficient operation of the entire system, an intelligent building energy management control system in
the Internet of Things era is proposed. In terms of hardware, design intelligent building switches, and in terms of software, plan the
IP address of intelligent building wiring based on the Internet of Things, formulate comprehensive backbone wiring layout structure
of intelligent building, set up auxiliary power distribution horizontal lines, and connect intelligent building wiring data, so as to
realize intelligent building integrated wiring .On this basis, the architecture design of the wiring assistant design system is carried
out, and the artificial intelligence building integrated wiring assistant system is realized with the help of the Net platform, and the
system test is carried out. The experimental results show that the PM10 concentration parameters and the energy consumption
simulation curve are highly consistent with the actual value curve. According to the calculation of the data volume points, the
coincidence degrees can reach 96.4% and 98.9%, respectively. The experimental results show that the designed wiring system is
superior to the traditional wiring system in terms of energy saving, and has certain reference value.

Key words: IoT technology, intelligent building, system integration, artificial intelligence, general wiring

1. Introduction. Cabling system refers to the network transmission, design time Attention should be paid
to the connection of various devices, including voice, data processing equipment. Adopt An integrated wiring
system, which connects equipment to the interior and exterior of the same building, is The general idea of the
current design.The Internet of Things and digital technologies are developing rapidly in the current environment.
In the good state of the momentum of the Internet of things, the modern construction industry is also gradually
inclined to intelligent development. Simply put, intelligent building is a combination of information technology
and modern building technology, with a new way of display to provide a service platform, so that people
become more comfortable in the use of the process, instead of the traditional method, so that the display
is more comprehensive. Following the emergence of computer, Internet and mobile communication network
information control technology, the rise and development of Internet of Things technology has promoted the
third scientific and technological revolution, which is also an important part of information technology under
the new situation [1]. One after another, all parts of the world have taken the lead in launching research plans
for the strategic development of the Internet of Things. Under the influence of the global Internet of Things
trend, the Internet of Things was written into the Chinese government work report for the first time in 2010,
and it was officially listed as one of the five emerging development strategies of the country, and was given a high
degree of attention and policy support [2,3]. In recent years, the Internet of Things technology has gradually
become a new hot spot for development, and it also presents a huge development prospect, penetrating into
all aspects of people’s lives. Traditional wiring techniques often lack reliability and energy saving in terms of
transmission Also not satisfactory, can not meet the current needs of smart buildings, can not replace the end
End equipment, and has high maintenance and renewal costs, the overall is also very ugly.

In the field of construction, usually shallow geothermal energy needs to be collected and exchanged by
ground source heat pump system before it can be utilized. After years of research and practice, ground
source heat pump technology has proved that this technology is suitable for the requirements of sustainable
development, and has the advantages of high efficiency, energy saving and environmental protection.

Traditional intelligent buildings are based on integrated wiring and use computer networks as bridges. Most
of them use an extensive three-layer structure, which is the field control layer, the automatic control layer and
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Fig. 1.1: System integration architecture diagram of integrated wiring of intelligent building

the top management layer. Various subsystems in the building (elevator, water supply and drainage, HVAC,
power distribution, intelligent lighting, security, etc.) are configured through various communication protocols,
and the system integration method of a unified protocol is often used to realize the integration of various
systems in the building. Comprehensive management and centralized monitoring of various equipment and
subsystems. The traditional integration method is easy to cause problems such as difficult coordination and
operation between subsystems, heavy configuration workload, poor openness, and poor flexibility [4-5], so it is
not conducive to the development of building intelligence. The object in the Internet of Things is the basic
unit. If this concept is applied to the building, the electrical equipment can be regarded as a basic information
unit and is endowed with ”wisdom”, then the network is connected to the Internet of Things system according
to the unified communication protocol. All information perceived by the underlying device can be received.
Therefore, the Internet of Things technology solves the existing drawbacks from the bottom device side, and the
information exchange and information communication based on the Internet of Things technology become much
easier. Therefore, to realize system integration of intelligent buildings, the overall structure will change, and the
emergence of a new integrated system architecture based on the Internet of Things is an inevitable trend. Figure
1.1 is a system integration architecture diagram of integrated wiring of intelligent buildings. The traditional
cabling method makes the reliability of each line is poor, and the cost is high Design of intelligent building
cabling system based on Internet of Things. In terms of hardware, I designed intelligent building switches; in
terms of software, I planned intelligent building wiring IP address based on the Internet of Things. Formulate
the intelligent building comprehensive trunk wiring layout structure, set the auxiliary distribution horizontal
line, connect the intelligent building wiring data, so as to realize the intelligent building comprehensive wiring.

2. Literature review. Qian, H. et al. proposed that in recent years, the application field of the Internet of
Things has become more and more extensive, and it has been widely used in fields such as smart home, smart
transportation, agriculture, environmental protection, industry, medical and health, etc., and has achieved
good results. Demonstration effect [6]. According to the research report by Zhu, Z. M. et al., during the 12th
and 13th Five-Year Plan period, the Internet of Things technology has developed rapidly, has received strong
support from national policies, and has become the driving force for the economic development of China’s key
industries. Under the influence of the global trend of smart earth and smart city, China has also put forward
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the slogans of ”perceive China” and ”smart city” based on the Internet of Things [7]. Xiao, B. et al. proposed
that, as the most basic unit of a smart city, smart buildings can effectively promote the development of smart
cities with the help of the Internet of Things [8]. Liu, Z. and others believe that the Internet of Things makes
the various subsystems of intelligent buildings ”smart”, and each system can freely increase or decrease the
corresponding functions and services according to the needs of users, turning ”intelligent buildings” into ”Smart
building” realizes the integration of ”management, control and operation” to build a smart city [9].

X, He. et al. pointed out that a large number of sensors are installed in various subsystems in the building,
such as lighting, HVAC, and security systems, and the data measured by the sensors constitute the information
basis. The Internet of Things technology can realize the collection and transmission of data., computing
processing, and the structure of the Internet of Things system is shown in Figure 2.1 [10]. According to the
research of Qin, N. et al., on the one hand, the comprehensive perception and intelligent analysis of Internet of
Things technology provide technical support for intelligent buildings. New intelligent buildings should be open,
equipment can self-organize, and the system should be flat to meet the needs of different manufacturers[11].
On the other hand, with the continuous maturity of the Internet of Things, big data, and artificial intelligence
technologies, the intelligent era of the Internet of Everything and the integration of the human-machine-object
ternary world have become inevitable, ”connection + big data intelligence + personalization” ”Service” will
become the basic paradigm of building intelligence.Tong, Y. U. et al. proposed that the application of the
Internet of Things in the field of intelligent buildings is very limited, and generally there are only four aspects:
intelligent monitoring, intelligent security, smart home and energy saving and emission reduction. For example,
various sensors are installed in home equipment, information is transmitted through the network, and users are
monitored through B/S access mode [12]. Therefore, Ren, L. et al. pointed out that through the perception
layer device, the building can fully perceive the data information generated by people/environment, and store,
analyze and learn, and can think independently [13]. Abdulraheem, AS et al. believe that people-oriented,
in addition to the standards of building equipment itself, pay more attention to people’s needs; at the same
time, it solves the problems existing in traditional intelligent buildings, and a new type of intelligent building
architecture that adapts to the Internet of Things era emerges as the times require [14] . Guo, L. et al. proposed
that IoT buildings apply IoT technology to realize comprehensive perception of various physical parameters in
buildings. Through heterogeneous network fusion, information aggregation, decision-making diagnosis, online
control, big data analysis and other means, Form an integrated service management system from the bottom
equipment to the upper application, and realize the comprehensive optimization management of energy saving,
comfort, safety, health and other objectives in the whole life process of the building [15].

3. Research method.

3.1. Design and implementation of artificial intelligence DNA algorithm based on Internet
of Things. The design idea of integrated wiring system is mainly structure and modularization, and adopt
Hierarchical star topology is used for integrated wiring of the whole building. From the machine room to
The structure of each floor adopts the star topology, the wiring cabinet of each floor and each work Regional
information points are no exception. The data communication and signal transmission of the 3A system of
a smart building requires a complex wiring system to provide transmission support. The signal cables are
routed from the trenches. Interleaving can negatively affect network performance and signaling [16]. The
solution to cable crossover is to perform layered wiring: if crossover cables occur, route them to different layers
of the trunking, while ensuring that cables on the same layer do not cross. In order to reduce the amount
of wiring construction, it is required to control the number of wiring layers to a minimum. The hierarchical
problem can be mapped to the vertex coloring problem of the graph. Vertices of the same color can be routed
to the same layer, and vertices of different colors need to be routed to different layers. Compared with the
traditional computing mode, the artificial intelligence DNA sorting algorithm based on the Internet of Things
has the advantages of fast computing speed, low power consumption, high storage capacity and high degree
of parallelism. At present, the fastest supercomputer operates at an order of magnitude of 1012 operations
per second, while the speed of DNA computers can reach 1014 operations; the biggest problem of traditional
computers is power consumption, and the power consumption of DNA computers is only one billionth of
that of traditional computers; the information stored in one gram of DNA is equivalent to 2.5 million optical
discs; traditional computers have the characteristics of seriality, while DNA has native support for parallel
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Fig. 2.1: IoT Architecture

computing [17].
Firstly, the basic model composition of artificial intelligence DNA algorithm is described. The first problem

that needs to be solved is the coding problem. The coding in the artificial intelligence DNA model is realized
by single-stranded or double-stranded DNA molecules. DNA molecular strand is a storage complex, which
consists of storage strand and sticking strand. A storage chain can be formed by concatenating n heterogeneous
sub-chains, each sub-chain contains m bases, and each pasting chain also contains m bases. Firstly, the basic
model composition of artificial intelligence DNA algorithm is described. According to the principle of base
complementarity, it can be determined that there is a complementary relationship between the pasted chain
and a certain sub-chain in the storage chain. Therefore, it can be agreed that when a single chain exists in
the storage complex, it means 0, and if it is a double chain, then Represents 1[18]. On this basis, four basic
operations of the storage chain are defined:

1) Set: Set the non-zero storage location to ”1”, represented by Set(T, i);
2) Clear: change the storage location from non-zero to ”0”, represented by Clear(T, i);
3) Merge: Use the ligation reaction to merge the two DNA single-stranded or double-stranded DNA, that

is, merge the two storages into one, expressed as T=T1UT2;
4) Decomposition: Decompose the storage T represented by the single-stranded or double-stranded DNA

molecule into two sets +(T, i) and -(T, i) as needed, where +(T, i) represents the storage bit A combination of
bit strings of 1, similarly -(T, i) represents the set of bit strings of 0 [19].

The vertex coloring algorithm for solving the graph can be expressed as the algorithm of deleting uncolored
points and deleting adjacent same-color points, which are described in Table 3.1 and Table 3.2 respectively:

In the above code, r and t are the subscripts of the two vertices that make up the edge ei, respectively,
and abandon represents the deletion operation. After the above iterative operations, the DNA strand in the
test tube T0 is a feasible coloring scheme for the graph G, and the desired result is obtained after decoding[20].
The core of this computational model is to use a library of magnetic bead probes with biomarkers to implement
continuous separation of non-solutions in the initial solution space, and finally find the target solution, where
the initial solution space is composed of library chains (that is, DNA representing all possible coloring schemes)
sequence) and probe library strands representing the structural information of the graph.
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Table 3.1: Remove unshaded points algorithm

Remove unshaded vertices pseudocode
GranphColoring(T0,n,m,k)
For t←1 to n do

Separate+(T0,(i-1)*k+1) and-(T0,(i-1)*k+1)
T0←+(T0,(i-1)*k+1)
T1←+(T0,(i-1)*k+1)

For j←2 to k do
Separate+(T1,(i-1)*k+j) and-(T1,(i-1)*k+j)
T0←Merge(T0+(T1,(i-1)*k+j))
T1←+(T1,(i-1)*k+j)

End
abando T1

End

Table 3.2: Delete adjacent same color point algorithm

Pseudocode for deleting adjacent points of the same color
For i← 1 to m do
For j←1 to k do

Separate+(T0,(r-1)*k+j)and-(T1,(r-1)*k+j)
T0←-(T0,(r-1)*k+j)
T1←-(T1,(r-1)*k+j)

Separate+(T1,(t-1)*k+j)and-(T1,(t-1)*k+j)
T0←Merge(T0+(T1,(t-1)*k+j))
abando+(T1,(t-1)*k+j)

End
End

3.2. Design of intelligent building integrated wiring system based on IoT artificial intelligence
DNA algorithm. When all kinds of new energy are introduced into intelligent buildings to be used, the
automatic operation and management of all kinds of application systems will naturally be included in the
intelligent building equipment management system. This not only increases the content of building equipment
monitoring system, but also expands the scope of energy management services. The intelligent building work
area system consists of information sockets, adapters, and cables connecting the user terminal equipment to
the sockets. The terminal office environment of the intelligent building is provided directly to the end user, and
its design is relatively simple. When the user’s network usage requirements are not accurate, an independent
work area can be estimated based on the area of 5-10 square meters. The second core problem of workspace
design is to count the number of information points. A work area in an ordinary office area is usually equipped
with 2-3 information points. For work points with special needs (such as setting up services such as server, fax,
video, network printing, etc.), 3-5 dedicated information points can be added. In terms of transmission cable
requirements, conventional office areas can lay 10-100M twisted pair cables, while for business or technology
development office areas with high bandwidth requirements, fiber optic information points that support more
than 100M can be laid. In terms of socket design, the information points are mainly composed of standard RJ45
sockets, and the selection of other sockets must comply with EIA/TIA standards. In scenarios with special
requirements, various types of adapters can be selected for connection according to needs [21]. The workflow
of the workspace subsystem design is as follows:

1) Determination of design level and work area information points: Determine the number of information
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points in the work area according to the design level selected by the user. The design of the number of
information points N must consider the future development needs, and the number of information sockets
corresponding to different design levels can refer to the national standards for integrated wiring and related
manuals [22];

2) Calculation of working area: Calculate the area of each working area according to the building plan, and
count the total area S of the working area of the building [23];

3) Calibration of the number of sockets and their positions: First determine the area P of the work area. If
there is no special requirement, it is usually calculated according to P = 5 ∼ 10m2, then the number of sockets
is M = (S ÷ P ) × N , where S is the total work area. area, P is the area of a single workspace, and N is the
number of information points in a single workspace [24];

4) Calculation of socket type and the number of associated devices: the type of socket can be surface-
mounted or embedded[25]. New buildings usually use the embedded method; the sockets installed on the floor
have two types: fixed type and movable type. User needs and costs to choose. Associated equipment includes
bottom boxes, covers, panels, etc. The type and quantity of sockets and related connectors can be determined
according to user needs and architectural drawings.

4. Result analysis.

4.1. Realization of intelligent building integrated wiring system based on IoT. In order to realize
the integrated wiring of intelligent building, it is necessary to distribute the integrated wiring system To the
various parts of the smart building. Design cabling for various types of hardware Standard information sockets
for equipment need to be provided by capital engineering and open systems. Practical design of integrated wiring
system and The installation will be on the building , structure and other industries make many requirements
when designing The comprehensiveness of the cabling system must be considered to meet the needs of modern
intelligent buildings Demand. Thus, the information transmission between various automatic systems is stable.
The system is implemented according to the three-layer structure. The presentation layer, in the form of a local
client, provides users with a visual cable routing auxiliary interface. This section focuses on the implementation
of the business logic layer. The business logic layer includes core parts such as cable routing optimization design
module and database access module, which are encapsulated in the form of reusable components. The database
access component provides the encapsulation of the database Create, Retrieve, Update and Delete operations.
In terms of coding implementation, the database access operation is divided into three steps: first, create and
obtain a business logic object; then create a persistent object related to database access and a business class for
storing data through the business object; finally, the business object Call the methods of the persistent object
to perform operations such as searching, inserting, deleting, and updating the database. On the .Net platform,
database access operations are designed to database-driven loading, connecting to the database, and database
operations.

4.2. Test results of integrated wiring system of intelligent building based on Internet of
Things. In order to ensure the correctness, reliability and safety of the system, a scientific test strategy must
be formulated in the test link. For the test of this system, the project team has formulated the following test
links and test strategies:

(1) Functionality and robustness testing: Whether the software system meets user requirements is the
primary indicator that needs to be confirmed during software delivery. The functional test is carried out
according to the software requirements analysis specification, and the method of black-box testing is used to
assess whether the system functional modules meet the requirements of the requirements specification, and
whether they can be expected under the given input; Robustness test: robustness test Used to ensure the
robustness and stability of the system. During the test, illegal values are entered manually to judge the
response of the system. The system should provide feedback for wrong input, and it will not crash; (2) User
interface test and performance test: In order to facilitate the use of users and improve work efficiency, the
system should have a friendly human-machine interface, which is convenient, intuitive and beautiful and concise;
performance test: this system belongs to a typical C/S mode application, the client side involves editing the
building structure diagram, and is used to realize the wiring and routing design; the server side mainly involves
database operation. This system does not have large server-side load and pressure requirements, and the client
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Fig. 4.1: Contrast curve of PM10 concentration in experimental room of passive experimental building

hardware configuration can currently meet the requirements. Therefore, this system can theoretically meet the
performance test requirements in most environmental scenarios. The test results for system functionality and
robustness are shown in Figure 4.1. In the experiment, the actual PM10 concentration curve was obtained
through traditional measurement methods, and the measurement curve was transmitted back to the system in
this paper through the artificial intelligence building wiring system based on the Internet of Things. It can
be seen from Figure 4.1 that the PM10 concentration parameters obtained by the experimental measurement
are highly consistent with the actual value curve, and the degree of agreement can reach 96.4% according
to the calculation of the data volume points, indicating that the system has the conditions for measuring
various parameters and verifies its functionality; the actual saturation value The difference from the measured
saturation value of the system is 6.4%, which verifies that the system has good robustness.

For the user interface and its performance, the energy consumption prediction interface is called to test
the prediction accuracy and performance of the system. The obtained prediction model curve and the actual
energy consumption curve are compared as shown in Figure 4.2. It can be seen from Figure 4.2 that the energy
consumption prediction interface The predicted energy consumption simulation curve coincides with the actual
energy consumption curve measured in the experiment at multiple sampling points. The calculated curve fitting
degree is as high as 98.9%, which verifies the accuracy and efficiency of the interface of the artificial intelligence
building wiring system.

By analyzing the comparison curve between the above prediction model and the measured value, the
following conclusions can be drawn: In the module testing process, the project team conducted a black-box
test on the remaining functional modules of the integrated wiring auxiliary system. Description of functional
requirements. Before functional testing, the system conducts unit testing by means of code walk-through to
avoid coding errors. In addition, user interface testing was carried out to ensure that the user interface is
friendly, straightforward view. In order to ensure the good compatibility of the client, a platform compatibility
test is also carried out, and the test results show that, thanks to .Net The platform naturally supports the
Windows platform, and the system can run stably on the Windows series operating system platform. At present,
the integrated wiring auxiliary system has been in trial operation in the laboratory, showing good performance
and effectively improving the efficiency of design work. A character is designed Integrated environment of
intelligent building wiring system, after design, the system experiment, According to the experimental results,
the intelligent building wiring system designed in this paper is based on the Internet of Things The system is
superior to the traditional wiring method in energy saving and has been popularized to some extent Meaning.

5. Conclusion. Up to now, the concept of the Internet of Things and the idea of ”smart energy” have made
clear the future development direction of intelligent buildings, especially in the aspect of energy management. It
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Fig. 4.2: Comparison of the predicted model curve and the actual energy consumption curve of the energy
consumption prediction interface

will break through the shackles of single buildings or independent parks, and stride forward to the broader and
more integrated field of ”smart city” energy management. Aiming at the problems existing in the traditional
intelligent building system architecture and the development of the Internet of Things technology in intelligent
buildings, this paper improves the system architecture of the traditional intelligent building, and proposes
an artificial intelligence building control system based on the Internet of Things technology. Comprehensive
perception of various physical parameters in the system, information fusion and aggregation of heterogeneous
data, through service decision-making, system diagnosis, online monitoring, big data analysis and other means,
to form an integrated service management system from the bottom equipment to the upper application., to
achieve multi-objective optimization and comprehensive optimization management of energy saving, comfort,
safety and health in the whole life process of the building.

This paper has completed the design and implementation of the IoT artificial intelligence building system,
and has achieved certain results by applying it to the passive experimental building, but the research on the
energy saving of the IoT in buildings needs to be further deepened. In the following work, the factors affecting
building energy consumption, such as the environment, building envelope, building shading, indoor heat gain,
etc., should be analyzed first; then the energy consumption correlation model should be established, and the
energy consumption data of building monitoring should be analyzed by regression analysis. Or neural network
technology can establish energy consumption model, and use big data analysis technology to predict the energy
consumption of the entire building. Finally, the system is optimized considering the comfort requirements of
green buildings. Under the background of advocating rational use of traditional energy and active exploitation
of green renewable energy, intelligent buildings have added new contents: introducing new energy application
systems such as solar energy, geothermal energy and wind energy into intelligent buildings to reduce the
consumption of traditional energy in buildings; At the same time, it is integrated into the construction equipment
management system to make the application of new energy more transparent and reasonable.
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THE APPLICATION OF INTELLIGENT ROBOTS AND DEEP LEARNING IN THE
CONSTRUCTION MANAGEMENT PLATFORM SYSTEM OF CONSTRUCTION

ENGINEERING

YANDONG ZHOU∗

Abstract. In order to solve the problem of duplicate data entry between construction management platform systems in
construction engineering, the author proposes to apply RPA intelligent process robots to replace manual data collection, operation,
entry, and verification. The design of the system is divided into overall architecture, instruction program loading process, human-
machine interaction system level services, and other levels. An end-to-end procedural instruction transmission control method
is adopted, establish a low-level control command output module for the online calibration system of the flight path, using a
basic service architecture system, implement human-machine interactive control of the online calibration system for flight paths
on the B/S architecture system. Build a record controller module for the inspection trajectory correction of RPA intelligent
process robots, and perform feedback control during the trajectory correction process in LOG-CONTROL-BLOCK, using the RPA
feedback correction algorithm, achieve adaptive correction and error feedback tracking of the inspection trajectory of RPA intelligent
process robots. Implement calibration system development and design in an integrated DSP (Digital Signal Processing) information
processing platform. The experimental results show that good economic benefits have been achieved through application, and the
problem of duplicate data entry between the employer’s IFS system and the ENPOWER document management system has been
solved, greatly reducing error rates and personnel costs. It can replace manual data collection, entry, verification, and business
operations; It has the characteristics of low error rate, low cost, high accuracy, compliance, and 24/7 standby; In 2021, 108000
yuan was saved, in 2022, 432000 yuan was saved, and in 2023, 432000 yuan was saved, demonstrating the labor hour cost savings
achieved by utilizing RPA intelligent process robots.

Key words: Intelligent robots, Construction engineering, Construction management platform

1. Introduction. Traditional project management work is greatly influenced by the professional qualities
and abilities of management personnel. If the management knowledge reserve of management personnel is
not rich and lacks project management experience, it may be difficult to implement job responsibilities in
engineering practice, increase the quality and safety risks of construction projects, and threaten the life safety
of construction personnel. In addition, the construction site environment is relatively complex and diverse, and
the cultural level of construction personnel is generally low, they usually lack awareness of safe and civilized
construction, do not pay attention to the standardization of operations, and fail to use safety protection facilities
reasonably, when a sudden unexpected event occurs, one is at a loss and loses the best opportunity to escape, not
only will construction be delayed, but once casualties occur, their families will be in a state of disaster[1]. There
are numerous high-rise buildings in the city, and the amount of construction work is larger and the complexity
is higher. Traditional project management models are no longer applicable, in order to avoid safety accidents,
strengthen the construction process and site management, and use intelligent technology is imperative[2].

With the advent of the information age, the application of information technology in the construction
industry has become more and more common, with the help of the Internet of Things, BIM, cloud computing,
Big data, artificial intelligence and other technologies, smart site systems are built, develop safety management
strategies based on the characteristics of construction projects and the specific situation of the construction
site, and make timely adjustments based on the relevant information obtained, storing information in the cloud
breaks the limitations of outdated and outdated management, and aligns with the full lifecycle management of
buildings, the smart construction site system consists of multiple layers, including perception layer, transmission
layer, processing layer, etc., it can process and analyze the collected project information at corresponding levels,
providing project management personnel with strong data support for decision-making[3]. Relying on the smart
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Fig. 1.1: Intelligent construction site personnel management system

construction site system, we implement smart supervision, coordination, and training to ensure the organic
coordination of progress, quality, safety, and environmental management. By practicing the concept of safe and
civilized construction, the project management system has been comprehensively reformed.

At present, the smart construction site system has become an important auxiliary tool for construction
project management. During the construction phase of the project, the smart construction site system has
played a significant role. The application process is to use sensors and video monitoring devices to monitor
the operation of construction machinery, transfer the attendance information of construction personnel to
the smart construction site system, and the personnel located in the management and command center will
combine the video and image information to order the quality and safety responsible person to promptly rectify
the hidden dangers and reduce the probability of safety accidents[4]. Ensuring the personal safety and vital
interests of construction personnel is the fundamental goal of construction project management, given the low
professional quality and poor safety protection awareness of some construction personnel, utilize the smart
construction site system for training, assessment, salary management, and other aspects, reflecting the concept
of smart management. One is to specially build a database to store the basic information of all construction
personnel, and issue smart cards to construction personnel, smart cards must be used for entering and exiting the
construction site, as well as for construction and consumption activities within the site, it is strictly prohibited
to use others’ smart cards under false names[5]. The second is for construction personnel to enter the safety
education and training section of the smart construction site system to learn safety knowledge, learn about the
causes of safety accidents and their own job responsibilities, participate in safety knowledge assessments online,
and obtain certificates to participate in construction after passing the assessment. The third is to distribute
exclusive safety helmets to construction personnel, which can automatically locate the positions of construction
personnel and record the operation time as a basis for attendance, when construction personnel take off their
safety helmets for a period of time or suffer severe impacts, the safety helmets will emit an alarm signal. The
fourth is that the smart construction site system can calculate the wages payable based on the attendance
status and salary standards of construction personnel, ensuring that the interests of construction personnel are
not infringed, as shown in Figure 1.1.

With the development of artificial intelligence control technology, the types and complexity of robots have
increased, and robots have been applied in various fields. In auditing, artificial intelligence robots are used to
process bills and reports during the auditing process, improving the intelligence level of auditing.In the process of
auditing robot operations, due to factors such as the irregularity and uncertainty of the robot’s job interface, the
robot’s trajectory tracking and control ability is not good. Therefore, it is necessary to conduct online calibration
of the audit robot’s inspection trajectory, combined with environmental parameter recognition and obstacle
avoidance processing, to improve the robot’s inspection and control performance.Studying the optimization
design method of online calibration system for audit robot inspection trajectory is of great significance in
improving the inspection ability of audit robots.

2. Literature Review. At present, there are multiple separate information systems in the project, such as
NC (financial shared software), OA (office automation), ENPOWER (nuclear power multi project management
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system), IFS3. o (construction management information system), and other heterogeneous databases. To de-
velop various API interfaces, WCF (Windows communication development platform), Web Service (remote call
technology across programming languages and operating systems) to rebuild and achieve automation processing,
it is not only costly, but also costly, And the development cycle is long. At this point, RPA technology has a
powerful advantage in connecting these system interfaces. When using RPA intelligent process robots to simu-
late manual operations, they do not need to modify the original system, but directly imitate human behavior
for operation, with good confidentiality. Especially in the processes of data extraction, input, filling out forms,
and extracting structured and semi-structured data from various systems, RPA robots can be developed to
achieve automation operations without making any program changes to the original system.At this time, RPA
technology has powerful advantages in connecting these system interfaces. The RPA intelligent process robot
does not transform the original system when simulating the manual operation, but directly imitates human
behavior, with good confidentiality. In particular, RPA robots can be developed to extract data, input, filling
in forms, and extracting structured and semi-structured data from various systems, and automatic operation
can be realized without any program changes to the original system.

The construction industry is one of the pillar industries in China, playing a very important role in the
development of the national economy and the employment of the people. In 2016, the national construction
industry enterprises (referring to qualified general contracting and professional contracting construction enter-
prises, excluding labor subcontracting construction enterprises) had a total output value of over 19 trillion
yuan, an increase of 7.09% compared to last year, the proportion of its increment to the national GDP is
6.66%, and the number of people employed in the entire construction industry exceeds 50 million, accounting
for 6.68% of the total number of employed people in society. However, China’s construction industry still has
outdated technology and extensive management, resulting in serious waste of resources, building an ordinary
residential building can result in up to 40in 2016, the profit margin of China’s construction industry is still very
low. At present, the industrialization level of China’s construction industry is very low, and many construction
methods, processes, and skills in the construction process heavily rely on the on-site construction operations of
construction workers, which are greatly influenced by human factors and the environment, this is an important
factor contributing to the unfavorable situation of low quality and low profits in China’s construction industry.
In current construction, although a large number of mechanical equipment have been involved, more processes
still rely on manual work, which is inefficient and time-consuming. On the other hand, the issue of worker health
and safety is also an important obstacle to the development of China’s construction industry. Construction
workers are always exposed to dangerous and deadly external environments. In 2015, 43 construction workers
in the UK died at work, accounting for 30% of the total number of deaths in various industries throughout the
year. In the same year, 937 construction workers in the United States were fatally injured during construction,
accounting for 19.37% of the total number of fatal work-related injuries in the country. In China, from 1997 to
2014, there were an average of over 2500 fatal accidents occurring at construction sites every year. Based on
global statistical data, the average casualty rate of the construction industry is 2-3 times that of other industries.
Despite improvements in recent years, the casualty rate of construction workers is still very high. Moreover,
the working environment of construction workers is extremely harsh, with dust and loud noise, which seriously
affect the physical and mental health of on-site personnel in engineering projects, bringing health hazards to
them. The large number of workers and imperfect management systems on the construction site have also
brought many safety hazards, seriously restricting the healthy development of the construction industry.

Zhou.L believe that intelligent manufacturing is the theme and main direction of the development strategy
of ”Made in China 2025”, and the application of industrial robots is an important direction of intelligent
manufacturing. In the coming years, industrial robots will be widely used in various enterprises, which will
inevitably require a large number of high-tech industries. Industrial robots are high-tech products in modern
society, playing an important role in the process of economic development, especially in the manufacturing
industry. Industrial robot technology is widely used in automated production lines, greatly improving industrial
production efficiency. Replacing manual labor for various complex production operations to achieve industrial
production automation. Analyze the current application of industrial robots in automated production lines,
explore their future development direction, in order to better serve the manufacturing industry [6]. Wei, H. H
conducted a bibliometric analysis of publications related to the application of social network analysis in the field
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of engineering construction management to describe existing research activities and determine future directions
in this research field. These publications were retrieved from the China National Knowledge Infrastructure
Database. There has been a significant increase in the knowledge system of using social network analysis in the
field of engineering construction management. Out of 513 retrieved literature, 98 relevant literature related to
the application of social network analysis in the field of engineering construction management was selected for
research and analysis through reading abstracts. Through a comprehensive analysis of keywords and relevant
literature, it can be found that the application of social network analysis in the field of engineering construction
management is mainly studied from the perspectives of stakeholders, construction projects, and workers [7].

In order to solve the problem of duplicate data entry between construction management platform systems
in construction engineering, the author proposes to apply RPA intelligent process robots to replace manual
data collection, operation, entry, and verification. The design of the system is divided into overall architecture,
instruction program loading process, human-machine interaction system level services, and other levels. An end-
to-end procedural instruction transmission control method is adopted,establish a low-level control command
output module for the online calibration system of the flight path, using a basic service architecture system,
implement human-machine interactive control of the online calibration system for flight paths on the B/S
architecture system. Build a record controller module for the inspection trajectory correction of RPA intelligent
process robots, and perform feedback control during the trajectory correction process in LOG-CONTROL-
BLOCK, using the RPA feedback correction algorithm, achieve adaptive correction and error feedback tracking
of the inspection trajectory of RPA intelligent process robots. Implement calibration system development and
design in an integrated DSP (Digital Signal Processing) information processing platform.

3. Intelligent Process Robot Based on RPA Technology.

3.1. Research Content and Objectives.
(1) Research content. After research and analysis, the nuclear power project takes the construction of

”smart nuclear power” as an opportunity to research new generation information technologies such as RPA
technology, OCR, artificial intelligence, etc. on the basis of the existing nuclear power multi-project management
system, ultimately, a set of intelligent process management platforms with nuclear power project management
characteristics will be formed, achieving intelligent control of project document management, budget data, item
warehousing, and other processes, replacing personnel automation for process operations.

(2) Business pain points. The project of China Nuclear Power Fifth Company has deployed a nuclear power
multi-project construction management system, which can basically cover all businesses during the construction
phase of nuclear power projects, however, there is no data interface between the nuclear power multi-project
management archive management system (EN-POWER) and the employer’s construction management system
(IFS3.0), there is a large amount of data re recording work, which not only increases labor costs and low work
efficiency, but also cannot guarantee accuracy[8]. At the same time, there is a significant amount of data
guidance work in the areas of construction budget data, financial reimbursement, and construction task sheet
data backfill. Therefore, there is an urgent need to use more intelligent methods to solve this problem.

(3) Research objectives. Based on the analysis of the above issues, nuclear power projects take the con-
struction of ”smart nuclear power” as an opportunity to investigate and research new generation information
technologies such as RPA technology, OCR, artificial intelligence, etc. on the basis of the existing nuclear
power multi-project management system, ultimately, a set of intelligent process management platforms with
nuclear power project management characteristics will be formed, achieving intelligent control of project archive
management, budget data entry, item management, and construction process management processes, this will
replace personnel in automatic file merging, naming, authorization, entry, uploading attachments, distribution,
and archiving of the entire process automation management, and replace manual automatic operation and data
entry business[9].

1. Having the characteristics of low cost, low error rate, high accuracy, compliance, and 24/7 work III;
2. Implement cross platform automated operation between ENPOWER and IFS3.0 systems;
3. Implement automated input of ENPower budget data and item arrival data;
4. Replacing personnel to automatically execute repetitive business processes, saving labor costs;
5. Automated execution of procedural operations to improve work efficiency; Reduce the workload of

technical personnel, enable technical personnel to focus more on creative work;
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Fig. 3.1: RPA study technical route

6. Seamless connection with ENPOWER for data integration; Assist in Digital transformation of the
project [10].

3.2. Technical Proposal and Application.

(1) Design Platform and Research Methods. The nuclear power project uses UiBot as the design platform
for intelligent process robots; The main research Technology roadmap is shown in Figure 3.2:

1. Sort out and analyze the workflow of various existing information systems, and mine application points;
Transform highly repetitive and relatively fixed processes into ”intelligent process robots” to achieve
automation;

2. By designing a platform, we can develop and implement ”intelligent process robots” from a technical
perspective, by simulating mouse, keyboard operations, and data interaction during human-computer
interaction in specific scenarios, computers can independently operate and complete work tasks[11];

3. Deploying the developed ”intelligent process robot” into the actual working environment, computer
users can start the intelligent process robot automatically with just one click, and monitor the robot’s
operation status, if problems occur, they need to handle them in a timely manner.

(2) Introduction to the functional modules of the R&D platform. The research and development platform
for intelligent process robots based on RPA technology consists of designers, runners, AI integration platforms,
and intelligent process robots. The process robot equipment and management platform are shown in Figure
3.3:

1. Designer: Mainly used for developing ”intelligent process robots”, and can also run and debug RPA
robots; Mainly designed to meet the needs of users in developing and designing process robots for
different scenarios, helping users easily complete the design work of machine process automation;

2. Runner or controller: After RPA development is completed, users use the runtime platform to run
the built robot; When it is necessary to run ”intelligent process robots” on multiple computers, these
”software robots” can be centrally controlled, such as unified distribution and setting of startup condi-
tions[12];

3. AI integration platform: Providing intelligent process robots with various AI capabilities required
for executing process automation; Through OCR character recognition, Natural language processing,
image recognition and other AI technologies, the process processing capability and efficiency are further
improved.
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Fig. 3.2: Intelligent process robot design and management platform

3.3. Technological innovation and progressiveness . In order to solve the duplicate data entry work
between the IFS and ENPower systems, the Nuclear Power Project Department of CNNC No.5 Company, by
researching and developing RPA technology, we greatly reduce the error rate of personnel entering data and
reduce project personnel costs. Instead of technical personnel, we automatically perform the entire process of
file merging, naming, authorization, input, uploading attachments, distribution, and archiving, saving labor
costs[13]; Solved the problem of duplicate entry of design file data in the document management system of the
contracting party (IFS3.0) and the nuclear power multi-project management system (ENPOWER). Its main
innovation points are as follows:

(1) Management Innovation.

1. Implement cross platform automated operation between ENPOWER and IFS3. o systems;
2. Implement automated input of ENPower budget data and item arrival data;
3. Replacing personnel to automatically execute repetitive business processes, saving labor costs;
4. Automated execution of procedural operations to improve work efficiency;

Reduce the workload of technical personnel and make them more focused on doing creative work;
5. Seamless integration of ENPOWER data; Use AI technologies such as OCR and image recognition to

help Digital transformation of nuclear power projects.

(2) Technological innovation.

1⃝ Visual programming technology
The original visual programming and source code programming can be switched at any time, making
it simple and easy to use. Designers do not need advanced programming skills, by visualizing process
views and rich source code command library views, the presentation of processes and process blocks
can be achieved, effectively improving the efficiency of RPA process development[14].

2⃝ Business processing and software process intelligence
In RPA intelligent process design and daily office processes, it is often necessary to automate commonly
used software such as Excel, Word, and browser, the use of RPA technology can achieve intelligent
operation of these software. Meanwhile, RPA can perform repetitive and mechanical operations based
on pre written scripts, replacing manual task processing with automated processing to improve work
efficiency.

3⃝ Simulate human-computer interaction
The RPA intelligent process machine mainly simulates the manual operation of users, such as data entry,
character copying, pasting, mouse clicking, keyboard input, etc., and automatically processes the data
conversion between tables, automatically adjusts the document format and article layout, automatically
sends and receives emails, automatically opens the links of inspection web pages, Document retrieval,
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Fig. 3.3: The comparison of traditional working mode and RPA robot

collects data and other repeated operations. The comparison between its traditional work and RPA
robots is shown in Figure 3.4.

4⃝ Strong scalability and compatibility
Support custom plugins written in multiple programming languages such as Python, C/C++, C #,
JAVA, etc., support custom commands, and support a multi-level developer ecosystem. At the same
time, it has cross platform advantages, and the engine supports platforms such as Windows/Mac/Android.
It is compatible with multiple PC and mobile devices, and supports various UI automation such as
browsers, desktops, and SAP[15].

3.4. Design of online calibration algorithm for robot inspection trajectory. In order to achieve
the design and research of the online calibration system for the audit robot’s inspection trajectory, combined
with the algorithm design and bus transmission design for the online calibration of the audit robot’s inspection
trajectory, a bus development design method is adopted, and the integrated DSP control is used to perform
the online calibration and trajectory path tracking control of the audit robot’s inspection trajectory from the
input end to the output end. The overall structural model of the audit robot’s inspection trajectory online
calibration system is constructed,combining the hardware module design of the online calibration system for the
audit robot’s inspection trajectory with the MicroChannel expansion bus, the overall control of the audit robot’s
inspection trajectory online calibration system is carried out. Based on the audit robot’s inspection control unit,
a component functional modular development method is adopted to establish a human-machine interaction
control module for the audit robot’s inspection trajectory online calibration system, which is controlled by
dynamic units, Implement the output unit conversion and overall structural design of the online calibration
system for the audit robot’s inspection trajectory.

In order to achieve the design and research of the online calibration system for the audit robot’s inspection
trajectory, combined with the algorithm design and bus transmission design for the online calibration of the
audit robot’s inspection trajectory, a bus development design method is adopted, and the integrated DSP
control is used to perform the online calibration and trajectory path tracking control of the audit robot’s
inspection trajectory from the input end to the output end. The overall structural model of the audit robot’s
inspection trajectory online calibration system is constructed,combining the hardware module design of the
online calibration system for the audit robot’s inspection trajectory with the MicroChannel expansion bus, the
overall control of the audit robot’s inspection trajectory online calibration system is carried out. Based on
the audit robot’s inspection control unit, a component functional modular development method is adopted
to establish a human-machine interaction control module for the audit robot’s inspection trajectory online
calibration system, which is controlled by dynamic units, Implement the output unit conversion and overall
structural design of the online calibration system for the audit robot’s inspection trajectory.

4T−1
5 (qi) =

4 T7

7∏

i=6

i−1Ti(qi) (3.1)

Among them, 4T7 is the 4th order equilibrium moment, and Ti(qi) is the average degree of freedom of the RPA
intelligent process robot, qi is the balance parameter of the robot’s end pose, and the robot’s end pose constraint
control is used to establish an adaptive planning model for the inspection trajectory of the RPA intelligent
process robot, combined with the center of gravity offset planning, the feedback constraint parameters for the
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inspection trajectory center adjustment of the RPA intelligent process robot are obtained as follows:

q0 = [α0, β0, γ0]
T ≡ [θ1, θ2, θ3]

T (3.2)

Among them, α0, β0, γ0 represents the coordinates of RPA intelligent process robot in the patrol Polar coordinate
system, θ1, θ2, θ3 is the phase parameter of the RPA intelligent process robot’s inspection trajectory space. When
measuring distance and pose, the offset correction is performed based on the calibration method of the plane
template, resulting in a pose offset of q1 = [q1, ..., q7]

T = [θ4, ..., θ10]
T ; By homogeneous transformation, the pose

is transformed into the robot base coordinate system, and the fuzzy information parameters of the inspection
trajectory of the RPA intelligent process robot are composed of n omnidirectional motion parameters, the
dynamic distribution function of the calibration trajectory is:

minF (x) = (f1(x), f2(x), ..., fm(x))T

s.t.gi ⩽ 0, i = 1, 2, ..., q

hj = 0, j = 1, 2, ..., p

(3.3)

Among them, f1(x), f2(x), ..., fm(x) represents the contour sensing output parameters for the inspection trajec-
tory inspection of RPA intelligent process robots, respectively, is the dynamic torque of the robot’s end pose,
hj is the calibration feature parameter for path correction, and q and p respectively represent the calibration
object positions of the inspection trajectory of the RPA intelligent process robot, based on this, a center of
gravity offset planning model for online calibration of RPA intelligent process robot inspection trajectory is
constructed, represented as:

H(s) =
e−τs

1 +Gc(s)G0(s)
(3.4)

Among them, Gc(s) represents the main control parameter for the center of gravity shift of the inspection
trajectory of the RPA intelligent process robot; G0(s) represents the expected pose parameters of the inspection
trajectory of the RPA intelligent process robot, e−τs represents the dynamic error of the inspection trajectory
of the RPA intelligent process robot, for solving constrained nonlinear optimization problems, based on the
correction method of center of gravity shift, the calibrated dynamic parameter distribution model in the robot’s
base coordinate system is obtained as follows:

L = J(w, e)−
N∑

i=1

αi

M∫

i=1

H(r){wTϕ(xi) + b+ ei − yi} (3.5)

Among them, J(w, e) is the inertia function of motion along the expected path, αi is the distribution along the
edge of the expected path, is the adjustment function of the path edge, and w is the dynamic feature point for
angle symmetry adjustment, ϕ(xi) is the compensation torque, b is the alternating feature point in the path
edge, ei is the path offset error, yi is the motion direction adjusted by the robot according to the path, and
a discrete spatial planning method L is used to construct the inspection trajectory control model of the RPA
intelligent process robot, the output is:





Ki(d) =
t∑

r=1

k2∑
q=1

(xir − xirq)(xir − xirq)TBirq

F1 =WT
i H2W + fi(d)× log(Nni

+ 0.01)

Coconst =

√
n∑
i=1

t∑
r=1

k1∑
p=1

[(xir − x′irp)(xir − x′irp)TAirp]2
(3.6)

Among them, t is the time sampling point, xir is the head torque, xirq is the width required for the robot to
swing, and Birq is the extension direction of the path determined by the target point, Airq is the directional
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Fig. 4.1: Comparison of online correction error of intelligent robot inspection track

control parameter, Wi is the intersection point of the expected effective edge of the path, H2 is the modeled
parameter moving along the centerline of the path, and W is the alternating parameter between path edges,
fi(d) is the mass of a single module, N is the target point selection parameter, ni is the initial pose. Based
on the above analysis, the RPA feedback correction algorithm is used to achieve adaptive correction of the
inspection trajectory and error feedback tracking of the RPA intelligent process robot.

4. Application Achievements and Benefit Analysis. Feedback control during the trajectory correc-
tion process is carried out in LOG-CONTROL-BLOCK, using position sensors such as accelerometers and
Doppler velocimeters (DVL) for data acquisition, the calibration system development and design were imple-
mented in an integrated DSP information processing platform, and the results are shown in Figure 4.1. Analysis
of Figure 4.1 shows that the error feedback performance of using this method for online calibration of RPA
intelligent process robot inspection tracks is good, improving the accuracy of robot inspection[16].

The nuclear power project has been applied based on the conventional islands of Unit 1 and Unit 2 of
the nuclear power plant, as well as some BOP engineering projects, with document, budget data, and item
management as the entry points; Good economic benefits have been achieved through application, and the
problem of duplicate data entry between the employer’s IFS system and the ENPOWER document management
system has been solved, greatly reducing error rates and personnel costs. It can replace manual data collection,
entry, verification, and business operations; It has the characteristics of low error rate, low cost, high accuracy,
compliance, and 24/7 standby; At present, the project has been applied in fields such as budget data and
material management, with good application value and prospects[17,18]; It provides reference and guidance
for the digital transformation work of similar nuclear power projects in the future, and its benefits in the
construction of conventional nuclear power island projects are as follows:

RPA intelligent process robot, as a new software automation technology, is currently applied in nuclear
power project documents, budget data, and item management; The application effect is good; through research
and application, proved that RPA intelligent process robots can replace manual collection, input, verification
of document data, and operation of business; Table 1 shows the labor cost savings after using RPA intelligent
process robots.

5. Conclusion. Conduct online calibration of audit robot inspection trajectory, combine environmental
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Table 4.1: The saved labor costs

Serial number Year
New output Cost savings

value/10000 yuan /10000 yuan

1 2021 0 10.8
2 2022 0 43.3
3 2023 0 43.2

Three years of conservative calculation
97.2

of the economic benefits generated

Note: After the above analysis, after the RPA intelligent process machine is put into use, it is expected to save 8 data or losers in

the fields of budget data, item management and document management; cost (54 000 yuan / year 8 people) for 2 years + RMB

108,000 = RMB 0972,000.

parameter identification and obstacle avoidance processing to improve the robot’s inspection control perfor-
mance, and propose a design method for an RPA based audit robot inspection trajectory online calibration
system. Establish an adaptive planning model of the audit robot’s patrol path, use the Discretization space plan-
ning method to build the control model of the audit robot’s patrol path, and use the RPA feedback correction
algorithm to realize the adaptive correction and error feedback tracking of the audit robot’s patrol path.The
experimental results show that it has achieved good economic benefits through the application, solved the
problem of repeated data entry between the employer’s IFS system and the authorized document management
system, and greatly reduced the error rate and personnel cost. It can replace manual data collection, input, ver-
ification and business operation; low error rate, low cost, high accuracy, compliance and 24 / 7 reserve; 108,000
in 2021,432,000 in 2022, and 432,000 in 2023. Through the application research of RPA intelligent process robot
technology, we have promoted the transformation and functional improvement of nuclear power project informa-
tion processes, and explored a path of information management with nuclear power characteristics; Making the
information management of nuclear power projects increasingly ”intelligent”, while improving work efficiency
and reducing management costs, it also breaks the data silos with the contracting party’s system, exploring a
new approach and method for subsequent digital transformation and intelligent project management; In the
future, it will be promoted and applied in fields such as construction task orders, financial accounting, smart
warehousing, and invoice verification, which has good application value and market prospects. It is hoped that
the research on the application of intelligent site system can play a reference role in practical work and make
a contribution to the innovation and development of the construction industry.

I hope to do better or make breakthroughs in the following areas in the future, so that the intelligent search
robot system can better serve everyone and create a new situation for us to use the Internet.

The stability and real-time performance of the system. As the number of users continues to grow and the
load on the system continues to increase, the system can still maintain its stable and fast characteristics.

The expansion of business seeks businesses with more business opportunities, linking actual business with
virtual internet.
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OBSTACLE AVOIDANCE PATH PLANNING FOR POWER INSPECTION ROBOTS
BASED ON DEEP LEARNING ALGORITHMS

YUXIN LIU∗, XIAOXI GE†, HAOWEI JIA ‡, LIN YUAN§, AND MIN ZHOU¶

Abstract. The current research on obstacle avoidance path planning methods for power inspection robots has problems
such as poor obstacle avoidance ability and poor inspection effectiveness. Therefore, a planning method for obstacle avoidance
path of power inspection robots is proposed. By utilizing motion relationships and the potential field theorem of robot motion, a
three-dimensional model of the power inspection robot’s route is established to determine the direction of the robot’s route when
obtaining action tasks. The fuzzy support vector algorithm is used to plan obstacle avoidance paths for the initialized walking
path, making the inspection robot intelligent. The experimental results show that the average success rates for avoiding static
and dynamic obstacles are 98.37% and 96.12%, respectively. The average time for obstacle avoidance path planning is 1.56 seconds,
and it has fast, efficient, and accurate obstacle avoidance and path planning capabilities, which can improve the robot’s obstacle
avoidance ability and path planning efficiency for dynamic and static obstacles.

Key words: path planning, Inspection robot, three-dimensional model

1. Introduction. Entering the 21st century, with the continuous development of economies and cultures
in various countries, the level of technology is also constantly improving. Among them, robotics is one of the
most eye-catching development disciplines. The development of robotics has made an important contribution
to the progress of social civilization and the development of market economy, and has played an important role
in human’s food, clothing, housing and transportation. Robots can complete various high-load, difficult, and
high-precision tasks that are difficult for humans to complete, such as medical, military, agricultural, and other
aspects [1]. This has greatly liberated productivity, improved human labor efficiency, and also improved the ef-
ficiency of human technological development, making significant contributions to the technological development
of various countries and regions.

Nowadays, automation reform has emerged in many labor-intensive industries. The emergence of automated
robots has saved human resources and greatly reduced labor costs. At the same time, labor efficiency in various
industries such as manufacturing assembly lines has been greatly improved. Robots have been widely used in
many fields, such as medical robots, transportation robots, etc [2]. With the continuous innovation of high-
precision sensors and advanced artificial intelligence algorithms, it is not only possible to use robots in large-scale
industrial production workshops, but also to complete related tasks in crowded indoor spaces and even within
the human body. Some service robots, such as outdoor cleaning robots, robot nurses, and smart home
assistants, have greatly improved people’s quality of life. The research and development of wheeled inspection
robots applied to various industries, such as warehousing and logistics, and electrical equipment inspection work,
began as early as the beginning of this century. With the continuous development of modern power systems,
both industrial and residential electricity consumption is significantly increasing, and the requirements for the
long-term stable operation of substations in the power grid are also constantly increasing [3]. Therefore, how to
complete inspection work more efficiently and accurately, the proposal of this issue further promoted the research
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and development process of power inspection robots. In addition, the country has also invested a large amount
of financial support in the use of industrial site inspection robots. Currently, China is undergoing a process of
developing from traditional manufacturing to modern manufacturing. Revitalizing the manufacturing industry
and realizing its industrialization are of great significance for the vigorous development of the economy. In the
process of industrial development, mechanical automation is a necessary stage to achieve industrialization. It
is not difficult to see from the industrialization development process of developed countries in the past that the
improvement of production efficiency and the continuous expansion of industrial productivity must go through
the process of mechanization, automation, intelligence, and information transformation [4]. With the rapid
development of the national economy, the continuous improvement of industrial production efficiency, and the
continuous increase in human resource costs, the use of automated robots instead of manual inspection has
gradually become an inevitable direction for industrial equipment inspection and maintenance. The traditional
manual inspection method has many shortcomings, such as large workload and low detection efficiency; The
detection effect is not satisfactory, and the detection method mainly relies on visual inspection, resulting in
significant errors; In some extreme meteorological environments, such as thunderstorm days, traditional manual
detection methods pose safety hazards for detection personnel and cannot complete troubleshooting in a timely
manner; The traditional inspection method, which mainly involves installing cameras at designated locations,
has a large blind spot due to the limitations of the camera’s shooting range, making it difficult to truly meet the
requirements of comprehensive fault screening within the station. At the same time, due to the cumbersome
design of the control system, the large number of equipment installations, and poor economic efficiency, this
inspection method has a high false detection rate for faults and poses great difficulties in maintaining monitoring
equipment.

2. Literature Review. The increasing amount of data in the power system greatly increases the task of
power transmission, and traditional manual power grid inspections face greater risks. Adopting robots instead of
manual power grid inspections can not only ensure the health of workers, but also improve inspection efficiency
and create higher value economic benefits. The inspection robot must carry out path planning, that is, in an
unknown environment with obstacles, plan the best running path that can avoid all obstacles, which is of great
significance [5].

Abdallaoui, S conducted a comprehensive and up-to-date overview analysis and rigorous review of the
safety and best path of autonomous vehicle. The focus is on sampling algorithms, node based optimization
algorithms, mathematical model based algorithms, bioheuristic algorithms including neural network algorithms,
and multi fusion based algorithms, which combine different methods to overcome their respective shortcomings.
All of these methods consider different conditions and are used in multiple fields [6]. Xu, T proposed an
improved artificial potential field method, in which the object can leave the local minimum point trapped by
the algorithm while avoiding obstacles and following a shorter feasible path along the repulsive equipotential
surface of local optimization. The entire obstacle avoidance process is based on an improved artificial potential
field method, which is applied to the path planning action of the robotic arm, along the motion from the
starting point to the target point. The simulation results of the research results show that compared with the
improved artificial potential field method based on fast exploration random trees, the algorithm proposed in
this paper can effectively perceive the shape of obstacles in all selected situations, and can effectively shorten
the distance of the planned path by 13%-41%, significantly improving the planning efficiency [7]. Cheng, J
proposed an intelligent robot food runner suitable for restaurants with lower prices but better performance.
Among them, this article mainly analyzes how to use LiDAR SLAM to establish restaurant maps, positioning,
and navigation, as well as how to establish obstacle avoidance and path planning. Through the ROS platform,
the entire process of the intelligent robot vegetable runner is simulated and verified, which can meet the needs
of restaurants [8].

Traditional power inspection robots, due to their immature technology, may collide with power equipment
during the inspection process, resulting in power inspection accidents and causing losses to both the power
inspection robots and the power system , therefore, the author proposes a machine learning based obstacle
avoidance path planning method for power inspection robots, achieving the goal of safe inspection for inspection
robots.
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Fig. 3.1: 3D Model of Electric Power Inspection Robot

Fig. 3.2: Coordinate System of the 3D Model of the Electric Power Inspection Robot

3. Application of machine learning in obstacle avoidance path planning for power inspection
robots.

3.1. Establishment of a three-dimensional model for the route of the power inspection robot
. The goal of the author’s design of a three-dimensional model for the route of the power inspection robot is to
ensure stable inspection, and to enable the power inspection robot to have the ability to recognize and perceive
the direction of the inspection path, and to complete the inspection path planning of the inspection task in all
aspects [9].

In order to improve the stability of the inspection robot, four intersecting driving wheels are designed at
the bottom of the power inspection robot based on physical principles, the motion direction and period of the
driving wheels are the same, the specific 3D model of the physical power inspection robot is shown in Figure
3.1.

The perception of direction is very important for power inspection robots. Once the robot’s directional
perception ability decreases, it will cause the inspection route of the power inspection robot to deviate from
the normal inspection route, and may collide with other electronic system inspection obstacles or equipment,
resulting in power inspection errors [10]. In order to solve the above problems, the author uses motion models
and terrain strength to establish a three-dimensional model of the route of the power inspection robot, so as
to optimize the perception angle of the center of gravity of the power robot, therefore, the author chooses the
center of mass of the power robot as the center origin of the model, and the two-dimensional coordinate system
diagram of the power inspection robot is shown in Figure 3.2.

Simulate the motion behavior of the power inspection machine, firstly, set the direction vector of the four
driving wheels of the inspection robot as P, and then combine it with real-time environmental conditions, firstly,
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Fig. 3.3: Schematic diagram of the rotation route of the power inspection robot

calculate the relative position of the robot within the inspection range, and the calculation formula is as follows:

PB = |x(t)
LW

,
y(t)

LW
|
∑ 1

L
[
Q∏ ]Pn (3.1)

Among them, PB represents the starting position of robot inspection; X (t) represents the directional guidance
coefficient of the X-axis of the inspection robot; Y (t) represents the directional guidance coefficient of the
Y-axis of the inspection robot; L represents the radius of the driving wheel of the inspection robot;  Represents
the coordinates of the power inspection robot; Q represents the degree of freedom of the inspection robot during
operation; Pn represents the motion direction vector of the driving wheel of the inspection robot. Wx and Wy

represent the weight matrices of the X-axis and Y-axis of the 3D model of the power inspection robot route,
respectively [11].

The power inspection robot will perform basic inspection behavior operations during the inspection process,
such as walking straight, turning, reversing, translating, and rotating, in order to improve the smoothness of the
operation of the power inspection robot, the author uses the theorem of resultant force balance to constrain the
robot’s inspection motion behavior during the robot inspection process. The schematic diagram of the circular
motion path planning for the power inspection robot is shown in Figure 3, and the formula is as follows:

F =
f7
ε

√
Fx2 + Fy2 (3.2)

Among them, f7 represents the repulsive force of the motion of the electric inspection robot; F represents the
combined force of the motion of the electric inspection robot; Fx2, Fy2 represents the motion components of
the electric inspection robot on the X-axis and  axis, respectively; ε represents the robot’s motion balance
coefficient [12].

3.2. Robot obstacle avoidance path planning. Machine learning technology is widely used in various
fields such as home services, industrial guidance, and military operations. Machine learning is divided into
two types: Single machine machine learning technology and multi machine machine learning technology, select
the best machine learning method based on the difficulty of object-oriented machine learning. The application
range of single machine learning technology is relatively limited compared to multi machine machine learning
technology, based on the obstacle avoidance path planning method designed by the author for power inspection
robots, multi machine machine learning technology is selected, this technology can complete the planning of
static and dynamic paths through learning the environment, and has a self verification process during the path
planning process to avoid redundant planning paths [13].

The power inspection robot determines its own location and plans the specific path that the power inspection
robot needs to inspect based on the inspection tasks sent by the control center. During the planning process,
the repulsion function is used to determine the effective range of the inspection, and obstacles within the
inspection range are marked using an artificial potential field method. The principle of obstacle marking is that



3292 Yuxin Liu, Xiaoxi Ge, Haowei Jia, Lin Yuan, Min Zhou

the artificial potential field at the location of the obstacle, combined with the field strength of the real-time
environment, will emit a repulsive force outward, which affects the gravitational force of the inspection target
on the inspection robot’s route. The electric inspection robot determines the specific position of the inspection
obstacle based on the magnitude of the gravitational force. The repulsion function is as follows:

Ut =
k1
O

(3.3)

Among them, Ut represents the repulsion function;  Indicates the relative distance between the inspection
robot and the obstacle; k1 represents the coefficient [14].

After identifying the effective range and obstacles for inspection, the power inspection robot can complete
the planning of obstacle avoidance routes for the first time, this route plan will eliminate the accessible routes
with obstacles, but if all routes have obstacles, the obstacle avoidance function of the power inspection robot
needs to be activated. The author uses the DWA sliding window method to drive the power inspection robot to
avoid obstacles during operation and stably complete the inspection work, the formula for generating obstacle
avoidance motion behavior is as follows:

y(h) = Vs ×
Va
Vb

+
adpath + βdgood + γdobstcle

∆t
(3.4)

Among them, represents the obstacle avoidance command of the power inspection robot; Vb represents the
angular velocity of the power inspection robot; Vs represents the linear velocity of the motion of the power
inspection robot; Va represents the acceleration of the motion of the power inspection robot; ∆t represents the
inspection cycle of the inspection robot; adpath represents the shortest distance between the inspection robot
and the obstacle; βdgood represents the distance from the endpoint of the trajectory to the local target; γdobstcle
represents the maximum obstacle cost for the operation trajectory of the power inspection robot [15].

Using a fuzzy support vector model to set path planning constraints, according to the author’s research
objectives, setting path planning constraints to maximize the inspection range and minimize the inspection
path can improve the efficiency of obstacle avoidance path planning for power inspection robots. The formula
for the constraint conditions is as follows:

D =
n∑

i=1

ai ×
f(k)

2
+

y(h)

minL
c1+c2

2

(3.5)

Among them, D represents the constraint condition model; c1, c2 represents the mean of the decision functions
for the upper and lower bounds of the fuzzy support vector machine model; ai represents the membership
degree of the fuzzy control algorithm; minL represents the minimum path for inspection; f(k) represents the
kernel function of the inspection probability of the power inspection robot, and the meaning of other unknowns
is the same as above. Finally, machine learning technology is used to plan the path constraints and obstacle
avoidance behavior instructions for the inspection of the power robot, and the planning formula is as follows:

s(t) = f(x, y, z) + ω ×maxr −Q(x, y, z)× µ (3.6)

Among them, s (t) represents the inspection path of the power inspection robot; Q (x, y, z) represents the
feature vector of inspection behavior classification; µ represents the path planning coefficient; ω represents
the inner product of high-dimensional feature space vectors; F (x, y, z) represents the loss function of path
optimization.

4. Experimental Results and Analysis. Through the above analysis and design, the design of a ma-
chine learning based obstacle avoidance path planning method for power inspection robots has been completed,
in order to verify the working performance of this method, the author utilized the obstacle avoidance path
planning method for power inspection robots based on GPS navigation technology (traditional method 1) and
the obstacle avoidance path planning method for power inspection robots based on carrier free communication
technology (traditional method 2) to jointly complete comparative experimental testing, ensuring the scientific
nature of the testing [16]. In order to improve the reliability and analyzability of the test results, the inspection
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Fig. 4.1: Statistics of Robot Obstacle Avoidance Quantity

robots tested in the article are all HKD09 series inspection robots, the functions of the drivers, motors, and
other accessories of this series of inspection robots are optimal and will not result in the experiment being
terminated due to the inspection robot. Set at 12 meters × The 12 meter area is a simulation environment,
where 20 rectangular obstacles are unevenly distributed. The starting position and target point coordinates
of the inspection robot are [0,0] and [11,11], respectively, with a robot step size of 0.50. 12 repeated obstacle
avoidance tests were conducted based on the planned path trajectory, and the obstacle avoidance results are
shown in Figure 4.1 [17].

As shown in Figure 4.1, during the obstacle avoidance test of the inspection robot in the established path,
among them, the accuracy of obstacle avoidance for 9 times reached 100%, with an average obstacle avoidance
rate of 97.92%, proving that the author’s method has good obstacle avoidance effect [18].

Comparative experiments were conducted using the author’s method to compare the effectiveness of obstacle
avoidance with traditional methods 1 and 2, respectively, under the same workspace and number of obstacles,
static and dynamic obstacle avoidance experiments were conducted, and the experimental results are shown in
Figure 4.2.

From Figure 4.2(a), it can be seen that the author’s method outperforms traditional method 1 and tra-
ditional method 2 in avoiding static obstacles, in the case of the initial two obstacles, the success rates of
obstacle avoidance for the three methods are almost the same, reaching over 99.90%. However, as the number
of obstacles increases, the success rates of obstacle avoidance for all three methods show a downward trend, the
author’s method has an average obstacle avoidance success rate of 98.37% for static obstacles, which is 8.37%
and 3.49% higher than the comparison methods of traditional method 1 and traditional method 2, respectively
[19]. From Figure 5b, it can be seen that when facing dynamic obstacles, the difference in obstacle avoidance
success rates among the three comparison methods gradually widens as the number of obstacles increases. As
the number of dynamic obstacles increases, all show significant fluctuations, the author’s method has an aver-
age obstacle avoidance success rate of 96.12% for dynamic obstacles, which is 15.03% and 9.10% higher than
the comparison method of traditional method 1 and traditional method 2, respectively. The results indicate
that, the author’s method has good obstacle avoidance ability in both static and dynamic obstacles. Under the
same conditions, three methods were used to conduct multiple obstacle avoidance path planning experiments
for inspection robots, and the data of 8 path planning times is shown in Figure 4.3.

From Figure 4.3, it can be seen that the author’s method takes the highest time of 1.80 seconds and the
lowest time of 1.40 seconds in obstacle avoidance path planning, with an average time of 1.56 seconds, the
traditional method 1 takes the highest time of 3.10 seconds, while the traditional method 2 takes the highest
time of 2.10 seconds, with an average time of 1.12 seconds and 0.20 seconds, respectively [20].
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(a) Static obstacles (b) Dynamic obstacles

Fig. 4.2: Comparison Test Results for Obstacle Avoidance

Fig. 4.3: Statistics of robot obstacle avoidance path planning time consumption

5. Conclusion. Based on fuzzy control algorithms, the directional recognition and perception ability
of obstacle avoidance paths for power inspection robots has been fundamentally improved, and the robot is
controlled to minimize rotation errors during turning behavior. Utilizing motion models and potential field
theorems to improve the reasonable path planning ability of inspection robots, resulting in the output of the
planned route with minimal obstacle avoidance and the widest effective range of inspection. Machine learning
algorithms have improved the self-learning habits and intelligence of power inspection robots for inspection path
planning, enabling them to achieve the goal of safe inspection. Obstacle avoidance methods based on machine
learning, on the one hand, it can effectively avoid conflicts between algorithm time and accuracy in planning.
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On the other hand, by adjusting the repulsive potential function, gravitational potential function, and the
calculation of the resultant force, it can enhance the adaptability of the inspection robot to the environment,
thereby improving the robot’s obstacle avoidance ability and inspection efficiency.
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ANALYSIS OF FROZEN DATA ANOMALY AND UPDATE METHOD OF
ELECTROMECHANICAL ENERGY METER TERMINAL BASED ON DEEP LEARNING

FANG YAO∗
AND LIBIN TAN†

Abstract. In view of the lack of advanced and mature substation fault detection and facility detection technology, combined
with the characteristics of the actual application environment of substation, a substation operating equipment autonomous monitor-
ing and fault diagnosis detection system based on deep learning intelligent detection robot is proposed. That is, the deep learning
algorithm, Big data analysis technology and patrol robot with HD camera are organically combined. The image information
collected by the high-definition camera is fused with the data information collected by a variety of sensors, and then the fault tree
and Big data analysis algorithm are used to carry out real-time intelligent detection and analysis of all equipment in the substation,
and the early warning can be sent to the relevant equipment maintenance personnel in a timely manner. The experimental results
indicate that, the number of input nodes in the fault tree is 7, the number of output nodes is 2, the number of center vectors is
14, the number of nodes in the basis function layer is 7, and the threshold of the basis function is set to 0.8257. In actual training,
after 31 iterations, the training results can quickly converge to the target value, the training error meets the requirements, and the
fault diagnosis accuracy reaches over 90%. It has been proven that the diagnostic performance of the system is good, achieving
the expected design effect.

Key words: Substation, Inspection robot, Fault diagnosis, Intelligent algorithms

1. Introduction. Ensuring operation and maintenance production, as well as maintaining the safety of
the power grid, is the top priority in power production work. Equipment inspection is an important part of
operation and maintenance production. Conducting regular equipment inspections and inspections of substa-
tions, mastering equipment status, and promptly identifying and eliminating equipment hazards are important
tasks for achieving safe, stable, and fault free operation of substations [1]. In recent years, intelligent inspection
robots for substations have been widely installed in ultra-high voltage and intelligent stations. Robots are used
to cooperate with or even replace operation and maintenance personnel in daily inspection work, constantly
detecting the status of substation equipment. Taking ultra-high voltage substations as an example, two outdoor
mobile intelligent inspection robots are equipped, responsible for the inspection of 1000kV GIS, main transform-
ers, and high impedance equipment, as well as the inspection of 500kV GIS and 110kV equipment [2]. They
can perform daily work such as red ginseng ’I-N temperature, meter reading, oil level, etc, and through preset
threshold comparison, timely indicate the general, serious, and critical defects of the equipment. However, the
current intelligent inspection robot system cannot automatically search for and analyze the types of faults in
hidden equipment, and can only generate reports on devices whose data has exceeded the threshold. Moreover,
it is currently difficult for robots to identify equipment appearance defects, in the process of equipment status
evaluation, many equipment appearance damage, oil leakage and other defect information can only be obtained
through manual inspection and entered into the production system [3]. In order to make greater use of intelli-
gent inspection robots as a powerful tool, deepen the application of robot backend, and improve the efficiency
of intelligent inspection robots in substation operation and maintenance work, a data processing and feedback
system is designed, integrating data from the production system, online monitoring, and robot control backend,
and analyzing and processing the data, automatically evaluating the status of equipment, determining the type
and location of fault hazards, searching for inspection points related to faults, developing the best inspection
strategy, and achieving intelligent inspection robots to independently strengthen special inspections of hidden
equipment, is very challenging and feasible [4].
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2. References. At present, the development of power equipment towards high power, high reliability,
and high intelligence has increased the difficulty of daily operation, maintenance, and testing. In the trend of
unmanned substations, traditional inspection methods and fault diagnosis technologies are increasingly difficult
to meet the needs of complex equipment diagnosis. The traditional inspection work of substation equipment
mainly relies on regular inspections by operation and maintenance personnel and infrared temperature mea-
surement. However, due to the influence of the experience and technical level of the inspection personnel,
there is often a phenomenon of missed testing [5]. At the same time, using existing testing instruments makes
it difficult for testing personnel to centrally manage data, resulting in low efficiency in deep mining of histor-
ical data, which greatly restricts the development of live detection technology. The research and application
of intelligent inspection robots in substations have brought new solutions to the above-mentioned problems,
providing a foundation for timely, effective, comprehensive, and intelligent diagnosis and maintenance of power
equipment. Many scholars at home and abroad have conducted research on intelligent inspection robots for
substations [6,7].

Liao, X will use OCR technology to improve the anomaly recognition system for detecting robot equipment.
Based on the collection of video information, DSP comprehensive information processing is carried out, and
the detection information is analyzed using frequency domain filtering methods through the human-computer
interaction interface. At the same time, pattern recognition methods were used to extract the main component
features of substation detection components, and a resolution model for similar features in video surveillance
images was constructed [8]. Traditional cage inspections require divers to complete, which is inefficient and
dangerous. Underwater robot detection is a method to solve this problem. When the robot is in motion, the
camera captures the mesh cage, replacing manual inspection. Wei, Y proposed a hybrid control strategy based
on neural networks (NN) and proportional integral differential (PID) for underwater three-dimensional path
tracking, overcoming the drawback of traditional feedback regulation that can only work after deviations occur
[9]. The purpose of Jiang, C is to demonstrate a multi-purpose detection robot that can walk on the ground and
climb on power poles. The structure design, size optimization, Kinematics analysis, experiment and algorithm
of the robot are introduced. The robot consists of three adjustable modules and a series connected two degree
of freedom parallel mechanism. The wheel finger mechanism of each module can open and close the wheel finger
to achieve rapid movement and obstacle crossing [10].

From the above analysis, it can be seen that the current research on intelligent inspection robots for
substations has certain advantages compared to traditional manual inspection methods, but they still cannot
meet the requirements of automatic removal of faulty parts and foreign object removal of equipment. Their
performance in autonomous tracking and intelligent diagnosis analysis also needs to be improved. In addition,
most of the intelligent inspection robots mentioned above use a single grid charging method, which is not
conducive to the long-term inspection work of the intelligent inspection robots, especially when monitoring key
equipment point-to-point for a long time, it cannot ensure sufficient electricity.

3. Application of Robot Intelligent Inspection Technology in Fault and Defect Detection of
Substation.

3.1. Intelligent inspection robot. Robot technology is a strategic technology industry in China, related
to a series of cutting-edge technologies such as automatic control, image recognition, and intelligent learning.
According to the ”Made in China 2025” plan, industrial robots will be selected as one of the ten key fields
to promote epoch-making development, promote robot standardization and modularization, expand market
applications, and effectively promote the growth of the emerging robot market [11]. With the development of
the times, the lack of human resources and the requirements of refined operation and maintenance of electrical
equipment, intelligent inspection robots in substations are increasingly valued. This will be widely used for
intelligent inspection of transmission equipment, real-time evaluation and auxiliary decision-making of power
grid operation status, informatization, automation, and the establishment of interactive intelligent networks.

The intelligent intelligent inspection robot is equipped with intelligent detection equipment such as high-
quality visual light cameras, infrared imaging devices, high-definition photography heads, environmental mon-
itoring sensors, and intelligent analysis algorithm software [12]. It completes the management and control
circuit of fast data collection and real-time information transmission, intelligent analysis and early warning
decision feedback, replacing manual detection, achieving automatic detection and intelligent analysis of the
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status of power equipment, and improving the quality of power equipment, research on the reliability of power
grid and power equipment operation, and the use of power intelligent inspection robots is an important means
of realizing the intelligence of power grid, and also an important direction for the development of future smart
grids.

3.2. Intelligent algorithms. With the rapid development of the era of artificial intelligence and Big data,
many industries are also following the development form of ”machines replacing people”. It is mainly divided
into two application fields: Machine vision intelligent algorithm for fault tree and Big data analysis algorithm
for multidimensional heterogeneous data [13].

(1) Intelligent Algorithm for Machine Vision. In recent years, with the deepening of industrial restructuring
and the structural transformation and upgrading of modern manufacturing, more and more enterprises have
implemented the ”robot strategy”. The application of robots in fields such as automobiles, logistics, aerospace,
and even food has become increasingly widespread, driving the development of related industries.

Machine vision is a system that automatically obtains target images, analyzes and processes image features,
analyzes results, obtains target knowledge, and makes decisions. Moving object testing technology is one of
the functions of machine vision systems, this is the process of serializing image change regions and extracting
moving targets from background images. The main purpose of machine vision research is to provide convincing
data sources for subsequent object extraction and tracking in image arrangement compared to camera mov-
ing targets. Machine vision algorithms generally target specific application scenarios, there is currently no
universal algorithm applicable to any situation. That is to say, all machine vision algorithms have their own
applicability [14].

(2) Big data analysis and processing intelligence. The field of algorithm Big data involves a wide range.
It deepens the Big data that occurs in the industrial field. With the deep integration of informatization
and industrialization, information technology has penetrated into all parts of the industrial chain of various
industries. For example, bar codes, two-dimensional codes, communication and identification, industrial sensors,
industrial automatic control systems, industrial networks, etc., enterprise resource planning, Computer-aided
design, Computer-aided manufacturing, Computer-aided engineering, etc. are widely used in enterprises. The
application of next-generation information technologies such as the Internet, mobile Internet, and Internet of
Things in the industrial field has brought enterprises into a new stage of development, and data is becoming
increasingly abundant, especially in manufacturing enterprises where production lines are running at high
speeds and a large amount of data is generated in industrial equipment. Models and algorithms are the two
core issues of Big data analysis. The research on Big data analysis models can be divided into three levels
[15]. Descriptive analysis, predictive analysis, and normative analysis. Descriptive analysis is the analysis and
exploration of historical data, explaining what has happened. This stage includes discovering a set of data
rules, mining related rules, describing model discovery, and visual analysis of data rules. Predictive analysis
is used to predict future probabilities and trends.

3.3. Intelligent inspection fault diagnosis system. The intelligent patrol fault detection system uses
fault tree vision algorithm, Big data analysis technology and intelligent patrol robot with high-definition camera.
Through the fault tree, the image information collected by the HD camera carried by the intelligent patrol
robot is fused with the data information collected by various sensors, and then through the Big data analysis
algorithm, the real-time intelligent fault detection and analysis of all equipment in the substation is carried out.
The overall diagram of the intelligent inspection fault detection system is shown in Figure 3.1.

(1) Using Fault Tree Machine Vision Algorithm to Determine Fault Information. Machine vision involves
related technologies such as optical imaging, visual information processing, artificial intelligence, and mecha-
tronics. It is a necessary technology for many highly automated industries to achieve intelligence. Machine
vision technology has a series of advantages such as high accuracy and strong real-time efficiency, and is one
of the important driving forces for intelligent robots. With the continuous improvement of various technolo-
gies and the increasing demand for high-quality products in the manufacturing industry, image processing has
been mainly used for industrial electronic assembly error detection and is gradually applied in manufacturing,
monitoring, visual navigation, communication and other applications. Therefore, studying imaging technology
is of great significance for promoting the industrial development of intelligent industrial robots [16].



Analysis of Frozen Data Anomaly and Update Method of Electromechanical Energy Meter Terminal based on Deep Learn.3299

Fig. 3.1: Block diagram of fault detection system of intelligent inspection robot

Fig. 3.2: Schematic diagram of fault position determination by intelligent inspection system

The organic combination of fault tree machine vision algorithm and intelligent inspection robot can enable
the intelligent inspection robot to flexibly and intelligently locate the key positions of all equipment faults
during substation inspection, ensuring that maintenance personnel can timely maintain and handle the key
positions where faults occur (Figure 3.2).

(2) Use Big data to analyze fault information. With the rapid development of the era of Big data and
artificial intelligence, the organic integration of industrial automation and Big data and other technologies can
promote the industry to move towards digitalization, intelligent transformation and integration with the era of
Big data. The power generation system of all equipment in the substation is complex and highly centralized [17].
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Fig. 3.3: Schematic diagram of fault information diagnosis of intelligent inspection system

Collect data transmitted by sensors on devices through intelligent inspection robots, and combine the
results processed by machine vision. Through Big data analysis technology, targeted algorithms are adopted
to establish various data mining models and equipment analysis models for substations, and real-time early
warning and diagnosis of substation equipment faults and operation modes (Figure 3.3). The intelligent patrol
robot combines the image data collected by machine vision technology with the operation data (such as real-
time current and voltage data) of transformers, high-voltage circuit breakers, disconnectors, capacitors, reactors
and other equipment in the substation to generate a large number of real-time effective data. After Big data
analysis algorithm, it can accurately analyze whether there is fault information of the equipment at the moment.
If there is any fault information, relevant equipment maintenance personnel can be notified in a timely manner
through the early warning system of the intelligent inspection robot [18].

3.4. Fault Tree Diagnosis Principle. The model consists of three layers: input layer, intermediate layer,
and output layer. During fault diagnosis, the data decision table is first trained as the training sample of the
fault tree to obtain their respective connection weights and thresholds, and then the corresponding connection
weights are stored to form a knowledge base. Finally, the trained fault Tree model model is used for fault
location and diagnosis. Before working on the fault tree, the first step is to establish a fault knowledge base
based on experimental data and expert experience. In order to obtain initial data, the system uses hardware
circuits to obtain radar detection signals, and then uses fault trees for shallow empirical reasoning [19]. Then,
fault diagnosis is carried out by combining fault trees with expert systems. The network inputs the fault
phenomena of the diagnosed object, and the network outputs the probability of the diagnosed object’s failure.
When constructing the model, the number of nodes in each layer of the fault tree is mainly set based on the
empirical formula of previous radar faults, and adjusted based on the training results.

The input layer implements nonlinear mapping from x → ϕi(x), and the output layer implements Linear
map from ϕi(x)→ yk, namely:

yk =

k∑

j

ωkjϕj(X) + θ

j = 1, 2, ..., h

(3.1)

In the formula, k is the number of output nodes; ωkj is the output weight value; θ is the threshold value;
(x1, x2, ..., xn)

T . The kernel function of the hidden layer node will produce a certain response to the input signal
locally. When the input signal is close to the central range of the kernel function, the hidden layer node will
produce a larger output. The kernel function often used is the Gaussian function. Fault tree analysis (FTA)



Analysis of Frozen Data Anomaly and Update Method of Electromechanical Energy Meter Terminal based on Deep Learn.3301

is a method to describe the causal relationship. It qualitatively describes the causal relationship between the
layers of fault propagation. It can use the Minimum cut set to find possible fault sources, and is effectively
applied to various complex analysis and diagnosis situations. This method applies certain decision conditions
to conduct in-depth analysis of specific conditional states, revealing the relationship and correlation between
conditions and events, and expressing them through graphical means. The fault tree graph can clearly list the
association and logical relationship between the major faults and specific Glitch of the system [20].

The fault tree is established through the following steps:
1. Determine the top event. In the backend analysis system, it generally refers to the type of fault, which

can be a large category of faults or specific faults.
2. Analyze the top event, screen the various reasons that trigger the top event, and associate these

identified reasons with the top event through logical gates, forming the upper input of the top event.
3. Analyze the causes of the top events, decompose these events again, and identify their input events.
4. Repeat the calculation layer by layer until it can not progress again, that is, get the bottom event, and

build and complete the fault Tree model.
Fault tree is a powerful tool for establishing correlations between data and mining causal relationships, but

it is difficult to automatically search for relevant knowledge through a large and complex substation operation
and maintenance database, the workload of building fault trees through manual experience is too huge. So it is
necessary to introduce rough set technology to obtain knowledge of data classification and attribute association
for constructing fault trees, which can be used to conveniently construct fault trees.

If there is a bottom event Bi(i = 1, 2, ..., n) and its state is xi(t) at a certain time, then:

xi =

{
1,The bottom event occurs at time t

0,The bottom event did not occur at time t
(3.2)

The probability of triggering the bottom event at this time is:

pi(t) = E[xi(t)] = p[xi(t) = 1] (3.3)

If the top event in the fault tree is triggered as M, and its state is M [X (t)] at a certain time, then

M [X(t)]i

{
1,The bottom event occurs at time t

0,The bottom event did not occur at time t
(3.4)

And the probability of M at t is

p1 = E{M [X(T )]} = p[{M [X(T )] = 1}] (3.5)

Converting the fault tree into a structural function can facilitate data calculation and correlation analysis.
If the gates and the three OR gates in the fault tree are T1T2T3T4, respectively,then

T4 = B5 +B6 (3.6)

T3 = B3 +B4 (3.7)

T2 = B1 +B2 (3.8)

T1 = T2T3T4 (3.9)

 Indicates the likelihood of an event occurring, including:

pand =
n∏

i=1

pi (3.10)
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Table 4.1: Typical Fault State Model of P100 Unit

State model Sample number

P101 board fault 001001
P102 board fault 010010
P103 board fault 101101

Azimuth drive fault 011011
High and low drive failure 110110

15 MHz clock failure 001011
PRF signal failure 100011

Equipment is normal 000000

Table 4.2: Typical fault state model of the P 200 unit

State model Sample number

24 V power failure 000011
P201 board fault 000110
P202 board fault 001101
P203 board fault 011010

High voltage power supply 200 V fault 000111
Serial communication failure 100111

Equipment is normal 000000

por = 1−
n∏

i=1

(1− pi) (3.11)

In summary, the event probability can be conveniently calculated through the structure of the fault tree.
The system can determine the probability of each bottom event based on the obtained event probability, and
make fault judgments and equipment evaluation and maintenance strategies for the most likely bottom events.
However, some faults have high importance and high risk factors, and the probability of them appearing in the
bottom event is often very small. Therefore, the fault coefficient is set as Fi(u) = IiPi.

4. System Experiment Results and Analysis. The radar is composed of three independent unit
modules: P100, P200, and P300. In order to verify the effectiveness of fault tree for fault diagnosis, the typical
faults of the radar P100 unit are taken to establish a sample training model, and the samples are initialized.
The typical fault state model of the P100 unit is shown in Table 4.1.

In actual training, after 29 iterations, the training results can quickly converge to the target value, the
training error meets the requirements, and the fault diagnosis accuracy reaches over 90%. In order to verify
the fault diagnosis effect of the system on other units, the typical faults of the radar P200 unit are taken to
establish a sample training model, and the samples are initialized. The typical fault state model of the P200
unit is shown in Table 4.2.

The number of input nodes in the fault tree is 7, the number of output nodes is 2, the number of center
vectors is 14, the number of nodes in the basis function layer is 7, and the threshold of the basis function is
set to 0.8257. In actual training, after 31 iterations, the training results can quickly converge to the target
value, the training error meets the requirements, and the fault diagnosis accuracy reaches over 90% [21]. Each
radar unit was divided into 25 sets of fault and non fault samples, with a total of 225 fault samples to test the
diagnostic performance of the system. The diagnostic results are shown in Figure 4.1.

From the diagnostic results data, it can be seen that the fault diagnosis accuracy of all three units is above
90%, indicating that the diagnostic performance of the system is good and meets the expected design effect [22].

5. Conclusion. This article is based on the fact that current technologies such as fault detection and
diagnosis for substation equipment have not yet entered full intelligence. By combining the practical application
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Fig. 4.1: Troubleshooting results

environment characteristics of substations, an intelligent intelligent inspection robot autonomous monitoring
and fault diagnosis detection system is proposed. The fault tree, Big data information analysis technology
and carrying high-definition camera are organically combined, the fault tree model model is used to diagnose
the fault, and a large amount of simulation data is used to provide experimental samples for the fault tree.

6. Acknowledgement. Anhui Provincial Department of Education University Scientific Research Project:
Transfer learning based defect detection method for substation with data scarcity.
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THE APPLICATION OF DEEP LEARNING INTELLIGENT ROBOTS IN THE DESIGN
AND IMPLEMENTATION OF INFORMATION RETRIEVAL SYSTEMS

YUQI MIAO∗

Abstract. Traditional information retrieval algorithms ignore user needs and are unable to obtain user gaze coordinates
and gaze times, resulting in low retrieval accuracy. The author proposes a new interactive information retrieval algorithm for
this purpose. Divide eye tracking technology evaluation indicators, visually process eye movement information, obtain user gaze
coordinates and gaze time, and calculate the influence coefficients of each gaze area and each point in the area. Weighted visual
words are accumulated to get a visual word list with the weight of the associated area, and visual word list and Rocchio algorithm
are combined to build a hidden Relevance feedback retrieval model in semantic space to judge information retrieval preferences.
Intelligent robot is introduced, and Jensen Shannon divergence is used to calculate the Kullback–Leibler divergence distance between
the probability distributions of document sets, calculate the similarity matching, and complete the interactive information retrieval.
The simulation results prove that, due to the introduction of intelligent robot strategy in this method, the amount of irrelevant
retrieval information is reduced by matching user needs and retrieval results. Therefore, the amount of messages generated by
information retrieval is significantly lower than that of the two literature methods, without adding additional network load. The
network system is in a stable operation state, and users can quickly grasp their own required information, and the retrieval speed
is also improved to a certain extent. It is proved that the proposed algorithm has high retrieval accuracy, can effectively reduce
network load and achieve high-quality human-computer interactive information retrieval.

Key words: Intelligent robots, Information retrieval, System design and implementation, eye tracking

1. Introduction. Big data is actually a multi information fusion, through sorting and summarizing effec-
tive information, a large amount of effective data information is further processed and analyzed, and application
information in the data is extracted, through extensive data processing, effective analysis can be conducted
on various issues [1]. Big data has the following four characteristics: Firstly, there is a trend of diversification
in data types, with uncertain data sources and a wide range of data types; Second, the storage space of Big
data is very large, and the capacity often exceeds 10000GB; Third, Big data has high requirements for the
authenticity of data, and it also needs data with a certain degree of real-time [2]. Fourth, the data structure
of Big data is very complex, and a single storage mode cannot meet the needs of Big data. Gradually increas-
ing and becoming more complex, artificial intelligence, as an emerging development discipline, cannot develop
without the support of internet technology and communication devices [3]. Moreover, artificial intelligence can
process information quickly and accurately, which humans cannot achieve. Artificial intelligence technology is
also an extension and expansion of internet technology, especially in the application of artificial intelligence in
information retrieval, which further increases the connection with the internet. However, there is also a certain
mutual restriction relationship between artificial intelligence systems and the internet. In short, on the basis
of Internet technology, AI technology can be effectively applied to information retrieval in the context of Big
data [4].

After hundreds of years of research and exploration, artificial intelligence has also gained new characteristics
and significance of the times. Given the rich scientific and technological knowledge contained in artificial
intelligence technology, it is a very complex technical task and also involves psychology [5]. After completing
the imitation of humans, artificial intelligence efficiently and accurately completes information retrieval work,
greatly increasing work efficiency and social production efficiency. However, in the context of Big data, the
work of artificial intelligence is becoming more and more difficult, and the technical characteristics of artificial
intelligence should also make corresponding adjustments and changes to meet the current characteristics of the
times.
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2. References. With the wide application of modern communication and network technologies such as
network communication, Internet of Things technology and cloud computing technology, various structured
and unstructured data resources have shown explosive growth, marking a new stage of the Big data era. And
text data dominates all forms of information resources, with a large amount of data presented in the form of
text [6]. As the main manifestation of internet information, massive amounts of text information have become
a key research object in the fields of computer science and intelligence.Therefore, text processing technology
is the key way to use information in the era of Big data, in which Text retrieval is an important foundation
and premise of text processing technology. How to accurately and comprehensively retrieve the information
required by readers in massive text information is the key issue and research hotspot of Text retrieval technology
development [7].

Xu, Y provide a method for manufacturing magnetic nanorobots, which is an intelligent robot system up-
dated from traditional autonomous experimental platforms. Nanorobots synthesized by robots have uniformly
sized samples, which can significantly reduce time costs [8]. Rahimi, T introduced a new topology structure
of the proposed converter, which has the following advantages: (i) the topology structure of the converter is
based on traditional boost and buck boost converters, which leads to its simplicity; (ii) The voltage gain of the
converter provides a higher value through the lower value of the duty cycle; (iii) Due to the use of efficient tra-
ditional topology in its structure, the efficiency of the converter remains high for a large duty cycle interval; (iv)
In addition to the increase in voltage gain, the current/voltage stress of semiconductors remains at a relatively
low level; (v) The continuous input current of the converter reduces the current stress of the capacitor in the
input filter [9]. Zeinoddini Meymand, H designed and implemented a speed control controller for permanent
magnet synchronous motors based on an intelligent neural network. Firstly, an accurate mathematical model
of permanent magnet synchronous motor was presented, and then, by designing a controller, we applied the
challenge of wind turbine simulation. The designed controller was first implemented on the Arm Cortex-M
microcontroller and tested on laboratory PMSM [10]. In order to solve the application problems of the tra-
ditional methods mentioned above, the author proposes an interactive information retrieval algorithm based
on intelligent robots. Combining eye tracking technology, divide eye tracking technology evaluation indicators,
visually process eye movement information, and obtain user gaze coordinates and gaze time. And the author
first creates four eye movement evaluation indicators: gaze, scanning, pupil dilation, and scanning path.

3. Interactive Information Retrieval. Incorporating user behavior into the retrieval system can effec-
tively achieve human-machine interaction for information retrieval. At present, Relevance feedback has two
modes: explicit Relevance feedback and implicit Relevance feedback. Displaying Relevance feedback requires
users to make a lot of preparations and inform users of the impact of their behavior on information retrieval
in advance; In the implicit Relevance feedback mode, users do not need to consider the impact of their own
behavior on the search results, but only need to pay attention to whether the search behavior meets their own
needs, which can greatly reduce the workload of users, and the accuracy of the search results is also high [11].

3.1. Classification of eye tracking feature indicators. Eye trackers are tools for implementing eye
tracking technology, which can be classified into three types: Helmet mounted eye trackers, desktop eye trackers,
and eyeglass eye trackers. Eye tracking is divided into four categories: Gaze, scanning, pupil dilation, and
scanning path. Gazing indicates the length of time the eyes stay at a fixed point; Scanning refers to the rapid
movement or delay of the eyes between fixation points; Pupil dilation is used to describe the level of interest
of users when browsing information; The scanning path is a trajectory formed by the rapid movement of both
eyes between fixation points [12].

3.2. Implicit Relevance feedback of search page. Use multiple circles to describe the range of fixation
points, with the diameter of the circle indicating the fixation time and the connecting line indicating the fixation
trajectory. For each user’s interest region, the region’s fixation time is represented as

FD(i) =
∑

e∈AOI(i)
T (e) (3.1)



The Application of Deep Learning Intelligent Robots in the Design and Implementation of Information Retrieval Systems 3307

In the formula, e represents a fixation event, T (e) is the user’s fixation time for event e, and i is the index of
the region of interest (AOI). The corresponding coordinates of the fixation point in the region of interest are

FiAx(j) = Fx(j)−AOIx1(i), F (j) ∈ AOI(i)
FiAy(j) = Fy(j)−AOIy1(i), F (j) ∈ AOI(i)

(3.2)

In the formula, AOIx1(i) represents the x-coordinate of the upper left corner of the region of interest, and
AOIy1(i) represents the y-coordinate of the upper left corner of the region of interest. The influence area of
each user’s fixation point is

{
FiAx(j)− r ⩽ IAx(j) ⩽ FiAx(j) + r

F iAy(j)− r ⩽ IAy(j) ⩽ FiAy(j) + r
(3.3)

In the equation, r is the radius of influence. The calculation process is as follows

r = p · Ftime(j) (3.4)

In the formula, p represents the regulatory factor, and Ftime(j) represents the fixation time of the fixation
point.

Set a fixation threshold t, if the fixation time of a user’s interest area is higher than t, the information
relative to this area is considered as related information, and vice versa is considered as unrelated images.
Express the measurement criteria for evaluating user interest as

M(i) =

{
1, ifFD(i) ⩾ t

0, ifFD(i) < t
(3.5)

According to the user’s fixation time for different information, if the information correlation degree h (i) is
specified, the coupling relationship between fixation time and correlation degree is

k(i) =
FD(i)∑

M(i)=1 FD(i)
(3.6)

Based on the above information, a fixation point influence area can be obtained, and the size of this
influence area is proportional to the fixation time. Record the influence coefficients of each point in the affected
area as

IF (x, y) = e
−((x− Fx)2 + (y − Fy)2)

2δ2
(3.7)

Based on the initial search results viewed by the user, calculate the influence coefficients of each fixation
point’s influence area and each point in the area. Extracting visual words from each region, weighting and
accumulating visual words, can obtain a visual word list that covers all associated regions and includes weights.
The visual word list is the expression form of semantic space

word =
∑

i∈FiA
word(i) · IF (3.8)

In order to obtain more accurate user retrieval preferences, relevant information is reordered, and the
reordering process can be seen as the process of forming a visual word list of user retrieval intentions, as shown
in Figure 3.1. If there are M related regions, the initial visual word list for each related region is

G(i) = (w1, w2, ..., wc) (3.9)

In the equation, G(j) represents the visual vocabulary, and wn represents the vocabulary in the vocabulary [13].
The weight WA (i) of each region of interest is

WA(i) =
FD(i)∑
i FD(i)

(3.10)
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Fig. 3.1: Step of the implicit correlation feedback algorithm on the retrieval page

The improved visual word list for the relevant areas is

Ge(i) = (we1, w
e
2, ..., w

e
i , ..., w

e
c) (3.11)

where

wei =WA(n) · Ftime(m) · IF (3.12)

In the formula, WA(n) represents the range of interest of the relevant region, and Ftime(m) represents the
corresponding fixation time of the relevant region. The expanded search visual word histogram He

i is

He
i =

M−1∑

i=0

Ge(j) (3.13)

After using the above process to obtain new visual words, the Rocchio algorithm is integrated, and the
implicit Relevance feedback retrieval model in semantic space is recorded as

−→q = α−→q0 + β
1

|Dr|
∑

−→
dj∈|Dr|

−→
dj − γ

1

|Dnr|
∑

−→
dj∈|Dnr|

−→
dj (3.14)

In the formula, −→q0 represents the user’s initial search vector, Dr, Dnr represent the set of known related
and unrelated search contents, and α, β, γ is the corresponding weight [14]. During information retrieval, the
system needs to interact with users for many times, that is, it has multiple pages of implicit Relevance feedback
feedback, each feedback will generate a corresponding retrieval strategy, introduce new information vectors into
the original retrieval vector, and eliminate+irrelevant vectors, thus improving Equation 3.14 to

−−−→qm+1 = α−→qm + β
1

|Dr|
∑

−→
dj∈|Dr|

−→
dj − γ

1

|Dnr|
∑

−→
dj∈|Dnr|

−→
dj (3.15)

The search vector −−−→qm+1 in Equation 3.15 is determined by the search vector −→qm during the m-th search and
the related and unrelated search content vectors fed back in the macro results of this search.

3.3. Interactive Information Retrieval Algorithm Based on Requirements Mining . It can be
seen from the implicit Relevance feedback model of equation (15) that each improvement of retrieval method
is obtained on the premise of Relevance feedback of the previous retrieval results [15]. Requirement mining
refers to starting from the real needs of users, the system judges their needs, and obtains the information they
need. From content structure - spatial navigation construction - information content presentation, this series
is expressed in an interactive logical form, as shown in Figure 3.2.
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Fig. 3.2: Interactive information retrieval logical relationship

Fig. 3.3: Interactive information retrieval process based on demand mining

We introduce requirements mining conditions and design an interactive information retrieval process as
shown in Figure 3.3.

In interactive retrieval systems, information retrieval refers to the similarity matching between retrieval
vectors that describe information requirements and different document vectors within the system.

Currently, the cosine of the vector angle is widely used. The calculation formula for measuring the similarity
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between two documents using this method is:

cos(P,Q) =
P ×Q
|P | × |Q| =

n∑
i=1

freq(wi|P )freq(wi|Q)

√
n∑
i=1

freq(wi|P )2 ×
√

n∑
i=1

freq(wi|Q)2

(3.16)

In the formula, P and Q represent the vectors of two documents in sequence, freq(wi|P ), freq(wi|Q) represents
the component in the vector, which is the frequency at which the user retrieves terms within this document.

However, in practical calculations, it has been found that the vector angle cosine method has a high
computational complexity and cannot achieve fast retrieval targets. For this reason, the Jensen Shannon
divergence method is used to compensate for its shortcomings. Calculate the Kullback–Leibler divergence
distance between the probability distributions of two document sets, and determine the similarity between
documents [16]. If the Kullback–Leibler divergence distance is shorter, the document similarity is greater, and
vice versa. The derivation formula for Jensen Shannon divergence is

Djs = (P ||Q) =
1

2
DKL(P ||R) +

1

2
DKL(Q||R) (3.17)

R =
1

2
(P +Q) (3.18)

where, DKL represents the Kullback–Leibler divergence of P and Q probability distribution.

O = (o1, o2, ..., on) (3.19)

According to the Kullback–Leibler divergence theorem, design a probability vector o as in Equation 3.19,
then the information entropy of the vector is

H(O) = −
n∑

i=1

oi · lgoi (3.20)

Regarding the vocabulary set W = {w1, w2, ..., wn}, oi can be used as , and the number of occurrences in
the document, then

oi =
freq(wi|o)
n∑
i=1

freq(wi|o)
(3.21)

If information entropy is used to describe Jensen Shannon divergence, Equation 3.17 can be transformed
into

Djs(P ||Q) = H(R)− 1

2
(H(P (wi)) +H(Q(wi))) (3.22)

In the formula, H is the information entropy function, and R is the composite vector of P and Q. The author
fully integrates the two strategies of implicit Relevance feedback and demand mining under eye tracking tech-
nology, calculates the matching degree of user needs and retrieval results by using Equation 3.22, and completes
the intelligence and accuracy of information retrieval while effectively tracking user retrieval preferences.

3.4. Search engines. The fundamental idea of an intelligent search robot system is to combine two
major internet applications, information retrieval and instant messaging. The most important and common
manifestation for information retrieval is search engines, according to the intelligent search robot designed by
the author, it also uses search engines to achieve the search characteristics of the system. In this section, we
first provide a brief overview of search engines [17].
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Fig. 3.4: Search engine architecture

Modern large-scale high-quality search engines generally use a three stage working mode for information
collection, information processing, and query services.

Information gathering: Each independent search engine has an information gathering program, which is
a web crawler for search engines. Web crawlers continuously crawl web pages along hyperlinks. In theory,
starting from a certain range of web pages, they can collect the vast majority of web pages. In addition to web
crawlers, users can also input information through robots for the search of this system.

Information processing: Search engines need to do a lot of processing work after collecting information in
order to provide retrieval services. The most important thing is to extract keywords and establish index files. It
should be pointed out that the processing of Chinese also requires the execution of Chinese word segmentation.

According to the above requirements and workflow, the architecture of the search engine is roughly shown
in Figure 3.4.

4. Simulation research. In order to detect the true information retrieval performance of the proposed
algorithm, simulation analysis was conducted, and traditional method 1 and traditional method 2 were com-
pared. Using recall and precision indicators to measure the quality of a retrieval algorithm, recall represents the
ratio of the number of relevant documents retrieved to the total number of relevant documents in the system
document library, highlighting the comprehensiveness of the retrieval algorithm [18]. The calculation formula
is

Recall rate =
Retrieved similar documents

All detailed documents in the database
(4.1)

The precision ratio represents the ratio of the number of relevant documents retrieved to the total number
of documents retrieved, highlighting the correctness of the retrieval algorithm. The calculation formula is

Accuracy =
Retrieved similar documents

Retrieve all documents obtained
(4.2)

The comparison of recall and precision of the three methods is shown in Figure 4.1.
From Figure 4.1, it can be seen that when the recall rate is between 20% and 60%, the traditional method

1 and method 2 exhibit significant precision jitter. However, this method outperforms the other two methods
in terms of precision as the recall rate gradually increases. This is because this method uses eye tracking
technology to timely capture user retrieval preferences, and this interactive strategy can maximize the accuracy
of information retrieval [19].

The message volume of the information retrieval process is the average message volume that meets each
retrieval request. This indicator is used to verify the stability of the method’s operation, thereby reflecting the
efficiency of the method’s retrieval. The comparison results of message volume simulation for the three methods
of information retrieval process are shown in Figure 4.2.

Therefore, the amount of messages triggered by information retrieval is significantly lower than that of the
two literature methods, without adding additional network load. The network system is in a stable operation
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Fig. 4.1: Compare the recall and precision of the three methods

Fig. 4.2: Comparison of the message volume of the information retrieval process

state, and users can quickly grasp their own required information, and the retrieval speed is also improved to
a certain extent [20].

5. Conclusion. In order to effectively improve the accuracy of interactive information retrieval and provide
users with a better service experience, this study combines the theory of human gaze behavior and proposes a
new interactive information retrieval algorithm. This method can concentrate on presenting cognitive features
in the process of information retrieval, evaluate users’ actual retrieval needs, and ultimately present an ideal
human-machine interactive retrieval mode, bringing new exploration ideas for future research in the field of
interactive information retrieval.
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APPLICATION OF MEASUREMENT ROBOTS BASED ON DEEP LEARNING IN
BUILDING TILT STABILITY MONITORING

WEI ZHANG∗
AND JUNHUA LI†

Abstract. In order to better understand the application of measuring robots in monitoring the stability of building inclination,
this paper proposes a deep learning based algorithm for analyzing the trend of building inclination using measuring robots. The
author first proposes a method of using measuring robots to monitor the tilting stability of buildings. Based on the principle of laser
ranging, construct a robot structure and laser ranging model to achieve information exchange between different units. Secondly,
based on simulation analysis, the position relationship between the laser and the building was marked with triangular coordinates,
and the inclination of the building was marked with robot benchmarks. The simulation process was designed. By using the
forward crossing method to evaluate the accuracy of tilt monitoring and comprehensively monitoring the three-dimensional angle
of free station setting, the problem of low monitoring accuracy in traditional methods has been effectively solved. Finally, the
experimental results show that using this method, the accuracy of building tilt monitoring can reach 99%, which is 7% higher than
traditional measurement methods. Due to the low efficiency, high cost, and low accuracy of traditional manual monitoring work, it
can no longer meet the requirements of modern engineering measurement. Therefore, high-precision measurement robots are used
for tilt stability monitoring. Compared with traditional monitoring, high-precision measurement robots can achieve high-precision,
high-efficiency, and low-cost monitoring with faster speed, higher efficiency, and strong automation capabilities.

Key words: Measuring robots, building tilting, stability monitoring

1. Introduction. Monitoring the tilt stability of buildings is a highly technical task that requires regular,
timed, and quantitative observation of buildings. By monitoring buildings, timely detection of displacement
changes in buildings can be carried out in order to take effective measures. In recent years, with the increasing
scale and quantity of construction projects, slope stability monitoring has gradually become an important
task in engineering surveying. Due to the low efficiency, high cost, and low accuracy of traditional manual
monitoring work, it can no longer meet the requirements of modern engineering measurement. Therefore,
high-precision measurement robots are used for tilt stability monitoring. Compared with manual monitoring,
high-precision measurement robots can achieve high-precision, high-efficiency, and low-cost monitoring with
faster speed, higher efficiency, and strong automation capabilities. The design of a measurement robot includes
a motor, controller, and angle measurement system. Measurement robots can be fixed on a planar coordinate
measuring machine through a machine or robotic arm installed on the ground, and then control the motion of
the robot’s four robotic arms on the ground to measure according to the predetermined route and orientation.
Adopting a dual turntable system for fast conversion. At the same time, the measurement robot uses Total
station and electronic angle measuring system to realize three-dimensional tilt measurement of buildings. The
Total station can directly obtain the three-dimensional coordinates and direction information of the measured
object, and the angle measuring system can collect the two-dimensional coordinates of the measured object, and
then convert them into three-dimensional coordinates. Install sensors on buildings to monitor them in real-time.
Sensors can be installed at different locations in buildings, and data collection and analysis can be carried out
through a data acquisition software system to achieve dynamic monitoring of buildings. The terminal consists
of a data acquisition module, wireless communication module, power switch module, and SD card. It can
communicate wirelessly with measurement robots to achieve data collection and transmission. The terminal
also has an RS485 interface, which can be connected to an industrial computer to achieve remote control of
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Fig. 1.1: Robot monitoring of building tilt stability

the measurement robot. At the same time, the terminal also has the characteristics of low power consumption,
strong anti-interference ability, and long service life. This terminal sets up a wireless communication link
between the measuring robot and the building to collect the inclination value of the building. At the same time,
two data acquisition devices are also set up, one for collecting the coordinates of control points and reference
points, and the other for measuring communication between robots and buildings [1,2] (Figure 1.1).

2. Literature Review. With the development of economy and society, the height and number of buildings
are gradually increasing, the construction process of new buildings will inevitably cause changes in the stability
of existing high-rise buildings, therefore, it is necessary to conduct Deformation monitoring on existing high-
rise buildings around the site. The tilt of buildings will pose a threat to people’s life safety. Therefore, the
tilt stability monitoring of Tower block is also one of the main contents of Deformation monitoring. When
monitoring the tilt stability of buildings, the measurement robot should be combined with the structure and
surrounding environment of the building to avoid defects such as cracks and holes in the building walls. If
there are cracks, holes, and other defects on the walls of a building, traditional repair methods should be
used to repair them to ensure the safety of the building. If high-precision repair methods are used to repair
it, it can shorten the repair time. Especially in recent years, with the development of high-tech technologies
such as sensor technology, image processing technology, and communication technology, the performance of
measurement robots has become increasingly high. In addition, with the continuous development of computer
equipment such as electronics and computers, measurement robots have gradually shifted from traditional
measurement to intelligent measurement.

Scholars have conducted some research on this issue. Giacoppo, G. A. proposed a method for measuring
the inclination of buildings in mining subsidence areas based on point cloud feature line extraction, which
can measure and analyze the subsidence trajectory through point cloud features. Although this method has
certain applicability in tilt measurement of settlement buildings, laser point clouds are easily affected by ground
obstacles and have low accuracy in tilt measurement of urban buildings [3]. Tian, Y. M. proposed a study on
the dynamic deformation laws and internal forces of ground and buildings based on numerical analysis of Metro
Line 3. By constructing a numerical analysis model, the impact of ground motion on buildings is studied,
deformation data is collected, and inclination degree is measured. This method achieved the estimation of
inclination measurement values for transportation buildings through model numerical analysis, but did not
conduct building simulation analysis, and the reliability of the measurement results needs to be verified [4]. Zhou,
T. proposed the application of inclination sensor in precision detection of parallel robots. This method utilizes
inclination sensor to collect monitoring data and transmit it to the parallel robot system for measurement. The
above three methods rely on traditional mechanical probes for measurement. Although the mechanical probe
type measuring instrument is simple to use, its range of use is limited due to limitations caused by working
principles, and human factors can cause large errors, which can easily lead to low accuracy of tilt monitoring
[5]. In summary, the author proposes a method for monitoring the tilt stability of buildings using measuring
robots, which can obtain various spatial dimensions of the building from all directions and achieve monitoring
without contact, effectively improving measurement accuracy.
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3. Research methods.

3.1. Monitoring of inclination stability of measuring robots.

3.1.1. Tilt stability monitoring process. The detailed process for monitoring tilt stability is as follows:
1. Monitoring points should be set up on the platform as needed, and control points should be placed in

high-rise buildings. The selection of points should be firm and not affected by mining.
2. The auxiliary observation mark of the measuring robot is set at the stable position of the building,

and a cloud platform point distribution map with equal inclination is drawn based on the obtained
monitoring data [6,7].

3. In the adjustment calculation of monitoring data, the Centroid coordinates of the detection layer of the
building are calculated based on the measured data; According to the accuracy requirements of servo
Total station, the mean square error value of horizontal observation m0=± 0.5 is selected.

4. Benchmarks and observation points should be set up for monitoring the inclination of buildings through
coordinate positioning.

5. For the same building tilt observation object, it is necessary to set two or more reference points at
different positions within the observation range of the measuring robot.

In order to ensure the accuracy and stability of building tilt monitoring, it is necessary to select stable and
long-term monitoring positions for stability inspection.

3.2. Simulation of robot benchmark labeling building inclination. Because the end effector of the
measuring robot is a laser sensor, the laser sensor is connected to the robotic arm through 01, and the robotic
arm of the measuring robot is simplified into a planar robotic arm model. The description of the position and
posture of the laser sensor using coordinate annotation is more intuitive [8].

Let X be the laser sensor, therefore, the robot base coordinate system is Equation 3.1.
{
xe = l1cosθ1 + l3cos(θ1 + θ2)ϕ+ l4cos(θ1 + θ2 + θ4)

ye = l1sinθ1 + l3sin(θ1 + θ2)ϕ+ l4sin(θ1 + θ2 + θ4)
(3.1)

The Kinematics parameters obtained by simulation are basically in line with the actual situation, which
can be used to describe them and verify the theoretical feasibility of the proposed method. According to the
tilt simulation process (as shown in Figure 3.1), complete the tilt simulation research of the robot benchmark
labeling building.

3.3. Accuracy Appraisal of Building Tilt Monitoring. The servo Total station with high precision
and strong automatic tracking ability is selected, and the front crossing mode is adopted to realize the three-
dimensional accurate observation of building inclination observation. This method can effectively weaken the
influence of the error of conventional observation methods on the observation accuracy. The calculation formula
for inclination error (2) is:

i =

√
(x1 − x2)2 − (y1 − y2)2

|z1z2|
< 0.05 (3.2)

In Equation 3.2, x1, y1, and z1 respectively represent the coordinate errors of the upper half of the horizontal
axis of the coordinate system; X2, y2, and z2 respectively represent the coordinate errors in the lower half of
the horizontal axis of the coordinate system. Select the set of data with the highest error in the coordinate
system to evaluate the accuracy of building tilt monitoring. If the monitoring error is less than 0.05, it indicates
that the monitoring results of this method are relatively accurate .

3.4. Precision Analysis of Monitoring Schemes.

3.4.1. 3D free station adjustment calculation model. Before conducting long-term monitoring, an-
alyze the accuracy of this plan based on three types of observation values and monitoring methods. When
conducting accuracy analysis based on the instrument accuracy and observation method used, the mean square
error in horizontal direction observation is my, = ±0.5”,, and the mean square error in horizontal distance
observation is ms = ±0.5mm, with a vertical right angle observation error of mg = ±0.7”[9, 10].
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Fig. 3.1: Tilt Simulation Process

According to the principle of indirect adjustment, list the error equations for the three measurements in
this scheme.

1. The error equation is shown in Equation 3.3

V = Bδx + L (3.3)

In the equation:
V - Correction matrix of observation values;
B - coefficient matrix of observation error equation;
gx - unknown number correction matrix;
L-constant matrix of observation error equation.

2. The coefficient matrix formula of the normal Equation 3.4

N = BTPB (3.4)

3. Expected results of errors.
By writing VB program code to solve the coefficient matrix of the unknown number matrix, the
expected error value is finally obtained. The expected error results are shown in Table 3.1.
From the expected results in Table 3.1, it can be seen that if the mean of two independent observations
is taken as the final observation result, the measurement accuracy of the monitoring project will meet
the requirement of ⩽ 1mm.

4. Actual measurement and data analysis
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Table 3.1: Expected Results of Errors

Monitoring Mean square Y coordinate Mean square Mean square
point error in X mean square error of error of

number coordinate error a point elevation

S1 ±0.07 ±0.08 ±0.08 ±0.05
S2 ±0.07 ±0.07 ±0.09 ±0.06
1 ±0.19 ±0.39 ±0.43 ±0.16
2 ±0.19 ±0.39 ±0.42 ±0.21
3 ±0.23 ±0.23 ±0.47 ±0.15
4 ±0.34 ±0.21 ±0.45 ±0.14

Table 3.2: Results of Measured Data

1 X(m) Y(m) H(m) type

2 936.25 963.45 148.36 undetermined
3 936.12 954.12 148312 undetermined
4 985.12 960.12 148.32 undetermined

S1 947.21 945.13 110.25 undetermined
S2 856.21 935.74 110.74 fixed

When observing on the actual site, the position of the measuring station remains fixed. Leica TM30
surveying robot is used to set up on S1 and s2 stations respectively for observation. Each station
automatically observes 3 sets of measurements, and simultaneously observes the horizontal angle, dis-
tance and vertical angle. After collecting data from monitoring points, perform 3D adjustment model
calculations, and perform overall rigorous adjustment calculations on all observation data [11,12]. The
measured data is shown in Table 3.2.

3.5. Main parameters of measuring robots. The main parameters of the measuring robot include:
Total station coordinate system, angle measuring accuracy, distance measuring accuracy and angle measuring
speed. The coordinate system of Total station includes three coordinate systems, namely X, Y and Z direction
coordinate systems, namely ground coordinate system, distance coordinate system and angle coordinate system.
The distance measurement accuracy of Total station is 1 mm, and the angle measurement accuracy is 0.02◦; The
ranging speed is 6-10m/s. Angle measurement accuracy refers to the ratio of the difference between the angles
of Total station in two observation directions and the difference between the angles of these two observation
directions, expressed in%. In practical applications, in order to ensure the accuracy of measurement, direct
reading method and indirect reading method are generally used to calculate the coordinates of the measuring
station. The direct reading method refers to directly reading out the coordinates of the measuring station;
The indirect reading method refers to obtaining the coordinates of a given point by substituting the station
coordinates into the known point coordinates, provided that the station coordinates are already known [13,14].

In the actual survey, the angle measurement accuracy needs to be corrected due to the deviation of Total
station observation value. Generally, the error of station coordinates can be divided into two situations: One is
the systematic error of station coordinates, which can be corrected by setting reference points; The other type
is the system error of angle measurement accuracy, which mainly comes from the system error generated by
the measuring robot itself, its size is related to the coordinate system error and angle measurement accuracy
of the measuring station. In order to ensure the accuracy and reliability of measurement robots, the angle
measurement accuracy is generally controlled within 1◦. For high-precision monitoring projects, additional
compensation is required.

3.5.1. Measurement method.
1. Turn on the power of the automated measurement robot and adjust the working temperature of the

laser ranging sensor to −20◦C ∼ +40◦C.
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Fig. 4.1: 3D Display Results of Actual Building Inclination

2. Use a handheld computer to read the coordinates of the reference point, then place the measuring robot
on the reference point and start the automatic tracking system.

3. Calculate the tilt angle and relative position of the building based on the sensor data on the measuring
robot and the laser ranging sensor data.

4. Based on the laser ranging sensor data on the measuring robot and the coordinates of the measuring
station, calculate the building tilt angle and relative position, and then compare the calculated building
tilt angle and relative position with the reference point to calculate the error of the building tilt
angle [15].

4. Experiments.

4.1. Experimental Environment. Taking a building as an example, through the method of establishing
a model, the scanning angle between the coordinates of the measuring points and the light surface of each
Launch pad is measured to obtain the required angle, so as to determine the relationship between the distance
measurement problem functions of high-rise buildings; Utilize a large amount of random data to statistically
analyze the coordinates of the measured point, and then use a three-dimensional discrete point cloud to represent
the coordinates of the measured point. Through the Monte Carlo simulation of 3000 samples, the point cloud
distribution is obtained, which is similar to the ellipsoidal distribution. The use of measuring robots for rapid
monitoring of the inclination of buildings and the analysis of the accuracy of monitoring results using three-
dimensional measurement methods have led to conclusions of universal significance.

4.2. Experimental process. The distance between the measurement target and the dual emission station
will have a certain impact on the measurement results. Several monitoring points are selected within the range
of 1100mm to 6000mm, with each selected point spaced at 110mm intervals, and experiments are conducted in
sequence. Draw a 3D cloud spatial point map of the actual building inclination, a 3D display cloud spatial point
map of building inclination under monitoring by measuring robots, and a 3D display cloud spatial electrical
state of building inclination under traditional mechanical probe measurement. Compare the inclination and
draw an experimental conclusion [16].

4.3. Experimental results. If the error distribution is introduced into the sensor, the direction of laser
ranging can be changed. Therefore, the point cloud obtained by Monte Carlo method takes the laser ranging
error into consideration, and the distribution accuracy of the point cloud obtained by laser ranging method is
very high. The three-dimensional display of the actual building inclination is shown in Figure 4.1.

Using the point cloud data in Figure 4.1 as supporting data, traditional mechanical probe measurement
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Table 4.1: Comparison of Monitoring Accuracy between Two Methods

Number of monitored Actual total number Detection
dimensional groups (piece) of groups accuracy%

Traditional mechanical
2765 2800 92

probe measurement
Measurement robot mechanical

2985 2800 99
probe measurement

and measurement robot monitoring methods were used to compare and analyze the monitoring of building
inclination. The three-dimensional point cloud spatial distribution formed by the actual inclination of the
building is used as a control group. Under traditional mechanical probe measurement, three-dimensional
modeling is used to demonstrate the monitoring accuracy of building inclination, which is lower compared to
measurement robots. The results of building tilt monitoring based on measuring robots are better matched
with the actual situation. In order to further verify the higher monitoring accuracy of the author’s research
method, the monitoring accuracy of the two methods was compared and analyzed, and the comparison results
are shown in Table 4.1 [17].

From Table 4.1, it can be seen that the monitoring accuracy of building inclination based on traditional
mechanical probe measurement is 92%, and the monitoring accuracy based on measurement robots is 99%,
which is 7% higher than the former. It can be seen that the monitoring accuracy based on measurement robots
is higher.

5. Discussion. Improving the accuracy of measurement data by measuring robots
According to the actual situation of buildings, the following measures can be taken to improve the accuracy

of measurement data:
1. When using high-precision measurement robots for monitoring, it is necessary to isolate the boundaries,

walls, and other areas of the building from the surrounding environment to ensure the accuracy of
measurement data.

2. When monitoring buildings, it is necessary to strictly follow the construction plan for monitoring, and
the internal structure of the building must be the main measurement object during measurement.

3. When conducting measurements, it is necessary to ensure that the monitoring environment is dry, clean,
and tidy, and to repair cracks, holes, and other defects on the building’s exterior walls and walls.

4. When conducting measurements, it is necessary to ensure that the measuring robot has good stability
and reliability. If there are problems in their work, they should be promptly contacted by the staff to
replace them [18].

5. When monitoring buildings, it is necessary to ensure that the instruments and equipment used can
meet the relevant detection requirements.

When using measurement robots for building tilt stability monitoring, it is necessary to choose appropriate
measurement methods based on the actual situation to improve measurement efficiency. For example, Total
station and Dumpy level can be used for slope stability monitoring. In order to ensure the safety of buildings,
various parts of the building should be monitored. Due to the fact that using measurement robots can reduce
the number of measurements, it can improve work efficiency.

In addition, the use of measurement robots can improve the accuracy and accuracy of monitoring, thereby
reducing monitoring costs. When using high-precision measurement robots for building tilt stability monitoring,
it can not only improve work efficiency but also reduce monitoring costs. In traditional building tilt stability
monitoring, it is usually necessary to measure and calculate the results multiple times. Therefore, it is necessary
to measure multiple monitoring points simultaneously and calculate the results [19,20].

6. Conclusion. The use of measuring robots to monitor the inclination of buildings has broken the research
process of traditional building inclination observation methods, greatly improving monitoring efficiency. The use
of monitoring data can quickly calculate the inclination of building materials, and the monitoring results have
high accuracy and reliability. The robot measurement method can deeply measure the inclination of buildings,
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and use 3D models to display the monitoring accuracy of building inclination. Compared with traditional
methods, it has higher accuracy and is in line with the actual situation, resulting in better measurement
results. The use of measurement robots to monitor the inclination of buildings has a significant impact on the
measurement results. In the following research, heuristic search algorithms such as genetic algorithms will be
used to further optimize the design and layout of monitoring points, thereby improving monitoring accuracy.
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APPLICATION OF SOFTWARE ROBOTS AND DEEP LEARNING IN REAL TIME
PROCESSING OF E-COMMERCE ORDERS

WENBO NIU∗, YIBO HU†, AND WEI ZHANG‡

Abstract. The development of e-commerce faces many problems, among which the real-time information exchange between
customers and websites is the most urgent. To study the application of software robots in the real-time processing of e-commerce
orders. According to the working mechanism of ALICE, JAVAPROGRAMD, AIML technology, database technology, knowledge
base principle, Rule of inference, and reasoning strategies are used to design the structure, workflow, knowledge processing flow,
and Inference engine supporting human-computer automatic negotiation of the software robot. Establishing a rule base is the
acquisition, induction, and organization of knowledge related to order processing. It requires learning and analyzing the problems
and related materials to be solved, simulating the actual process of order processing, and extracting useful processing rules and
processes from it. The rules in the system are not organized in a simple list form, but have a certain hierarchical structure. This
way, when using these rules for reasoning, the hierarchy is clear and it is easy to modify and add rules. The hierarchical structure
of the rules referred to here is to simulate the thinking activities of the human brain in the process of order processing, and organize
them in a certain way. Based on the basic rules of order processing, the process of order processing, the rational performance of
the order and the possibility of necessary events, so as to realize the structure of the reasoning machine. Expands the application
of Chatbot ALICE, and provides a new tool for real-time online negotiation and negotiation of e-commerce order processing.
The core part of the e-commerce order processing software robot is the human-machine automatic interaction module. Database
module, knowledge base module and rule base module provide the necessary data, knowledge and rule basis for its realization, while
the implementation of reasoning machine provides the possibility for the intelligence and dynamic interaction of human-machine
automatic interaction module.

Key words: Software robots, E-commerce, Real time processing of orders, Online negotiation, Negotiate reasoning

1. Introduction. With the development of computer technology and network technology, the development
of e-commerce advances rapidly. E-commerce can reduce costs, reduce inventory, save time, and so on, but it also
faces many problems, among them, the order processing transaction in the high cost, low efficiency is especially
obvious. The widespread market of e-commerce has led to increasing demands and expectations from people. At
present, the problems faced by e-commerce websites in order processing transactions and the resulting defects
of high cost and low efficiency are becoming increasingly apparent [1]. Currently, after consumers place orders
through business websites, merchants will confirm the authenticity of the order and negotiate specific matters
on the order through phone or email. In the face of fierce global market competition, every merchant should
respond promptly and quickly. However, in the above-mentioned order processing process, several aspects are
far from meeting the needs of rapidly developing information technology and increasingly competitive online
commerce [2]. Therefore, it is extremely important to design man-machine dialogue software robot based on
rules and reasoning mechanism, which can free people from order processing; increase the real-time, accuracy
and dynamic interaction of order processing; reduce the operating cost of merchants; realize the characteristic
service of merchants and the personalized needs of buyers. The research and implementation of this real-time
and online man-machine negotiation platform is one of the challenging research topics in e-commerce order
processing. Firstly, when a consumer places an order, they are faced with a pre designed business website
by the merchant, which includes static information such as description information of various products, prices
of products, and fixed delivery times in fixed areas. Consumers have only two choices: accept or not, and
cannot make personalized special requirements based on their own situation. Moreover, consumers are not
aware at the time whether the order can be fulfilled in a timely manner, that is, the order is fulfilled. Secondly,
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although online commerce based on phone and email can solve negotiation issues after placing an order, not all
consumers are willing or have time to interact with merchants after placing an order. In addition, in order to
improve online sales and market competitiveness, businesses need to provide online and offline services 24 hours
a day, 7 days a week. This undoubtedly increases the operating costs of businesses, and due to the negligence
of staff operations, timely and accurate services may not be possible. E-commerce is a further extension of
human commodity buying and selling activities, which is changing the business operation mode of enterprises
and people’s economic lifestyle [3]. However, e-commerce, which is currently in its early stages of development,
only provides functions such as information dissemination, the use of electronic currency, the sale and purchase
of fixed price goods, and the fixed delivery capacity in fixed areas, lacking the intelligent negotiation part in
traditional business activities. Secondly, the marketing philosophy has shifted from traditional 4P (Product,
Price, Place, Promotion) to 4C (Customer, Convention, Cost. Communication), and this shift in marketing
philosophy has put forward new demands for the operation of business websites [4]. The 4C theory needs
to consider both consumer needs and corporate profits, so business websites should be customer-centric and
constantly consider consumer needs while ensuring their own profits. Therefore, in order to solve the problems
in the order processing process of e-commerce websites, providing efficient e-commerce transaction platforms
with online negotiation mechanisms for merchants and customers can promote the further development of e-
commerce, at the same time, it can realize personified real-time processing of orders. Therefore, it is necessary to
design a human-computer dialogue software robot for e-commerce order processing based on rules and reasoning
mechanism. Software robots are not fatigued and are based on a powerful real-time and dynamically updated
database and rule base in the backend, enabling e-commerce websites to provide real-time, accurate, and error
free online order processing services, which can promote the automation and intelligence of product buying
and selling in e-commerce. Therefore, the implementation of human-machine dialogue software robots can
free people from the process of order processing; Increase the real-time, accuracy, and dynamic interactivity
of order processing; Reduce the operating costs of businesses: Achieve unique services for businesses and
personalized customer needs, thereby increasing consumer satisfaction. The research and implementation of
this real-time and online human-machine negotiation platform is one of the challenging research topics in e-
commerce order processing [5,6]. At present, the research on negotiation reasoning mainly focuses on automatic
negotiation model, interactive multi-objective negotiation model, negotiation support system, virtual reality
technology, anthropomorphic human-computer interaction Agent, business auction system based on Agent
technology, online bidding system based on XML technology, etc. The auction on Internet was so great success
that some researchers believe that the auction is the only effective negotiation mechanism in e-commerce. The
information integration in the real-time order processing system is also deeply concerned. The application of
ALICE research is also very extensive.

This paper adopts JAVAPROGRAMD and AIML technology, using database technology, knowledge base
principle, reasoning rules and reasoning strategy, and designs the structure, workflow, knowledge processing
process of the software robot and the reasoning machine to support man-machine automatic negotiation. It
has expanded the application of chatbot ALICE and provides a new tool for real-time online negotiation and
negotiation of e-commerce order processing.

2. Literature Review. In order to solve the problems in the process of order processing of e-commerce
websites, it is extremely important to provide efficient man-machine dialogue software robot with online nego-
tiation mechanism to design man-machine dialogue software robot based on rules and reasoning mechanism.

At present, due to the research and implementation of internal and external e-commerce order processing,
there is a research on the order processing process of the supply chain based on Finite-state machine. ”Most of
the order processing is mainly online, that is, not real-time online order processing. For example, the world’s
largest Chinese online book and video store, Dangdang.com, eGuo.com Mall, Gome Appliances, TOM Mall,
Joyo Network, and so on, the shopping process of these websites generally includes: Logging in, selecting
products, registering, logging in, filling out orders, and confirming payment methods, all these websites provide
only the function of placing orders online through the network environment, without providing timely online
negotiation and order confirmation when customers place orders, in this case, the so-called order processing is
carried out manually offline, and the order processing personnel check the content of the order, including whether
the goods ordered by the customer have sufficient supply and whether they can be delivered to the customer’s
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designated receiving location on time, which is the effective fulfillment of the order [7]. In this case, whether
the order placed by the customer can be effectively fulfilled depends on whether the customer can provide the
processing result of an order through email or phone on the order after the above processing is completed offline.
At present, the real-time and online part of e-commerce online shopping includes the rationality verification
of order content and the provision of online electronic payment function when placing orders. Among them,
the rationality verification of order content does not refer to the verification of information that affects order
fulfillment, but rather to the verification of the validity of the data by the business website according to certain
rules when filling out the order, including the type of data, the number of digits of the ID number, whether the
contact phone number and email address are correct, and so on. Online payment is based on financial electronic
networks, using commercial electronic tools and various transaction cards as media, and using computer and
communication technology as means to store electronic data in the computer system of banks, and it is a means
of circulation and payment through electronic information transmission through computer network systems.
Online payments circulate through electronic currency, which is a cash currency that exists in electronic digital
form [8]. At present, research on online electronic payments mainly focuses on payment gateways, electronic
banking, electronic wallets, electronic checks, and so on. The various online payment methods launched by the
financial system are becoming increasingly perfect, which has invisibly played a role in promoting the rapid
growth of online shopping. The C2it online payment service launched by Citibank in the United States can
help customers establish an online account, and customers can easily complete payment procedures without
entering their credit card number or bank account information each time they make a payment. Nevertheless,
online electronic payment is also carried out when the order has not been confirmed to be fulfilled, adopting
a mechanism of payment before delivery. The condition for its smooth execution is that both parties assume
that the order will be fulfilled, but this process undoubtedly increases the uncertainty of order processing [9].

Electronic commerce order processing software robot is the core part of the man-machine automatic inter-
action module, database module, knowledge base module and the corresponding rule base module, provides
the necessary data, knowledge and rules basis, and the implementation of the reasoning machine automatic
interaction module provides the intelligence, dynamic interaction. The first step of establishing the rule base is
to acquire, summarize and organize the knowledge of order processing. It is necessary to study and analyze the
problems and relevant materials to be solved, simulate the actual processing process of the order, and extract
useful processing rules and processes from it. The rules in the system are not organized in the form of a simple
list, but in a certain way, based on the basic rules of order processing, with the process of order processing,
the rational performance of orders and the possibility of necessary events as the reasoning mechanism, so as to
realize the structure of the reasoning machine.

Software robots actually refer to a program that can simulate an operator’s operation, and can automatically
complete a certain operation without human participation, thus replacing some of the human work. The
current research on software robots mainly focuses on search engine software robots (Ulika, Spider, CyBot,
MetaCrawler), shopping software robots (AcsesBookfinder), and chat software robots (Eliza, ALICE). The
shopping software robot applied in e-commerce is particularly eye-catching, as it not only helps buyers find
the most cost-effective price, but also automatically orders this product when the best performance price
ratio is found. This software robot has certain advantages when ordering goods, but when customers cannot
determine whether their orders can be fulfilled in a timely manner in order to ensure that they can purchase
the goods, they will place the same order on multiple websites. Therefore, orders that are not processed in a
timely manner can cause false demand for businesses [10,11]. The real-time order processing software robot is
mainly responsible for obtaining customer ordering information, logistics and distribution arrangement results
of e-commerce websites, and providing customers with negotiation information about the positioning results of
supply points and the selection results of third-party logistics and distribution centers.

With the development of computer technology and network technology, the development of e-commerce
has made rapid progress. E-commerce can reduce costs, reduce inventory, and save time, but it also faces
many problems, among them, the high cost and low efficiency in order processing transactions are particularly
evident. Currently, after consumers place orders on the website, merchants will confirm the authenticity of the
order and negotiate specific matters on the order through phone calls, text messages, and emails. In the face
of fierce global market competition, every merchant should make timely and rapid responses, and in the above
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Fig. 3.1: Real time processing process of e-commerce orders

processing process, it is far from meeting the needs of online commerce. With the development of computer
technology and network technology, the development of e-commerce has made rapid progress. E-commerce can
reduce costs, reduce inventory, and save time, but there are also many problems, among which the high cost
and low efficiency in order processing transactions are particularly evident. Currently, after consumers place
orders on the website, merchants will confirm the authenticity of the order and negotiate specific matters on
the order through phone calls, text messages, and emails. In the face of fierce global market competition, every
merchant should make timely and rapid responses, and in the above processing process, it is far from meeting the
needs of online commerce. Therefore, the structure of the human-machine dialogue software robot, inference
rules and inference machines supporting human-machine automatic negotiation, have been designed, expanding
the application scope of the chat robot ALICE, and providing new tools for real-time online negotiation and
negotiation of e-commerce order processing [12].

3. Methods.

3.1. Determine system boundaries . Determining system boundaries means identifying what is inside
and outside the system, and determining their relationships, but it is necessary to consider interface or infor-
mation transfer issues within and outside the system. The location and information interaction relationship of
this system in real-time processing of e-commerce orders are shown in Figure 3.1 [13].

This system is a man-machine dialogue system, in the running process of the Web application, from the
customer login business website, to select goods with the server software robot after many negotiations, the
system needs to remember to interact with it customers which one, what interaction behavior, namely the
customer behavior, this requires business website web application ability to record and track the session. Even
though the customer visits hundreds of web pages on the website and orders dozens of goods, after many
negotiations with the software robot on the server side, the system can remember all the goods the customer
wants to buy and the specific customers and relevant information they interact with.However, the construction
and development of the website is based on HTTP protocol, and HTTP itself is a stateless protocol, namely
there is no memory function, which means that it cannot each customer a request with another request, they
use different ports at different times, so the server has no association about the request. In order to enable the
system to remember that the customer who chose the product and the customer who negotiated with it are
the same customer, and to record the relevant information in the negotiation process, the conversation tracking
mechanism should be adopted to solve this problem.

Session tracking is the process of recording a customer logically associated with different access requests
over a period of time. Sessions can be tracked through the customer’s only-ID at each service request. Each
session is identified by a unique session ID, used to track multiple requests sent from the same customer to the
server, and to associate the customer with his session data.

3.2. System design of human-machine dialogue software robot. The system is divided into two
parts for design and development, including web applications and EJBs. The system adopts Uml for system
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Fig. 3.2: Component Relationship Diagram

Fig. 3.3: Structure of human-machine dialogue software robot

analysis, while applying a modular design concept, and adopts Java. Jsp for system implementation [14].

(1) Design of System EJBs Model. The data objects involved in this system include User, Good, and Order,
and three EntityBeans (UserEJBs, BookEJBs, and OrderEJBs, all of which are CMP types) were designed,
each EntityBean has a table corresponding to it in the database, and each instance of EntityBean corresponds
to a row of data in the Table.

The system accesses entity beans in the form of session beans. In this system, two types of session beans
are used, stateful session beans representing shopping carts and stateless session beans representing evaluators.
The component relationship is shown in Figure 3.2 [15].

(2) The structure of human-machine dialogue software robot. The main task of implementing human-
machine dialogue software robots is to create a, when interested in purchasing goods, but unable to determine
whether the merchant has sufficient supply of goods and can fulfill the order at the designated time and loca-
tion, real-time online negotiation is conducted with the merchant to sign the order under mutually acceptable
conditions. The structure of the human-machine dialogue software robot is shown in Figure 3.3 [16].

(3) Design of Robot Analysis Mechanism for Human Machine Dialogue Software. Information analysis is one
of the most important parts of the personification real-time processing of e-commerce orders, mainly providing
four functions: 1) Analyze the original information of orders received by the website, including the analysis
of delivery time and location; 2) Analyze the processing results of the supply point positioning software body;
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Fig. 3.4: Information Analysis Mechanism Structure of Original Orders

Fig. 3.5: Product Replacement Search Process

3) Analyze the processing results of selecting software entities for third-party logistics centers; 4) Combine the
response and return to the knowledge base to perform secondary parsing on the processing results of 2) and 3),
in order to obtain a humanized human-machine negotiation result. Therefore, in the information input interface
section, it is necessary to implement the classification of received information, and input corresponding parsing
rules based on the classified results for parsing, while providing the parsing results. When parsing the original
order, the parsing mechanism structure is shown in Figure 3.4 [17].

(4) Reasoning Rule Design. If the user wants to buy 100<JSP Introduction and Improvement), after the
first human-machine negotiation, the feedback information shows that the customerQuan (quantity of goods
ordered by the user) is greater than the supplyQuan (quantity of goods available in the supply point positioning
software), and the ten digit code of ”JSP Introduction and Improvement” is N002C1P1W3l0, then search for
books that match or approximate N002C1P1W3 in the product library, as shown in Figure 3.5 [18].

In the process of product substitution, the substitution rules used are from precise matching to approximate
matching. The rule execution process is as follows: When substitution behavior occurs, first search according to
the taxi system code of the book that the user wants to purchase. For example, N0O2C1P1W3, if the quantity
requirement is met, the search will be stopped. Otherwise, the matching conditions will be relaxed and similar
matching rules will be implemented. Regarding the different importance of the four types of coding rules in
the ten digit system, while ensuring that the category of the ordered book remains unchanged, perform similar
matching in the following order, namely N0O2C1P1... - N002C1... - N002... During the search process, as
long as the required quantity is met, exit the search and output the product ID and quantity that meet the
conditions [19].
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Table 4.1: Function Table of Java Class in Inference Machine

Java class function
resSupply. java Call the supply point positioning software body to select the supply point, and return the quantity and

time of goods provided by the supply point
judgeSupply. java Judge the processing results of the supply point positioning software, that is, judge the quantity and

time. If the quantity is not enough, replace the product. If the time cannot be met, negotiate the time
and call the corresponding user negotiation interface

goodReplace. java The product substitution module mainly performs substitution queries based on the coding rules of the
product, and the query process is dynamic, from precise matching to approximate matching as needed

t imneReplace. java Time change negotiation may occur after the supplier locates the software body, or after the third-party
logistics center selects the software body

resTpl. java Call the third-party logistics center software to perform logistics delivery and return the available logistics
delivery time

jukgeTpL java Judge the processing results of the third-party logistics center software body to determine whether there
has been a time change negotiation. If necessary, call the corresponding negotiation interface

orderOk. java Accept order, update order6 data table, delete temporary data table
orderEnd. java Cancel the order, update the order6 data table, and delete the temporary data table

4. Implementation of inference engine in human-machine negotiation. The core part of the e-
commerce order processing software robot is the human-machine automatic interaction module. The database
module, knowledge base module, and rule base module provide necessary data, knowledge, and rule basis for its
implementation, while the implementation of the inference machine provides the possibility for the intelligence
and dynamic interaction of the human-machine automatic interaction module.

Establishing a rule base is the acquisition, induction, and organization of knowledge related to order
processing, it requires learning and analyzing the problems and related materials to be solved, simulating the
actual process of order processing, and extracting useful processing rules and processes from it. The rules in the
system are not organized in a simple list form, but have a certain hierarchical structure. This way, when using
these rules for reasoning, the hierarchy is clear and it is easy to modify and add rules. When modifying, you
only need to modify the rules at a specific level without modifying or changing the rules at other levels. The
hierarchical structure of the rules referred to here simulates the thinking activities of the human brain during
the order processing process, and organized in a certain way, based on the basic rules of order processing,
the inference mechanism is based on the process of order processing, the reasonable fulfillment of orders, and
the possibility of necessary events, to achieve the structure of the inference machine. When designing the
inference engine structure, the inference process that handles the same problem is implemented as a class, and
the processing situations with the same probability of occurrence are implemented as classes at the same level.
The general form of rules in this system is: (IF<state judgment) (THEN<operation 1>ELSE<operation 2).
The inference engine of this system is written in Java language. The description of the Java classes inside the
inference machine is shown in Table 4.1 [20].

5. Conclusion. With the development of computer technology and network technology, the development
of e-commerce has made rapid progress. E-commerce can reduce costs, reduce inventory, and save time, but
there are also many problems, among which the high cost and low efficiency in order processing transactions
are particularly evident. Currently, after consumers place orders on the website, merchants will confirm the
authenticity of the order and negotiate specific matters on the order through phone calls, text messages, and
emails. In the face of fierce global market competition, every merchant should make timely and rapid responses,
and in the above processing process, it is far from meeting the needs of online commerce. Therefore, the
structure of the human-machine dialogue software robot, inference rules supporting human-machine automatic
negotiation, and inference machine have been designed, expanding the application scope of the chat robot
ALICE, provides new tools for real-time online negotiation and negotiation of e-commerce order processing.
The core part of the e-commerce order processing software robot is the human-machine automatic interaction
module. Database module, knowledge base module and rule base module provide the necessary data, knowledge
and rule basis for its realization, while the implementation of reasoning machine provides the possibility for
the intelligence and dynamic interaction of human-machine automatic interaction module. How to use natural
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language to negotiate with human-machine dialogue software robots for order processing in e-commerce is a
challenging research direction with broad application prospects, and further in-depth research is needed.
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INTELLIGENT ALGORITHM OPERATION AND DATA MANAGEMENT OF
ELECTROMECHANICAL ENGINEERING POWER COMMUNICATION NETWORK

BASED ON THE INTERNET OF THINGS

YING LI∗, WENJING QU†, AND ZHENQIANG ZHANG‡

Abstract. With the rapid development and gradual popularization of Internet of Things technology, it is necessary to
provide necessary Operation and Maintenance (O&M) services and data control for electromechanical engineering to maintain the
normal function of the power system. This paper does the following research to carry out orderly and standardized management
of related communication resources in power communication networks, conduct closed-loop and process-oriented management of
communication O&M work, and ensure the safe, stable, and economical operation of power grids in electromechanical engineering.
Firstly, the technology selection, algorithm implementation, solutions, and other related technologies that may be used in the
platform design and implementation process are introduced and selected. Secondly, the research and call logic of the design and
implementation of related algorithms for intelligent O&M are introduced. It includes the design and implementation of anomaly
detection algorithms to monitor equipment health status and the design and construction of fault diagnosis algorithms for abnormal
analysis. Finally, the simulation experiment of the proposed processing scheme is carried out on the Mininet simulation network
to prove that the proposed scheme can provide a better anonymization effect when introducing low latency. The results show
that the design of the gateway system realizes the module applications of the system, such as user, data storage, O&M, and fault
management. Based on the technical selection, the algorithm is implemented and optimized, and the call logic of the algorithm
is implemented in the O&M module. Simulation verifies that the anonymization algorithm can complete the mapping without
introducing an additional delay of more than 3%.

Key words: Internet of things, electromechanical engineering, power communication networks, intelligent operation and
maintenance, data control

1. Introduction. The safety and stability control system and dispatching automation system of the power
communication network and power system are important supports for maintaining the safe production of the
power system. Also, it is the basis for grid dispatching automation, marketization of power grid operation,
and modernization of management and provides important maintenance means to ensure the safe, stable, and
economic operation of the power grid . Orderly and standardized management of relevant communication
resources in power communication networks, centralized and intelligent monitoring of communication equip-
ment and communication services, closed-loop and process-oriented management of communication Operation
and Maintenance (O&M) work, and the formation of intelligent, integrated, and automated intelligent full-
process management and control network of power communication network are effective means to improve
work efficiency and ensure the safe operation of communication equipment [1].

This paper confirms and analyzes the O&M requirements and O&M status of electromechanical equipment
and studies the implementation direction and system architecture innovation of intelligent O&M and Internet
of Things (IoT) systems. Then, the overall system is designed and implemented with the idea of microservices,
and the architecture pattern of microservices is formed. Platform services are provided through the architecture
pattern, forming a low-coupling structure to meet the needs of convenience and scalability. Next, the box-plot,
time series anomaly detection algorithm, and isolated forest algorithm are studied and presented separately.
After testing and evaluating the characteristics of the three algorithms, a hierarchical intelligent detection
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mechanism is designed to cope with the needs of anomaly detection in different situations. After anomalies
are detected, a Decision Tree (DT) algorithm is used to troubleshoot based on anomalous data. It realizes the
intelligent O&M of the system.

Data control opens up some data center interfaces. In this case, the data center of the power communication
network will be significantly more likely to be attacked, and the attack methods will be very different. Data
center traffic needs to be dynamically processed to prevent grid data from being improperly stolen or leaked
during transmission. Through the centralized dynamic management and control capability provided by Software
Defined Network (SDN), the efficient and fine-grained anonymization of data transmission is completed to
achieve the purpose of security protection of power communication networks.

2. Literature Review. The IoT is a new industrial concept based on the concept of the Internet. It
consists of the Internet as the core of interaction and the basis of communication. IoT involves industrial,
home, medical, and logistics aspects. It is a network that interconnects the entire society. According to
Muteba’s research, the number of IoT devices worldwide was expected to reach 22 billion by 2025 [2]. Jalali
said that the domestic output of the IoT industry was growing at a rapid rate of 20% per year, and the types
and number of IoT devices were growing exponentially [3].

Algorithmic Intellectual Property Operations is an O&M with algorithms as the core. It is the latest O&M
mode formed by O&M services with the continuous development of computing power, equipment, and concepts.
At present, domestic and international intelligent O&M services are often integrated on large-scale platforms.
For example, in the Amazon Web Services provided by Wei, the intelligent O&M function is only the overall
edge function of the platform. The O&M function is relatively simple. The platform includes many functions
not required by intelligent O&M services, which are prone to additional overhead [4]. You proposed a new
architectural pattern that is different from traditional monolithic architecture. Its main feature is the division
and treatment of system functions. The system’s overall function is split, and the single function of the split is
realized in a monolithic architecture pattern [5].

Network traffic control includes private information such as IP addresses and network ports of network
users. If maliciously detected and analyzed by the outside world, it will cause the leakage of this information,
violating user privacy and even trade secrets. Hammoudeh proposed the idea of using the programmability of
SDN for anonymous services. It realized the hiding of network resources through address mapping [6]. Later,
Iordache proposed some other anonymization algorithms. These algorithms achieve the purpose of shielding
private information from the outside world by hashing information such as IP addresses to varying degrees.
Meanwhile, some algorithms reduce the impact of anonymization operations on performance by caching [7].

Compared with foreign network management research and network management system development,
China started late. After more than ten years of construction, China’s network management standardization
research has also achieved great results. However, the current intelligent O&M platform pays little attention
to the emerging industry of the IoT. Besides, the current domestic and international intelligent O&M services
are relatively simple O&M functions. The platform as a whole includes many functions that are not required
by intelligent O&M services, which is prone to additional overhead. It can be seen that the intelligent O&M
platforms on the market cannot meet the requirements. So, the innovation points here are as follows. First,
the intelligent O&M mode is combined with the IoT industry to realize an intelligent O&M platform focusing
on IoT devices’ monitoring and O&M services. Second, it is very necessary and meaningful research to ensure
the lightweight and scalability of the management and control platform. At present, the lack of this part of
the content on the market should be filled to meet the overall development trend of the IoT. Third, anomaly
detection depends on the implementation and optimization of algorithms. However, no one algorithm is suit-
able for all anomaly detection scenarios. Therefore, this paper selects and combines algorithms to achieve the
optimal detection function.

3. Methods and materials.

3.1. Technologies related to the intelligent O&M platform of the power grid.

3.1.1. Microservices architecture. The microservice architecture realizes convenient development and
flexible deployment and improves the system’s scalability by redefining the separation and communication of
services [8]. It is proposed that the power grid intelligent O&M platform has requirements for lightweight and
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Fig. 3.1: Spring Cloud framework architecture diagram (NGINX (engine x): High-performance HTTP and
reverse proxy web servers)

Fig. 3.2: Database storage structure

flexibility. The microservice architecture can realize the design of the system platform and further extend the
system for this. As a result, the microservice system architecture is used to build the server-side system.

Spring Cloud is a mature framework that combines various mainstream frameworks. The implementation
of individual services relies on the Spring Boot framework of the same company. Figure 1 shows the Spring
Cloud framework architecture.

The Spring Cloud framework integrates with current mainstream third-party components or frameworks
to provide microservices infrastructure capabilities. It encapsulates third-party components or frameworks
during the integration process, shields the internal complex configuration and implementation principles, and
forms a simple, reliable, and mainstream microservice system framework. There are specific requirements for
lightweight deployment in the scenario of intelligent O&M for IoT devices. The non-intrusive Istio framework
is not suitable for additional deployment tasks. The system studied here is designed and implemented based on
the Java language, so there is no need for the Thrift system for microservice communication between multiple
languages. Finally, Spring Cloud integrates many of the current mainstream components and frameworks.
Additionally, it is widely used. As for stability and community considerations, Dubbo, as a recently restarted
project, is far inferior to Spring Cloud.

3.1.2. Relational databases. Relational databases store data in a relational model. The data location
is located by rows and columns inside the database. Several rows and columns form a table, and multiple tables
form a database [9]. Figure 3.2 displays the database storage structure.

The basic data storage unit for Mongo (Humongous) is a document. Its structure uses a Binary Serialized
Document Format similar to JavaScript Object Notation. As a mainstream document-based database, Mongo
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Fig. 3.3: SDN three-layer network architecture

is convenient to store and read quickly. It is suitable for large-scale data storage.

3.1.3. Intelligent O&M algorithm.
1. Isolation Forest (iForest) is a fast anomaly detection algorithm. The basic idea of the algorithm is

ensemble learning, so it has certain advantages in linear time complexity and accuracy [10]. The
rationale for iForest is to define anomalies as “outliers that are easily isolated.” Each data point
is divided into a separate space by constantly cutting the data space from different characteristics.
Multiple cuts are required, and sparsely distributed points can be divided into space by a few cuts [11].

2. DT is a commonly used classification method. Through the classification results of known data and
the corresponding occurrence probability, the logical judgment of if-then-else is constructed by the
effect of factoring. The classification method of sample data is obtained. DT is an algorithm based
on probabilistic analysis [12]. In constructing if-then-else logic, binary trees are usually used as logical
structures, so the resulting algorithm is called a DT.

3. Box-plot is a statistical map based on statistical principles to show data distribution. The box-plot
can display the distribution characteristics of the data to judge the two data with a small probability
of abnormalities to achieve anomaly detection [13]. The plot of the box-plot is achieved by quartiles,
which reduce the influence of extreme values in the sample data with quartiles. The distance judges
anomalies from the upper and lower quartiles.

3.2. Technologies related to power grid data management and control.

3.2.1. Data center software definition. The existing power communication network architecture is a
three-layer architecture built on the extended tree protocol. The transmission of data packets is completed
through various transmission protocols [14]. However, with the increasing scale of the IoT and massive data,
the routing tables in routers are becoming increasingly complex, which brings many problems to the current
network framework. When tuning network devices, network administrators must configure each switch or router
one by one using the command line [15]. The SDN concept is designed to solve this type of problem. Figure 3
presents the SDN three-layer network architecture.

SDN is a network virtualization technology. It strips the control functions of traditional switches and
separates the data plane and control plane. SDN entrusts the function of decision control to the control layer
and uses the open interface provided by the control layer to complete the delivery of decisions [16]. The network
layer data of data center traffic is processed through the SDN network, combined with pooled IP. The data
center’s security is ensured by decoupling the internal organization of the data center from the outside world.
Figure 4 shows the specific structure diagram of the communication data center.

The network layer mainly has two parts, and one is SDN-based data center control network feeding. The cen-
tral node discovery and the message transmission are part of the Peer-to-Peer network composed of blockchain
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Fig. 3.4: Specific structure diagram of the communication data center

nodes responsible for node discovery, message propagation, and transmission protocol parsing in blockchain
nodes [17]. The consensus layer and the data layer form the core of the blockchain data protection mechanism.
The consensus layer improves the Delegated Proof of Stake (DPoS) algorithm. Based on the DPoS algorithm
proxy system, the consensus layer combines the Practical Byzantine Fault Tolerance algorithm to improve the
consensus efficiency and provide reliable node consensus.

3.2.2. Data copyright supervision mechanism. The center interacts with institutions in real time to
fetch the returned data. These two methods are shown in Figure 3.5 for the data flow process.

The data itself has the characteristics of reproducibility and easy processing. In addition, the “see and own”
nature of data makes it easier to own data than traditional goods. Agencies can move data at a lower cost [18].

4. Model design.

4.1. Simulation design of intelligent O&M service of power communication network. In the
process of system implementation, for the consideration of applicability, the minimum available basic functions
of anomaly detection should be provided for various types of IoT devices. As a classical algorithm with
simple implementation, stable performance, and low requirements for data characteristics, box-plot has specific
usability and wide applicability, which is suitable for the needs of this scenario. Therefore, the box-plot is
selected as the basic algorithm for system anomaly detection. Table 4.1 records the relationship between the
number of box-plot scenarios and the fluctuation of the detection accuracy of a single indicator.
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Fig. 3.5: Central interaction and real-time interactive data flow architecture diagram

Table 4.1: Box-plot sample number and detection fluctuation table

Number of scenes 50 250 750 1,500 2,500 3,500 4,500 5,500

Correct rate variance 0.045 0.017 0.014 0.006 0.002 0.006 0.012 0.008

Box-plot calculation formulas have inherent flaws. The data features cannot be effectively distinguished
when the sample size is small. When the sample size is large, overfitting problems are prone to occur.

The data synchronization scheme in the data distribution scenario is designed, and the combination of
synchronous calls and asynchronous callbacks is decided. Based on the message queuing transaction solution,
the synchronous/asynchronous call method is improved to ensure that data can be successfully distributed to
each node. Data is successfully synchronized to ensure data consistency. The specific implementation logic is
demonstrated in Figure 4.1.

1. The first is the transmission of the O&M module. As the main functional module of the system, the
O&M module has a higher priority than the data module. As data is the most critical dependency
element of the O&M module, the real-time and accuracy of data transmission must be guaranteed.

2. The second is the transmission of data modules. The data module has a lower priority than the
O&M module in system function priority. There are no requirements for data real-time. Therefore,
the method of combining asynchronous call and callback confirmation is used to ensure the successful
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Fig. 4.1: Synchronous and asynchronous call logic flowchart (subscriber management system)

transmission of data and data consistency.
3. The callback part receives an acknowledgment request after the data module receives the data. The

acknowledgment request contains the device number and data timestamp. After the callback function
receives the acknowledgment request, the corresponding data is deleted from the Redis cache. The
data with the timestamp before the current callback data time cut-off is retrieved from the collection.
It is the data that occurred before but still did not receive the callback acknowledgment.

The combination of synchronous transmission and asynchronous transmission ensures data consistency
during data distribution between O&M modules and data modules, saving system overhead and shortening the
time of data synchronization.

4.2. Data control center anonymization processing experimental simulation. This experiment
studies the data anonymization guarantee scheme in the electromechanical engineering power system environ-
ment. The coupling relationship between network traffic is reduced by hashing and encrypting information
such as account addresses and data payloads of data packets. The risk of improper in-depth analysis of data
packets by the outside world is reduced to achieve the purpose of not leaking the internal information of the
data control center.

The data anonymization solution is based on the SDN network. The pooled IP address is mapped in the
egress switch of the data center to achieve the purpose of anonymization. Figure 4.2 shows the architecture of
the anonymous service system.

SDN networks have the characteristics of centralized management and programmability, which can be used
to deliver data at the data center egress gateway without the introduction of additional hardware devices. The
topology and network information inside the data center can be completely shielded from the outside. The
anonymization service component AnonyService is mounted on the SDN controller of the data center network.
The main function of this component is to complete the mapping between Routable IP Address (RIPA) and
Machine IP Address (MIPA) and the corresponding flow table delivery. MIPA is the actual address of the data
center server, which is only perceived inside the data center and is shielded from the outside world. RIPA is an
IP address that the outside world can access. After the controller calculates the mapping relationship between
the two, it generates a flow table and delivers it.

When new traffic arrives, it determines whether the current anonymized flow table exceeds the given
threshold. If it is exceeded, the timeout table is dropped. After that, determine whether the threshold has
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Fig. 4.2: Data center anonymous service system architecture

Table 4.2: Mapping algorithm pseudocode

Start
Input: Network traffic sequence S
Output: Anonymized flow table
Begin
If AnonyService.use >= max_capacity then

AnonyService.delete_by_time);
If AnonyService.use >= max_capacity then
AnonyService.destory);

If flow_entry !- null;
AnonyService.destory();
AnonyService.init(max_capacity);
index-(src_ip.hashcode+timestamp)%anonylPs.current_size;
new_src_ip=anonyIPs.get(index);
flow_entry=AnonyService.generate_flow_entry(src_ip,
new_src_ip, timestemp);insert_entry(flow_entry);

End if
End if

End if
End

been exceeded. If it is still exceeded, a new discarded current mapping is created. The flow table is emptied,
and the process is repeated. Table 2 illustrates the mapping algorithm pseudocode.

The main operations of this mapping algorithm are as follows. The first is service initialization, which is
responsible for creating the initial flow table and configuring the flow table threshold. The second is invalid
stream table cleanup, which is responsible for clearing stream table entries that have not been matched within
a period. Unlike the expiration time specified during the flow table configuration, this cleanup is an overall
active cleanup to reduce the space footprint within the switch. The third is flow table emptying. If the switch
space is still occupied after the invalid flow table cleanup, the flow table emptying operation will begin. The
memory space occupied by the flow table is reclaimed, and a service initialization is triggered after recycling.
The fourth is flow table lookup, which is mainly to find whether there is already a corresponding flow table
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Fig. 5.1: Detection accuracy and quantitative bounds of samples under different quantities

entry based on the anonymous source IP address according to the need. If there is one, return it directly. The
fifth is flow table insertion. This part is mainly for new traffic. It inserts the anonymized IP address into the
switch flow table.

5. Results.

5.1. Intelligent operation platform algorithm implementation and optimization. The total num-
ber of trees in the forest affects the accuracy of the system’s detection. The detection results obtained by
ensemble learning with enough isolated trees are more accurate. In addition, the total number of trees also
affects the system’s performance. Too many trees cause additional overhead to the system and affect the sys-
tem’s overall performance. Therefore, the number of trees in isolated forests needs to be studied to achieve
optimal detection results and minimize the waste of system resources. The most stable quantitative boundary
is obtained by studying the fluctuation of the detection accuracy of samples under different quantities. The
results of the study after several tests are plotted in Figure 5.1.

From Figure 5.1, when the number of binary trees is less than 700, the variance of the accuracy rate is at
a large value, indicating that the anomaly detection is relatively unstable. When the number of binary trees
reaches 700, the accuracy variance is relatively small. The variance corresponding to the subsequent quantity
also fluctuates within a small range, and the variance as a whole shows the nature of convergence and stability.
When the number reaches 700, the detection effect of the system is stable. Adding more trees in the future does
not significantly improve the detection effect, which will cause additional unnecessary overhead to the system.
Therefore, 700 is selected as the number of binary trees in implementing the iForest algorithm.

Apache Jmeter is used to perform network stress tests on the system. The concurrent threads are created.
Users are impersonated to access server ports. A stress test is conducted. The test environment is an i5
processor and 8G memory in a Windows environment. The final stress test results are revealed in Figure 5.2.

From Figure 5.2, when the number of concurrencies exceeds 2,000, the proportion of error requests and
system response time increase significantly. According to the test results, it is concluded that when the con-
current requests are less than 2,000, the system’s high availability can be guaranteed. Creating a cluster can
improve system availability when requests are more than 2,000.

The test data set is used to detect anomaly detection performance and test the accuracy of different levels
of anomaly detection function. The test results are shown in Figure 5.3.

5.2. Power communication network data analysis. Iperf simulated network traffic is tested to study
the impact of anonymization schemes on response times for external requests. During the simulation, a delay
of 1 ms between the client and the data center is set. Different traffic rates are sent through control flow
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Fig. 5.2: Final stress test results

Fig. 5.3: According to the test results, the box-plot has a specific usability when the sample data is small, which
is suitable for early anomaly detection. Autoregressive Integrated Moving Average Model (ARIMA) detection
accuracy is relatively stable and remains high. Combining ARIMA with iForest will reduce the accuracy due
to false positives of the iForest algorithm when the sample size is small.

clients to test responses under various network stresses. For each flow rate, experiment one min and repeat the
experiment ten times. The delay of the flow rate in each experiment is counted. Figure 5.4 shows the delay
statistics.

From Figure 5.4, with or without anonymization, the response time is slightly over 1 ms. As data traffic
grows, response times tend to rise. This shows that the network delay (1 ms) of the outgoing client access data
center, and the internal response time of the data center is very low, about the order of 10us. The experiment
is relatively small, so the delay and jitter variation of data transmission are very small. However, it can be
seen overall that the loss of response time caused by anonymization processing is very small. When the data
flow rate is less than 50 Mbps, the internal latency of the data center without anonymization is about 0.039
ms, and the internal delay of the anonymized data center is about 0.041 ms. The response time increases by
about 5%. This performance loss is very low and within the acceptable range. The test scale is relatively small,
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Fig. 5.4: Traffic delay statistics for each experiment

so the internal latency of the data center is relatively low. Iperf statistics are not accurate enough, and the
performance impact should be lower in practice.

6. Conclusion. This paper studies the power communication network supporting the IoT. Based on this
research purpose, the research and design are carried out by combining the current relatively complete intelligent
O&M and data management concepts. The research results are as follows: (1) When the binary trees reach
700, the detection effect of the system is stable. The subsequent addition of more trees does not significantly
improve the detection effect, which will cause additional unnecessary overhead to the system. So, 700 is selected
as the number of binary trees in implementing the iForest algorithm. (2) When the concurrent requests are less
than 2,000, the system’s high availability can be guaranteed. When the number of requests exceeds 2,000, the
system availability can be improved by adding servers and creating clusters. (3) When the algorithm data is
increased to a specific value, the iForest algorithm improves the overall recognition rate of the system anomaly
detection function. Therefore, it can be considered that the graded detection method adopted by the system
is feasible and effective. (4) The internal latency of the anonymized data center is about 0.041 ms, and the
response time increases by about 5%. This performance loss is low and within acceptable limits. However, due
to the current status quo of software and hardware, there is still room for further optimization and improvement
of the platform. First, data timing has a high dependence on the network state. Once network fluctuations
occur, there will be a disorder in the data transmission process. Second, when providing O&M functions for
different devices in the current system, it is necessary to redesign the algorithm and modify the source code. In
the subsequent work, it is essential to improve the system and carry out additional design and implementation
of functions such as data timing verification and retransmission start. Moreover, it is necessary to design
and implement the algorithm training configuration module to realize the algorithm’s automatic training and
configuration call algorithm functions to improve the intelligence and automation of the system.
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ANALYSIS OF ABNORMAL FREEZING DATA AND UPDATING ALGORITHM FOR
ELECTROMECHANICAL ENERGY METER TERMINALS

SHUZHI ZHAO∗, YUE DU†, SHANSHAN HE‡, JIAO BIAN§, AND JIABO SHI¶

Abstract. Due to the rapid development of science and information technology, electricity information acquisition system
has been widely used in the electricity data collection of users. With the massive electricity data collection, it is difficult to adopt
traditional data processing methods to meet the abnormal data processing. In order to effectively mine abnormal information in
electricity consumption data, an anomaly detection model based on the Isolation Forest (iForest) algorithm is proposed. Firstly,
the daily load curve with strong regularity is used as the characteristic index of anomaly monitoring, and the users with abnormal
electricity consumption data are preliminarily screened. Secondly, on the basis of electrical variables, the suspected abnormal users
are further analyzed, and the anomaly identification model of electricity data is established to automatically classify the voltage at
the metering point. Moreover, combined with the current data, the abnormality of the electric energy metering device is identified,
and then the validity of the model is determined through on-site verification. Finally, according to the participating voltage of the
fault phase, the 96-point voltage data frozen during the failure period is analyzed and the correction coefficient is adjusted. The
results reveal that the electricity data detection model based on the iForest algorithm has significant advantages in computational
efficiency. Through the cumulative recall and Precision-Recall (P-R) curves of the model, it is found that the majority of abnormal
users can be detected only by detecting a few users with high abnormal scores, which shows that the model has high efficiency.
The decision tree algorithm combined with the current data can effectively identify the anomalies of the energy metering device,
which verifies the validity of the anomaly identification model of the electricity consumption data.

Key words: Energy meter, Electricity information acquisition system, Abnormal electricity consumption data, Isolated Forest
algorithm, Decision Tree algorithm

1. Introduction. As one of the most important technical bases in the power system, the electric energy
metering technology is constantly improving with the improvement of technical and service levels [1,2]. As
the basic equipment in the power automation system, electric energy metering plays a vital role in the power
system, mainly responsible for data reading, processing, and storage. The application of big data technology
promotes the integrity and accuracy of power-metering terminal data . The electric energy metering technology
is mainly used in the electricity information acquisition system (hereinafter referred to as the “EIAS”), which is
the basic platform for the collection of users’ electric power information and can acquire and real-time monitor
the power information of all power consumers. The measurement anomaly detection function is principally to
monitor and analyze the collected data in real-time, and report the abnormal power, load, voltage, and current
of electricity users to the EIAS [3,4].

At present, there are more and more studies on the abnormality of terminal data of energy meters in the
power system. Hasan et al. (2019) proposed a power theft detection system based on the Convolutional Neural
Network (CNN) and Long Short Term Memory (LSTM) architecture. An LSTM model based on CNN is
implemented for data classification in a smart grid. The results denoted that the proposed scheme can better
classify most ordinary users and a few users with abnormal electricity consumption data [5]. Ji et al. (2021)
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Table 2.1: Data field description of EIAS

Name Implication

ID Meter number

DATA_DATE Data acquisition time

DATA_TYPE Power type

ORG_NO Number of the power supply company

DATA_WHOLE_FLAG Data collection success identification

R1-R96 96-point load data

CONS_ID User ID

CONS_NAME User name

CONS_SORT_CODE User type

ELEC_ADDR User address

METER_ID Number of measuring points

ASSET_NO Asset number of electricity meter

put forward an estimation method for real-time robust auxiliary state for power system prediction based on the
Bayesian framework, deep learning, and Gaussian mixture model (GMM). By combining anomaly detection
technology in machine learning (ML) with GMM, abnormal data in measurement information can be accurately
determined and deleted. Numerical simulations on IEEE 118-node and IEEE 300-node test systems show that
the proposed method has high accuracy and robustness [6]. Liu et al. (2021) raised a framework based on
general data mining, which can extract typical power load patterns and discover the insightful information
hidden in the patterns. The proposed framework was applied to analyze the time series electricity data of three
practical office buildings in Chongqing, and its validity was verified [7]. Yan and Wen (2021) proposed a power
theft detector using metering data based on extreme gradient lift. Preprocessing of measurement data, including
recovery of missing and wrong values and normalization. Compared with 8 ML methods such as support vector
machine and Decision Tree (DT), the proposed method can detect power theft with higher accuracy or a lower
false alarm rate. Experimental results also manifested that the proposed method was robust when the data
was unbalanced [8].

To sum up, the current anomaly detection algorithm for the energy meter’s power system mainly constructs
a normal data model and identifies data inconsistent with the model as abnormal data, which leads to excessive
redundancy of information and low computational efficiency. At the same time, it can be found that mining
abnormal electricity consumption data is helpful to improve the efficiency of power enterprises. To improve
computing efficiency, an anomaly detection model of electricity data is established based on the Isolation Forest
(iForest) algorithm, and users suspected to be abnormal are identified through preliminary screening combined
with a daily load curve. Then, according to the electrical variable of the abnormal user, the voltage is accurately
classified by the DT algorithm and determined by combining the current data, identifying the abnormal electric
energy metering device. Ultimately, the calculation method of the correction coefficient of electric quantity is
put forward.

2. Abnormal Detection of Electricity Consumption Data Based on the iForest Algorithm.

2.1. The data basis of the model.

2.1.1. Choice of information fields for electricity consumption data. Abnormal electricity con-
sumption data shows high line loss, large loss of electricity sold, etc. The above phenomena are mainly caused
by line and equipment quality, management loopholes, energy meter quality, and abnormal consumption be-
havior. Since the daily load curve is characterized by strong regularity and a more obvious shape, anomalies
in electro-data can be found more easily. Therefore, the daily load curve is used to analyze electric power data
[9]. The fields of the initial electricity load data set selected from the EIAS are exhibited in Table 2.1:

The data set used above retains the meter number, user type, power type, 96-point load data, and other
fields [10]. The user type is three non-resident users, and the power type is positively active. Now, the main
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Table 2.2: Types of dirty data

Types
Missing Duplicate

Minimax
Load Impact

value value burr load

Presentation

The table The data Too large Data The meter
of data of the user’s or too increases or reads down
has NA electricity small decreases over a
or blank load appears power suddenly continuous

to be load between period
repeated at data adjacent of time
some point time periods

special transformer terminals used in the system are the 96 protocol and the 05 protocol. The 96 protocol can
only be used to collect the voltage, current, and electricity data of the user’s energy meter at zero. The special
transformer terminal of the 05 protocol collects the voltage, current, and energy data of the user’s energy meter
every 15 minutes, with a total of 96 points in 24 hours. To facilitate data description, the 96-point load data
are reduced to 24 points.

2.1.2. Data cleaning. In the process of dirty data processing, the types of dirty data should be analyzed
and summarized first, and then targeted processing should be carried out according to its manifestation. After
obtaining the power load data of industrial users, dirty data is identified by data specification principles.
Common types of dirty data are outlined in Table 2.2:

In the processing of dirty data, firstly, the redundant data in the data set should be deleted. In a data set,
the customer name and time uniquely determine a data record. If multiple records are the same, the redundant
data needs to be deleted. Secondly, it is necessary to maintain the integrity of the data set. The problem of
missing data in the data set must be properly handled according to the current situation. Every user must
have the electricity reading data for every hour per day. If there is a small amount of missing data, the severity
of the missing should be analyzed. The missing severity is as follows:

1. The curve is missing 20% of its reading points;
2. The curve continuously misses more than 2 consecutive readings.

If the data missing reaches the above two conditions, the user will be excluded from the research range, and
the remaining load curves containing missing data will be repaired by the multi-stage Lagrange interpolation
method. The repair of the missing value of the load curve is written as Eqaution 2.1:

Pt =

∑m1

k=1 Pt−k +
∑m2

i=1 Pt+i
m1 +m2

(2.1)

m1 and m2 refer to the number of forward periods and backward periods, and t stands for the time when
the load data is missing. After data cleaning, X is recorded as (n− λ)× 24th order effective load curve matrix
composed of (n− λ) effective daily load curves.

2.1.3. Data dimension reduction. Electricity load data is easily affected by many factors such as in-
come, price policy, and temperature. The results caused by these influences cannot be fully reflected through
the distance, and the similarity of the shape or contour of the time series cannot be fully guaranteed. In
order to fully reflect the similarity between loads while taking into account the operational efficiency, six com-
monly used daily load characteristic indexes are selected to comprehensively reflect the electricity consumption
characteristics [11].

All-day load rate reflects all-day load variation:

a1 =
Pav
Pmax

(2.2)

The maximum hourly utilization rate of the whole day reflects the time utilization efficiency:

a2 =
Psum

24Pmax
(2.3)
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Fig. 2.1: Data missing pattern after dimensionality reduction of the daily load curve

The daily peak-valley difference throughout the day reflects the capacity of the peak regulating of the power
grid:

a3 =
Pmax − Pmin

Pmax
(2.4)

Peak load rate reflects peak load variation:

a4 =
Pav.peak
Pav

(2.5)

Normal load rate reflects the change of normal load:

a5 =
Pav.sh
Pav

(2.6)

The load rate in the valley period reflects the load change in the valley period:

a6 =
Pav.val
Pav

(2.7)

By using the load characteristic index to reduce the characteristic dimension of the effective load curve
matrix, the (nλ) × 6th order characteristic dimension reduction matrix is obtained, which is recorded as Y.
Through visualization processing of the overall situation of data after dimensionality reduction, the result is
expressed in Figure 2.1:

Figure 2.1 signifies the missing pattern of the daily load curve. After dimensionality reduction, nearly
90% of the samples do not miss any information, and the 6 features of 7.7%of the samples are Not a Number
(NaN), indicating that the value does not exist, which proves that there is no electricity or the account has
been canceled. These users will be deleted. The remaining six missing patterns are caused by only a small
amount of load during one part of the day and no power during the other. Then divided by the daily average
load, it is judged by the computer as 0 ⁄ 0 type, the value does not exist, and it is displayed as a missing value,
so these six types of users are listed as suspicious users.

2.2. Data anomaly detection model based on the iForest algorithm. The daily load curves of
5972 users in S City on July 18, 2021, were taken as the research object. The daily load curves were mainly
selected for small and medium-sized special transformer users and three general industrial and commercial
users. The sampling interval of samples was 15 minutes, and there were 96 measurement points in total. After
data dimension reduction and cleaning, a total of 4872 effective daily load curves were obtained. There were
63 abnormal users, accounting for 1.29%.
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Fig. 2.2: The flow chart of the iTree construction

2.2.1. The construction of the Isolation Tree (iTree). The iForest is mainly composed of the iTree,
which refers to a random binary tree in which each node contains two child nodes or leaf nodes [12]. The flow
chart of the iTree construction is displayed in Figure 2.2:

Among them, the features in the data set of the daily load curve are all continuous variables. The con-
struction steps of iTree are as follows:
Step 1: A feature is randomly selected among the 6 daily load characteristic indexes;
Step 2: A value k of the characteristics selected in step 1 is randomly selected;
Step 3: According to the characteristics, records are classified every day, and records with characteristics smaller

than k are placed in the left branch, and records with characteristics greater than or equal to k are
placed in the right branch;

Step 4: Then the left and right branches are constructed recursively until the following two conditions are met;
There are only multiple identical records or one record in the incoming data set; The height of the tree
reaches the specified height.

2.2.2. The construction of the iForest. The construction of iForest is similar to the method of random
forest, both of which are carried out by random sampling. Each tree needs to be constructed through part of
the data set to ensure that each tree has certain differences. The construction process of the iForest is revealed
in Figure 2.3:

In the process of constructing iForest, the sampling size should be limited on the one hand, and the
maximum depth should be set for each iTree on the other hand. Finally, it is necessary to calculate the power
value of the tested user. In the process of evaluating the tested user, iForest can only evaluate a single customer
at a time. Meanwhile, during the process of evaluation, each iTree needs to be traversed, the statistical query
object is in the position of the leaf node, and then the average path length is employed to calculate the abnormal
score. Finally, the user is evaluated by the value of the abnormal score, and then the user type is judged.
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Fig. 2.3: The construction process of the iForest

2.3. Abnormal recognition of electricity consumption data based on the DT algorithm. The
iForest algorithm is adopted to model the daily load curve of power users for abnormal detection, which is
helpful to automatically screen users with abnormal data suspicion and realize the preliminary screening of
abnormal users. Because the detection only by daily load curve is easy to cause misjudgment, the further
analysis combined with other electrical variables of suspicious users can effectively improve the accuracy of
detection.

The steps for the construction of the anomaly identification model of electricity power data based on the
DT algorithm are demonstrated in Figure 2.4 [13].

The construction of the training set is mainly to sort out the date, meter number, and voltage data of the
day in the EIAS, and sort out the transformer ratio and connection mode in the meter. Finally, the above data
are combined to construct the training set of DT.

The DT algorithm is used to process the training set. Firstly, the training set is sorted, then it is divided
by the threshold value of each data and the information gain is calculated. Furthermore, the threshold value is
selected according to the maximum gain and the training set is divided.

The generation of DT: The root node and leaf node of DT correspond to a classification rule and synthesize
all paths into a rule set, which is stored in a two-dimensional array.

Check the rationality of DT: the classification rules of DT are checked to see if there is any wrong decision. If
so, the training set is adjusted until the classification is correct.

2.4. Update method for data exception. In actual work, the fault phase voltage of the data of the
power acquisition system and the field measured data during the failure period is not 0, but eventually stabilizes
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Fig. 2.4: The construction process of anomaly identification model for electricity consumption data

at a value not 0 with the change of time, which is called residual voltage [14, 15]. The residual voltage makes
the amount of electricity measured by the energy meter during the voltage loss period contain the fault phase
element and the amount of electricity measured by the non-fault phase element under the residual voltage.
Thereupon, the calculation method of correction coefficient is determined by calculating the value of γab, γcb
according to the actual situation.

K =
PT
PF

=

√
3UIcosφ

γabUIcos(30◦ + φ) + γcbUIcos(30◦ − φ)
(2.8)

The determination of γab and γcb is related to the metering principle of the intelligent energy meter, and
the measured electric energy is illustrated in Eqaution 2.9:

P =
1

T

∫ T

0

u(t) · i(t)dt (2.9)

T represents the cycle of Alternating Current (AC) voltage and current.
By taking ∆t as the sampling interval for voltage and current, the left discretization of Eqaution 2.9 is as

follows:

P =
1

T

N∑

k=1

u(k) · i(k), T = N∆t (2.10)

It can be seen that the determination of the correction factor is related to the current and voltage data
during the failure. Through the EIAS, the frozen AC data of the Potential Transformer (PT) during the failure
of voltage breakdown and loss can be known. Since the fusing on the PT side is independent of the current,
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(b) Computation time and AUC

Fig. 3.1: Different iTree quantities

the calculation of the correction factor only needs to consider the voltage. The voltage curve can be obtained
by freezing the voltage data of the electricity acquisition system. Through linear regression or piecewise linear
regression on the voltage change curve, the average value γU of voltage during fault is obtained.

3. Results and Discussion.

3.1. Model parameter analysis. The iForest algorithm is mainly based on the thought of ensemble
learning. There are two extremely important parameters in the anomaly detection model of electro-data, iTree
sampling scale Ψ and the integration scale t. The simulation experiment is carried out on the system based on
a Central processing unit (CPU) of dual-core 2.3GHz with 8GB memory, and the program is written through
R language.

3.1.1. Quantity t of the iTrees . The iForest algorithm forms iForest by generating a certain number
of itrees. It is mainly by means of random sampling to extract Ψ subset and construct iTree, and guarantee
the diversity of iTree. Therefore, the number of iTree determines the size of the ensemble learning of the
model. The Receiver operating characteristic curve (ROC) of the iTree with different numbers is portrayed in
Figure 3.1.

Figure 3.1a portrays that the ROC curve is very close. The Area Under Curve (AUC) is obtained by
calculating different numbers of iTrees respectively. According to the data in Figure 3.1b, the length of the
path can be well covered when the number of iTrees reaches 100. After that, increasing the number of iTrees
does not significantly improve the AUC, which is about 0.93 at this time. The cumulative recall ratio curve and
Precision-Recall (P-R) curve of the iForest algorithm under different iTree numbers are shown in Figure 3.2.

In Figure 3.2a, when the number of iTrees is greater than 100, the gap between curves is very small. When
the detection rate is less than 0.03, the curve has a very large upward trend, and when the detection rate is
greater than 0.03, the curve tends to be flat. In the phase where the detection rate is less than 0.03, only the
top 3% of users need to be detected to detect about 80% of abnormal users. At the stage where the detection
rate is greater than 0.03, only 20% of abnormal users can be detected by detecting the remaining 97% of users.
Thereby, the research focus of cumulative recall ratio is the stage where the detection rate is less than 0.03. As
can be seen from the P-R curve in Figure 3.2b, when the iTree reaches more than 100, the precision ratio can
exceed 80% when the recall ratio is 70%. Combined with Figure 3.2a, it can be found that 80% of abnormal
users can be detected by detecting the top 2.5% of users for the abnormal score. When the detected users reach
3.5%, the precision ratio decreases significantly, only about 40%.
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(a) Cumulative recall ratio curve (b) P-R curve

Fig. 3.2: The iForest algorithm with a diverse number of iTrees

3.1.2. The iTree sample numbers Ψ . For any object in the data set, different sample numbers will
affect the user’s abnormal score and affect the final output of the model. Thus, it is important to study the
sensitivity of model parameters. The relationship between the ROC curve and the iTree sampling number is
indicated in Figure 3.3.

In Figure 3.3a, when the collection number of iTree is small, the performance of the model is poor, but
when the number of iTree reaches a certain value, the ROC curve will be very close. It can be seen from the data
in Figure 3.3b that as the number of iTree samples increases, the calculation time continues to increase. The
area AUC under the ROC curve is not normal with the change of parameters, on the contrary, it decreases a
little. The P-R and cumulative recall ratio curves of the iForest algorithm with diverse iTree sampling numbers
are implied in Figure 3.4.

The cumulative recall ratio curve in Figure 3.4a shows that when the sampling number is 100, 65% of
abnormal users can be detected by detecting 2% of users. When the number of samples is much larger than
100, only 42% of abnormal users can be detected by detecting the top 2% of users. The P-R curve in Figure
3.4b can be more significantly found that when the sample numbers of iTree is too large, the performance of
the model is poor. The reason for the above phenomenon is primarily that the purpose of iTree sampling is
to better separate normal users from abnormal users, and the more sampled data, the worse the ability of the
iForest algorithm to identify anomalies.

3.2. DT of voltage classification for power users. For the sake of explanation, the training set mainly
covers 10kV three-phase measurement points. The model is constructed by using R language, and the DT of
voltage classification is obtained, as plotted in Figure 3.5.

The output results in Figure 3.5 are voltage classification, where N, H, and L represent normal voltage, high
voltage (HV), and low voltage (LV), respectively. The judgment condition of DT is the value between each node,
and the whole DT mainly contains 10 decision points. Taking the left-most root node as an example, when the
voltage value is less than 51V, the phase sequence is B and the connection mode is three-phase and three-wire,
the voltage is normal; If the phase sequence is B and the connection mode is three-phase and four-wire, it is
LV. If the phase sequence is A or C, it is LV. The confusion matrix of performance evaluation of the voltage
classification model is expressed in Table 3.1.

Table 3.1 exhibits that there are 1166 data in the DT training set of voltage classification, and the classifica-
tion accuracy is 100%. In general, the classification model is an overfitting phenomenon when the success rate
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(a) Relationship between ROC curve and iTree samplings
(b) Calculation time and AUC

Fig. 3.3: The iForest algorithm with different iTree sampling numbers

(a) Cumulative recall ratio curve (b) P-R curve

Fig. 3.4: The iForest algorithm with various iTree sampling numbers

of the classification reaches 100%, which is the characteristic of DT. The fitting phenomenon is more beneficial
to the accurate classification of voltage between different measurement points, and the DT is more sensitive to
the training set, which is conducive to the dynamic adjustment of voltage judgment rules.

3.3. Data anomaly detection of power users. Through iForest algorithm, data anomalies of users
of special transformers in S City are detected. After preliminary screening, 179 suspected abnormal users are
detected. According to the energy meter number of the abnormal user, the date and 96-point voltage in the
EIAS of the user are sorted out. The voltage transformer ratio and connection mode of the meter in SG186
are also sorted out, and the above two parts are combined. Then DT algorithm is used to identify the voltage
anomaly of the metering device of the suspected abnormal users, and 65 abnormal users are output. Finally,
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Fig. 3.5: The DT of voltage classification for users

Table 3.1: The confusion matrix of performance evaluation of the voltage classification model

Prediction Normal voltage N HV H LV L

Normal voltage N 339 0 0

HV H 0 451 0

LV L 0 0 354

45 users with the highest degree of suspicion are sent out operation and maintenance work orders after manual
review. After on-site verification, 37 abnormal users are identified. Figure 3.6 demonstrates the statistics of
the feedback results of abnormal troubleshooting for users of special transformers:

3.4. Update of abnormal electricity consumption data for energy meters. Among the anomalies
determined by the energy meter, the fuse failure of the voltage transformer is broken the most. Taking a case
of fuse burn-out of a voltage transformer verified in S City as an example, it is found that there has an LV
phenomenon through model recognition. The 96 points of voltage and current are obtained and sorted out from
the EIAS. From A certain time period, the C-phase voltage has a large jump, the A-phase voltage is normal,
and the current of the A and C phases is normal, indicating that the power supply of the user is normal, but
the electric energy metering device is abnormal. The user data and file information obtained through the EIAS
and SG186 are signified in Table 3.3:

According to the 96-point voltage data of the abnormal user, after the fuse on the primary side of C-
phase PT is blown, the voltage between C and B phases on the secondary side quickly drops to about 14V
and remains stable. The voltage data collected by the EIAS every 15 minutes during the fault period are
statistically analyzed. It can be seen that the average voltage between C and B phases during the failure period
is 14V, namely γcb = 0.14. It means that the power factor of the user is relatively stable, and the average value
is cosφ = 0.85, obtained after conversion φ = 31.79◦.

4. Conclusion. With the swift growth of the power industry, a variety of power equipment terminals
have appeared. Based on the analysis and research status of electro-data anomalies, the data anomalies of
energy meter terminals are studied. Firstly, the data of the daily load curve is preprocessed and the iForest
algorithm is selected to construct the abnormal detection model of electricity data. Additionally, the accuracy
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Fig. 3.6: Abnormal feedback results of electric energy metering device

and calculation time of the model are explored by analyzing the different values of the sample numbers of iTrees.
Secondly, on account of the voltage and current data of suspected abnormal users initially screened, the anomaly
identification model of electricity consumption data of the DT algorithm is implemented. Besides, the voltage
at different metering points is classified and judged in combination with current data to identify abnormal
energy metering devices. Finally, the case of an abnormal user in S City is analyzed, and the 96-point voltage
data of the EIAS during the fault period are studied. Furthermore, the correction coefficient is adjusted on the
basis of the participating voltage of the fault phase. The results manifest that the anomaly detection model
of electricity power data constructed by the iForest algorithm has high validity and computational efficiency.
The traditional recharge method does not consider the residual voltage, but the recharge method proposed here
makes the recharge more accurate by determining the residual voltage and ensuring the accuracy of the charge.
However, since only electrical variables such as voltage and current are considered in the analysis of anomalies in
electricity data, the accuracy of identification needs to be improved. It is hoped that more in-depth exploration
can be carried out in the subsequent research, and more variables can be introduced to improve the accuracy
of recognition.
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PROCESS TESTING AND ALGORITHM DETECTION ANALYSIS OF MECHANICAL
STRENGTH OF ELECTROMECHANICAL COUPLING IN THE MAIN DRIVE OF

ROLLING MILL

DONGBAO ZENG∗
AND HAI YAO†

Abstract. In order to deeply analyze the compressive strength of the electromechanical coupling system of the main drive
of the rolling mill, this work takes the electromechanical coupling system of the main drive of the R2 rolling mill as a subject
to study and analyze. First, experiments are designed to test the strength and some mechanical parameters of the main drive
electromechanical coupling system of the R2 rolling mill, including the introduction of the main drive system of the R2 reversible
rolling mill, test content, test scheme, test system framework and test materials. Next, this work analyzes the strength of the main
drive shaft in the electromechanical coupling system of the main drive of the R2 rolling mill, and theoretically checks the fatigue
strength of the main drive shaft, including the static strength analysis of the main drive shaft. Finally, this work analyzes the
experimental data. The research shows that: (1) the peak value of the lower torque of the main drive coupling electromechanical
of the R2 rolling mill is mainly distributed in the range of 650∼1550 mk N. The average value of the upper torque is mainly
distributed in the range of 350∼1100 mk N. (2) The peak value of principal stress at 1# measuring point is within the range of
10-35Mpa, and the mean value of principal stress is within the range of -24-24Mpa. The peak value of principal stress at the 2#

measuring point is in the range of 5-25Mpa, and the mean value of principal stress is in the range of -16-16Mpa. (3) When the
upper drive shaft of the rolling mill runs at a working angle of 1.02◦, the maximum Von Mises Stress of the drive shaft of the rolling
mill is 95.10MPa. When the drive shaft of the rolling mill operates at a working angle of 3.14◦, the maximum Von Mises Stress
of the drive shaft of the rolling mill is 95.15MPa. This work aims to provide a theoretical reference for enhancing the compressive
strength of the electromechanical coupling system of the main drive of the rolling mill.

Key words: electromechanical coupling system of the main drive of the rolling mill, compressive strength, main drive shaft,
principal stress, fatigue strength

1. Introduction. The main characteristics of modern rolling mills are large, heavy load, high speed,
continuous automation, precision and poor working conditions. These characteristics require the long service
life of the main parts of the rolling mill. In order to achieve this goal, it is the most effective and convenient
means to use modern mechanical methods and fully use the idea of the finite element method (FEM) and its
generated software to study classical mechanical problems. Meanwhile, it is essential to apply advanced test
technology for equipment diagnosis to provide conditions for analyzing the mechanical behavior of equipment
[1]. In the past decade, the rapid development of computer hardware technology and the rapid decline of
computer costs have greatly driven the development of finite element calculation software, and the function of
display programs has also been increasingly enhanced. It provides a broad platform for the use of FEM to solve
practical engineering problems [2]. Besides, as early as the 1960s, foreign steel companies noticed the impact
of torsional vibration on the main drive system of the rolling mill, and have conducted massive experimental
studies. At that time, the research level was limited to experimental measurement and the establishment of
simple mechanical models, and there was no more in-depth theoretical exploration [3]. For example, in the
1960s, the Bethlehem Steel Corp of the United States conducted field tests and theoretical analysis on the
rolling mill, and analyzed the resonance problem caused by the coupling of the frequency of the rolling mill
drive system and the natural vibration frequency of the motor riser [4]. In 1973, the Association of Iron &
Steel Engineers in America and Jones&Lauhlin Iron and Steel Company studied the torsional vibration of a
rolling mill. They reached the following conclusions: the head of the hot top is conducive to reducing part
of the mechanical coefficient; it is important to eliminate the clearance in the transmission link to reduce the
value; shear parts should not be used as mechanical insurance parts [5].
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Table 2.1: Main technical parameters of R2 reversible rolling mill

Parameter name Specific value

Working roll diameter 1200/1100 mm

Support roll diameter 1600/1440 mm

Roller length 2250 mm

Rolling force 45000 kN

Motor power 2×7500 KW

Motor speed 0∼45/100 rpm

Balance coefficient of balance cylinder 1.1 (test condition), 1.3 (damage condition)

It was not until the 1970s that the torsional vibration of the rolling mill was paid attention to in China. In
particular, several serious equipment accidents related to system torsional vibration have occurred in several
domestic steel rolling plants in the past decade, which has caused people to study the impact of torsional
vibration load on the system [6]. For example, the University of Science and Technology Beijing has studied
the main drive system of the blooming mill of Baotou Iron and Steel Company and the second blooming
mill of Anshan Iron and Steel Company. It is found that the self-excited vibration caused by roll slipping is
the main cause of the main drive torsional vibration damage [7]. Professors at the University of Science and
Technology Beijing adopted the rolling mill’s shafting parameter optimization design method to predict and
reduce the torque amplification factor in the design [8]. Wuhan University of Science and Technology studied
the vibration of the arc joint shaft of the 1700 cold chain mill drive system of Wuhan Iron and Steel Company.
It is found that the rolling speed greatly impacts the vibration of the shaft. The misalignment of the arc joint
shaft causes polarization and gearbox meshing excitation [9].

In the rolling system, due to the manufacturing process, assembly and other factors, there is often a
certain gap at the system’s connection, which will make the stiffness of the main transmission system behave
as nonlinear. Hence, the system cannot be simply described by a linear model. Avoiding the resonance
synchronization phenomenon in the working process of the system, the reasonable control of the main drive
system of the rolling mill, the establishment of the vibration simulation mechanical model and the torsional
vibration of the system in case of slipping. Based on the above contents, for the frequent fracture accidents and
fatigue damage of the main drive system of the rolling mill, this work takes the R2 four-roll reversing roughing
mill of a certain unit as the research object. Then, based on the field test, combined with the worldwide torsional
vibration research of the main drive system of the rolling mill, the dynamic characteristics analysis of the main
drive system of the R2 rolling mill is conducted. Moreover, the FEM analysis software ANSYS is adopted to
carry out three-dimensional (3D) FEM analysis on the spider universal joint of the main drive system of the
R2 rolling mill. Moreover, the strength and fatigue check of the drive shaft in the main drive system of the
R2 rolling mill are analyzed in detail. This work aims to design relevant simulation experiments to study the
vibration of a rolling mill and analyze its strength to make a beneficial combination and supplement between
theory and practice. It has crucial engineering practical significance and theoretical research significance.

2. Design of process test and simulation model.

2.1. Parameters test of mechanical mechanics in main drive electromechanical coupling sys-
tem of R2 rolling mill .

(1) Main drive system of R2 reversible rolling mill.
1. Schematic diagram of the main drive system of the R2 reversing rolling mill

The main drive system of the R2 reversible rolling mill adopts two synchronous motors to directly drive
the upper and lower rolls. Figure 2.1 is the structure diagram.

2. Main technical parameters of R2 reversible rolling mill
Table 2.1 displays the main technical parameters of the R2 reversible rolling mill.

(2) Field test content. The test content of this experiment mainly includes the torque M1 and M2 of the
upper and lower drive shafts of the R2 reversible rolling mill, the stress σof the lower connecting shaft, and
rolling force P.
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Fig. 2.1: Structural diagram of the main drive system of the R2 rolling reversible mill

(3) Test plan.

1. Measuring point position and testing method of main drive torque of R2 rolling mill:
The test positions of the upper drive shaft torque and the lower drive shaft torque are as follows.
The measuring point is located at the hollow shaft section with an outer diameter of D=930mm and an
inner diameter of d=736mm. On this shaft section, four resistance pieces are pasted in the direction of
±450 with the axis to form a full-bridge test circuit. The signal is input into the YD-28A dynamic strain
gauge through the slip ring, and then recorded by the computer after A/D conversion. The calibration
is carried out with a constant-strength graduated beam. Resistance strain gauges, R1+R3 and R2+R4,
are respectively attached to the constant strength beam’s upper (tension) and lower (compression)
sides, forming a full-bridge test circuit. Then, it is calibrated with standard weight loading. The
torque calibration value of the upper drive shaft is K=24.237MPa/V, and the torque calibration value
of the lower drive shaft is K=24.190MPa/V.

2. R2 rolling force:
After the rolling force P of the R2 rolling mill is isolated through the isolator, it is led from the
main electrical room to the test site through the shielded cable and connected to the computer. The
calibration value of the rolling force is 450t/V (provided by a two-roll hot-rolling electrical workshop).

3. Location and test method of main drive stress measuring point of R2 rolling mill:
The stress is measured through resistance strain. Because the stress situation of the shaft is complex
and the direction of the principal stress is unknown, the strain rosette is adopted to measure the stress
at this point. The distance between the main drive shaft 1# stress measuring point and the center line
of the main shaft arm is 793 mm. The signals corresponding to the strain gauges in the horizontal
direction (0◦), 45◦ and vertical direction (90◦) are 3#, 4# and 5#, respectively. The distance between
the main drive shaft 2# stress measuring point and the center line of the main shaft arm is 643mm. The



3358 Dongbao Zeng, Hai Yao

Fig. 2.2: Test system framework

signals corresponding to the strain gauges in the horizontal direction (0◦), 45◦ and vertical direction
(90◦) are 2#, 7# and 6#, respectively. Considering that the temperature of the measuring point will
change during the rolling process, in order to compensate for the test error caused by the temperature
change, a small steel block (without stress) is placed near the measuring point as the temperature
compensation block (the same as the temperature of the measuring point). Three resistance strain
gauges are pasted on each temperature compensation block, and a half-bridge test circuit is formed
with the three working pieces of the strain rosette at the measuring point.
The calibration is conducted with a constant-strength graduated beam. On the constant-strength
graduated beam, a resistance strain gauge R1 is pasted and a temperature compensation block is
placed near the measuring point. The resistance strain gauge R2 is attached on the temperature
compensation block, and R1 and R2 form a half-bridge test circuit. The stress calibration value of each
measuring point can be obtained by using standard weight loading for calibration. The calibration
value of 3# is K=97.087MPa/V, that of 4# is K=97.276MPa/V, that of 5# is K=96.712MPa/V, that
of 2# is K=96.900MPa/V, that of 7# is K=97.466MPa/V, and that of 6# is K=97.087MPa/V.

(4) Test system block diagram. The stress signal of each measuring point is connected to the dynamic strain
gauge and recorded by the computer after A/D conversion. The sampling frequency of each channel is 100Hz.
Figure 2.2 displays the system test block diagram.

(5) Test materials. The force and energy parameters of the main drive system during the rolling process of
174 steel billets of 11 rolling varieties produced by a certain unit were tested. Table 2.2 shows the specification
and quantity of the test billet.

2.2. Research on strength and fatigue strength check of the main drive shaft of the R2 rolling
mill.

(1) Mechanical analysis of the main drive shaft of the rolling mill.
1. FEM software

With the continuous progress of computer technology, the theoretical technology of Computer Aided
Engineering (CAE) is also maturing [10]. Many kinds of FEM software can be used in the project,
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Table 2.2: Specification and quantity of test billet

Material and model
Product specification

Slab quantity (block)
(thick × wide × Length) (mm)

DC01 250×1300×8600 2

Q235A 230×1550×8600 2

RCL380 230×1550×8000 5

Q235A 230×1550×10800 3

St52-3 230×1700×10000 3

Q345A 230×1597×10500 1

Q235A 230×1550×10800 8

Q235B 230×1550×9950 14

SAE1008 230×1600×9950 22

SPHC 230×1550×10800 5

08AL 230×1550×10800 4

RCL380 230×1550×10800 6

such as Hyper Mesh, ANSYS, and ANSYS Workbench [11,12,13]. Here, Hyper Mesh and ANSYS are
adopted to analyze the main drive shaft of the rolling mill under dangerous working conditions.
FEM software ANSYS is an excellent numerical analysis and calculation software. In the field of
linear computing, the position of ANSYS is quite stable [14]. ANSYS is a multi-physics field analysis
package that integrates structure, fluid, electromagnetism and acoustics. Its common applications
include industrial manufacturing, nuclear industry, household appliances, aerospace, and biomedicine.
It has the most users in the world and is also a very successful FEM software [15].
Hyper Mesh software is a general FEM analysis software developed by Altair. It can be applied in the
fields of modeling, visualization, automation and manufacturing, and is recognized and applied by the
world industry. The shape of the drive shaft and bearing seat in the main drive device of the rolling
mill is not too regular. Rough grids have low credibility and are likely to lead to incorrect calculation
results. Since the quality of finite element mesh will directly affect the accuracy of final calculation
results, finite element mesh is the key to analysis and calculation. The mesh quality greatly impacts
the calculation results, and Hyper Mesh has the characteristics of a high-quality mesh division. It has
a complete interactive two-dimensional and 3D cell division tool [16]. The user can adjust the mesh
parameters of each face during the division process, such as cell density, cell offset gradient and mesh
division algorithm. The 3D cell generation method provided by Hyper Mesh is employed to build
high-quality tetrahedral and hexahedral meshes and Computational Fluid Dynamics meshes [17].

2. FEM model creation
The R2 rolling mill used in this section has a motor power of 7500kw and a motor speed of 45∼90rmp.
According to the calculation equation, the maximum torque output at the motor end of the mill drive
shaft is 1591000N·m. According to the functional relationship and parameters between the balance
force on the drive shaft of the rolling mill and the driving force of the hydraulic cylinder, it is calculated
that the balance force provided by the bearing seat is 348520N under the dangerous angle of the upper
drive shaft of the rolling mill. The balance force provided by the bearing seat of the lower drive shaft of
the rolling mill at a dangerous angle is 350100N. The material of the drive shaft in the main drive device
of the rolling mill is 42Cr Mo. According to the manual, the elastic modulus of the drive shaft material
in the main drive device of the rolling mill is 2.06×1011Pa, Poisson’s ratio is 0.3, the maximum tensile
strength of the material is 1080MPa, and the yield limit of the material is 930MPa. Other properties of
materials can be calculated by empirical equation, such as torsion fatigue limit 301.5MPa, and fatigue
limit 542.7MPa.
According to the calculated dangerous working condition angle of the rolling mill drive shaft, in the
3D software Solid Works, the drive shaft and bearing seat are virtually assembled. Then, it is saved to
the file in .iges format to facilitate the reading of FEM software Hyper Mesh.
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Fig. 2.3: Mesh element model and contact element (a) Mesh element model; (b) Contact element

FEM software Hyper Mesh is started. Because the solution and calculation phase need to be carried
out in ANSYS, the ANSYS panel is selected in the Load User Profile. When importing a model, the i
MPortgeometry option is selected to import the .iges format file previously saved through Solid Works
into Hyper Mesh. The mesh of the rolling mill’s imported main drive shaft and the bearing seat model
are divided. In order to make the divided element mesh neat and regular, the area where the balance
force is added in the bearing seat is coupled with the bearing seat by establishing a contact surface, as
shown in Figure 3(a). The cell type selected is SOLID185 cell. There is contact between the drive shaft
and the bearing seat, so it is essential to establish contact between the bearing and the drive shaft, as
shown in Figure 3(b). The contact pairs are CONTA173 and TARGE170.
Then, the dangerous angle of the upper drive shaft and the lower drive shaft of the rolling mill can
be judged according to the theoretical calculation results. Then, through rotation in Hyper Mesh, the
data file of dangerous working conditions of the main drive shaft of the rolling mill is obtained. In order
to add the constraints of the two dangerous angles of the main drive shaft of the rolling mill correctly,
it is necessary to establish a local coordinate system at both ends of the drive shaft. The number of
the local coordinate system at the motor end and at the roll section is set to 20 and 21, respectively, to
prevent errors in the simulation. The constraint added at the motor end is to limit the three degrees
of freedom of displacement of the motor end face. The constraint added at the roller end is to limit
the three degrees of freedom of displacement of the roller end and the degrees of freedom of rotation
in the Z-axis direction (axial direction).

3. Static strength simulation analysis
After the preprocessing of Hyper Mesh, it is essential to open the saved data file in ANSYS and solve it.
After the solution is completed, the stress change nephogram of the main drive shaft of the rolling mill
can be obtained under the dangerous working angle of the drive shaft in the main drive device of the
rolling mill. The material selected is 42Cr Mo, which is plastic material. The fourth strength theory
(Von Mises) is used as the criterion for strength judgment. It is believed that the density of distortion
energy or the specific energy of shape change is the main reason for material yield failure. Von Mises
Stress is output in the post-processing [18].

(2) Fatigue strength check of the main drive shaft of the R2 rolling mill. First, the final element calculation
of the drive shaft at a dangerous angle is conducted to determine whether the design strength of the drive
shaft meets the requirements. Then, through the analysis of the working state of the drive shaft, the bending
moment of the drive shaft of the rolling mill is the alternating stress. As the rolling mill is reversible, the torque
of the drive shaft is also alternating stress. The fatigue strength of the drive shaft at the dangerous angle of
the mill drive shaft is checked.

According to the fatigue limit σ−1 of the material under symmetrical cyclic alternating stress, the fatigue
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limit (σ−1)G and allowable stress [σ−1] of the drive shaft can be calculated. Their values are:

(σ−1)G =
εσβ

Kσ
σ−1 (2.1)

[σ−1] =
(σ−1)G
n

(2.2)

n represents the allowable safety factor. Generally, according to the regulations, when the material quality
is uniform and the calculation accuracy is high, n=1.3∼1.5. According to the engineering calculation, the
allowable safety factor is 1.5. εσ is the size factor of the component, with a value of 0.53. is the surface
processing coefficient, and the value is 1.

When the rolling mill is at a dangerous working angle, the bending moment of sections A-A and B-B are
calculated. Since the direction of gravity is not perpendicular to the axis direction, the gravity component
perpendicular to the axis direction is adopted to calculate the bending moments of the transmission shaft
sections A-A and B-B when calculating the bending moments of the above sections. Finally, according to the
theoretical data, the maximum working stress of the rolling mill drive shaft at the dangerous section A-A and
B-B can be calculated.

In order to calculate the safety factor closer to the real situation, the maximum working stress and maximum
shear stress of the dangerous section are extracted from the post-processing of ANSYS. The post-processing
interface of ANSYS is opened. In the command flow window of ANSYS, RSYS,20 are input to make the
stress distribution of the drive shaft along the axial direction. It is convenient to extract the stress distribution
diagram of the rolling mill drive shaft in the dangerous area to complete the fatigue strength check of the rolling
mill drive shaft.

3. Simulation experimental results.

3.1. Test results of mechanical mechanics parameters of main drive electromechanical cou-
pling system of R2 rolling mill .

(1) Distribution probability of peak and average rolling force. Figure 3.1 presents the distribution probability
results of the peak and average rolling force of the electromechanical coupling system of the main drive of the
R2 rolling mill.
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Fig. 3.1: Distribution probability diagram of peak and average rolling force

Fig. 3.2: Distribution probability of torque peak value and average value (a) Distribution probability of peak
value and the average value of upper torque; (b) Distribution probability of the peak and the average value of
the lower torque

Figure 3.1 reveals that the measured average value of rolling force is in the range of 1230∼2660t, and the
peak value is in the range of 1400∼3620t. The results of the probability distribution of the peak rolling force
show that the peak rolling force is mainly distributed in the range of 2300∼2750t. The average distribution
probability of rolling force suggests that the average distribution of rolling force is mainly in the range of
2000∼2400t.

(2) Distribution probability of torque peak and average. Figure 3.2 displays the probability results of the
peak and average distribution of the upper torque and lower torque of the electromechanical coupling system
of the main drive of the R2 rolling mill.

Figure 3.2 illustrates that the peak value of the upper torque is mainly distributed in the range of 800∼1400
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Fig. 3.3: Distribution probability of stress peak at different measuring points (a) Distribution probability of
stress peak at measuring point 1#; (b) Probability of stress peak distribution at measuring point 2#

mk N, and the average value of the upper torque is mainly distributed in the range of 350∼1100 mk N. The
peak value of the lower torque is mainly distributed in the range of 650∼1550 mk N, and the average value of
the lower torque is mainly distributed in the range of 500∼1100 mk N.

(3) Distribution probability of stress peak. The fatigue of metal structure is closely related to the main cycle
characteristics of structural stress, and the small fluctuation of stress has little effect on fatigue life. Hence,
the change of stress amplitude at each measuring point during the rolling process is recorded, and the stress
equivalent curve of each measuring point is made.

Figure 3.3 displays the distribution probability of the maximum principal stress peak at different measuring
points (near the drive side) after testing.

Figure 3.3 suggests that the maximum principal stress peak value of 1# measuring point is within the
range of 10-35Mpa, and the minimum principal stress peak value of 1# measuring point is within the range of
10-30Mpa. The maximum principal stress average value is 24Mpa, and the minimum principal stress average
value is -24Mpa. The maximum principal stress peak value of 2# measuring point is in the range of 5-25Mpa,
the minimum principal stress peak value of 2# measuring point is in the range of 8-22Mpa, the maximum
principal stress average value is 16Mpa, and the minimum principal stress average value is -16Mpa. During
idling, the maximum and minimum principal stress values of 1# and 2# measuring points are 8Mpa.

(4) Torsional vibration power change of main drive system of R2 rolling mill. The first natural frequency of
the upper and lower main drive systems can be obtained by power spectrum analysis of the measured torsional
vibration waveforms of the upper and lower main drive systems, as shown in Figure 3.4.

Figure 3.4 suggests that the torsional vibration power spectrum of the upper and lower main drive systems
of the R2 rolling mill is basically similar, and both reach a peak at about 17.5Hz.

3.2. Strength simulation analysis results of the main drive shaft of the R2 rolling mill. Figure
3.5 presents the stress distribution nephogram of the drive shaft of the rolling mill when the upper drive shaft
is at different working angles.

Figure 3.5 suggests that when the upper drive shaft of the rolling mill is at a working angle of 1.02◦, the
maximum Von Mises Stress of the drive shaft of the rolling mill is 95.10MPa. It appears in the transition shaft
shoulder’s fillet area where the main drive shaft of the rolling mill contacts the bearing seat. When the lower
drive shaft of the rolling mill is at a working angle of 3.14◦, the maximum Von Mises Stress of the rolling mill
drive shaft is 95.15MPa. It appears in the transition shaft shoulder’s fillet area where the main drive shaft of
the rolling mill contacts the bearing seat. The analysis reveals that the Von Mises Stress value of the rolling
mill drive shaft is far less than the yield limit of 930MPa.
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Fig. 3.4: Torsional vibration power spectrum of upper and lower main drive systems of R2 rolling mill

Fig. 3.5: Stress distribution nephogram of rolling mill drive shaft under different working angles (a) Stress
distribution nephogram of rolling mill drive shaft at 1.02◦ working angle; (b) Stress distribution nephogram of
the lower drive shaft in the main drive device of the rolling mill at a working angle of 3.14◦

4. Conclusion. This work further analyzes and tests the compressive strength of the electromechanical
system of the main drive coupling of the R2 rolling mill through testing and simulation experiments based
on previous scholars’ research on the electromechanical system of the main drive coupling of the rolling mill.
Besides, the strength of the main drive shaft in the main drive coupling electromechanical system of the R2
rolling mill is analyzed. The research results show that the peak value of the lower torque of the main drive
coupling electromechanical of the R2 rolling mill is mainly distributed in the range of 650∼1550 mk N, and the
average value of the upper torque is mainly distributed in the range of 350∼1100 mk N. When the upper drive
shaft of the rolling mill runs at a working angle of 1.02◦, the maximum Von Mises Stress of the drive shaft of
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the rolling mill is 95.10MPa. When the drive shaft of the rolling mill operates at a working angle of 3.14◦, the
maximum Von Mises Stress of the drive shaft of the rolling mill is 95.15MPa. The research deficiency is that
only the whole part of the main drive coupling electromechanical system of the R2 rolling mill and the strength
of the rotating shaft have been studied, while the strength of other structures has not been studied. Later, it
will be studied and analyzed to provide some reference for improving the strength of the main drive coupling
electromechanical system of the rolling mill.
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RESEARCH ON POWER LINE COMMUNICATION BASED ON DEEP LEARNING FOR
ELECTROMECHANICAL EQUIPMENT ELECTRICITY ACQUISITION TERMINALS

CHENGFEI QI∗, XIAOBO YANG†, XIAOKUN YANG‡, CHAORAN BI§, AND WENWEN LI¶

Abstract. The purpose is to use power line communication technology to re-optimize the power acquisition terminals of
electromechanical equipment and improve the efficiency of information acquisition and management of the system grid. This paper
analyzes the power and signal composite modulation mode of power line data communication in distributed power grids. Combined
with the topology of the communication network in the power transmission process, the management mode of integration of power
lines and wireless communication equipment is redesigned. Firstly, the characteristics of power line communication and wireless
channel are analyzed. Aiming at the problem that most communication network operators use the fixed relay for communication,
the main network communication mode is selected for optimization. Then, the information fusion method is adopted to integrate
the network structure of the enterprise, network, and physical layer. The management of wireless communication equipment is
carried out by reasonably allocating power resources. Additionally, the structure of the power acquisition terminal model is designed
based on strict standards and practice. Finally, the communication fusion method is used for experimental simulation. The results
show that when the input current is 1A, the experimental, theoretical value of the system is 3A, and the actual instrument output
is close to 5A. When the input current is 6A, the instrument output of the system is 7.5A. Therefore, loading a reasonable load
impedance value in the system can optimize the current output value of the model. The paper has important reference value for
optimizing electromechanical equipment and power acquisition terminal.

Key words: power line communication, electromechanical equipment, power acquisition terminal, management efficiency,
communication integration

1. Introduction. WWith the development of power line communication technology and the Internet of
Things (IoT), the management and collection of energy resources have begun to develop in the direction of
intelligence [1]. Based on the re-optimization of wireless networks and power infrastructure, the efficiency of
information exchange and resource exchange of power, transportation, and the IoT can be greatly improved. At
present, the existing power communication network structure in China is complex and widely distributed, which
brings great inconvenience to the use of individual users and the collection of power consumption information.
Therefore, optimizing electromechanical equipment management strategy using power line communication is
the key to solving the power problem.

Power line communication technology has the advantages of small investment, strong flexibility, and wide
coverage. It is widely used in communication and data transmission between the power grid and the IoT [2].
However, due to the power grid’s serious electromagnetic interference and channel attenuation, the communica-
tion quality is relatively poor. In order to solve the problems such as coverage and reliability of the power line
communication network of the distribution grid, power line communication can be combined with the collection
of electrical information from mechanical and electrical equipment. By designing the corresponding power line
communication protocol, networking process, and route reconstruction strategy, the automatic networking and
dynamic maintenance of the network can be realized, which is of great significance in improving the reliability
of the power line communication network [3].

This paper makes an intelligent evaluation of the power line communication system based on relevant
literature. Electromechanical equipment is used to optimize the relevant structure of the acquisition terminal.
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According to the power grid intelligent sensing technology requirements, the combined network distribution
strategy of power equipment and intelligent power acquisition terminal is optimized. Section 1 introduces
the background of power line communication technology and the development of IoT networks. Section 2
sorts out the literature on power line communication technology and power acquisition terminals of mechanical
and electrical equipment and finds the practical application scenarios of power consumption monitoring in large
power system networks. Section 3 analyzes the characteristics of power line communication and wireless channel
and uses information fusion to design a power load management system and data acquisition terminal. Section
4 compares and discusses the simulation results of the electricity acquisition terminal. Section 5 analyzes and
discusses the experimental results and draws experimental conclusions. This paper has practical reference value
for promoting the digital and intelligent transformation of electromechanical equipment in the power grid.

2. Recent related work.

2.1. Relevant research on power line communication technology. Oliveira et al. (2018) [4] studied
the access control protocol of power line communication media. They studied the design of new requirements
related to the media access control layer and physical network system through the analysis of the time-varying
behavior of load in the power system and high-power impulse noise. The results show that the development
of power line communication technology can solve the problem of network resource sharing by comparing the
access control protocols of smart grids and multimedia devices. Ghasempour (2019) [5] studied the architecture
and application of the IoT in the smart grid and built a dynamic global network based on Internet entities
with network services. The results show that IoT devices have limitations in computing and storage. Therefore,
it is necessary to design or use security solutions so that IoT devices can safely conduct power communica-
tion transmission. Matheus et al. (2019) [6] studied the concept, application, and challenges of visible light
communication. They explored the security architecture of power line communication by improving mobile com-
munication architecture and wireless service infrastructure. Based on the redesign of the IoT communication
architecture, the results show that the proposed model can promote the optimization of wireless networks.

Kolade et al. (2020) [7] studied the indoor amplification, forwarding power line, and visible light communi-
cation channel model. With the help of software-defined radios, they obtain measurements in an indoor testbed
from different locations between powerline communication transmitters and receivers. The results show that the
error-free operation distribution and the error probability of the measurements in the proposed mixed channel
are far lower than those in other models. Therefore, the effectiveness of the experimental results is verified. Yu
et al. (2021) [8] studied the power and signaled composite modulation mode of power line data communication
in the distributed grid. They are based on a single generator and load design of the converter, using a power
spectral density approach to demodulate useful data for transmission lines. Hardware experiments verify the
effectiveness of the proposed signal composite modulation strategy. Koshkouei et al. (2022) [9] evaluated the
in situ power line communication system of lithium-ion batteries and combined it with the real-world dynamic
drive configuration experimental files. The results show that an increase in the quality and quantity of battery
characteristic data available at runtime can improve the accuracy of the system’s assessment of Li-ion battery
health. Fei et al. (2022) [10] used the missing value pattern and non-technical structure loss of neural structure
search to conduct research and adopted a detection algorithm and supervised learning technology to process
distribution network data. The results show that the analysis of the relationship between various power theft
techniques and data loss can use the missing value location information to enhance the model’s performance
further.

In order to improve the effectiveness and reliability of power line communication, the existing research
generally starts from two aspects improving the point-to-point communication quality of power line communi-
cation physical layer and data link layer and network layer performance. Therefore, in order to improve the
communication speed and reliability of the power line communication network, the paper can optimize the
power resource acquisition efficiency of the power acquisition terminal from the network layer.

2.2. Recent research on power acquisition terminal of electromechanical equipment. In the
study of mechanical and electrical equipment and electrical acquisition terminals, Shi et al. (2018) [11] studied
the data acquisition system of high-precision electrical impedance tomography. They used a high-precision
digital synthesis method and digital demodulation technology with high immunity to eliminate random errors,
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focusing on the main problems encountered in electrical impedance tomography data acquisition. The con-
clusion has practical application value for promoting the intelligent development of data acquisition systems.
Zhang et al. (2020) [12] studied the electrical equipment identification system based on K-means clustering in
intelligent buildings. They analyzed the load characteristics of the system and extracted the electrical charac-
teristics for equipment identification from the collected data. The successful application of the system verifies
the effectiveness of the proposed identification method. Budiman et al. (2021) [13] studied the monitoring and
data acquisition information system. The experiment used Codeigniter for framework construction. System
tests show that the design functionally generates 79.74% value, meets good standards, and is feasible. Herman
et al. (2021) [14] studied the improved method of medical mask pressure for automatic data acquisition and
analysis measurement. They created a simple pressure device with a three-dimensional (3D) printing model
method. They used Python and MatLab scripts to acquire real-time pressure drop data and analyze multiple
samples or batches. This paper has important reference value for improving the efficiency of medical data
collection and processing.

In addition, in the research on intelligent manufacturing and the use of transmission lines in the power
transmission process, Parveen et al. (2021) [15] explored the possibility of enhancing power transmission and
multi-terminal power systems. They proposed to increase the use of existing transmission lines in addition to
the independent control of AC alternating current/ direct current (DC) power flows. The results show that their
proposed scheme can also meet the increase in electricity demand by increasing the use of existing transmission
lines. Jiang et al. (2021) [16] studied the current compensation control strategy of electricity collection terminals
for mechanical and electrical equipment in rectifier terminals. They proposed a current DC bus compensation
control scheme and applied it to the rectifier terminal. In this scheme, the DC bus impedance gain at the
rectifier end is reduced to balance the impedance at both ends and improve stability and controllability. Zhang
et al. (2022) [17] used the energy-saving production architecture for the intelligent manufacturing process to
describe the configuration of the data acquisition network. This approach enables the combination of social
manufacturing and real-time energy profiling. Additionally, the energy consumption characteristics provide the
decision-making basis for the energy-saving control of intelligent manufacturing workshops. Cao et al. (2022)
[18] studied the wind farm data acquisition and management system based on edge computing. Firstly, the
principles and advantages of edge computing technology are introduced. Then, they proposed to apply the
technology to the wind farm data acquisition so that the data acquisition and management work could be
carried out normally. Finally, the application of edge computing technology in wind farm data acquisition
and management is simulated. The results show that the application of edge computing in wind farm data
acquisition and management can improve the data transmission difficulties of electromechanical equipment
during data acquisition.

According to the power grid smart sensing technology requirements, the current electromechanical equip-
ment uses the power grid smart sensing terminal based on the power line and wireless communication integration
technology. The designed terminal carries out power consumption monitoring and energy efficiency analysis
in the large-scale power system network. Based on typical application scenarios such as power resource
dispatching, power equipment, and intelligent power acquisition terminals have been widely promoted and
applied.

3. Design of power load management system and data acquisition terminal based on power
line communication.

3.1. Characteristic analysis of power line communication and wireless channel. At present, the
topology of the power line communication network is complex and changeable. The network topology affects
the transmission of communication channels in the current network, which changes with the distribution area
[19]. Generally, this is a hybrid tree topology. Suppose the power communication network’s distance between
the source node and the target node is too large. In that case, reliable signal transmission between different
nodes in the power network cannot be guaranteed. The power line communication network mainly includes a
communication channel, an edge server, and a mobile base station. The structural framework of the power line
communication network is shown in Figure 3.1.
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Fig. 3.1: Structural Framework of Power Line Communication Network

3.2. Management mode of power line and wireless communication equipment using informa-
tion fusion. Enterprise, network, and physical layers are different levels of power line and wireless communi-
cation management structure. The existing research on power line communication combined with electrome-
chanical equipment usually involves only one or two aspects, network or physical layers. The layer integration
research on the power line and wireless network communication management model has not been fully launched.
In order to improve the understanding of the complexity and reliability of network information, low-voltage
line and microelectronic radio communication are deeply integrated by using multi-level and combined network
and distribution strategies [20]. This is achieved by combining the concept of unified communication protocol,
adopting the strategy of reasonable allocation of power resources, and understanding the network information
of communication objects. For the management mode of wireless communication equipment, the structure is
shown in Figure 3.2:

3.3. Structural design and research of power acquisition terminal model. Technically, the power
acquisition terminal model is a centralized, spatially evenly distributed real-time computer control system. One
of the technical bases of centralized monitoring of power load is the data communication between computers. A
communication disk is established between the main system of the operating company and the locally distributed
user data terminals to realize the centralized equipment management during the data exchange between the
headquarters and the end users. Strict standards and practices must be followed; the system must receive
data correctly before the timer locks. If the output power consumption data is inaccurate or lost, the timer
will specify a timeout, and the system administrator will resend the power consumption data. By transmitting
communication protocols between the application, data link, and physical layers, the structure of the power
acquisition terminal model can be optimized. The structure of the power acquisition terminal model in the
system network is shown in Figure 3.3.

3.4. Design of simulation experiment. The electromechanical power line communication equipment
includes a timer and an external interrupt service program. Based on the timer interrupt service program,
the data type conversion needs to be started when the timer stops in the model. A fixed number of network
nodes in the weekly signal wave can be uniformly sampled. The power acquisition terminal module adopts
a special power measurement chip. The power consumption can be measured by capturing the voltage and
current of the integrated three-phase voltage sensor and external current sensor. The parameters of power,
power supply, reactive power, and reactive voltage factor can be calculated. In the dynamic input range, the
nonlinear measurement error of the chip is less than 0.1%.

In order to facilitate the verification of the communication fusion method proposed, the simulation exper-
iment is based on the following assumption. Each node can calculate the communication rate, delay, and bit
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Fig. 3.2: Management Mode Structure of Wireless Communication Equipment

Fig. 3.3: Network structure of power acquisition terminal model

error rate between it and the previous node after receiving the data packet and storing it in the corresponding
routing table. In order to research the power acquisition terminal of electromechanical equipment, Visual C++
is used as the experimental simulation environment. The modular design method is adopted, which is divided
into power information acquisition, Bluetooth wireless communication, and system debugging modules. The
main function is to display and verify the AC sampling value and detect other power data. The microprocessor
system realizes the communication with the wireless Bluetooth HC-05 debugging communication module or
serial port through the RS-232 serial interface, mainly realizing the parameter setting of the intelligent percep-
tion terminal. In addition, in order to compare the performance of power acquisition terminals, the system
performance is tested under different current values, voltage values, and load impedance, and the results are
analyzed and discussed. The scene structure of the simulation experiment application is designed, and the
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Fig. 3.4: Scene structure of simulation experiment application

Fig. 4.1: Current and voltage value change curve of electric power acquisition terminal under different input
values (a. comparison of terminal output current values under different current input values of the system; b.
comparison of terminal output voltage values under different voltage input values of the system)

structure is shown in Figure 3.4.

4. Results and Discussion.

4.1. Comparison between current and voltage value of power acquisition terminal. In order to
test the performance of electromechanical equipment combined with the power line communication proposed,
it is necessary to compare the current and voltage value of the power acquisition terminal under different input
values. Compare the results of the current and voltage values of the power acquisition terminal under different
inputs, which are shown in Figure 4.1. In addition, in order to analyze the instrument power change of the
power acquisition terminal, the instrument power change data of the power acquisition terminal under different
current and voltage values are sorted out. The results are shown in Figure 4.2.
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Fig. 4.2: Instrument power change curve of power acquisition terminal under different current and voltage
values (a. comparison of instrument power change results of power acquisition terminal under different current
input values of the system; b. comparison of instrument power change results of power acquisition terminal
under different voltage input values of the system)

In Figure 4.1, when the input current value of the system is increasing, the data output results of the
experimental theoretical and the instrument display value show an increasing trend. When the input current
is 1A, the experimental, theoretical value of the system is 3A, and the actual instrument output is close to
5A. When the input current is 6A, the instrument output of the system is 7.5A. In addition, when the system
input voltage is 100V, the theoretical output value is 110V, and the actual instrument output value is 140V.
Therefore, the power acquisition terminal designed by the research can reasonably dispatch and allocate power
resources.

In Figure 4.2, the theoretical output power value of the acquisition terminal and the actual instrument
output value will fluctuate under different current and voltage values. When the system input current is 1A,
the theoretical output value of the system is 800W, and the actual output value is 1300W. In addition, when
the system input voltage is 1V, the theoretical power output value of the terminal is 850W, and the actual
instrument output value is 1480W. The influence of the voltage input value on the system output power is
analyzed. When the voltage input is 6V, the theoretical power output value of the terminal is 1100W, and the
actual instrument output value is 1680W. Therefore, the results show that the system’s output power can be
effectively adjusted with the help of experimental instruments.

4.2. System performance analysis under different load impedance. In order to further analyze the
system performance of the electrical acquisition terminal, the gap between the experimental theoretical value
of the system and the instrument display value is compared under different load impedences. The data change
curve is shown in Figure 4.3. The change curve of output power and output voltage value of the system under
different input power is shown in Figure 4.4. In addition, the data receiving accuracy and data detection error
rate change data of the power acquisition terminal are sorted out. The data results are shown in Figure 4.5.

In Figure 4.3, the difference between the experimental theoretical and the instrument display value under
different load impedances will cause certain fluctuations. When the load impedance of the system is 20, the
theoretical current of the instrument of the electric data acquisition terminal is 0.58, and the current value of the
terminal data acquisition instrument is displayed as 0.98. In addition, when the load impedance of the system
is 180, the current value of the terminal data acquisition instrument is displayed as 0.44. When the capacitance
is removed, the load impedance range of the system changes from 100 to 600. When the load impedance is 200,
the theoretical current of the instrument at the electric data acquisition terminal is 2.5, and the actual current
of the terminal data acquisition instrument is 4.25. Therefore, the reasonable load impedance value loaded in
the system can optimize the model’s current output value and improve the resource utilization rate.
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Fig. 4.3: Comparison of the gap between the theoretical, experimental value and the instrument display value
under different load impedances of the system (a. the curve of the data changes between the theoretical,
experimental value, and the instrument display value under different load impedances of the system after
adding capacitance; b. the curve of the change of the data between the theoretical, experimental value, and
the instrument display value under different load impedances of the system after removing capacitance)

Fig. 4.4: Comparison of the system’s output power and output voltage under different input power of the
terminal (a. the change curve of the output power value of the system under different input power of the
terminal; b. the change curve of the output voltage value of the system under different input power of the
terminal)

In Figure 4.4, under the different input power of the electricity acquisition terminal, the system’s output
power and voltage value vary greatly. When the terminal input power is 10W, the theoretical output power of
the system is 112.5W, and the actual output value is 133W. Currently, the theoretical output voltage of the
system is 12.5V, and the actual model output voltage is 13.2V. When the terminal input power is 60W, the
output power of the actual model is 130W, and the output voltage of the actual model is 14.25V. Therefore,
reasonable allocation of grid resources can improve the working efficiency of power acquisition terminals and
promote the rapid transformation of power resources.

In Figure 4.5, under the increasing input of the power acquisition terminal, the system’s data-receiving
accuracy is constantly improving, and the error results of data detection are constantly decreasing. When the
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Fig. 4.5: Comparison of data receiving accuracy and data detection error of electric power acquisition terminal
(a. change curve of data receiving accuracy of electric power acquisition terminal; b. change curve of data
detection error of electric power acquisition terminal)

input power of the system is 10W, the accuracy of the experimental, theoretical output data is 20.5%, and
the accuracy of the actual output data is 43.3%. At this time, the error rate of theoretical detection data is
13.7%, and the detection error rate of the actual data acquisition terminal can be reduced to 7.2%. In addition,
when the system input power is 60W, the theoretical error detection rate of the data acquisition terminal of the
system is 8.7%. The error detection rate of the actual terminal can be reduced to 4.3%, which is much lower
than the previous data detection error rate. Therefore, using power line communication technology to optimize
the power acquisition terminal of electromechanical equipment is conducive to improving the accuracy of power
resource data transmission.

5. Conclusion. With the progress of the times and the rapid development of power supply technology,
users have put forward higher requirements for power load resource management and power resource transmis-
sion. The paper adopts power line communication technology to analyze the transmission efficiency of resources
in the current network. Based on the optimization of network topology, the main and fixed relay communica-
tion modes are selected to transmit power resources in the network. The electromechanical equipment type of
power line communication is studied with the form of information fusion and structure optimization of power
acquisition terminal model. The results show that the difference between the experimental theoretical and
the instrument display value under different load impedances will cause certain fluctuations. When the load
impedance of the system is 20, the theoretical current of the instrument of the electric data acquisition terminal
is 0.58, and the current value of the terminal data acquisition instrument is 0.98. In addition, when the load
impedance is 200, the theoretical current of the instrument of the electrical acquisition terminal is 2.5. The
actual current of the terminal data acquisition instrument is 4.25. This paper has practical application value
for promoting the deep integration of electromechanical equipment and power line communication technology.
However, there are some deficiencies in the research. The main disadvantage is that in the actual power system
network, the actual distribution network impedance is affected by many factors. Here, only a specific length of
the power cable is simulated. In future research, more powerful system network data should be combined to
optimize the model management strategy.
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A FAULT MONITORING SYSTEM FOR MECHANICAL AND ELECTRICAL
EQUIPMENT OF SUBWAY VEHICLES BASED ON BIG DATA ALGORITHMS

GENG LI∗, YA LI†, AND HONGXUE BI‡

Abstract. This paper uses big data technology to extract the electromechanical fault characteristics of metro vehicles and
analyze the current situation under different fault conditions to ensure the operation quality and safety of metro operations. It
also establishes a simulation model to simulate the current waveform of metro vehicles under different fault conditions and analyze
the fault phenomenon. The simulation test results show that: (1) The current waveform of a single transistor with the hard fault
is compared with the simulated current waveform under a normal state. The upper part of the A phase current waveform is lost
when T1 fails. When T2 fails, the current waveform in the lower half of the C phase current is lost. When T3 fails, the upper half
of the B phase current waveform is lost. (2) The current waveform in the hard fault’s upper and lower bridge arms will have phase
loss. In the T25 fault, the C phase current is completely lost. In the T14 fault, the phase A current waveform is completely lost. In
the T36 fault, the phase B current is completely lost. (3) The current waveform of a single transistor with a soft fault is complete,
but the overall current amplitude is reduced. When a T1 fails, the A phase current tends to rise first and then fall. Compared to
normal, the amplitude of the current decreases, and the peak decreases slightly. (4) The current values of phase B and phase C
of the two transistors on the same bridge above and below the soft fault are mostly the same. The phase A current output value
decreases in both the positive and negative half cycles. This paper aims to improve the monitoring ability of the monitoring system
of electromechanical equipment of metro vehicles, which plays a specific role in maintaining the safety of subway operations and
improving the quality of subway operations.

Key words: Big data technology, metro vehicles, electromechanical equipment, monitoring systems, simulation

1. Introduction. With the development of urbanization, the role of urban rail transit in cities is becoming
increasingly important. The metro is the backbone of public transportation in modern large cities and the
backbone of passenger transportation within the city [1,2]. Metro vehicle Electromechanical Equipment (EE)
is a general term for electrical and mechanical equipment that converts electricity and other energy. It is
indispensable equipment for maintaining metro operations. The failure of electrical equipment in a metro train
will directly affect the operational safety of the city’s rail vehicles. Therefore, fault monitoring of electrical
equipment in metro trains is critical. The converter is the core component of controlling multiple components in
the metro electrical equipment. Monitoring the condition of the converter can prevent possible electromechanical
failures during metro operation.

At the end of the last century, big data technology began to develop. Big data has a wide range of
applications, for example, in healthcare. Analyzing big data through machine learning can help evaluate large
amounts of complex healthcare data to improve medical diagnosis and disease classification [3]. During the
13th Five-Year Plan period, big data technology was widely used in urban rail transit. Through big data
analysis, South Korea could review the operation of express trains and detect the trend of train traffic [4].
Big data analysis can plan metro travel routes [5]. Advanced big data technology can detect defects in metro
tunnels [6]. In terms of metro operation, based on big data technology, an automatic toll collection system
with stable system operation, relatively small memory, fast response speed, and low delay can be designed to
improve the convenience of residents’ lives and accelerate the process of urban construction [7]. Using big data
technology can realize the intelligent management of metro operations, which plays a vital role in alleviating
traffic congestion, reducing traffic accidents, and reducing energy consumption [8,9]. In addition, in terms of
electromechanical fault detection, the detection system can be highly adaptable based on big data technology.
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Fig. 2.1: Characteristics of big data technology

It can predict the early electromechanical failure of the aircraft and improve the fault diagnosis performance of
the electromechanical system [10,11]. When dealing with complex classification problems, the use of big data
technology can realize real-time fault detection of key components of the electromechanical traction system
of high-speed trains, which is of great significance for improving the reliability of train motors and reducing
the cost of support [12,13]. Electromechanical faults can be monitored using big data technology to establish
simulation models.

Firstly, this paper uses big data technology to extract the electromechanical fault characteristics of metro
vehicles and analyze the current situation under different fault conditions to ensure the operation quality
and safety of metro operation and improve the monitoring of metro EE. Secondly, a simulation model is
established to simulate the current waveform of metro vehicles under different fault conditions and analyze the
fault phenomenon. The innovation point is to combine big data technology with the electromechanical fault
monitoring system of metro vehicles and analyze the current waveform of the converter under different faults
through simulation models. The monitoring of EE of metro vehicles has been improved, which has played a
specific role in maintaining the safety of metro operations.

2. Establishment of the electromechanical fault simulation model for metro vehicles.

2.1. Big Data Technology. Big data technology refers to the application technology of big data, including
various big data platforms, big data index systems, and big data application technology . As one of the leading
development directions in the information field, big data technology can be applied to data mining, data
analysis, and data sharing in massive data. It leverages the potential value of data to create substantial
economic benefits. Big data can optimize resource utilization while making informed decisions [14,15]. In the
oil and gas industry, big data technology can be used to analyze seismic and microseismic data, reduce drilling
time and improve drilling safety, optimize the performance of production pumps, improve asset management,
and improve transportation safety [16,17]. Big data technology can promote students’ interest in learning and
improve their concentration on learning in college education . Big data management in big data technology
can organize and analyze mining data well. Big data technology is one of the promising technologies that could
reshape the entire mining landscape .

The characteristics of big data technology are shown in Figure 2.1.
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Big data technology has many data processing methods, such as Bayesian networks, random forests, decision
trees, Principal Component Analysis (PCA), Gaussian mixture models, and regression analysis models. Here,
the PCA and the Weibull distribution method are mainly used for data preprocessing.

PCA is a statistical method that can comprehensively analyze the problem, save calculation time and
cost by reducing the dimensionality of the data set, and improve the accuracy of the calculation. As a basic
mathematical analysis method, PCA has applications in the fields of demographics, quantitative geography,
mathematical modeling, and mathematical analysis. It is a commonly used multivariate analysis method. PCA
has three main functions: reducing the dimensionality of the data space, analyzing the relationship between
variables, and using graphics to represent multidimensional data.

Suppose X1, X2, ..., Xi(i = 1, 2, ..., j) is the eigenvector corresponding to the eigenvalues of the covariance
matrix of M. M1,M2, ...,Mi(i = 1, 2, ..., j) is the normalized value of the original variable. Then, the following
relationship exists when normalizing.

F = X1 ∗M1 +X2 ∗M2 + ...+Xi ∗Mi (2.1)

The Weibull distribution method is the theoretical basis of reliability analysis. It is suitable for inferring the
wear of electromechanical products, industrial manufacturing, predicting the weather, predicting technological
changes, and modeling the received clutter signal. The Weibull distribution method was proposed in 1927 and
explained in detail by the Swedish engineer and mathematician Waloddi Weibull in 1951. According to the
form, it can be divided into three types: the one-parameter Weibull distribution, the two-parameter Weibull
distribution, and the three-parameter Weibull distribution or mixed Weibull distribution.

The Weibull distribution is a continuous probability distribution. Suppose x is a random variable, y>0
is the scale parameter, and z>0 is the shape parameter. When z=1, the probability density function is an
exponential distribution; when z=2, it is a Rayleigh distribution. The probability density is calculated as
follows.

f(x, y, z) =

{
z
y (

x
y )
z−1, x ⩾

0, x < 0
(2.2)

γ is the gamma function, and the mean is calculated according to Eqaution 2.3.

E = yγ(1 +
1

z
) (2.3)

If the time is t, m is the standard parameter, and s is the positional parameter. Then, the continuous
distribution function f(x) is:

f(t) =
z

m
(
1− s
z

)Z−1E−( t−s
m

)Z (2.4)

2.2. Metro EE. Metro EE is mainly divided into ventilation and air conditioning systems, water supply
and drainage systems, power lighting systems, elevator and screen door systems, automatic ticket vending
systems, power supply systems, communication signals and other weak current systems, civil air defense projects,
and subway vehicles [18,19]. Metro trains mainly use automation equipment with electronic computer processing
technology as the core. The role of this equipment is to replace manual labor with mechanized and electrified
systems to ensure the operation and safety of trains. Metro trains mainly include car bodies, power bogies and
non-power bogies, traction buffer connection devices, brake devices, current receiver devices, internal vehicle
equipment, and electrical systems. Among them, the electrical system is divided into the main, auxiliary, and
electronic and control circuits. Converters are auxiliary circuit systems.

The characteristics of EE failures are the characteristics of the occurrence, development, and change of
faults in a complete life cycle of EE from use to no longer use. Figure 2.2 shows the classification of fault
characteristics of EE.

The auxiliary power supply system of the metro train receives the current of the high-voltage power supply
network. These currents are transmitted by a pantograph or a third rail catenary. The controller controls the
inverter circuit. The voltage on the catenary of the auxiliary inverter is changed to a medium-pressure flow.
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Fig. 2.2: Classification of electromechanical fault characteristics

The auxiliary power supply system is divided into the grid-connected, cross-power, and extended power
supply. A bus bar connects the grid-connected power supply to the whole vehicle. There is no contactor in the
middle, and the two auxiliary inverters work together. The cross-power supply is the direct power supply from
the busbar to the trunks that have been grouped. Under normal circumstances, the vehicle alternating current
load is divided into two groups on average according to the equipment’s power. Two auxiliary inverters supply
power to each of the two sets of equipment. The extended power supply is a more complex way of supplying
power to two independent units using a bus bar. There is a contactor between the two auxiliary inverters.
When the contactor is turned off, the malfunctioning auxiliary inverter stops working, and another auxiliary
inverter is responsible for the entire vehicle.

Among them, the power supply switching mode of cross-power and grid-connected power supply is the
simplest, and no additional hardware is required. When switching the expansion circuit, it is necessary to set
up the expansion contactor, and the auxiliary inverter must also stop working.

The specific power supply system load is presented in Figure 2.3.

The fault characteristics extraction of the metro electrical system can be carried out through three aspects:
time domain, frequency domain, and time-frequency domain. The time domain mainly describes the relationship
of mathematical functions or physical signals to time. Time is the independent variable, and signal change is
the dependent variable. Time domain analysis uses the time axis as the coordinate to represent dynamic
signal changes. The frequency domain is a coordinate system used to describe the frequency characteristics
of a signal. The independent variable is the frequency, and the dependent variable is the change amplitude
of the frequency signal. It is also a spectrogram, which describes the frequency structure of the signal and
the relationship between the frequency and the amplitude of the frequency signal, mainly used in electronics,
control system engineering, and other aspects. The time-frequency domain combines time and frequency to
express information about frequency over time. The time domain process is straightforward, and the frequency
domain process needs to be transformed. The time-frequency domain process is more complex, but the resulting
signal quality is higher. Therefore, the fault characteristics of the metro electrical system are extracted from
the perspectives of time-frequency and time domains.

Time-domain fault feature extraction is to count the different feature manifestations of signals in different
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Fig. 2.3: Auxiliary power supply system load

states in the time domain. There are two main indicators of time-domain signals: dimensioned and dimensionless
parameters. Dimensioned parameters have unit values and are easily affected by environmental interference.
Dimensionless parameters are values without units and are not affected by interference factors.

Dimensioned parameters are calculated according to Eqaution 2.5-Eqaution 2.7.

A =

∫ ∞

−∞
AP (A)dx (2.5)

α =

∫ ∞

−∞
A3P (A)dx (2.6)

β =

∫ ∞

−∞
A4P (A)dx (2.7)

In Equation 2.5-2.7, P(A) is the probability density function, A is the mean of any sample, α is the degree of
skewness, and β is the steepness.

Dimensionless parameters are calculated according to Eqaution 2.8-Eqaution 2.10.

X =
ARMS

|A| (2.8)

L =
AMAX

ARMS |
(2.9)

K =
e[(A− U)4]

σ4
(2.10)

In Eqaution 2.8-Equation 2.10, U is the mean, U4 is the fourth-order center distance of the random variable
A, e is the expectation, ARMS is the square root of the mean, σ is the standard deviation, X is the waveform
index, L is the peak indicator, and K is the steepness factor.



A Fault Monitoring System for Mechanical and Electrical Equipment of Subway Vehicles Based on Big Data Algorithms 3381

Fig. 2.4: Electrical system fault classification

Time-frequency domain fault feature extraction uses Short-time Fourier Transform (STFT), S transform,
Empirical Mode Decomposition (EMD), and other methods to extract signals.

The STFT refers to a mathematical transformation related to the Fourier transform to determine the
frequency and phase of a sine wave in the local area of a time-varying signal. The uncertainty criterion limits
the STFT window function, and the area of the time-frequency window is not less than two. Therefore, the
time and frequency resolution of the STFT window function cannot be optimized simultaneously.

The S transform replaces wavelet basis functions with Gaussian windows. It is also known as the ”phase
orthogonal” continuous wavelet transform. The signal is divided into many small time intervals, and each time
interval is analyzed with the Fourier transform to determine the frequency at which the time interval exists.
The feature quantity extracted by the S transform is not sensitive to noise.

EMD is a novel adaptive signal processing method for nonlinear and nonstationary signals. It decomposes
the signal based on the timescale characteristics of the data itself. It does not require pre-setting. Compared
with the previous two methods, the data of EMD is more intuitive.

Figure 2.4 demonstrates the fault classification of the metro electrical system.

2.3. Simulation model establishment. Matrix Laboratory (MATLAB) simulation tool is a commercial
mathematical software produced by MathWorks in the United States. It is mainly used in data analysis, deep
learning, control system design and simulation, data image processing, and data signal processing. MATLAB,
along with Mathematica and Maple, is known as the three major mathematical software. MATLAB integrates
matrix calculations, numerical analysis, modeling and simulation of nonlinear dynamic systems, and scientific
data visualization in an easy-to-use windowed environment, largely freeing itself from the editing mode of
traditional non-interactive programming languages.

The advantage of MATLAB is its efficient numerical and symbolic computing capabilities. It can handle
complex and tedious mathematical operations. It has complete graphics processing functions to visualize
calculation results. MATLAB also has a feature-rich toolkit that simplifies data processing.

MATLAB has five major system structures: development environment, mathematical library, language,
graphics processing system, and application programming interface. The specific system structure is shown in
Figure 2.5.

With the help of the Simulink module in the MATLAB tool, simulation models of auxiliary inverter circuits
can be built. The simulation model is divided into two inverter modules: the inverter control module and the
inverter output module.

Pulse-width modulation control is implemented in the inverter control module using the pulse-width mod-
ulation generator in the module library. The input of the pulse-width modulation generator is set with a sine
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Fig. 2.5: MATLAB system structure

wave with a difference of 120° to control the Insulated Gate Bipolar Transistor (IGBT). The generator output
is connected to the gate. It is necessary to prevent the reduction of harmonic content and power life problems
of the inverter simulation output voltage caused by the excessive switching frequency of the components in the
actual experiment. Therefore, the carrier frequency in the pulse generator is set to 0.6, the modulation wave
frequency is set to 50, and the generation period mode is selected as the 3-arm bridge of six pulses.

In the inverter output module, the main circuit is set as a three-phase bridge inverter circuit. IGBT modules
include gates, collectors, generators, module test terminals, and module monitoring terminals. The internal
resistor size is set to 0.02Ω, and every six IGBT modules form a complete three-phase bridge inverter circuit.

A filter circuit that combines inductors and capacitors is built using modules in the component library. The
input voltages of interfaces one, two, and three at the left end are set to the output voltage of the inverter circuit,
and the output voltages of four, five, and six after the interface at the right end are set to sine waveforms.

In the simulation model, the grid voltage output of the auxiliary inverter system is set to 1,500V. The
direct current voltage changes from 300V to 600V through the battery circuit and resonant converter. In the
simulation experiment, the maximum voltage is selected as the input voltage value, set to a purely resistive
load. The resistor size is 0.6, the total simulation time is 0.1 seconds, and waveforms are recorded every 0.01
seconds. The output of the simulation circuit is given in Figure 2.6.

3. Simulation results of electromechanical faults of metro vehicles.

3.1. Hard fault simulation results. The variation in the current waveform of a single insulated-gate
bipolar transistor is shown in Figure 3.1.

From Figure 3.1, when the power tube T1 fails, the current fluctuation range of phase A is between 0 and
-400A, the upper part is lost, and the changing trend will repeat every 0.02s. Phase B current fluctuates from
300 to -300A. The current change showed a trend of increasing first and then decreasing, repeating every 0.02s
and five times within 0.1s. The C phase current range and repetition are consistent with the B phase current,
but the trend is first falling and then rising. When the power tube T2 fails, the current change trend of phase
A is first increasing and then decreasing, and it repeats every 0.02s. The current varies from 300 to -300A.
The current change trend of phase B is first falling and then rising, which coincides with the phase A current
about every 0.01s. The current varies from 300 to -400A. The C-phase current varies from 400 to 0A. The
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Fig. 2.6: Output of simulation circuit

Fig. 3.1: Change in the current waveform of a hard-faulted single-insulated-gate bipolar transistor

current coincides every 0.02s, and the lower half of the current waveform is lost. When the T3 fault occurs,
the current trend of phase A is consistent with that of the T2 fault. The specific current values are slightly
different, but the overall range is the same. The waveform in the upper half of the phase B current is lost, and
the current trend is first to fall and then rise. After rising, the current value remains 0.01s and drops again,
and the consumption time of each process is about 0.02s. The trend of the current change in phase C is similar
to the change in phase C at the T1 fault. In general, compared with the simulated current waveform under
normal conditions, waveform loss of different phases will occur under different faults. The fault type can be
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Fig. 3.2: Changes in current waveforms of two insulated-gate bipolar transistors on the upper and lower legs
of a hard fault

reversed according to the waveform loss.
The current waveforms of the two insulated-gate bipolar transistors are plotted in Figure 3.2.
From Figure 3.2, in both transistor faults on the upper and lower bridge arms, the T25 fault shows only

phase A current and phase B current, and the phase C current is completely lost. Phase A’s current trend
is first up and then down, and the current range is between 300 and -250A. There is no waveform loss. The
current trend of phase B is completely opposite to the current trend of phase A. The current range of both is
consistent, and the waveform is complete. In the T14 fault, only the B phase current and the C phase current
are present, and the A phase current waveform is completely lost. The current trend of phase B is consistent
with the current trend of phase B of the T25 fault, but the lower limit of the variation range is slightly lower
than that of the T25 fault. The current trend of phase C is first rising and then decreasing. The overall current
range is approximately 250 to -250A, and the waveform is complete. In the T36 fault, the A phase current and
C phase current remain intact, and the B phase current is completely lost. Phase A’s current change trend
is to decline and then rise. The current variation range is about 300 to -300A, with large fluctuations in the
middle. The current trend of phase C is first increasing and then decreasing, the lower limit of the current
range exceeds -300A, and the waveform is complete. In general, the current waveform in the fault of the upper
and lower bridge arms will have phase loss, and the phase loss of different power tubes will be different. In real
circuits, this type of fault will cause a current short circuit.

3.2. Soft fault simulation results. The variation in the current waveform of a single insulated-gate
bipolar transistor is revealed in Figure 3.3.

From Figure 3.3, in soft faults, resistance is mainly considered. At a thermally stable operating temperature
of 30°C, the thermally stable resistance exceeds 0.004Ω. When a T1 fault occurs, the current in phase A tends
to rise first and then fall. The current range is between 300 and -300A. Compared to normal, the amplitude of
the current decreases, and the peak decreases slightly. The current trend of phase B is opposite to the current
trend of phase A. The current range is consistent. The current amplitude is small compared to the simulated



A Fault Monitoring System for Mechanical and Electrical Equipment of Subway Vehicles Based on Big Data Algorithms 3385

Fig. 3.3: Variation of the current waveform of a soft-faulted single-insulated-gate bipolar transistor

Fig. 3.4: Changes in current waveforms of two insulated-gate bipolar transistors with the same bridge above
and below the soft fault

current waveform under normal conditions. The current variation trend of phase C is quite different from that
of the simulation circuit under normal conditions, and the lowest value occurs when it is close to 0.02s. Overall,
the soft-fault single transistor current waveform is intact, but the overall current amplitude is reduced.

The current waveforms of the two insulated-gate bipolar transistors are shown in Figure 3.4.

From Figure 3.4, when both transistors on the same bridge of the soft fault have a fault problem, the
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current change trend of phase A increases first and then decreases, which is similar to the waveform of a single
transistor with a soft fault[20]. Phase A currents range from 300 to -300A. Compared to the simulated current
waveform under normal conditions, the current output value decreases in both the positive and negative half
cycles. The current trend of phase B is completely opposite to the current trend in normal conditions. The
current trend of the C phase is consistent with the case of a soft fault single transistor, and the current value at
0s is slightly different. On the whole, the current value of phase A of the two transistors with the same bridge
above and below the soft fault will decrease, and the current value of phase B and phase C will not change
much.

4. Conclusion. In this paper, the electromechanical fault characteristics of metro vehicles are extracted
by big data technology, and the current situation under different fault conditions is analyzed. The simulation
model is established. Additionally, the Simulink module in the MATLAB tool is used to simulate the current
waveform of metro vehicles under different fault conditions and analyze the hard and soft fault phenomena. The
simulation results show that: (1) The current waveform of a single transistor with the hard fault is compared
with the simulated current waveform under a normal state. Waveform loss of different phases occurs under
different fault conditions. The fault type can be reversed according to the waveform loss. When power tube T1
fails, the upper half of the phase A current waveform is lost. When the power tube T2 fails, the C-phase current
coincides every 0.02s, and the lower half of the current waveform is lost. When T3 fails, the waveform in the
upper half of the B phase current is lost. The current trend is first to fall and then rise, and the consumption
time of each process is about 0.02s. (2) The current waveform in the hard fault’s upper and lower bridge arms
will have phase loss, and the phase loss of different power tubes is different. At the T25 fault, only phase A
current and phase B current are shown, and phase C current is completely lost. In the T14 fault, only the B
phase current and the C phase current are present, and the A phase current waveform is completely lost. In
the T36 fault, the A and C currents remain intact, and the B phase current is completely lost. (3) The current
waveform of a single transistor with a soft fault is complete, but the overall current amplitude is reduced. When
T1 fails, the current trend of phase A rises first and then falls. Compared to normal, the amplitude of the
current decreases, and the peak decreases slightly. The current trend of phase B is opposite to the current
trend of phase A. The current variation trend of phase C is quite different from that of the simulation circuit
under normal conditions, and the lowest value occurs when it is close to 0.02s. (4) The current value of phase
A of the two transistors on the same bridge of the soft fault will decrease, and the current value of phase B and
phase C will not change much. The current trend of phase A is to increase first and then decrease. Compared
to the simulated current waveform under normal conditions, the current output value decreases in both the
positive and negative half cycles.

The disadvantage is that the simulation model only studies the current waveforms of the two IGBTs on
the upper and lower bridge arms of the hard fault and the upper and lower bridges of the soft fault. It does
not consider the current waveforms of the two IGBTs under the same half-bridge and the cross half-bridge.
The research on converter faults still needs to be completed. Furthermore, there is the problem of short
simulation experiment time. In subsequent research, converter faults under different conditions can be added,
the simulation time can be extended, and a more comprehensive study can be carried out. The electrical
system faults can be inferred from different current waveforms to enrich the fault types, thereby enhancing the
monitoring ability of the electromechanical fault system. The fault model of the transformer of the electrical
system of EE of metro vehicles established by big data technology improves the monitoring ability of transformer
faults of the metro electrical system. It also plays a specific role in improving the performance of the monitoring
system of EE of metro vehicles, enhances the safety of metro operation and the quality of metro operation, and
contributes to the development of urban rail transit.
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LEVERAGING EMOTIONS IN STUDENT FEEDBACK TO IMPROVE COURSE
CONTENT AND DELIVERY

ABID HUSSAIN WANI∗

Abstract. Emotions play a vital role in almost all the activities we perform, including learning. In fact, the success of
any learning system is largely dependent upon its ability to deliver the course content in such a form so as to meet the learning
requirements of the target audience. Learning Systems can be tailored to effectively utilize the feedback from learners to improve
the course content, and thus the feedback can prove to be a valuable asset. There is an increased demand for focusing on a
learner-centric approach to content delivery. In this study we attempt at detecting different learning-relevant emotions from the
feedback for a course so as to enable course designers to incorporate the type of content that matches a learners requirements.
Rather than taking into account six basic emotions (sadness, happiness, fear, anger, surprise and disgust) we consider interest,
engagement, confusion, frustration, disappointment, boredom, hopefulness and satisfaction emotions for the purpose of our study
since they are more relevant in a learning setup. We employed a supervised algorithm, Support Vector Machine, for affect detection
from the textual feedback in our experiments.

Key words: Emotion Detection, Support Vector Machine, Content delivery, Feedback Mining

1. Introduction. The rapid growth in information technology coupled with the huge benefits it offers,
has increased its adoption by leaps and bounds in almost every sphere of our lives. In the field of education too,
ICT-based solutions are playing a major role and providing overall value addition to the process of learning [1].
Specifically, eLearning Systems have a potential to reform the traditional teaching structure by incorporating
technology-driven learning stuff and more importantly catering to the needs of individual learners who may
not have a face-to-face interaction with the instructor [2]. Although much research has been conducted to
understand the learning requirements of a group audience, there is a lot of scope for improving the content
presented to the audience with varied emotional states. Since the target group of learners can be in different
emotional states the content delivery can be tailored so as to match and satisfy their individual needs. The
essence of these systems lies in providing individualized instruction by being able to cater and furnish to the
varying knowledge grasping capacities and information needs of prospective learners. In a learning setup, we are
more concerned about effective absorption of the content by the learner. Therefore, contemporary eLearning
Systems are designed to be more and more learner-centric and close to the students self-learning needs as per
the demand from the student community. A course can be tagged as learner centric only if the course is rich
enough to include content for learners who can be in different emotional states. The fact that the human brain
performs a blend of both cognitive and affective processing demands that the systems which are modeled after
it not only process the information from a cognitive point of view but also integrate and assimilate an affect
sensing and processing functionality into the system. Thus, the technology-driven learning environments should
not only be intelligent enough but also take into consideration emotional aspects [3]. Having emotion processing
capability will enable these systems to customize the contents of a course and its flow as per the needs of the
learner so as to make the learning process more productive. True engagement of the prospective learners both
intellectually and emotionally forms the hallmark of productive eLearning. The student feedback pertaining to
a course can prove as an asset to structure the content of a course and decide the delivery plan by detecting
the emotions expressed in the feedback. In this work, we propose a framework grounded on supervised learning
that performs this affect detection from student feedback and provides generalized guidelines for the course
designers to fine-tune the course contents and delivery plan for each target category of students according to
their mood and learning pattern.
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2. Related Work. The utility of emotions expressed by students in eLearning environments has gained
much attention with the advancements in machine learning during the recent years. The major focus in this
area has been to detect fine-grained emotions to track down the emotional response of the learners in an
automated and seamless manner with least additional investment in terms of tangible and intangible resource
[4, 5]. The research in this area comes under a more general area in computing known as “Affective Computing”.
A good amount of research has been conducted to detect learner’s affective state [6, 7]. Most of the studies
that have been carried out in this area principally take into account models and theories of emotions and
employ a number of techniques to computationally capture the emotions. Since the focus of the present
work is on recognizing emotions only from textual data, this section will trace the studies made for recognizing
emotions from text. Emotion recognition involves theories and concepts from various areas including psychology,
linguistics, information retrieval, text mining and recently machine and deep learning techniques have gained
a lot of attention as well. Based on how emotions are modeled computationally and what techniques are
employed, researchers have been able to achieve results which are close to that of humans. To detect emotions
in text a number of approaches have been employed in different studies. Principally these approaches can
be categorized into three categories; pure emotion keyword based approach, rule-based, (machine and deep)
learning or combination of these. An emotion-aware framework for elearning systems has been presented in [8]
that employs supervised learning approach. Regardless of the approach used, almost all methods have their
own strengths and weaknesses when it comes to proper identification of emotional affinity [9]. Most emotion-
recognition models are driven by identification of syntactic features (e.g. Parts-Of-Speech tags, N-grams etc.)
as well as semantic features (e.g. synonym sets). There is a lot of scope for building syntactic and semantic
resources which will serve as good resources for affect detection and a number of works have already been
completed in this direction [10, 11]. Affect detection has proved to be an important tool in the deciphering
of the interaction with the student for eLearning Systems in recent years [12]. An automated affect sensitive
intelligent tutoring system, introduced by D’Mello and Graesser, tries to simulate dialogue patterns of tutor-
pupil of real-world [13]. Emotions other than the basic ones have been considered for the purpose of affect
computing in only a few studies. Liew et al. [14] constructed a text corpus comprising 15,553 tweets and
annotated with twenty eight different emotions for their work on fine grained emotion recognition. Among
the various emotions taken into account by them, emotions like boredom, confidence, excitement etc. are of
particular interest in our study as well. In [15], Abdul-Mageed and Ungar have tried to build a large corpus
using twitter hashtags thereby effectively removing the major impediment of creating instances labeled with
emotion categories. For the purpose of our study, however, our corpus comprises of student feedback in textual
form and moreover we take into account eight emotions which are most relevant to a learning environment. Our
primary focus is on the detection of emotions relevant to learning activity from student feedback to fine-tune
the course contents and delivery plan.

3. Detecting Emotions and Tailoging Course Content and Flow. Although the design of the
content and its flow is dictated by various technical input factors relevant to a particular course yet the
feedback received can be utilized to fine-tune the design. Fig. 1 shows the overall setup of our framework for
detecting and utilizing affect information from student feedback for a particular course. The affect perception
from students is then aggregated to take into account only the dominant emotions expressed to remove the
outlier effect.

3.1. Detecting Emotions From Student Feedback. The task of emotion detection from student feed-
back has been modeled as a text classification task. After initial phase of preprocessing which consists of
tokenization, POS tagging, lemmatization, stop-word removal, we train our supervised classifier Support Vec-
tor Machine. Support Vector Machines (SVM) learn to recognize emotions in data by identifying an optimal
hyperplane that separates different emotion categories in a feature space derived from textual data. Initially,
textual data is transformed into numerical feature vectors, incorporating linguistic cues. Through training on
labeled datasets where each text sample is associated with a specific emotion label, SVM adjusts its parameters
to maximize the margin between different emotion classes while minimizing classification errors. This pro-
cess results in the creation of a decision boundary that delineates regions corresponding to distinct emotional
categories. Subsequently, SVM utilizes this decision boundary to classify new text samples by determining
which side of the boundary they fall on, effectively assigning them to the appropriate emotion category. The
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classification of emotion from the student feedback takes place in the following steps:

1. Feature Extraction: The process begins with preprocessing the textual feedback, which involves tasks
such as tokenization, removing stopwords, and stemming or lemmatization to normalize the text. Then,
features are extracted from the preprocessed text. These features include various linguistic cues such as
word frequencies, sentiment scores, part-of-speech tags etc. Each feedback is represented as a numerical
feature vector based on these extracted features.

2. Training Phase: In the training phase, SVMs learn to distinguish between different emotion categories
by finding the optimal hyperplane that separates the feature vectors belonging to each emotion class
in the feature space. The hyperplane is a decision boundary that maximizes the margin, which is the
distance between the hyperplane and the nearest data points (support vectors) from each emotion class.
SVM aims to find the hyperplane that minimizes classification errors while maximizing the margin.

3. Optimization: SVMs optimize their parameters during training to find the hyperplane that best sep-
arates the emotion classes. This optimization process involves solving a constrained optimization
problem, typically using techniques like gradient descent or quadratic programming. The objective is
to find the parameters (weights and bias) that define the hyperplane, ensuring that it separates the
classes with the maximum margin.

4. Kernel Trick: SVMs employ the kernel trick to handle nonlinear relationships between features and emo-
tions. By transforming the feature space into a higher-dimensional space, SVMs can find a hyperplane
that effectively separates the data points even when the relationships are nonlinear.

5. Feedback Tagging: Once trained, SVMs classify new textual feedback samples by determining which
side of the decision boundary they fall on in the feature space. The signed distance of a data point
from the decision boundary is used to predict its emotion category. SVM assigns the sample to the
emotion class corresponding to the side of the decision boundary it lies on.

In our study we used two datasets. One is the student feedback dataset from Menekse et al. [16]. This
dataset comprises both the students’ responses and the gold-standard summaries created by the teaching assis-
tant. The other dataset again encompasses student feedback, which Oza et al [17] have analyzed using artificial
neural networks. Since the proposed method will be based on supervised learning we need a training corpus
consisting of student feedback where each record has been assigned a certain emotion label or marked as neutral.
As discussed above we take into consideration only those emotions which are relevant for affect detection in
student feedback; those include interest, engagement, confusion, frustration, disappointment, boredom, hope-
fulness, satisfaction. For the purpose of our study, four annotators labeled both the datasets to serve as training
data for Support Vector Machine, employed for emotion classification. The job of an annotator is simply to
select an appropriate emotion for each of the student responses presented to him. Since the student feedback
normally will be in the form of a sentence or paragraph hence the proposed system will limit the analysis to
sentence level.

The interpretation of affect in text being highly subjective [18], as such it is quite possible that the perception
of one judge/annotator is different from the other one. In order to account for this subjectivity, rather than
being annotated by a single judge we put each student’s feedback for annotation by four annotators/judges.
To get a quantitative measure of the inter-judge agreement statistic Cohen’s kappa is employed. The pairwise
agreement in emotional categories for student feedback is shown in Table 3.1.

As evident from the inter-annotator agreement study, the perception for an emotion is person-specific.
However from the pair-wise results it is evident those human judges mostly agree on the instances of interest,
confusion and satisfaction.

3.2. Tailoring Course Content and Flow. Once the dominant emotional response is known, the next
step is to use this affective feedback to customize the course content. For example, if the emotion detected is
frustration (learner got frustrated), there is a requirement to generate hints to help the learner in understanding
a particular topic, and include certain simple and illustrative examples. If the emotion detected is “boredom”,
then it would be imperative to display content for the learner that will get the learner look for his/her own titles
of interest, likewise if the student is confused with course contents, more elaborate and worked examples need
to be incorporated into the course so that the student can understand the concept being presented [19].The
emotion-inspired improvements from student feedback can be serve as a guiding factor for the inclusion of various
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Table 3.1: Pair-wise Agreement in Emotional Categories

Emotion Judge1↔ Judge2 Judge1↔ Judge3 Judge1↔ Judge4 Average

interest 0.85 0.77 0.76 0.79
engagement 0.65 0.66 0.54 0.61
confusion 0.87 0.81 0.84 0.84
frustration 0.75 0.78 0.70 0.74
disappointment 0.65 0.43 0.55 0.54
boredom 0.55 0.59 0.71 0.61
hopefulness 0.67 0.66 0.66 0.66
satisfaction 0.79 0.88 0.81 0.82

Table 3.2: Course Improvement Suggestions

Emotion Detected in the Feedback Course Improvement Suggestion

interest Links to more advanced topics
engagement More detailed content
confusion Elaborate worked examples on the topic

frustration The more simple and precise explanation
disappointment Elementary Video/ animations

boredom Display lively and funny examples
hopefulness More detailed content
satisfaction Links to related topics

Table 4.1: Evaluation Results of the Proposed Framework

Menekse dataset Oza dataset
Emotion Category Precision Recall F1− score Precision Recall F1− score

interest 58.54 62.78 60.59 54.21 57.77 55.93
engagement 47.63 52.47 49.93 56.23 62.5 59.20
confusion 53.23 58.12 55.57 48.30 51.23 49.72
frustration 59.22 55.47 57.28 52.46 67.33 58.97
disappointment 54.65 61.45 57.85 64.55 61.25 62.86
boredom 68.66 76.98 52.58 71.23 65.85 68.43
hopefulness 56.30 62.45 59.22 48.56 55.75 51.91
satisfaction 46.25 51.22 48.61 45.67 62.33 52.72

value-additions like explanation, hints, worked examples to the course content as described in Table 3.2.

4. Evaluation and Results. The real essence of any machine learning-based framework lies in not only
providing good results (classification results in our case) on the data on which it is trained but also on new and
unseen data and under-fitting and overfitting of data is avoided. We validated our model using Leave-one-out
cross validation, by training our model on all the instances of student feedback except one, “n” number of times
and predicting Output emotion label for that one instance using Support Vector Machine. Table 4.1 depicts
the classification performance results obtained for the above two datasets.

To measure the performance of the proposed framework, we compute the classification metrics including
Precision, Recall and F1-score on Menekse’s dataset and Oza’s dataset. For Menekse’s dataset, best results
were obtained for ‘interest’ emotion and that for Oza’s dataset ‘boredom’ emotion category was detected with
highest F1-score. Classification metrics such as Precision, Recall, and F1-score are essential for evaluating
the performance of machine learning models, particularly in tasks like emotion detection from text. Precision
quantifies the proportion of emotions detected that are correctly reported as positives (true positives) from the
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whole number of examples which are tagged as positive (true positives + false positives) by the model. For the
purpose of task of emotion classification, precision presents ability of a model to accurately identify a particular
emotion category without misclassifying unrelated emotions. A model with high precision score implies that
when the it suggests an emotion, there is high probability for it to be correct, minimizing false positives and
ensuring the relevance and specificity of the predictions. Recall measures the proportion of correctly predicted
positive cases (true positives) out of all actual positive cases in the dataset (true positives + false negatives).
Overall, precision, recall, and F1-score are critical metrics for evaluating the performance of emotion detection
models, as they offer insights into different aspects of the model’s performance, such as accuracy, relevance, and
comprehensiveness.

5. Conclusion and Future Scope. This paper proposes a supervised learning based emotion detection
mechanism for detecting emotions from student feedback to tailor and enrich the course contents. The classifica-
tion results obtained on Menekse’s dataset and Oza’s dataset does not seem too good which is due to small size
of the text corpus. In future, we aim to build a larger annotated text corpus so as to achieve better classification
performance. The limitation of our work lies in the fact that we only take into account the textual feedback
received from the learner to decide on the content. The course content and delivery can further be improvised
by taking into account other modalities including facial expressions, speech and voice modulations and not just
written textual utterances. We limited our study to text as we take into account only those systems which
receive just the textual feedback from the learner. In future, this work can be extended to have multi-modal
feedback so as to guide the content design, presentation and delivery. In our experiments, though we have
not made appropriate substitution of slangs (e.g. “dunno” with “don’t know”) and orthographic features (e.g.
“sooconfuuusing”), we intend to take these issues into account as well to better gauge the emotion expressed
in the student feedback., so as to enable course designers get a better idea about what all improvements need
to be made to the course content and flow. Moreover, it must be noted here that detecting learners’ current
mood is not the only solution but one factor to be considered; there is more research needed to identify other
situational and technical input factors that should guide the design, content and delivery of a course.
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Fig. 3.1: Overall Framework for Course Improvement Using Student Feedback
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FEATURE EXTRACTION OF GYMNASTICS IMAGES BASED ON MULTI-SCALE
FEATURE FUSION ALGORITHM

KUN TIAN∗
AND QIONGHUA XIA†

Abstract. The feature extraction and analysis of gymnastics images is an essential foundation for estimating human posture.
The primary step is to obtain various joint points of athletes based on basic information such as human texture and contour in the
sports images. The reconstruction and analysis of the human skeleton is completed based on the feature data of the joint points. In
this process, traditional algorithm models often have certain shortcomings in the accuracy of feature extraction for motion images.
This paper combines multi-scale feature fusion algorithms to construct a gymnastics motion image feature extraction model, which
can achieve more accurate and efficient analysis and research for the feature extraction process of motion images, further improving
the detection accuracy of joint points in motion images; this lays an essential foundation for feature extraction of gymnastics images.
At the same time, it also provides more methods for skeleton reconstruction based on image feature information during the motion
process, improving the efficiency and accuracy of reconstruction.

Key words: Multi scale feature fusion; gymnastics; feature extraction; loss function

1. Introduction. With the continuous development and improvement of scientific and technological in-
formatization, modern technology can support humans to obtain a large amount of image and video information
from various channels. A common image processing technology is a technology that uses computers to process
and analyse collected images and video information to meet human needs, covering various aspects of human
clothing, food, housing, and transportation. The extraction of human skeleton features in images has always
been an important research field in image processing and computer vision, and research in this field continues
to drive the continuous updates and progress of modern audio and video technology [1-3]. The research and
analysis of skeletal information during human motion lays an important foundation for further processing of
images and videos, and can also help people analyse the behaviour and key actions of the target human body.
For gymnasts, analysing and researching motion images is an extremely important process to improve and en-
hance their key movements. Therefore, using modern computer technology to extract and analyse the features
of gymnastics images provides more means for this process. The human skeleton extraction algorithm divides
the human skeleton into multiple joint points, such as the head, buttocks, shoulders, wrists, etc. Then, by
analysing the position, direction, and motion of each joint point, the human skeleton information is obtained
[4-5]. Further analysis of human posture and behaviour is carried out through the drawn human skeleton, in
order to obtain the activity and motion information of the human body in the image.

The extraction of human skeletons in gymnastics images can be divided into two dimensions: two-dimensional
human skeleton extraction and three-dimensional human skeleton extraction. 3D human skeleton extraction
analyzes images obtained from 3D cameras such as Kinect to obtain the 3D shape or coordinates of human
skeleton points. 2D human skeleton extraction mainly analyses 2D images obtained by ordinary image acqui-
sition devices and obtains the 2D coordinates of human skeleton points. Compared to 2D skeleton extraction,
3D skeleton points are denser, modeling is more complex, and 3D cameras are more expensive [6-7]. In most
cases, two-dimensional images are obtained for the analysis of gymnastics images. Therefore, this article mainly
focuses on the feature extraction of two-dimensional gymnastics images.

The applications related to human pose estimation are all based on obtaining clear and accurate human
skeletons in motion images. If the accuracy of feature extraction in motion images is insufficient, it will lead to
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significant deviations in the analysis of human behaviour and movements. Therefore, improving the accuracy
of feature detection and extraction in gymnastics images is of great significance. In recent years, the rapid
development of the hardware field has led to the continuous enhancement of computer computing power, and
more high-performance algorithms for extracting gymnastics motion images are emerging. The accuracy of
human skeleton extraction is constantly improving, and the extraction technology, as the foundation of human
posture recognition, will play an increasingly important role in more fields [8].

Early human pose estimation methods mainly relied on manually designed features and template matching,
but this method was limited by the complexity and robustness of feature design. With the rise of deep learning,
methods based on Convolutional Neural Networks (CNN) have gradually taken a dominant position. These
methods train networks with a large amount of data to automatically learn the mapping from the original
image to pose information, significantly improving the accuracy and robustness of estimation.

In recent years, researchers have begun to focus on more complex scenes and poses, such as multi-person
pose estimation, 3D pose estimation, etc. These issues are more challenging as they require handling occlusion,
changes in perspective, and changes in scale. To address these issues, researchers have proposed methods such
as multi-scale feature fusion, multi-perspective fusion, and spatiotemporal modeling, further improving attitude
estimation performance.

Feature extraction is a crucial step in computer vision tasks, aiming to extract helpful information from the
original image for subsequent tasks. Selecting feature extraction techniques is crucial for the final performance
in human pose estimation. Traditional feature extraction methods mainly rely on manually designed feature
descriptors, such as SIFT, HOG, etc. Although these methods perform well in some simple scenarios, they
are challenging to cope with complex and ever-changing human postures and environments. With the develop-
ment of deep learning, CNN-based feature extraction methods have gradually become mainstream. CNN can
automatically learn the mapping from the original image to high-level semantic features, effectively extracting
helpful information for pose estimation. In addition, researchers have proposed methods such as multi-scale
feature fusion and attention mechanisms to improve the accuracy and robustness of feature extraction.

Gymnastics image analysis faces many challenges. Firstly, gymnastics movements are complex and varied,
requiring accurate capture and recognition of various subtle movements. Secondly, gymnastics competition
scenes often have occlusion and changes in perspective, which puts higher demands on the robustness of image
analysis algorithms. In addition, the differences in body shape and movement habits among different athletes
also pose challenges to image analysis. In response to these challenges, researchers have begun to explore meth-
ods based on deep learning and multi-scale feature fusion. The mapping relationship from the original image
to the gymnastics movements is automatically learned by training a deep neural network model. Meanwhile,
multi-scale feature fusion technology can extract feature information at different scales to better cope with
complex and ever-changing gymnastics movements.

The multi-scale feature fusion algorithm can comprehensively describe the characteristics and patterns of
gymnastic movements by fusing feature information from different scales. Multi-scale feature fusion algorithms
can extract feature information from different scales, such as athlete joint positions, movement trajectories,
muscle morphology, etc., and combine temporal information to analyze actions continuously. In addition, multi-
scale feature fusion algorithms can be combined with other advanced technologies, such as attention mechanisms,
spatiotemporal modeling, etc., to improve the accuracy and robustness of gymnastics image analysis. For
example, by introducing attention mechanisms, it is possible to automatically focus on feature regions that
are more critical for recognizing gymnastics movements. Through spatiotemporal modeling techniques, it is
possible to capture better and analyze the temporal changes and spatial relationships of gymnastics movements
[9-10].

This article combines the current problems and related shortcomings in this field. It combines the unique
characteristics of gymnastics images to construct a multi-scale fusion algorithm-based gymnastics image feature
extraction model. In response to some joint points that are difficult to detect due to slight occlusion caused by
environmental disturbances, multi-person interference, and human posture, this article gradually improves the
performance of the constructed network model by enriching feature representation, enhancing the utilization
of relevant features, effectively balancing, and fusing features of different scales. At the same time, combined
with difficulty mining mechanisms, it improves the detection accuracy of challenging joint points in the feature
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extraction process of moving images.
This study aims to develop a gymnastics image feature extraction model based on a multi-scale feature

fusion algorithm to address the current accuracy and efficiency challenges in gymnastics image analysis. This
model is expected to achieve more precise capture and comprehensive feature expression of gymnast move-
ment details, providing strong technical support for subsequent gymnastics movement recognition, evaluation,
and teaching. Athletes’ movements are complex and varied in gymnastics, often containing rich spatial and
temporal information. Therefore, for feature extraction of gymnastics images, it is necessary to consider fea-
ture information at different scales to capture the details and overall structure of athlete movements fully. The
multi-scale feature fusion algorithm can effectively combine feature information from different scales, improving
the accuracy and robustness of feature extraction. This study will first collect much gymnastics exercise image
data and carry out preprocessing and annotation work. Then, design a multi-scale feature fusion algorithm
that extracts and fuses image features of different scales to construct a comprehensive and effective feature
representation. On this basis, further optimization of the algorithm parameters and structure is needed to
improve the accuracy and efficiency of feature extraction.

2. Basic Theory of Multiscale Feature Fusion Algorithms.

2.1. Image Multi-scale Characteristics and Smoothing Models.

2.1.1. Image Multiscale Characteristics. For different scene images, observation can quickly and ac-
curately identify objects of interest from the image, which is a visual characteristic that benefits from the
observer’s ability to adaptively adjust the distance between the human eye and objects according to different
scenes to analyse image content. When the human eye observes an image at close range, even subtle changes
in colour in local areas of the image are clearly visible, which is beneficial for the observer to obtain detailed
information such as image edges and textures. However, image textures can worsen the consistency of colour
distribution in the image area, and form a pseudo edge effect inside the area, thereby affecting the observer’s
understanding of the main contour of the image object [11-13]. As the distance between the human eye and
the image continues to increase, observers can more easily capture the overall overview of the area where the
semantic object is located and the contours between different objects. At the same time, the attention to subtle
changes caused by the internal texture of the object is gradually decreasing.

In order to overcome the influence of image texture on feature extraction and combine the variation of
image visual effect with observation distance, it is more important to establish a multi-scale edge-preserving
smoothing model for images, which is used to obtain the smoothing components of the original image at
different smoothing scales. As the smoothing scale continues to increase while protecting the edges of the
image, the texture details inside the image area are gradually smoothed. By combining multi-scale edges and
color distribution features of the image, accurate extraction of foreground objects in natural images is achieved
[14]. To learn the global features of an image from multiple cascaded features of different scales, this section
proposes an encoded Transformer network, which uses the Transformer to learn the segmented features of
images at different scales, thereby obtaining the full-scale feature representation of the image. As shown in
Figure 2.1, a schematic diagram of the network structure of the scale encoding Transformer model is provided.

2.1.2. Image Edge Preserving Smoothing Model. For gymnastics images, it can be seen as an
organic combination of the object’s main structure and texture details. The object’s main structure is usually
represented as a single or multiple areas with consistent brightness/colour in the image, while the image
texture is usually represented as a periodic pixel fluctuation on the object’s surface [15]. Therefore, image edge
preserving smoothing can be understood as preserving important geometric attributes such as the main contour
of the solid object, removing texture details on the surface of the solid object. For an input image u0(x, y),
formula (2.1) is given:

u(x, y) = u0(x, y)− t(x, y) (2.1)

Among them, x represents the spatial position of image pixels in the horizontal direction; y represents the
spatial position of image pixels in the vertical direction; T(x, y) represents the texture component of image
u0(x, y); The smoothing component u(x, y) is a simplified approximation of the original image, mainly used to
extract the overall overview features of each object in the image.
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Fig. 2.1: Scale Encoding Transformer Network Architecture

Due to the fact that the smoothing component u(x, y) discards the texture information in the original
image, its pixel brightness or colour only changes at the edge of the image, while the degree of change inside the
image area is relatively weak. Its mathematical representation is similar to a piecewise constant function. In
mathematics, gradients are often used to describe the sudden changes in brightness or colour of image pixels [16].
Therefore, in order to measure the approximation degree between the smooth component and the piecewise
constant function, a gradient function is used to calculate the overall change in the colour or brightness of u(x,
y) pixels in the smooth component, as shown in formula (2.2):

∆L =

∫

Ω

f(|∇u|)dΩ (2.2)

Among them, Ω represents the domain of image theory; Represents a gradient function, f(|∇u|) is also known
as a diffusion function in the field of image processing; ∇u represents the gradient information of the smooth
component u(x, y), which satisfies the description given in formula (2.3):

{
∇u = [ux, uy]

|∇u| =
√
u2x + u2y

(2.3)

The texture components t(x, y) describe slight pixel perturbation changes in the image area. Due to the
limited range of values for image pixel brightness or color, the overall variation of texture components t(x, y)
satisfies the inequality (2.4):

0 ≤ 1

|Ω|

∫ [
u0(x, y)− u(x, y)

]2
dΩ = a20 ≤ C (2.4)

Due to the equality constraints in the above model, the Lagrange multiplier method is first used to transform
it into the following unconstrained functional optimization problem, as shown in formula (2.5):

M(u0, u) =

∫

Ω

f(|∇u|)dΩ +
λ

2

∫

Ω

(u− u0)2dΩ (2.5)

Among them, the first term is the regularized energy term, which suppresses image texture details by
imposing constraints on the gradient amplitude of the image; The second item is the data fidelity term, which
uses the difference measure between the original image u0 and the smoothing component u to protect important
detail features such as foreground contours; λ is a LaGrange multiplier used to balance the smoothness of the
region and the strength of edge protection. Since equation (2.5) can be regarded as the independent variable u
as the functional of the smooth component ∇u and its gradient image, as shown in equation (2.6):

F (u,∇u) = f(|∇u|) + λ

2

(
u− u0

)2
(2.6)
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Fig. 2.2: Network Architecture for Multi-scale Feature Fusion

In addition, according to the Euler Lagrange equation, when there is an optimal solution to the above
equation, formula (2.7) is satisfied:

Fu −
δ

δx
[Fux

]− δ

δy

[
Fuy

]
= 0 (2.7)

2.2. Multi-scale Feature Fusion Network Architecture. The main challenge faced by the extraction
and analysis of gymnastics image features is to analyze the ever-changing and complex situation of the movement
process, which increases the difficulty of accurately detecting targets and is prone to missed detection. In
addition, the contradiction between detecting and analyzing details of different body parts will become more
prominent, resulting in low detection accuracy [17-18]. Therefore, fundamental research topics further enhance
the model’s ability to process details in gymnastics images, accurately extract features in complex environments,
and accurately judge their status.

Traditional standard algorithms only perform independent output predictions on feature layers of differ-
ent scales, with no connection between layers. Shallow feature maps are beneficial for target localization but
lack sufficient semantic information. As convolution neural networks deepen, feature maps can represent more
semantic information, which is beneficial for target recognition but not conducive to target localization. There-
fore, traditional networks need help solving the contradiction between target recognition and localization, and
they cannot obtain helpful multi-layer information in images [19-21]. Based on the analysis of traditional
network models, this paper combines multi-scale fusion algorithms to construct a network model with higher
accuracy in feature extraction in gymnastics motion images. This model combines detailed features with global
semantic features through a multi-feature layer fusion strategy and a lightweight and efficient feature fusion
module. This can effectively alleviate the contradiction between target localization and recognition in tradi-
tional network target detectors. As shown in Figure 2.2, a network architecture for multi-scale feature fusion
is presented.

This architecture adopts the idea of multi-scale feature fusion to strengthen the connections between various
feature layers, combines the advantages of convolutional neural networks in high and low layers, and combines
the useful feature information of high and low layer feature maps [22]. By increasing the semantic information
of shallow feature maps and the positioning information of deep feature maps, the detection accuracy of targets
is improved, and missed detections are reduced to achieve better performance.

3. A Feature Extraction Model for Gymnastics Images in Multiscale Feature Fusion Algo-
rithms.

3.1. A Moving Image Enhancement Network Based on Multiscale Features.

3.1.1. Scale Selection and Loss Function. In the multi-scale smoothing process of gymnastics motion
images, the texture area of the image gradually tends to become smooth as the smoothing scale increases,
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which enhances the consistency of colour distribution in the image area. However, when the smoothing scale is
too large, the image may have a false overlap effect between the front and background contours due to being
too smooth, leading to poor foreground contour positioning accuracy. In addition, the execution time of the
algorithm increases with the iteration process, and the larger the smoothing scale, the more time it consumes
[23-24]. However, due to the unknown optimal scale for image edge smoothing, this article designs iteration
termination conditions for the algorithm based on the feature extraction results of gymnastics motion images
at different scales to ensure an appropriate scale for feature extraction to stop. Firstly, the Jaccard Distance is
used to measure the similarity of the feature extraction results of the selected images at adjacent scales, and a
similarity index is defined as shown in formula (3.1):

Js(i) =
Card(T iF ∩ T i−1

F )

Card(T iF ∪ T i−1
F )

(3.1)

The similarity index Js(i) uses the Intersection over the Union standard to quantify the similarity of
adjacent scale foreground extraction results. The larger the value, the higher the similarity of adjacent scale
foreground extraction results. The original gymnastics motion image generally contains many textures and
colors. When the smoothing scale is low, the residual textures in the smoothing components can lead to poor
parameter estimation accuracy. As the smoothing scale increases, the texture of moving images is gradually
removed, the accuracy of parameter estimation continues to improve, and the accuracy of foreground extraction
and similarity index Js(i) continues to improve [25-27]. When the smoothing scale is too large, the image
is excessively smoothed, resulting in a pseudo overlap between the image’s front and background contour
boundaries. The segmentation curve crosses the foreground boundary, decreasing the foreground extraction
accuracy and similarity index Js(i). Therefore, based on the similarity index Js(i) and the trend of algorithm
operation time with smoothing scale, the iteration termination condition of the algorithm in this paper is
defined as shown in formula (3.2):

ξ [Js(i+ 1)] 0 (3.2)

Among them, the meaning of ξ [□·] represents the operator of backward differentiation, as shown in formula
(3.3):

ξ [Js(i+ 1)] = Js(i+ 1)− Js(i) (3.3)

The multi-scale pyramid network based on attention mechanism uses thermal graph regression to conduct
back error propagation, predict the Gaussian heat map of each joint point in the gymnastics motion image, and
finally obtain the coordinate position of the joint point by finding the peak. Assuming we give a training set
{T, J}, where T is the training set image set and J is the annotated joint point set, where the coordinates of
the k-th joint point are (j1k, j

2
k) and the size of the thermal map is H×H. Bi (i=l,..,5) represents the i-th branch,

and the thermal annotation process for each joint point is shown in formula (3.4):

g(jk, x, y) =
1√

2πσ2
Bi

e
−(x−j1

k
)2+(y−j2

k
)2

2σ2
Bi

{
x = 1, 2, ..., H
y = 1, 2, ..., H

(3.4)

The multi-scale pyramid network based on attention mechanism will undergo error backpropagation in
both stages 1 and 2. In stage 1, each branch will calculate a loss function, and then calculate their average
value as the loss function for stage 1, as shown in equation (3.5):

L1 =
1

k × b
b∑

i=1

k∑

m=1

[yBi,m − g(jm)]
2

(3.5)

Calculate the loss function of all joint points, then classify the k joint points with more significant loss
functions as the more challenging to detect joint points. At the same time, to prevent network oscillations
caused by a significant difference between the maximum and minimum values of the loss function in a batch of
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Fig. 3.1: A Model Framework for Multi-scale Feature Fusion Image Enhancement Network

gymnastics training images, the loss function in Stage 2 adopts an equalization strategy on a batch-by-batch
basis. In summary, the definition of the loss function for stage two is shown in formula (3.6):

L2 =
1

k × n
n∑

t=1

k∑

m=1

[
∧
yt,m − g(jm)

]2
(3.6)

3.1.2. Multi Scale Feature Enhancement Module. Based on the above analysis and discussion, com-
bined with the idea of end-to-end multi-scale feature fusion network, this paper constructs a multi-scale feature
fusion algorithm to alleviate the problems of artifacts and noise in enhanced images. Firstly, non-linear trans-
formation is performed on the gymnastics motion image to expand the low grayscale portion of the image
and compress the high grayscale portion to enhance dark details. Then, channel fusion is performed with the
original image before entering the network to enrich the original features; Subsequently, the fused features of
the two images are fed into a multi-scale feature enhancement module, which includes an FEM, MFEM, and
up sampling block. As the depth of the network layer increases, shallow features will decrease. Therefore, the
network adopts a multi-scale feature fusion method to fuse low-level information with high-level information,
reducing the amount of information lost due to functional loss [28]. The encoder in the enhancement module
consists of convolutional kernels of size 3×3, while the decoder consists of transposed convolutions and activa-
tion layers of the same size. Then fuse each extracted scale feature with the input image to output the final
enhanced image. As shown in Figure 3, a model framework for multi-scale feature fusion image enhancement
network is presented.

In the gymnastics motion image feature extraction model based on a multi-scale fusion algorithm, the
feature extraction module consists of a convolution layer and a ReLU activation function. The convolution
kernel size of the convolution layer is 3×3, with a step size of 1. After each layer of convolution, there is
a ReLU activation function to enhance the nonlinear representation of the network. After passing through
the feature extraction module FEM at each scale, it will serve as the input of MFEM, and the output of the
previous layer’s enhancement module will serve as the input of the next layer’s feature extraction module. In
the multi-scale module, three feature extraction modules with different scales can extract image features of
different scales.

The enhancement module in this article adopts an encoder decoder structure, where the encoding part
consists of a convolutional kernel of size 5×5 and an activation function layer. The encoder, as a whole, presents
a structure where the scale of the feature map gradually decreases, continuously reducing the resolution of the
feature map to capture contextual semantic information. The decoder section consists of a deconvolution layer
and an activation function layer, which also includes four stages. At each stage, after up sampling the input
feature map, in order to reduce feature loss, it is concatenated with the corresponding proportion of the feature
map in the encoder [29]. Unlike U-net, the decoder in this article does not use pooling layers, which can reduce
data loss during the feature extraction process of gymnastics images.
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3.2. Construction of a Feature Extraction Model for Gymnastics Images Based on Multiscale
Feature Fusion Algorithm. . In the feature extraction of gymnastics motion images, for specific skeleton
extraction tasks, the correlation between individual pixels on the motion image is relatively weak. The joint
points of the human body often correspond to a local area in the image, and due to the large input image,
establishing the correlation between each point directly on the image requires a large amount of computation.
Therefore, this article considers that the features of convolutional neural networks at different scales and at
different network depths often have characteristics of different sizes and sensations, and uses the self-attention
mechanism to establish correlation relationships between regions. The basic description is shown in formula
(3.7):

yi =
1

C

∑

∀regionj
S(regioni, regionj)× g(regionj) (3.7)

Among them, region i corresponds to the region mapping at position i, while region j corresponds to
the region mapping at any position j. S (·) establishes the similarity relationship between regions, and g (·)
calculates the feature representation at region j. Due to the fact that convolution is a windowed operation, there
are inherent limitations in obtaining global information. Since j is arbitrary, it establishes regional connections
between the global regions.

Regionj is the global mapping region corresponding to Regioni, which may be any location on the image.
The detection of human joint points is not isolated. For example, detecting right wrist joint points can provide
reference information for left wrist joint points, shoulder joint points, and even right ankle joint points. Based
on this, the connection between global regions is established during multi-scale feature fusion. In the multi-scale
feature fusion of this article, the input link features maps taken from different convolutional depths and with
different scales, which are usually smaller than the original map, reducing the computational complexity of the
entire mapping process.

Moreover, the feature map itself has receptive fields of different sizes. Hence, each feature point maps
information from a region of the original map, and the size and position of these regions may vary. This
diversity of information is more conducive to the final skeleton prediction of the network [30].

The spatial position of each pixel in the feature map reflects the position information of the mapping area
of the original image, while each channel represents a different representation of a certain part of the original
image. Considering that it has these two aspects of information, this article conducts feature fusion from two
dimensions[31-32]. Assuming that the feature maps of the two input scale branches are Fhi and F lj , and F lj
represents the feature representation at position i of the low scale feature map, and Fhi represents the feature
representation at position i of the high scale feature map, the spatial feature fusion process can be represented
by formula (3.8):

ysi =
1

C(F )

∑

∀F l
j

fs(F
h
i , F

l
j)× gs(F lj) (3.8)

The weighted object is a high scale feature, as shown in equation (3.9). Subsequent ablation experiments
were conducted to compare the two schemes and verify their respective effectiveness in skeleton extraction.

yci =
1

C(F )

∑

∀F l
j

fc(F
h
i , F

l
j)F

h
i (3.9)

At the same time, drawing inspiration from the idea of residual networks, the multi-scale feature fusion
algorithm based on regional similarity utilizes self-attention weighting and also overlays the original input
features separately. The entire feature fusion process can be represented by formula (3.10):

Fi = Fhi + upsample(F lj) + αysi + βyci (3.10)

Among them, Fi is the fused feature map, which has the same scale as the high-resolution feature map,
α and β They are learning factors that are adaptively adjusted with training to balance the fusion of channel
dimensions and spatial dimensions.
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Fig. 3.2: Flow Diagram of Proposed Model

Based on the above analysis, the attention weight is finally weighted to the Value matrix and overlaid with
the input to obtain the fused feature map. This process can be represented by formula (3.11):

ys = α×Ats × V alue+ Fh (3.11)

For the channel dimension fusion part, we no longer encode spatial information. The Key matrix and Value
matrix are both the original input scale feature maps, establishing the connections between channels of different
scale feature maps. The original input low scale feature map Fs is up sampled and dimensionally adjusted to
obtain a key matrix with a size of B×N2×C. The original input high scale feature map is dimensionally adjusted
and transposed to obtain a Value matrix with a size of B×C×N2. The two are multiplied to obtain a size of Atc,
and then weighted using formula (3.12) to obtain the fused feature map. The entire process can be expressed
as:

yc = β ×Atc × V alue+ Fl (3.12)

In the fusion process of multi-scale features, the similarity and correlation information between different
regions are fully utilized, global dependencies are captured, and the limitations of convolution windowing
operations are overcome. This article focuses on the characteristics of skeleton extraction tasks and establishes
a dependency relationship between regions of different sizes and positions rather than a dependency between
pixels. This model utilizes non-local operations for feature fusion. The input features maps with multiple
branches and different scales, and the input feature scales are variable, resulting in fixed scale fused feature maps.
This article utilizes information from two dimensions of features, capturing dependency information between
regions from both spatial and channel dimensions for fusion, making the fused information representation more
abundant and more conducive to improving the network’s overall performance. Based on the establishment of
the above model, as shown in Figure 3.2, a flowchart of a gymnastics image feature extraction model based on
a multi-scale feature fusion algorithm is provided.

4. Analysis of Model Results. Based on the above analysis and research on the model, it can be found
that the model for feature extraction of gymnastics images under the background of the multi-scale feature
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(a) Knee
(b) Ankle

(c) Hip
(d) Wrist

Fig. 4.1: PCKh Curves of Different Algorithms in Difficult to Detect Joint Points

fusion algorithm constructed in this article can achieve accurate feature point extraction and analysis for images
in different stages of gymnastics process. Usually, in the process of feature extraction and analysis of gymnastics
images, there are significant constraints in the process of feature extraction for knee, ankle, buttocks, and wrist,
and the feature acquisition of key nodes is limited. This article compares and analyses the attention fusion
algorithm and multi-scale fusion algorithm, as shown in Figure 4.1, and provides a comparison of two different
algorithm models. From the figure, it can be seen that for knee detection, the multi-scale fusion algorithm
outperforms the attention mechanism fusion algorithm at various tolerance thresholds; For the detection of
buttocks and wrists, when the normalized distance is 0.1-0.25, the tolerance thresholds of the two are basically
the same; When the normalization distance is between 0.25 and 0.5, the performance of the multi-scale fusion
algorithm is significantly better than that of the attention mechanism fusion algorithm. Therefore, based on
the above analysis, it can be seen that multi-scale feature fusion algorithms have better advantages in feature
extraction of gymnastics motion images, further improving the detection accuracy of difficult joint points in
motion images.

This article proposes a new feature extraction model based on multi-scale edge preserving smoothing and
smooth component foreground extraction methods for gymnastics images, combined with multi-scale feature
fusion algorithms. Based on the performance of the model, this section selected a gymnastics scene image with
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a resolution of 480×320 for relevant model experimental analysis, specifically explaining the basic process of
feature extraction for gymnastics images in this model. As shown in Figure 4.2 the relevant process analysis of
the model constructed in this article in motion image feature extraction is presented.

In the figure, the vertical direction shows the feature extraction process of smooth components in gymnastics
motion images at different smoothing scales. The original image can be seen as a smooth component on a rough
scale. For a given smooth component, traditional feature extraction algorithms usually select a fixed number of
Gaussian functions based on experience in the parameter estimation process and use random parameter values as
initial parameters for parameter estimation. The accuracy and efficiency of parameter estimation are inevitably
affected by the fixed number of Gaussian functions and random initial parameters. In order to make up for the
above shortcomings, this article first analyses the shape of the brightness histogram of the smooth component
to detect the histogram trough before estimating the parameters of the smooth component. The trough is the
threshold for region segmentation of the gymnastics motion image. The number of image regions in the region
segmentation results is used to guide the selection of Gaussian numbers, and the statistical parameters of these
image regions are used as initialization for the parameter estimation process. Optimize the final gymnastics
image feature extraction results by improving the accuracy and efficiency of parameter estimation. Among
them, Figure b) shows the histogram trough detection results of the smooth component. Since the histogram
shape analysis results only rely on gymnastics motion image data, given the smooth component, the histogram
shape analysis process only needs to be performed once and can be reused. Figure c) shows the energy variation
curve of the smoothing component during 10 generations of optimization. According to the energy change curve,
S(x,w,u) converges after 10 generations of selection processes.

Finally, based on the multi-scale feature fusion algorithm constructed in this article, a gymnastics image
feature extraction model was visualized and analyzed for attribute scores of 15 randomly selected categories,
and compared with the baseline model. For example, the comparison of attribute scores for the Common
Raven category is shown in Figure 4.3. Among them, the x-axis represents the top 50 attributes, while the
y-axis displays scores. As shown in the figure, in the process of comparing attribute scores, the multi-scale
fusion algorithm’s gymnastics image feature extraction model scores are more differentiated, indicating that
each feature can have its own importance; The relative differences in scores of the text reinforcement model
have not been clearly reflected, and there is significant consistency. Therefore, based on the above visualization
results, it can be found that compared to the text enhanced model, the multi-scale fusion algorithm constructed
in this paper can focus on class related attributes to calculate useful features of the image region in the feature
extraction process of gymnastics images.

Multiple studies have proposed different feature extraction models in gymnastics image feature extraction.
Although these methods have achieved certain results in specific scenarios, there are still limitations regarding
accuracy, efficiency, and robustness. In contrast, the gymnastics image feature extraction method based on the
multi-scale feature fusion algorithm proposed in this article has shown significant advantages.

Firstly, from an accuracy perspective, we conducted comparative experiments on existing HOG directional
gradient histogram feature extraction methods and our proposed method. In the experiment, we used the same
gymnastics image dataset and applied existing methods and our proposed method for feature extraction. By
comparing the difference between the feature extraction results of the two methods and the actual annotation,
we found that the accuracy of our method is significantly higher than that of existing methods. Specifically, in
terms of joint position recognition, the average error rate of our method has been reduced by about 5.4%. In
terms of action recognition, the accuracy of our method has improved by about 4.3%. The comparison of these
data fully demonstrates the advantage of our method in terms of accuracy.

Secondly, in terms of efficiency, we compared the computational time and resource consumption between
existing and our proposed methods. The experimental results show that the proposed method is significantly
better than existing methods in terms of computational efficiency. Specifically, the feature extraction time of
our method has been reduced by about 2.4%, while the memory usage has also been reduced by about 3.3%.
This is due to the efficient feature fusion strategy and algorithm optimization adopted in this article’s method,
which enables faster processing of a large amount of gymnastics motion image data in practical applications,
meeting real-time requirements.

In addition, we also compared the performance of existing methods and our proposed method in terms
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(a) Original Image and Smooth Components

(b) Histogram Valley Detection of Images

(c) Changes in Energy under Different Iterations

Fig. 4.2: Foreground Extraction Process of Proposed Model

Fig. 4.3: Visualization Comparison of Attribute Scores for Categories
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of robustness. In order to simulate possible occlusion, perspective changes, and other issues in actual scenes,
we artificially introduced these factors in the experiment. The results show that when facing occlusion or
changes in perspective, the feature extraction results of our method remain relatively stable. In contrast, the
performance of the HOG method shows a significant decline. This further demonstrates the advantages of our
method in terms of robustness.

5. Conclusions. Extracting the skeleton of the human body from gymnastics images is a complex task
that involves detecting the coordinates of critical parts of the human body in the given target image. In
order to improve the accuracy of feature extraction in gymnastics images, it is necessary to make better use
of image information. Based on the characteristics of the multi-scale fusion algorithm, a gymnastics image
feature extraction model based on the multi-scale fusion feature algorithm was constructed, and the model’s
performance was compared and analyzed with relevant images. The main conclusions are as follows:

A feature extraction model based on a multi-scale feature fusion algorithm is proposed to address the
problems of existing methods in the feature extraction of motion images. This model is fused with input
gymnastics motion images to enhance the information in the images. This enables the network model to learn
more features, strengthen shallow features such as edges and textures, and enhance deep features of global
information. Furthermore, it lays the foundation for the accuracy and precision of feature extraction in motion
images, which can achieve good feature extraction results.

The gymnastics motion image feature extraction model constructed using a multi-scale fusion algorithm
has more performance advantages. The loss function is transmitted back to key joint points by applying a
multi-scale fusion algorithm, achieving better feature extraction performance advantages in gymnastics motion
images at key nodes (wrists, knees, buttocks, ankles, etc.). The normalized distance is between 0.1 and 0.25;
the tolerance threshold of this model is consistent with that of the attention fusion algorithm, ranging from 0.25
to 0.5. The performance of the multi-scale fusion algorithm is significantly better than that of the attention
fusion algorithm, achieving better feature extraction performance in gymnastics motion images.

In future research, we will consider introducing more advanced deep learning models into multi-scale feature
fusion algorithms to improve the accuracy and efficiency of feature extraction further. Explore more types of
feature information fusion methods. In addition to the currently considered spatial and temporal scales, other
types of feature information, such as color, texture, shape, etc., can also be considered to enrich the content
of feature representation. Meanwhile, the weight allocation problem between different feature information can
also be studied, and the effectiveness of feature extraction can be further improved by adaptively adjusting
the weights of different features. Apply the gymnastics motion image feature extraction model based on a
multi-scale feature fusion algorithm to a broader range of scenarios.
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IOT-DRIVEN HYBRID DEEP COLLABORATIVE TRANSFORMER WITH FEDERATED
LEARNING FOR PERSONALIZED E-COMMERCE RECOMMENDATIONS: AN

OPTIMIZED APPROACH
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Abstract. Recommender systems are already being used by several biggest e-commerce websites to assist users in finding
things to buy. A recommender system gains knowledge from a consumer and suggests goods from the available goods that will
find most value. In this deep learning technique, the Hybrid Deep Collaborative Transformer (HDCT) method has emerged as a
promising approach. However, it is crucial to thoroughly examine and rectify any potential errors or limitations in the optimization
process to ensure the optimal performance of the HDCT model. This study aims to address this concern by thoroughly evaluating
the HDCT method uncovering any underlying errors or shortcomings. By comparing its performance against other existing
models, the proposed HDCT with Federated Learning method demonstrates superior recommendation accuracy and effectiveness.
Through a comprehensive analysis, this research identifies and rectifies the errors in the HDCT model, thereby enhancing its overall
performance. The findings of this study provide valuable insights for researchers and practitioners in the field of e-commerce
recommendation systems. Data for the RS is collected from the Myntra fashion product dataset. By understanding and addressing
the limitations of the HDCT method, businesses can leverage its advantages to improve customer satisfaction and boost their
revenue. Ultimately, this research contributes to the ongoing advancements in e-commerce recommendation systems and paves the
way for future improvements in this rapidly evolving domain. The suggested model’s efficacy is assessed using metrics for MSE,
MSRE, NMSE, RMSE, and MAPE. The suggested values in metrics are 0.2971, 0.2763, 0.4013, 0.3222, 0.2911 at a 70% learn rate
and 0.2403, 0.2234, 0.3506, 0.2025, 0.2597 at an 80% learn rate, and the proposed model outperformed with the least amount of
error.

Key words: Deep learning, Collaborative filtering, Hybrid Deep Collaborative Transformer, Federated Learning, e-commerce
recommendations.

1. Introduction. In today’s rapidly evolving world of e-commerce, personalized recommendations have
emerged as a pivotal tool for enhancing the overall shopping experience for customers [1]. Powered by advanced
algorithms and machine learning techniques, personalized e-commerce recommendations have revolutionized the
way businesses connect with their customers by catering to their individual preferences, tastes, and purchasing
behavior [2]. By examining a variety of client data, such as browsing and purchase history, demographics, and
social interactions, these sophisticated recommendation systems are able to understand the unique preferences
of each individual shopper [3]. This deep understanding allows businesses to offer highly relevant and targeted
product suggestions, effectively acting as a virtual personal shopper. The benefits of personalized recommenda-
tions are twofold [4]. On one hand, customers are able to effortlessly discover new and desirable items that align
with their interests and needs [5]. These tailored recommendations save customers valuable time and effort
that would otherwise be spent sifting through an overwhelming array of options [6]. Moreover, personalized
recommendations expose customers to products they may not have discovered on their own, leading to a more
enriching and satisfying shopping experience [7, 8].

The likelihood of reinforcing consumers’ preexisting tastes and limiting their access to novel and varied
products are the primary drawbacks of personalized e-commerce recommendations [9]. Personalized recom-
mendations, which make product suggestions based on a user’s browsing history, purchasing patterns, and
preferences, are intended to improve the shopping experience, but they may also have the unintended side
effect of creating an echo chamber [10, 11]. Users may miss out on learning about new and alternative possibil-
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ities that they might have found interesting if similar products or things from the same category are frequently
suggested to them [12, 13]. Due to a lack of research and serendipity, there may be fewer options available to
consumers and a more limited awareness of the product environment [14]. Furthermore, this restriction can
also have an impact on tiny or specialized firms that may have worthwhile products to offer but find it difficult
to connect with customers who largely rely on individualized suggestions [15].

To overcome the flaws of customized e-commerce recommendations, a novel hybrid optimization model
called the Hybrid Deep Collaborative Transformer Model was developed. This method provides a more varied
and chance-based buying experience by integrating personalized suggestions, collaborative filtering, and trans-
former models. The echo chamber effect is broken, and customers are exposed to a larger range of possibilities
because it takes advantage to provide items outside of the user’s direct investigation by utilizing the interests of
comparable users. The system is better able to identify user preferences and item attributes thanks to the incor-
poration of transformer models, which results in more precise recommendations. While encouraging exploration,
discovery, and diversity in e-commerce recommendations, this strategy strikes a balance between customization
and the addition of novel options, benefiting both customers and smaller or specialized businesses.

The motivation behind the study is deep understanding of the changing digital landscape and its seismic
effects on international trade can be gained via the engrossing study of e-commerce. Today’s networked world
has undergone a fundamental change as a result of e-commerce, which has eliminated geographical boundaries
and enabled businesses to access clients on a global scale. One can learn a great deal about consumer behavior,
cutting-edge technologies, and creative marketing approaches that are essential for success in the ever-changing
online market by studying the complexities of e-commerce. Studying E-commerce not only becomes intellectu-
ally engaging but also a necessary road to unlocking massive potential and influencing the future of business
and entrepreneurship as the digital economy continues to flourish and transform established sectors.

Some contribution of study from this research work are mentioned below: To overcome the difficulties
of collaborative and privacy-preserving machine learning, a hybrid solution (HDCT) combines the benefits of
federated learning with the strength of deep learning models.

In order to deliver precise and individualized suggestions, the HDCT recommendation model uses a hybrid
deep learning architecture that combines the strengths of neural networks with deep learning.

MLP, M-RNN, and Transformer are fused and enhance the recommendation system by leveraging both
textual and visual information, and integrating them through feature fusion for improved performance.

The remainder of this research activity is organised as follows: Section 2 talks about reviews of the relevant
literature, and Section 3 gives the suggested mechanism. The experimental findings are presented in Section 4.
This study is concluded in Section 5.

2. Literature Review. In [16] presented a custom recommendation engine for online retailers’ products
based on learning clustering representations. The selection of neighbouring object sets is constrained by the
traditional KNN method. As a result, they incorporate the time function and neighbour factor, and then utilise
the dynamic selection model to select the neighbouring object set. They use RNN and attention approaches in
order to create a system for recommending products for e-commerce.

In [17] provided a fresh analysis of the framework uses the helpfulness-based recommendation methodol-
ogy (RHRM) in customised recommendation services to aid consumers’ purchase decisions. The core of our
technology consists of a review semantics extractor and a user/item recommendation generator. The review
semantics extractor learns review representations for figuring out how helpful a review is in convolutional neural
networks and bidirectional long short-term memory hybrid neural networks. The user/item recommendation
generator creates a model of the user’s preferences for various things based on their prior interactions. Only
records that include helpful user-written reviews of the products are shown here based on previous encounters.
Since many reviews lack helpfulness rankings, we first suggest a model for classifying reviews according to their
level of usefulness, which has a big impact on consumers’ purchasing decisions in personalized recommendation
systems.

In [18] suggested a straightforward but efficient Fuzzy association rule and sophisticated preference are
combined in a personal recommendation system for international e-commerce. Using fuzzy association rules,
it is possible to prevent the creation of a hybrid recommendations model based on intricate user preference
characteristics while still allowing for the customised recommendation of products based on user behaviour
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preferences. The revised recommendation algorithm lessens the effects of data sparsity as compared to the
conventional approach.

In [19] preferred UTA algorithm’s user preference model is based on user ratings on a number of project
criteria, Personalised recommendation has a scaling issue, and clustering is employed to solve it. The simulation
is then run using a personalised suggestion technique based on the user’s preferences. The 62,156 rows of ratings
for 976 movies across multiple categories from 6078 visitors of the Yahoo! Movies website make up the simulation
data.

In [20] proposed the promotion of products through e-commerce, the accurate recommendation of goods
suited to customers, and the promotion of product consumption, A comprehensive body of literature serves
as the foundation for the creation of a personalized recommendation framework for e-commerce. a cloud
computing platform that makes use of Hadoop. The similarity between the project’s shared filtering algorithm
that utilises cloud computing, user collaborative technique, and the revised algorithm based on matrix filling
and time context is identified. The best algorithm is then obtained and thoroughly assessed in two areas:
algorithm performance and personalised recommendation performance.

In [21] discussed the JD.com e-commerce platform’s recommendation algorithm with the help of the In-
telligent Online Selling Point Extraction (IOSPE) system they developed and implemented. For 62 important
product categories (representing more than 4 million products) since July 2020, IOSPE has evolved into a
core service. The selling point creation operation has already been scaled up greatly, saving human work, and
producing more than 0.1 billion selling points.

In [22] attempted to create a system for recommending nutritious foods to individuals based on collabora-
tive filtering and the knapsack approach. According to assessment findings, customers were pleased with the
personalized healthy food suggestion system based on collaborative filtering and the knapsack problem algo-
rithm, which covered operating system capability, screen design, and operating system efficiency. Users were
extremely satisfied, as indicated by the average satisfaction score of 4.20 for the entire sample. Collaborative
filtering, food recommendation systems, and the knapsack approach are other related terms.

In [23] proposed In order to forecast click-through rates for advertisements, a deep learning model framework
is first built using a similarity network based on the distribution of themes in advertising at the semantic level.
And finally, they offer a better recommendation system built on a foundation of distributed expression and
recurrent neural networks. The traditional recurrent neural network is improved in this study, and a time
window is added to control the transmission of data from the hidden layer of the recurrent neural network that
deals with the specificity of the recommendation technique.

In [24] submitted the evaluations of the Moto e5 smartphone on the e-commerce website Amazon, underlying
subjects were identified using topic modelling techniques that were already in use, and these techniques were
compared. The objective of this work is to uncover hidden topics from all product by using the unsupervised
learning technique known as topic modelling. The coherence score, a topic goodness metric that evaluates the
quality of human assessment, is used to compare and contrast these approaches.

In [25] improved e-commerce’s Service (QoS) and experience (QoE) quality. More intelligent services and
apps are developing as a result of how big data is assisting e-commerce in becoming smarter. Particularly
important for providing personalized and intelligent services, recommender systems play a significant part
in the growth of smart e-commerce. The information filtering and information retrieval at the heart of the
recommender system are used to extract item real estate and model users’ interests for proposing appropriate
items to users shown in Table 2.1.

3. Proposed methodology. The suggested methodology is made up of numerous preprocessing and
extraction of features phases, feature fusion, and a recommendation model after that. The first step involves
preprocessing the text data by performing tokenization, stop word removal, lemmatization, and removing
special characters and punctuation. Additionally, image preprocessing is performed, which includes resizing
and normalization of the images. In the second step, features are extracted from different sources. For text
data, an improved TF-IDF approach and word embeddings using Word2Vec are utilized. Convolutional Neural
Networks (CNNs) are employed to extract features from the images, and metadata is also considered. The
third step involves feature fusion, where a weighted feature fusion approach is applied to combine the extracted
features effectively. Finally, in the fourth step, a recommendation model is implemented using various techniques
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Table 2.1: Problem identification

Author and
citation

year Aim Methodology Problem Methodology

[16] 2019 Design a learning clustering rep-
resentation -based personalized
recommendation system for on-
line retailers’ products

Combine RNN and attention
methods, add Neighbor fac-
torand time function, use dy-
namic selection model to choose
neighboring object set

Constrained selection of nearby
object sets in the traditional
KNN approach

[17] 2021 To provide a fresh analysis
of the framework of the help-
fulness -based recommendation
methodology (RHRM) to assist
consumers’ purchase choices in
customized recommendation ser-
vices.

cc A convolutional neural net-
work and a bidirectional long
short-term memory hybrid neu-
ral network to learn

Personalized recommendation
systems, consumers’ purchasing
decisions can be influ -enced
significantly by helpful user-
written

[18] 2020 Develop a cross-border e-
commerce personalized recom-
mendation algorithm combining
preference and fuzzy association
rule

Personalize recommendations
based on user behavior prefer-
ences

Reduce the impact of data spar-
sity in cross-border e-commerce
personalized recommendations

[19] 2019 Utilize clustering and UTA algo-
rithm to address scalability issue
and provide personalized recom-
mendation

Perform simulations and sug-
gest personalized recommenda-
tions based on user preference

Address the scalability issue
of personalized recommendation,
build a user preference model,
and provide personalized sugges-
tions

[20] 2021 Construct a personalized rec-
ommendation framework for e-
commerce based on a large body
of literature and comparison of
algorithms

Cloud computing and Hadoop,
User collaborative algorithm,
and Improved algorithm based
on matrix filling

Construct a personalized rec-
ommendation framework for e-
commerce, compare different al-
gorithms and assess their perfor-
mance

[21] 2022 cc Discuss the Intelligent On-
line Selling Point Extraction
(IOSPE) system and its im-
plementation in an e-commerce
platform

Scale up selling point creation
operation, save human work,
and generate a large number of
selling points

Develop and deploy IOSPE sys-
tem to support e-commerce
recommendations, improve effi-
ciency, and generate a large num-
ber of selling points

[22] 2021 To create a system for recom-
mending nutritious foods to in-
dividuals

Collaborative filtering and the
knapsack approach

Personalized healthy food sug-
gestions

[23] 2020 cc Construct a deep learning
model framework for advertising
click-through rate prediction

Utilize similarity networks and
text recurrent neural networks
to improve recommendation al-
gorithm

Enhance conventional recurrent
neural networks to address the
specificity of the recommenda-
tion algorithm

[24] 2020 Uncover hidden topics from
product reviews using topic mod-
elling techniques

Compare and evaluate different
topic modelling techniques

Use unsupervised learning (topic
modelling) to identify hidden
topics in product reviews and as-
sess technique quality

[25] 2021 Improve Quality of Service
(QoS) and Quality of Experience
(QoE) in e-commerce

Utilize recommender systems for
personalized and intelligent ser-
vices

Enhance e-commerce by provid-
ing smarter and more intelligent
services using recommender sys-
tems

such as a hybrid deep collaborative transformer, it includes (MLP, M-RNN, and Transformer). By utilising both
textual and visual information and fusing them through feature fusion for greater performance, this holistic
strategy seeks to improve the recommendation system showun in Fig. 3.1.

3.1. Preprocessing. The text data is preprocessed via tokenization, stop word removal, lemmatization,
and the elimination of special characters and punctuation. Also carried out it’s picture preparation, which
entails scaling and normalizing the photos.
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Fig. 3.1: Overall architecture diagram

3.1.1. Tokenization. To distinguish the contents, tokens, also known as words, are utilized. The works
in a series are organized together to give appropriate semantic units for further analysis. In this paper included
user testimonials for this work, including ”Quality of product is good,” ”Good look,” and ”My father loved it”
and ”Worth for each penny” to carry out tokenization and morphological analysis. As a result, the algorithm’s
tokenization stage divides a given review into the following tokens: ”Quality,” ”product,” ”Good,” ”look,”
”my,” ”father,” ”loved,” ”it,” and ”much”. The stop words are also eliminated from the user review during the
tokenization and morphological analysis stages of this work.

3.1.2. Stop word removal. Stop words are a measure of frequently occurring traits that appear in every
record. Because these words have no bearing on the classification process, they should be removed from the
general features of pronouns like she, he, it, etc., and conjunctions like and, but, or, etc. To reduce the quantity
of the data, the stop word should be eliminated. To increase performance, a stop word needs to be eliminated.
Additionally, if the character is a special sign or a number, it is forbidden to use it. For the purpose of producing
the stop words, the list’s frequently occurring words are sorted, and the most common ones are chosen based
on the demand for semantic values. Once such terms have been chosen, they need to be removed. In addition,
strange words like those that appear in odd places should also be deleted.

3.1.3. Lemmatization. Lemmatization refers to the combination of various inflected forms of a single
word. It is utilised in computational linguistics, chatbots, and natural language processing (NLP). Lemmatiza-
tion increases the efficiency and accuracy of tools like chatbots and search engine queries by combining words
with similar meanings into a single word. Lemmatization refers to the process of condensing a word to its
lemma, often known as its basic form. For instance, the verb ”running” would be known by the term ”run.”
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Lemmatization is the process of examining the morphological, structural, and contextual components of words.
In order to correctly identify a lemma, tools look at the sentence’s context, meaning, and intended part of
speech together with to the word’s place in the larger context of the phrase it’s in, the sentences next to it, or
even the entire document. Lemmatization-based technologies can better comprehend the meaning of a sentence
with this in-depth understanding.

A word is reduced to its lemma through lemmatization. A verb like ”walk,” for instance, might also
be written as ”walking,” ”walks,” or ”walked.” The letters ”s,” ”ed,” and ”ing” that indicate inflection are
eliminated. These words are grouped as a lemma through lemmatization, meaning ”walk”. Depending on the
context, ”saw” could be understood in a variety of ways. For instance, the word ”saw” can be decomposed
into the lemma ”see” or ”saw.” In these situations, lemmatization makes an effort to choose the appropriate
lemma based on the word’s context, the surrounding words, and the phrase. Other words, like ”better,” could
be reduced to a lemma like ”good.”

3.1.4. Removing Special Character and Punctuation. The removal of punctuation and special char-
acters from product descriptions, titles, and tags should be taken into account when making suggestions for
e-commerce. Punctuation and special characters can make search algorithms less effective, producing erroneous
search results and even upsetting users. The e-commerce platform may improve user experience, increase the
possibility of relevant product matches, and improve search accuracy by getting rid of these features, which
will ultimately increase sales and customer happiness.

3.1.5. Image preprocessing. Image resizing and normalization are the two basic processes that are com-
monly included in image preprocessing, which is an important stage in computer vision applications. Resizing
makes ensuring that all of the photos in a dataset are the same size, which is necessary for neural networks’
compliance with fixed input dimensions. Changing the image’s dimensions while maintaining its aspect ratio
is what this procedure entails. On the other hand, normalization seeks to uniformize the image’s pixel values.

1. Image resizing: For the best product recommendations and an improved user experience in e-
commerce, image resizing is essential. No matter the device a customer is using, e-commerce plat-
forms may ensure that they can easily view and engage with product photographs by scaling images
to accommodate different display sizes and gadgets, such as PCs, tablets, and smartphones. This
makes it possible to show products consistently and attractively, which facilitates efficient browsing
and decision-making and, in turn, improves consumer satisfaction and rates of conversion.

2. Normalization: The process of modifying and standardizing data in e-commerce recommendation
systems is known as normalization, which is done to assure fairness and accuracy of the recommendation
system. In order to establish a fair playing field for all products and consumers, it entails scaling and
normalizing a number of variables, including product ratings, user preferences, and item popularity.
The recommendation engine can efficiently assess and evaluate items based on their relative strengths,
taking into consideration the wide range of user preferences and item features, by utilizing normalization
techniques like min-max scaling or z-score normalization. The recommendation system becomes more
dependable and effective as a result of the normalization process, enabling users of the e-commerce
industry to receive more individualized and pertinent product recommendations.

3.2. Feature Extraction. Two separate methods are used to extract characteristics from text data: an
improved TF-IDF (Term Frequency-Inverse Document Frequency) methodology, and word embeddings pro-
duced by Word2Vec. By expressing words as dense vectors in a high-dimensional space, Word2Vec’s word
embeddings capture the semantic links between words.

3.2.1. Improved Term Frequency-Inverse Document Frequency. The methods of information ex-
traction from databases, data mining, and knowledge discovery are all included in the text mining viewpoints
categories. Financial studies are just one of the research areas where these methods are used. The statistical
approaches used in information retrieval take into account assigning scores to the text data and ranking them
according to relevance; TF-IDF is the most popular statistical method that reflects the sig.
Step 1: Term Frequency (TF) Calculation:

(a) Calculate the raw term frequency (TFraw) by counting the number of occurrences of each term in
the document.
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(b) Compute the logarithmically scaled term frequency (TFlog) using the formula in Equation (3.1):

TFlog(t,d) = 1 + log
(
TFraw(t,d)

)
(3.1)

Step 2: Inverse Document Frequency (IDF) Calculation:
(a) Calculate the document frequency (DF (t)) by counting the number of documents containing each
term.
(b) Compute the inverse document frequency (IDFlog) using the formula in Equation (3.2),

IDFlog(t) = log(N/DF (t)) (3.2)

Step 3: Term Frequency Normalization (proposed):
(a) Equation (3.3) normalize the term frequency (TFnormalization) by dividing the logarithmically scaled
term frequency (TFlog) by the all words used in the document (|d|):

TFnorm(t, d) = TFlog(t,d)/|d| (3.3)

Step 4: Weight Function (proposed):
(a) Define a frequency-based weight that assigns weights to terms based on specific criteria. In this
case, we assign weights to terms based on their frequency of occurrence within the document or across
the collection.
(b) Calculate the weight (weight(t)) for each term based on the chosen criteria. One common approach
is to use a term frequency-based weight. Here’s the Equation (3.4) for assigning weights based on term
frequency:

weight(t) = TFnorm(t,d) (3.4)

In this Equation (3.5), TF(norm(t,d)) represents the normalized term frequency of term t in the document
d. You can use the TF normalization technique discussed earlier to normalize the term frequency within
the document.

TFnorm (t,d) = TFlog(t, d)/max(log(t, d)) (3.5)

where TF(log(t,d)) the phrase frequency of interest, scaled logarithmically t in document d. In addition,
max(TFlog(t′ ,d)) is the maximum logarithmically scaled term frequency of any term in document d.
By dividing the logarithmically scaled term frequency by the maximum term frequency in the document,
you normalize the term frequency within the document to a range between 0 and 1.
This weight formula assigns higher weights to terms that occur more frequently within the document,
indicating their potential importance or relevance.

Step 5: TF-IDF Calculation:
(a) Calculate the modified TF-IDF in Equation (3.6) score TF − IDFmodif by multiplying the normal-
ized term frequency (TFnorm),weight (weight(t)),and IDFlog:

TF − IDFmodifiend (t,d) = TFnormalization (t,d) × weight (t)× IDFlog(t) (3.6)

The TF − IDF(modified) score represents the importance of each term within the document and across
the collection, considering both term frequency and document rarity.

3.2.2. Word2Vec. Words are represented as vectors using word embedding, which takes into account the
surrounding words in the sentence as well as the word’s context. Two primary approaches to word processing
are: using the skip-gram and Continuous Bag of Words (CBOW) embedding techniques of word2vec. Through
the use of context, CBOW is able to anticipate words. For instance, it can predict the following word from a
given string of words Fig. 3.2 .

On the basis of a given word, it is possible to anticipate surrounding words that have the same context as
the word, despite the fact that skip-gram can only determine context from a word Fig. 3.3
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Fig. 3.2: Using the CBOW model as an example to recommend products

Fig. 3.3: An example of a product recommendation N-skip-gram model

In order to analyses if a consumer Using the Word2Vec model, it is possible to determine, for example,
whether a user is satisfied with a product after using it. Word2Vec approaches are frequently used for sentiment
analysis. Word embedding (Word2Vec) specifications and parameters can be found in.

In several works, item recommendations are also made using modified Word2Vec techniques. The items
in your cart can be thought of as the words of a sentence in Word2Vec’s recommendation system. So, it is
acceptable to accept the terms ”product” (thing) and ”word” interchangeably. To determine item similarities,
vectors can be employed, and Word2Vec algorithms can assist in representing objects as a vector. Item-Item
recommendations might be given following the discovery of item similarities. Instead of using word embedding
in this study, Each session serves as a context (sentence) for the product embedding that we create from the
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data. A similar methodology is used in our Word2Vec RS. But in order to determine how similar the things
are, we employ Word2Vec recommendations. As a characteristic for classification algorithms, we then employ
the estimated similarity.

3.2.3. Extract features by images . Convolutional Neural Networks (CNNs), for example, are pre-
trained deep learning models that learn and extract valuable visual information from large image collections.
These models consist of multiple layers that progressively capture different levels of abstraction in the input
images. By passing images through the pre-trained CNN based VGG16, we can obtain the activations or outputs
of a specific layer, often referred to as the penultimate layer, which is the layer just before the final output layer.
Extracting the output from this penultimate layer provides a high-level representation of the input images,
capturing abstract and semantically rich features Following that, other activities, including image classification,
can be accomplished using these derived features, object detection, or as input to other machine learning models
for downstream tasks. This approach leverages the learned representations from large-scale training, enabling
efficient and effective utilization of deep learning models for a wide range of image analysis applications.

3.2.4. Metadata. Additional item metadata, such as price, category, brand, and other pertinent data,
used as features offers helpful context and improves comprehension and analysis of the provided goods. Insights
on the qualities, worth, and positioning of the products are provided by these metadata properties, facilitating
more precise classification, recommendation, and decision-making processes. Price, for instance, can be used
to distinguish between expensive and inexpensive products, while brand and category information is useful for
organizing and putting comparable items together. Businesses can streamline operations, enhance consumer
experiences, and make better strategic decisions in a variety of areas, including e-commerce, marketing, and
data analysis, by implementing these metadata characteristics. It is believed that the features obtained via
Metadata are F3 features.

3.3. Weighted feature fusion approach. The extracted features from CNNs (F2), improved TF-IDF
output (F1), and the metadata output (F3) are fused together in a meaningful fashion called weighted feature
fusion and the Equation (3.7) are shown as below.

Weightfeaturefusion =W (F1F2F3) (3.7)

3.4. Recommendation Model. The Hybrid Deep Collaborative Transformer (HDCT) is combined with
Federated Learning is an innovative approach that leverages federated learning alongside with optimized Multi-
Layer Perceptron (MLP), Modified Recurrent Neural Networks (RNNs), and Transformer-based models, syner-
gistically combining the benefits of both techniques to tackle the complexities of collaborative machine learning
while ensuring privacy preservation.

1. Federated Learning Federated learning is a decentralised machine learning technique that enables a
number of devices or nodes to jointly train a single model while maintaining the privacy and local
storage of their respective data. An initial model is provided to the nodes as part of the process, and
when they have trained it locally on their own data, they only exchange changes to the model not
the raw data with the central server. These changes are combined to produce an enhanced global
model, which is then transmitted to all of the nodes. Until the model converges to an acceptable level
of accuracy, this iterative procedure is continued. Federated learning has many advantages, such as
improved privacy protection because sensitive data is kept on the devices, lower communication costs
because only model updates are sent, and the capacity to integrate a variety of data from different
sources, making it a promising and effective method for privacy-conscious and resource-constrained
scenarios.
Federated learning is a novel approach to machine learning that complements deep learning models,
such as optimized Multi-Layer Perceptron (MLP), Modified Recurrent Neural Networks (RNNs), and
Transformer-based models. Unlike traditional centralized training, where data is collected in a cen-
tral server, federated learning allows models to be trained directly on decentralized devices, such as
smartphones or edge devices.

2. Multi-Layer Perceptron
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The proposed Multi-Layer Perceptron (MLP) component aims to improve the performance of preference
prediction or item similarity tasks using a novel approach. It starts with the Input Layer, which accepts
a fused feature vector representing the input data. This fused feature vector is then passed through
multiple Hidden Layers, each consisting of fully connected neurons with non-linear activation functions
(such as sigmoid). The introduction of non-linear activation functions makes it possible for the network
to discover intricate patterns and connections in the data. To optimize the activation function of the
MLP, a new self-improved Bacterial Foraging Optimization (SI-BFO) algorithm is proposed. This
optimization technique helps fine-tune the parameters of the activation functions, enabling the MLP
to achieve better generalization and convergence properties during the training process. The SI-BFO
method offers an efficient and effective way to find optimal configurations for the activation functions,
further enhancing the performance of the MLP.
The MLP is utilized for this study’s objectives. Three different layer types are characteristic of MLP,
an instance of artificial neural network that is feed-forward (ANN):
• Input layer,
• Hidden layer and
• Output layer.

MLP can separate data that cannot be separated linearly if it is appropriately designed. This charac-
teristic makes MLP useful for regressing and classifying a variety of problems. problems. Each artificial
neuron (AN), the fundamental component of each MLP, is created using the activation function. The
activation function (Y) determines the output of each AN are shown in Equation (3.8):

Y = f(u) (3.8)

3. Logistic sigmoid Activation function
As follows is the formula for the logistic sigmoid activation functions are shown in Equation (3.9):

f(x) =
1(

1 + e−x)
(3.9)

The mapping of all domain values into the co-domain interval by the logistic sigmoid distinguishes it
from Tanh activation function, which is a significant difference denoted in Equation (3.10):

0 < f(x) < 1 (3.10)

Positive output value will occur when a logical sigmoid is applied. Tanh activation function may not
always be applied in this situation.
To optimize the activation function of MLP hear we use Self improved Bacterial Foraging Optimization.

3.4.1. Bacterial Foraging Optimization. Accurately mimics the key processes that E. coli uses to
produce while it hunts for food, namely chemotaxis, reproduction, elimination and dispersal. Bacterial Foraging
Optimization flow chart is given below Fig. 3.4.
Step 1: Using a random number generator, random coordinates can be assigned within a predetermined range

to initialise the population of bacteria with random positions Equation (3.11).

Θi(j, k, l) (3.11)

Step 2: Fitness computation Equation (3.12)

F = min(E) (3.12)

1. Chemotaxis
Each bacteria travels gradually towards the goals by swimming and tumbling due to its ability to get
away from dangerous items quickly and get nutrients. Bacteria travel continuously with defined run
lengths while choosing one route at random within the search space, on the one hand. After falling,
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Fig. 3.4: Bacterial Foraging Optimization

bacteria could not continue swimming in the same direction until their updated position became worse
or until the number of possible moves reached the Nc limit. The new position of the bacterium i during
the j+1th chemotaxis, kth reproduction, and lth elimination and dispersal, where θi(j, k, l) denotes
the bacterium’s previous position, C(i) denotes the step size, and i(i) denotes a random direction
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vector with all of its elements falling between -1 and 1. And the Equation (3.13) is combined by Lens
Opposition-Based Learning.

θi(j + 1, k, l) = θi(j, k, l) + C(i)×∆(i)× ∆T (i)

(∆(i)2 + ε)
(3.13)

Initialize the fitness value J(i,j,k,l) to evaluate its performance.
Generate a random direction vector ∆(i) with elements ranging from -1 to 1.
Generate a random direction vector ∆T (i) with elements ranging from -1 to 1.
Update the position of bacterium i using Lens Opposition-Based Learning.
Update the step size for bacterium i are mentioned in Equation (3.14)

C(i) = C(i)(1 + δ) (3.14)

2. Reproduction
Following the central tenet of Darwin’s ”Survival of the Fittest” theory, the BFO algorithm’s reproduc-
tion process reflects the fact that healthier bacteria are more likely to have the remarkable capacity for
reproduction to sustain the entire swarm population, while undernourished individuals will ultimately
be wiped out. The BFO algorithm records the bacterium’s health level as f(i, health), which may
be calculated from the total of fitness values over the course of its existence. In relation to this, the
relevant mathematical statement may be shown as Equation (3.15)

fi, health =

Nc∑

j=1

J(i, j, k, l) (3.15)

where J(i,j,k,l) is the fitness value of the bacterium i in the jth chemotaxis, kth reproduction, lth

elimination and dispersal, and Nc is the total number of chemotaxises that the bacterium i undergoes
over its career. When the health value of each bacterium is ranked in ascending order, half of the
healthier bacteria (Sr=SS/2) can split into two bacteria with identical positions while the remaining
bacteria are discarded.
If i ≤ Sr it is denoted by healthier bacteria
In this algorithm Triangle Walk Strategy is additionally combined with reproduction of the search
agent hear we denoted the Equation (3.16)

θi(j, k + 1, 1) = θi(j, k, 1) + λ×
(
θi(j, k, 1)− θi(j, k − 1, 1)

)
(3.16)

In this algorithm Levy Flight Walk Strategy is additionally combined with reproduction of the search
agent hear we denoted the Equation (3.17)

θi(j, k + 1, 1) = θi(j, k, l) + α× L×∆(i) (3.17)

Update the positions of bacteria based on the chosen strategy.
3. Elimination and Dispersal Actually, because of the constant, drastic shift in its environment, bacteria

may be exposed to a variety of unanticipated dangers, such as the invasion of harmful substances or a
change in the local area’s dynamic temperature. As a result, when confronted with these unfavorable
and unexpected circumstances, some germs must spread out as quickly as possible to a more favorable
place. Based on it, the bacteria i randomly migrates to a new site ∆‘ following the reproductive process
with a specific probability Ped, if not it stays in the existing position.
For each bacterium i, In a uniform distribution between 0 and 1, a random number R is produced. If
the generated number R is less than or equal to the dispersal threshold Ped, the bacterium performs
dispersal to a new position ∆i using the Levy Flight Walk Strategy. A mathematical simulation of
the movement of organisms based on heavy-tailed distributions is the Levy Flight Walk Strategy in
Equation 3.18.

θi = θi(j, k, l) + αXLX∆′
(i) (3.18)
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Else: Remain in the current position ∆i(j, k, l).
4. Termination Repeat steps 3-5 until a termination condition is met, up to a certain number of iterations.

Return the best solution found during the iterations.

3.4.2. Modified RNN. In a sequential user-item interaction-based recommendation system, the input
layer processes the historical interaction data, capturing the sequential nature of user actions. The embedding
layer transforms the user and item IDs into dense representations, enabling the model to capture latent features.
LSTM layers are employed to effectively model temporal dependencies in the interactions, allowing the system
to learn from past behaviors and preferences. An appropriate loss function, like mean squared error (MSE), is
defined to quantify the prediction error and guide the model towards better recommendations. The fusion layer
combines the final hidden states of the user and item embeddings, creating a joint representation that captures
their interactions and preferences. Finally, the output layer leverages this fused information to predict user
preferences or item similarities, providing personalized Providing appropriate suggestions for users based on
their prior behaviour and previous interactions. The combination of these layers enables the recommendation
system to learn from sequential data, handle temporal dynamics, and generate accurate predictions to enhance
the overall user experience in the e-commerce platform.

3.4.3. Collaborative Filtering. In order to offer consumers items or services, Ratings, past purchases,
and browser history are all used in personalised recommendation services. Furthermore, customers who have
trouble selecting between different products and services would find a solution like this that provides personalised
recommendations useful. Global companies like Netflix, Amazon, and Google make money by providing tailored
suggestion services in e-commerce to assist users in making decisions.

The Collaborative Filtering component utilizes an autoencoder architecture to effectively capture user-
item interactions in a recommendation system. The autoencoder comprises three key components: the Encoder,
Decoder, and Output Layer. The Encoder transforms user and item IDs into lower-dimensional representations,
effectively compressing the information while preserving essential patterns and relationships. The Decoder
then reconstructs the original input from these encoded representations, allowing the autoencoder to learn the
underlying structures in the data. Finally, the Output Layer leverages the learned representations to predict
user preferences for items or similarities between items, aiding in generating personalized recommendations.
By employing this autoencoder-based approach, the Collaborative Filtering component can efficiently extract
meaningful features from user-item interactions, providing recommendation systems with more precise and
customized recommendations.

Cosine similarity. Finding things that are comparable to those that the target user has liked or interacted
with during the recommendation process and recommending those items are both steps in the process. Cosine
similarity is one similarity measure that can be used to determine how similar two things are showed in
Eq. (3.19).

θ =
a⃗ · b⃗

‖a⃗|| · ||⃗b||
(3.19)

3.4.4. Item-based collaborative filtering. The idea behind the suggestion method known as ”item-
based collaborative filtering” is that buyers tend to favor goods that are similar to those they have already
loved. This strategy uses the idea of item similarity to offer tailored recommendations. The technology finds
things that have been often eaten or highly rated in tandem by examining the previous behavior and preferences
of consumers. This information is then used to generate recommendations by suggesting products that are
comparable to those the user has already indicated an interest in. Since this approach relies on item relationships
rather than explicit user preferences, it has a number of benefits, including scalability and accuracy. Item-
based collaborative filtering, which takes item similarity into account, enhances the system’s ability to capture
subtleties and offer pertinent recommendations.

3.5. Feature fusion. The collaborative filtering component, along with the outputs of the MLP, RNN,
and Transformer-based Model components, can be integrated to produce an extensive ensemble model. A fusion
approach that combines the individual model outputs, is used to achieve this integration. By combining the
predictions from many models, we can take use of each architecture’s advantages and provide a final prediction
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that is more reliable and accurate. By maximizing the aggregate intelligence of the multiple models, this
ensemble technique enhances generalization and performance on a range of tasks and datasets.

4. Result and discussion. In this section, the results of the suggested procedures are compared to those
of the current methods. The implementation is done with Python. Myntra Fashion Product Dataset comprising
14,481 samples was utilized, accompanied by 14,330 metadata entries, and subjected to a rigorous data cleaning
process. The feature extraction phase resulted in 6,581 relevant features. For model training and evaluation,
the dataset was split into two different sets: 70% for training and 30% for testing in one experiment, and
80% for training and 20% for testing in another experiment. This separation allowed for the assessment and
comparison of the models’ performance under different learning rate scenarios [26].

Several metrics, including Mean Squared Error (MSE), Mean square relative error (MSRE), Normalized
Mean Squared Error (NMSE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error
(MAPE), are used in this e-commerce recommendation system to evaluate the accuracy and efficacy of the
recommendations. These metrics give us a way to gauge how closely the real user preferences match the
projected recommendations, giving us important information about the performance of the system.

4.1. Performance matrices. Evaluation is done using error measures such as Mean Absolute Percentage
Error (MAPE), Mean Square Error (MSE), Normalized Mean Square Error (NMSE), Mean Square Relative
Error (MSRE), and Root Mean Square Error (RMSE).
MSE: Calculated is the average squared difference between the expected and actual values. The MSE loss,

which is also used to direct model training, is used to evaluate a model’s performance. The better the
model fits the data, the lower the MSE shoun in Equation (4.1)

MSE =
1

N
(Av − Pv)2 (4.1)

Where, Av is the target variables actual value Pv , where N is the total number of values, and is the
target variables predicted value.

MSRE: The Mean Square Relative Error (MSRE) is a metric used to measure the accuracy of a predictive
model. It is particularly useful when evaluating models that make continuous predictions, such as
regression models shown in Equation (4.2).

MSRE =

√√√√√√



[(ytrue −ypred )2/ytrue

2]/n∑

 (4.2)

NMSE: The Normalized Mean Square Error (NMSE) is a metric for comparing two signals that is frequently
used to assess how well a prediction algorithm is working. It is described as the difference between the
variance of the target signal and the MSE of the forecast signal shoun in Equation (4.3)

NMSE =

(
1

w

)
∗ sum

(
(Av − Pv)2
var (Av)

)
(4.3)

RMSE: In order to evaluate how different disease symptoms affect the effectiveness of the treatments used at
various disease severity levels, RMSE is used in this study in Equation 4.4

RMSE =

√
1

N
(Av − Pv)2 (4.4)

MAPE: The MAPE formula is used (individually for each period) by multiplying the demand by the total
number of distinct absolute errors in Equation (4.5)

MAPE =
1

Tj

Tj∑

j=1

∣∣∣∣
Av − Fv
var(Av)

∣∣∣∣ (4.5)
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Table 4.1: Metrices-Learn Rate (70%)

BFO EO DBN CNN RNN
Proposed
(HDCT)

MSE 0.3360 0.3237 0.3110 0.3264 0.3090 0.2971

MSRE 0.3007 0.2797 0.2883 0.3186 0.3319 0.2763

NMSE 0.4453 0.4224 0.4195 0.4515 0.4487 0.4013

RMSE 0.3604 0.3382 0.3878 0.3674 0.3893 0.3222

MAPE 0.3293 0.3172 0.3048 0.3199 0.3029 0.2911

Table 4.2: Metrices-Learn Rate (80%)

BFO EO DBN CNN RNN
Proposed
(HDCT)

MSE 0.2618 0.2499 0.2640 0.2718 0.2515 0.2403

MSRE 0.2262 0.2684 0.2577 0.2427 0.2332 0.2234

NMSE 0.3690 0.3919 0.3944 0.3889 0.3665 0.3506

RMSE 0.2050 0.2433 0.2336 0.2199 0.2113 0.2025

MAPE 0.2995 0.3119 0.2629 0.2710 0.2820 0.2597

Fig. 4.1: Mean Squared Error analysis graph

where Tj is the total number of occurrences for the summation iteration, Av is the actual value, Fv is
the anticipated value.

4.2. Mean Squared Error. Table 4.1 shows that the techniques are represented by the models BFO, EO,
DBN, CNN, RNN, and PROPOSED (HDCT) that are supplied. These approaches’ respective mean squared
error (MSE) values are 0.3360, 0.3237, 0.3110, 0.3264, 0.3090, 0.2971. It is clear that among the dataset’s most
recent 70%, the proposed approach has the lowest error consumption.

Table 4.2 shows that the models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) provided represent
several methods. The corresponding mean squared errors (MSE) for these methods are 0.2618, 0.2499, 0.2640,
0.2718, 0.2515, and 0.2403. It is evident that among the most recent 80% of the dataset, the suggested strategy
has the lowest error consumption.

The graph represents the 70% and 80% of the learn rate of in Mean Squared Error are represented in
Fig. 4.1.

4.3. Mean square relative error. The models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT)
that are provided are shown in Table 4.1 to reflect the methodologies. Mean square relative error values for
these methods are 0.3007, 0.2797, 0.2883, 0.3186, 0.3319, and 0.2763, respectively. It is evident that among the
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Fig. 4.2: Mean Squared relative Error analysis graph

Fig. 4.3: Normalized mean square error

most recent 70% of the dataset, the suggested strategy has the lowest error consumption.

Table 4.2 demonstrates that the offered models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT)
represent several approaches. For these techniques, the associated Mean square relative error is 0.2262, 0.2684,
0.2577, 0.2427, 0.2332, and 0.2234. It is clear that the suggested technique has the lowest error consumption
among the most recent 80% of the dataset.

The graph represents the 70% and 80% of the learn rate of in Mean square relative error are represented
in Fig. 4.2.

4.4. Normalized mean square error. The models BFO, EO, DBN, CNN, RNN, and PROPOSED
(HDCT) that are provided are shown in Table 4.1 to reflect the methodologies. Normalized mean square error
values for these methods are 0.4453, 0.4224, 0.4195, 0.4487, 0.4013 respectively. It is evident that among the
most recent 70% of the dataset, the suggested strategy has the lowest error consumption.

Table 4.2 shows that the available models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent
several methodologies. The corresponding Normalized mean square error for these methods are 0.3690, 0.3919,
0.3944, 0.3889, 0.3665, and 0.3506. It is evident that among the most recent 80% of the dataset, the suggested
technique has the lowest error consumption.

The graph represents the 70% and 80% of the learn rate of in Normalized mean square error are represented
in Fig. 4.3.
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Fig. 4.4: Root Mean square error analyzing graph

4.5. Root Mean square error. Table 4.1 displays the models BFO, EO, DBN, CNN, RNN, and PRO-
POSED (HDCT) that are offered in order to illustrate the approaches. These methods’ respective Root Mean
Square Error values are 0.360416, 0.338242, 0.387806, 0.367417, 0.389381, and 0.322242. It is clear that the
suggested technique has the lowest error consumption among the most recent 70% of the dataset.

The accessible models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent various methods,
as shown in Table 4.2. For each of these approaches, the associated Root Mean Square Error is 0.2995, 0.3119,
0.2629, 0.2710, 0.2820, and 0.2597. It is clear that the suggested technique has the lowest error consumption
among the most recent 80% of the dataset.

The graph represents the 70% and 80% of the learn rate of in Root Mean square error are represented in
Fig. 4.4.

4.6. Mean absolute percentage error. Table 4.1 displays the models BFO, EO, DBN, CNN, RNN,
and PROPOSED (HDCT) that are offered in order to illustrate the techniques. These methods’ respective
mean absolute percentage error values are 0.3293, 0.3172, 0.3048, 0.3199, 0.3029, and 0.2911. It is clear that
the suggested technique has the lowest error consumption among the most recent 70% of the dataset.

Table 4.2 shows that the available models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent
several methodologies. The corresponding Normalized mean square error for these methods are 0.2995, 0.3119,
0.2629, 0.2710, 0.2820, 0.2597. It is evident that among the most recent 80% of the dataset, the suggested
technique has the lowest error consumption.

The graph represents the 70% and 80% of the learn rate of in Root Mean square error are represented in
Fig. 4.5.

4.7. Existing result analysis . In the existing result analysis, two root mean square error (RMSE) values
are presented: one labelled as ”[5]” and the other as ”PROPOSED.”
RMSE: The first RMSE value, 0.2200, is associated with an unidentified method or model denoted by ”[5].”

Without further context or information, it is unclear what this value represents or what specific tech-
nique or model was used to obtain it.

PROPOSED: The second RMSE value, 0.2025, is associated with the method or model labelled as ”PRO-
POSED.” This value likely represents the root mean square error achieved by the proposed method or
model in a certain experiment or analysis.

5. Conclusion. In conclusion, the Hybrid Deep Collaborative Transformer (HDCT), which has been
suggested for e-commerce suggestions, performs well and exceeds other models already in use. But it’s critical
to recognize and deal with any mistakes or restrictions that can occur while optimizing. The HDCT approach
can be improved and strengthened by carefully identifying and correcting these errors in e-commerce suggestions.
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Fig. 4.5: Mean absolute percentage error Analysis

This focus on the little things and ongoing development guarantees that the HDCT model will continue to be
dependable and effective in giving precise and individualized recommendations to e-commerce users. The
identification and resolution of potential errors contribute to the overall robustness and trustworthiness of the
HDCT method, enhancing its practicality and data for the RS is collected from the Myntra fashion product
dataset ability in dataset e-commerce scenarios. As the field of e-commerce continues to evolve, it is imperative
to remain vigilant in refining and advancing recommendation models like HDCT, ensuring optimal performance
and customer satisfaction in the ever-growing digital marketplace.

Data Availability. The data availability statement is mentioned in the paper.
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BRAIN TUMOR CLASSIFICATION USING REGION-BASED CNN WITH CHICKEN
SWARM OPTIMIZATION

A SRAVANTHI PEDDINTI ∗, SUMAN MALOJI †, AND KASIPRASAD MANNEPALLI ‡

Abstract. Diagnosing and segmenting brain tumors manually through MRI imaging is a complex and time-consuming process.
However, advancements in machine learning (ML) and deep learning (DL) technologies have enabled the automatic identification
and categorization of brain tumors using computer-aided design. This study utilizes MRI data to develop a system for the automatic
identification and categorization of brain tumors based on region-based convolutional neural networks (R-CNN). The proposed R-
CNN approach, coupled with Chicken Swarm Optimization (CSO) technique, enables the identification and classification of brain
tumors into stages. This method involves processing, segmenting, extracting features, and organizing the MRI images. Image
preparation includes adaptive fuzzy filtering (AFF) to eliminate noise and enhance the quality of MRI images. To detect regions of
brain injury, MRI scans undergo cranial segmentation and classification (CSO) based on Tsallis entropy-based image segmentation.
A Residual Network (ResNet) is employed to fuse handcrafted and deep features, generating a meaningful set of feature vectors.
Extensive simulations are conducted on the BRATS 2015 dataset to evaluate the improved performance in classifying brain tumors.
The RCNN-CSO method demonstrates superior performance compared to other contemporary techniques, achieving a precision of
92.35%, sensitivity of 93.52%, specificity of 94.52 % and an accuracy of 96 % . This represents a significant improvement in brain
tumor classification and its outomst accuracy.

Key words: Gliomas; Chicken swarm optimization; adaptive fuzzy filtering; RCNN-CSO; Residual network.

1. Inntroduction. Brain tumors, often called lesions or neoplasms, result from the uncontrolled prolif-
eration of aberrant brain tissue. Brain tumors hurt brain function and threaten human life when abnormal
tissue growth occurs in the brain. Physicians benefit from the use of computer-aided diagnosis systems that
aid in the interpretation of medical images. It means that X-ray [1], ultrasound, and magnetic resonance
imaging diagnostics must be dealt with by radiologists or specialists who must quickly review and analyze
them to get clearance. With the emergence of machine learning algorithms and whole-side imaging, digital
pathology has been approaching. Artificial Intelligence, pathological and radiological image processing, and
CAD technology are merged into computer vision elements. It’s becoming increasingly common for doctors to
employ imaging techniques like MRIs and CT scans to identify cancers to better understand and treat patients.
The non-invasive digital imaging techniques include CT scans, MRIs, X-rays, SPECTs, PETs, and ultrasounds.
Machine Learning (ML) techniques can be used to improve early identification of brain cancers. Figure 1.1
depicts MRI images of the brain with a tumor and without a tumor.

The CSO algorithm is a variant of swarm intelligence optimization, initially proposed by Vasantharaj et
al. [2] and further refined by Meng et al. [3]. The chicken flock’s fitness ratings consider when the algorithm
determines how to partition a flock of chickens into the three distinct categories of roosters, hens, and chicks.
After that, each conducts their search in the solution space. Each particle in the algorithm indicates a different
approach that could be taken to solve the issue. In the final step, a detailed comparison of the three groups’
fitness values is performed to identify the globally ideal particle and the globally optimal value. The individuals
with the highest overall fitness levels are designated as roosters among the flock. They can locate food across
a greater area. The contributions of proposed RCNN-CSO for classifying the brain tumors:

• Deep learning algorithms use a revolutionary concept known as prediction at the pixel level.
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Fig. 1.1: Brain Tumor low intensity images.

• This study utilized a deep Convolutional Neural Network (CNN) known as RCNN-CSO to enhance the
output process. Specifically, CNN was trained using MRI scans to classify brain tumors accurately.

• Pre-processing images with adaptive fuzzy filtering (AFF) removes noise and improves the quality of
MRI images.

• MRI images are segmented using a technique called chicken swarm optimization (CSO), which uses
Brain injury can be localized using Tsallis entropy-based picture segmentation.

The remaining sections are as follows: a discussion of relevant literature in Section 2, a presentation of the
suggested method in Section 3, a display of results and discussions in Section 4, a performance validation in
Section 5, and finally, a summary and conclusion in Section 6.

2. Related Works. The existing MRI-based brain tumor segmentation [4] approaches are divided into
three groups: traditional techniques, classification strategies, cluster analysis, and deformable model methods.
Demirhan et al. [5] classified brain MR images as tumors, white matter, grey matter, CSF, and edema. Since
tumor growth on healthy brain tissues was studied, healthy and malignant brain tissues identifies. This infor-
mation is crucial for treatment planning. Twenty glial tumor patients were examined using T1, T2, and FLAIR
images.

In another study, Srinivas and Sasibhusana Rao [6] used K-means & Fuzzy C-means clustering for tumor
detection in MRI scans. K-means and FCM clustering algorithms were compared using relative area, PSNR,
segmented area, and MSE. Particle Swarm Optimization- With PSO, finding the best answer is more accessible,
while Genetic Algorithms (GAs) get a near-optimal but not exact answer. Combining GAs and PSO determined
the optimal degree of attraction. Combining The k-means & fuzzy c-means algorithms improved the precision
with which tumor stages & sizes were determined. This method allows accurate and repeatable tumor tissue
segmentation, like manual segmentation. It accelerates segmentation.

Abhishek Bal et al. [7] developed an automated method for segmenting brain tumors (RFCM). Using fuzzy
membership and A rough set with a high and low bounce, rough-fuzzy C-means can address overlapping division.
Both hard lower estimation and the fuzzy border have been helpful for RFCM brain tumor segmentation. C-
means algorithm initial centroids may need to be revised. This work was used to speed up RFCM execution by
picking starting centroids. Manocha et al. [8] mapped the tumor using automated segmentation in a different
study. Brodmann area identification was included in the GUI technique for brain tumor segmentation. The
research used 15 patients’ T2-weighted images. Based on ethnicity, gender, and age, these data were divided
into three groups. The ”fuzzy” C indicates tumor clustering. Normalizing tumor segmentation data reduces
image artifacts. This project’s main benefit was a simple, user-friendly GUI simplifying the entire procedure.

Shree et al. [9] system for detecting, segmenting, & identifying neoplasms in the brain took time and effort.
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Seeing abnormal brain tissue is difficult. Radiologists can’t do further research using current procedures due to
a lack of information on tumor grades. Justyna Tomicka J et al. [10] have proposed MRI modalities like The
fields of Magnetic Resonance Spectroscopy (MRS), Diffusion Tensor Imaging (DTI), and Perfusion Imaging
(PI) are gaining ground in the field of brain tumor segmentation. These methods have been used to localize
tumors in the brain successfully. Kumar et al. [11] first proposed using optimization-driven deep convolutional
neural networks to classify brain tumors. The MRI scans used for the analysis came from both the BRATS
database and the Sim BRATS.

Rammurthy et al. [13] introduced the hybrid Whale Harris Hawks optimization (WHHO) for diagnosing
tumors in the brain by exploiting MR imageries. The DCNN method was contemplated for the identification
of tumors. The classification along segmentation method has been presented by Deb et al. [14] as a method
for identifying malignant growths in the brain. Images’ abnormality or normalcy establishes using a frog-leap-
optimized Adaptive fuzzy deep neural network. Yin et al. [15] have shared their research in diagnosing brain
tumors at an early stage. Here, early detection consists of 3 steps: reducing the noise in the background,
extracting relevant features, and classifying them using a multi-layer perceptron NN. Using a deep neural
network, Sultan et al. [16] demonstrated multi-classification of images of brain tumors. In this instance, they
used a Deep Learning (DL) model and a convolutional neural network (CNN) to assign categories to the
photographs.

Pandiselvi et al. [15] suggested an ACRC method for adaptable convex region contour. The normality
or abnormality of this case was determined by using a Support Vector Machine (SVM) to slice categorization.
Deepak et al. [17] employed a combination of convolutional neural networks and support vector machines.
Brain tumor MRI data is automatically classified. In this study, classification was accomplished by using a
computer-aided diagnostic (CAD) method for the human brain. CNN was utilized to extract the features. In
addition to that, an SVM classifier uses to categorize the characteristics.

To classify brain tumors using MRI scans, Narmatha et al. [18] describe a hybrid fuzzy brain-storm
optimization technique. The fuzzy brain-storm optimization algorithm is used to maximize the undefined
parameters’ effectiveness (FBSO). From the above discussion, we observed that the limitations in finding the
usual medical imaging dataset for an analysis of a method can be complex. Therefore, many approaches test on
a few data sets with varying metrics. Because of these challenges, comparisons between the presented methods
and manually segmented medical images cannot be straightforward. Neural networks, clustering techniques like
K-means and FCM, support vector machines, and deep learning algorithms like CNN can help enhance MRI
picture quality by isolating the brain tumor. [19].

3. Proposed Methodology. This approach includes training a model built of numerous neural network
processing layers. Creation of an automated Using MRI scan images, we present a deep learning-based method
for tumor detection and classification in the brain. The stages of a brain tumor’s development can identify and
categorized using the RCNN-CSO method that has been proposed. Before the MRI scans can be processed to
reduce noise and enhance the image quality, they must be pre-processed with AFF (Adaptive Fuzzy Filtering).
MRI images are segmented using chicken swarm optimization (CSO), which uses picture segmentation using
entropy to identify damaged brain sections. As can be seen in Figure 3.1, a valuable set of feature vectors are
generated by employing a Residual Network (ResNet) to fuse both handcrafted and deep features.

3.1. Chicken Swarm Optimization (CSO). By utilizing the fractional-CSO algorithm, this paper
presents a unique tumor classification methodology that is more accurate than existing methods. According to
[20, 21], CSO is a single-objective optimization technique with biological impacts. It imitates how a flock of
hens behaves hierarchically while hunting for food, with each chicken standing in for a potential optimization
solution. CSO defines four guidelines for the perfect chicken behavior:

• A dominant rooster, hens, and chicks are present in every chicken swarm group.
• The fitness of each chicken determines whether it belongs to a group of hens, roosters, or chicks. The

group is led by the roosters, which are the fittest chickens. A chick is a lesser chicken. Some are hens.
• Every G step, mother-child connections, dominance, and hierarchical relationships should shift.
• For nourishment, chickens follow their rooster. We expect that chickens will steal food from one

another. Near their moms, chicks go foraging. The rooster wins the food fight. We distinguish between
the following numbers in a swarm of N chickens: There are a total of RN roosters, HN hens, CN chicks,
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Fig. 3.1: RCNN - Methods for Detecting and Classifying Brain Tumors.

and MN mother hens. The xij coordinates of each chicken (I [1,..N], j [1,.D]) describe their location in
D-dimensional space. Chickens come in three different varieties in CSO. Each species has its distinctive
dance.

3.2. Rooster Movement. The roosters with the best fitness ratings can find food in more locations than
those with lower fitness ratings. Eqs. (1) and (2) describe their motion.

xt+1
ij = xtij ∗

(
1 +Randn

(
0, σ2

))
(3.1)

In this context, k is an arbitrary rooster index, and Randn (0, 2) is a zero-mean Gaussian distribution. A minor
constant, 2, and the rooster’s fitness, fi, are denoted below.

Hen movement. Hens engage in foraging behavior in the presence of another group member. In addition,
they would strategically appropriate the high-quality food provided by their bird counterparts, all the while
being constrained by their fellow gallinaceous companions. The more dominating chickens would triumph over
obedient hens in a food fight. The equations (3.1) – (3.5) can be used to mathematically explain the movement
of elements.

xt+1
ij = xtij ∗

(
S1 +Randn ∗

(
xtn,i − xtn,i

)
+ S2 +Randn ∗

(
xtn,i − xtn,i

))
(3.2)

S1 = exp

(
fk − fr1
|fr2 + f1|

)
(3.3)

S2 = |fr2|+ f1 (3.4)

The variable Randn represents a random number that follows a uniform distribution between 0 and 1. While
r2 is an index of a chicken, The variable r1 represents an index that relates to the rooster, explicitly referring
to the groupmate of the I-th hen. (rooster or hen). It gets picked at random from the swarm (r1, r2).



Brain Tumor Classification using Region-based CNN with Chicken Swarm Optimization 3431

Chick movement. Young chicks perform exploratory behaviors to find sustenance, often venturing away
from their maternal figure. The movement of the chick is defined by Equation (3.6).

xt+1
ij = xtij + FL ∗

(
xtm,j − xtij

)
(3.5)

where x_(m,j)t̂, The position of the mother of the i-th chick, denoted as m, is defined within the range of 1 to N.
FL, a parameter that quantifies the extent to which a chick will mimic the speed of its mother. To examine the
distinctions among the several chicks, a random selection is made for the variable FL within the interval [0,2].

3.3. Pre-Processing of Brain Tumor Images. Tumor classification begins with pre-processing because
making the subsequent procedure more realistic is crucial. We use the brain imaging dataset to obtain the input
image of the brain. During the pre-processing stage, significant tumor sites are extracted [22]. Consider the
database E of brain images, which it denotes as, and contains Bn images with [Q X R] dimensions.

F = {C1, C2, · · · · · · · · ·Ci · · · · · ·Cn} ; [Q×R] (3.6)

Cn represents the data set containing a cumulative count of brain images, denoted as the total number. In
contrast, variable F indicates the database’s specific quantity of brain photographs. In this scenario, the pre-
processing function uses the image Bi from the database. Cropping the regions of interest from image Ci results
in an image designated as C I with the dimension [Q R], which is the output of the pre-processing phase.C I =
b1, b2,... bj,... bP the pre-processed image C I is characterised by its M number of pixels.

maxR

Q∑

K=1

bj (Xc (R)) (3.7)

where bj(Xc,(R)) The passage discusses an objective function that is specifically associated with the Kth feature
of the data, denoted by (R). The standard parameter.

maxx,R

Q∑

K=1

wj , bj (Xc (R)) (3.8)

the pixel values being represented by wj. To help with clustering model regularization, the expression of the
sparse FCM is presented in eq 3.7 to 3.9.

maxH (X,R, g) = gmλ (R) (3.9)

3.4. Feature extraction for brain tumor classification. The segmented image C*kl is subsequently
transmitted to the feature extraction stage, where the most salient characteristics are extracted from the
segmented outcomes. Using feature extraction, we may simplify brain MRIs by eliminating unnecessary data.
The mean value of the pixels is represented, which is shown in eq 3.10 to 3.13.

g1 =
1

Q

Q∑

k=1

C∗
kq (3.10)

where Cjq denotes the qth picture element of the image Cj segmentation variance The dimension of feature f2
is determined by its mean value of [2 × 1]

g2 =

(
1

Q

Q∑

k=1

√
C∗
kq

)2

(3.11)

Entropy is used to determine which pixels contain the most information.

g3 = −
Q

∑∗
kq∑

k=1

C∗
kqlog (3.12)
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The coverage feature determines the tumor region by calculating the total number of pixel positions and
segmented points. The term ”coverage” refers to the method used to determine the width and length of a
tumor. On the other hand, the coverage characteristics of dimension [2x1] are stated as,

g4 =

Q∑

k=1

wj
C∗
kq

(3.13)

3.5. Fitness Functions. The fitness function is employed to determine the optimal selection of female
chicks, hens, and male roosters based on chicken swam groupings. The chicken with the highest fitness grade
is classified as a rooster, and each rooster is the group’s leader. Chickens classified as chicks have a low fitness
value, while hens have a high fitness value.

Qg =
1

d

d∑

y=1

Pd − ς (3.14)

Initialization of the population lets us begin by populating the populace with D roosters, Y chicks, S hens,
and Z mother hens.

3.6. Fitness Evaluations. It is analyzed to determine the ideal chickens, as indicated in Equation (9).
We’ve updated the rooster’s location. The roosters with the most significant fitness values receive priority over
the hens with the lowest fitness values when it comes to eating. On the other hand, the chickens keep to the
group’s rooster in quest of food. However, they protect their food from other chickens. Birds randomly take
food from other chickens. Simply put, roosters with a higher fitness value seek food in more locations than
those with a lower fitness value. As a result, the corrected rooster equation 3.14 to 3.17 is as follows:

hrx,y = hrx,y ×
(
1 + δ

(
0, l2

))
(3.15)

hr+1
x,y = hrx,y + hrx,yδ

(
0, l2

)
(3.16)

hr+1
x,y − hrx,y = hrx,yδ

(
0, l2

)
(3.17)

where δ(0, l2) specifies with the mean 0 and standard deviation l2 for Gaussian distribution.

Uβ
[
hr+1
x,y

]
= hrx,yδ

(
0, l2

)
(3.18)

hr+1
x,y = hrx,y

(
β + δ

(
0, l2

))
+

1

2
βhr−1

x,y +
1

6
(1− β)hr−2

x,y +
1

24
β (1− β) (2− β)hr−3

x,y (3.19)

In this context, let y represent the most minor constant and m be the rooster index., p is the fitness value
of the associated g order between [0, 1].

hx,y =
{
1,exp( qm−qlxx

qx+y ) , otherwise
ifqx≤qmimϵ[1,B],m ̸=y

}
(3.20)

The location of Hen has been changed. Hen accompanies their groupmate rooster on his food seek. By
and large, the Hen snatches food that other chickens randomly discover. In comparison to submissive hens,
dominant hens have an advantage. As a result, the equation for the hen update is as follows: and shown in eq
3.18 to 3.22.

r + 1x,y = hrx,y +K1× l ×
(
hrxm,y − hrx,y

)
+K2× l ×

(
hrx2,y − hrx,y

)
(3.21)

where the term k1 and k2 are specified as,

k1 = exp(
(qx − qh1)
bs (qx) + y

) (3.22)
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k1 = exp (qh2 − qx) (3.23)

where k is a number between 0 and 1, the xth hen group’s mate is identified by the rooster index h1. Furthermore,
the variable h2 represents the chicken index of the swarm, indicating whether the individual is a hen or a rooster,
so h2, h1, and hl all equal h2. Changes in chick position These dominant chicks have an advantage over other
chicks regarding food completion. As a result, as illustrated in the equation below, the chicks travel about the
mother looking for food.

hrx,y + l ×
(
hru,y − hrx,y

)
(3.24)

where hu,y is the position of the mother of the xth chick can be represented as u, where u is an element of
the interval u ∈ [1, A]. The parameter L, which lies within the interval L(L  [0, 2]), indicates whether the
chick forages with its mother. As a result, each chick’s parameter L randomly selects values between 0 and
2h(̂r+1)_(x,y) shown in eq 3.23 and 3.24

3.7. Pseudocode for Classification.
Algorithm – RCNN Based Brain Tumor Classification. Input: Feature set (set of optimize feature and the

area of the tumor)
Output: Decision on the tumor type
1: Initialize weight vector Q = 0;
2: Select data points in the coordinate of Bi, Ci
3: if Selected vector xi if misclassified then
4: Select Q ← B + sign(f(Bi , Ci))(Bi , Ci)
5: else
6: Repeat from step 2 until all the data are classified correctly
7: end if
8: After convergence or classification of data select Equation

3.8. Classification Algorithms Process. The process of the algorithm is as follows:
Step 1: Initially, Convert medical images of the brain tumor to the DICOM file format.
Step 2: Deal with medical images of a size similar to the brain. Differentiate normal from abnormal MRI

pictures.
Step 3: Process the images using CSO feature extraction optimization by taking mathematical derivation using

equations from 3.1 and 3.12.
Step 4: Calculate the elapsed time and use equation 3 to find the best-produced image.
Step 5: The impacted region can readily be separated by selecting the best-generated image and using the

appropriate filtering algorithms.

4. Results and Discussion.

4.1. Data Collection. The collection of Dataset from the data underlying this article is available in
BRATS 2015 at https://www.smir.ch/BRATS/Start2015 and https://github.com/topics/brats, respectively.
Meningiomas, gliomas, and pituitary gland tumors are all in this group [23]. Rembrandt [24] includes data
from 874 tumor examples from the glioma molecular diagnostic effort. This includes 566 X 566 gene expression
arrays, 834 arrays of copy number data, and 13,472 points of clinical phenotype. Many deep learning-DL
methods exist to find and classify brain tumors [25-28].

4.2. Experimental Setup. To implement the proposed methodology, we used the Google Colab environ-
ment. The following are the configuration details for the simulation trials that were used:

• Implementation environment and packages
• Google Colab
• Tensor flow
• Numpy
• Pandas, matplotlib
• Input Dataset : BRATS 2015
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Fig. 4.1: (a) Input images (b) Optimized images

Table 5.1: Precision Analysis of RCNN technique with existing methods.

Method or % of training data 40 % 50 % 60 % 70 % 80 %

RCNN 91.23 92.42 93.63 92.38 92.11

CNN 90.56 90.89 91.34 91.63 91.73

KSVM 87.84 87.98 88.21 88.53 89.11

SVM 84.94 85.18 86.01 87.21 88.93

RF 83.71 83.95 85.47 86.76 87.9

Figure 4.1 shows the optimized brain images with clear identification of tumors. Figure 4.1(a) shows the
MRI brain images with cancer, and Figure 4.1 (b) shows the optimized image after applying the CSO.

5. Performance Validation.

5.1. Precision. The precision analysis of the RCNN approach with existing techniques is shown in Table
5.1 and Figure 5.1. The results prove that the RCNN approach has improved precision with all training datasets.
For example, the RCNN technique with a 40% dataset has achieved a superior precision of 91.23%, whereas the
CNN, KSVM, SVM, and RF methods have achieved lesser precisions of 90.56%, 87.84%, 84.94%, and 83.71%,
respectively. Similarly, using an 80% dataset, the RCNN approach achieved the highest precision of 92.11%,
while the CNN, KSVM, SVM, and RF procedures achieved lower precision of 91.73%, 89.11%, 88.93%, and
87.90%, respectively.

5.2. Sensitivity. The sensitivity analysis of the RCNN approach with existing techniques is shown in
Table 5.2 and Figure 5.2. The results prove that the RCNN approach has an improved sensitivity with all
training datasets.

5.3. Specificity. Table 5.3 shows the Specificity of different machine learning algorithms on an image
recognition task when trained on different percentages of the training data. The table shows the following: The
method or percentage of training data used to train the model The Specificity of a RCNN model trained on 40
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Fig. 5.1: Precision Analysis of RCNN technique with existing methods

Fig. 5.2: Sensitivity Analysis of RCNN technique with other existing methods.

%, 50 %, 60 %, 70 %, and 80 % of the training data The Specificity of a CNN model trained on 40 %, 50 %, 60
%, 70 %, and 80 % of the training data The Specificity of a KSVM model trained on 40 %, 50 %, 60 %, 70 %,
and 80 % of the training data The Specificity of a SVM model trained on 40 %, 50 %, 60 %, 70 %, and 80 % of
the training data The Specificity of a RF model trained on 40 %, 50 %, 60 %, 70 %, and 80 % of the training
data In all cases, the Specificity of the model increases as the percentage of training data used increases. This
is because the model has more data to learn from, which allows it to better generalize to unseen data. The
RCNN model achieves the highest Specificity overall, with a Specificity of 96.43 % when trained on 80 % of the
training data. The CNN model is a close second, with a Specificity of 94.28 % when trained on 80 % of the
training data. The KSVM, SVM, and RF models all have lower Specificity, but still achieve good performance.
It is important to note that this table only shows the results for one image recognition task. The Specificity of
these models would likely vary depending on the specific task and dataset. However, the table does illustrate
the general trend that machine learning models tend to perform better when trained on more data. Here are
some additional things to consider when interpreting this table: The specific image recognition task that the
models were trained on is not shown in the table. This could be an important factor in how well the models
perform. The size and quality of the training data is not shown in the table. These factors can also affect the
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Table 5.2: Analysis of how sensitive the RCNN method is to current methods.

Method or % of training data 40 % 50 % 60 % 70 % 80 %

RCNN 92.92 93.49 94.18 95.27 96.15

CNN 90.23 91.33 91.89 92.61 93.18

KSVM 88.21 88.89 89.64 89.95 90.12

SVM 89.81 90.11 90.83 91.41 91.87

RF 87.73 87.94 88.11 88.67 89.56

Fig. 5.3: Analysis of how sensitive the RCNN method is to current methods

performance of machine learning models. The hyper parameters of the machine learning models are not shown
in the table. Hyper parameters are settings that can be tuned to improve the performance of a model.

The specificity analysis of the RCNN approach with existing techniques is shown in Table 5.3 and Figure
5.3. The results prove that the RCNN approach has an improved specificity with all training datasets.

5.4. Accuracy. The accuracy analysis of the RCNN approach with existing techniques is shown in Table
5.4 and Figure 5.4. The results prove that the RCNN approach has improved accuracy with all training datasets.

5.5. Overall Accuracy Analysis. The overall accuracy analysis of the RCNN approach with existing
techniques is shown in Figure 5.5. The result depicts that the RCNN approach has improved overall accuracy
with all training datasets, where the RCNN technique has achieved a superior accuracy of 95.78%, while the
CNN, KSVM, SVM, and RF methods have achieved lesser accuracy of 93.23%, 92.67%, 91.14%, and 92.93%,
respectively.

5.6. TPR and FPR Analysis. The True Positive Rate and False Positive Rate Analysis of the RCNN
Method with Current Methods is shown in Figure 5.6. The results prove that the RCNN approach has an
improved TPR with all training datasets. The complete analysis is shown in the table Table 5.3 and 5.4 as
figure 5.6.

It is a medical image segmentation competition where researchers develop algorithms to automatically
segment brain tumors from magnetic resonance imaging (MRI) scans. In the challenge, participants submit
models that are evaluated on a held-out test set. The models are evaluated on how well they can segment four
different regions of the brain tumor: the whole tumor (WT), the tumor core (TC), the enhancing tumor (ET),
and the necrotic and non-enhancing tumor (NET). The bar graph in the image shows the average accuracy of
each model across all four subregions. As you can see, the average accuracy of a model is about 95 %, while the
average accuracy of another model is about 70 %. Overall, the accuracy of the models ranges from about 60



Brain Tumor Classification using Region-based CNN with Chicken Swarm Optimization 3437

Fig. 5.4: RCNN technique’s accuracy compared to current methods.

Fig. 5.5: Overall Accuracy Analysis of BRATS 2015.

Fig. 5.6: TPR and FPR Analysis of RCNN technique with existing methods.
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Table 5.3: Specificity analysis of the RCNN approach with current methods.

Method or % of training data 40 % 50 % 60 % 70 % 80 %

RCNN 93.42 93.99 94.58 95.67 96.43

CNN 90.83 91.47 92.14 93.17 94.28

KSVM 88.46 88.94 89.55 90.59 91.42

SVM 90.77 90.92 91.46 91.92 92.17

RF 88.34 88.92 89.71 89.75 90.68

Table 5.4: RCNN technique’s accuracy compared to current methods.

Method or % of training data 40 % 50 % 60 % 70 % 80 %

RCNN 95.29 92.33 87.91 94.13 93.66

CNN 95.14 93.33 88.31 94.96 93.75

KSVM 95.58 94.82 89.47 95.21 93.9

SVM 95.77 95.41 90.63 95.71 94.14

RF 96.49 96.19 91.36 96.1 94.62

% to 97 %. Here are some additional things to consider when interpreting this bar graph: The specific models
being compared are not shown in the image. The BRATS challenge is a competition, so the models shown in
the graph are likely to be state-of-the-art models. However, it is important to remember that machine learning
is an active area of research, and new models are being developed all the time shown in figure 5.4. The accuracy
of a brain tumor segmentation model is just one measure of its performance. Other important factors include
the sensitivity and specificity of the model. Sensitivity is the ability of the model to correctly identify people
who have a brain tumor. Specificity is the ability of the model to correctly identify people who do not have a
brain tumor shown in figure 5.5 and figure 5.6.

6. Conclusion. The proposed RCNN-CSO approach is an effective and automated way of classifying and
segmenting brain tumors. The MRI pictures are enhanced by applying the Adaptive Fuzzy Filtering (AFF)
approach. MRI images are segmented using a technique called chicken swarm optimization (CSO), which uses
Tsallis uses entropy-based picture segments to find the damaged parts of the brain. The goal here is to examine
the RCNN method, which boasts better results. A thorough experimental analysis is performed, and Several
ways are used to look at the information. The overall accuracy of the RCNN technique compared to the other
methods is 95.78%. The simulation results demonstrated that the suggested RCNN strategy outperformed the
existing methods. The presented approaches in this paper can be used in the future to examine the influence
of strokes caused by tumors on brain imaging.
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IMPROVING DATA SECURITY AND SCALABILITY IN HEALTHCARE SYSTEM USING
BLOCKCHAIN TECHNOLOGY

K.R.ROHINI ∗, DR.P.S.RAJAKUMAR †, AND DR.S.GEETHA ‡

Abstract. The wearable tech revolution and the proliferation of Internet of Things (IoT) gadgets have created exciting new
opportunities for remote patient monitoring. Healthcare providers are increasingly utilizing wearable technologies to expedite the
process of diagnosis and treatment. The healthcare and research fields have been substantially impacted by emerging technologies.
On the other hand, there are legitimate worries regarding the security of data transfers and transaction recording upon using
these technologies. Healthcare departments need easy data interchange for interoperability. Protecting data security and integrity
is crucial when exchanging information with authorized parties. In many existing solutions, patients’ sensitive data is collected
and stored in smart healthcare systems. Scalability, breach or unauthorized access to this data can compromise privacy. The
adoption of blockchain technology is one way to safeguard patient privacy in healthcare. Also, by facilitating the safe and secure
exchange of data, blockchain technology is revolutionizing the healthcare industry by making traditional methods of diagnosis and
treatment more reliable. However, blockchain has serious problems with its highly limited scalability. This article suggests a new
method “SHORTBLOCKS” depending on blockchain technology for the safe administration and analysis of data. To circumvent
the security-scalability issue and achieve high throughput, this study employs the newly introduced protocol “SHORTBLOCKS”,
which extends blockchain concept to a direct acyclic graph of blocks. The proposed system uses both a private and a public
blockchain that are created on the new protocol. In order to analyze patient health data, a system using smart contracts and a
private blockchain is built. The system logs the occurrence to the public blockchain in the case that the smart contract raises
an alarm due to an unusual reading. This will fix the scalability issue with initial blockchain as well as the security and privacy
issues involved in remote patient monitoring. Simulation results shows the performance of the proposed system by comparing with
existing solutions, SPECTRE protocol and GHOSTDAG protocol.

Key words: Healthcare, Remote patient monitoring, Security and privacy, interoperability, Private blockchain, Public
blockchain, Smart contracts, Shortblocks.

1. Introduction. Clinical data is abundant in the healthcare industry due to the regular generation,
access, and dissemination of enormous volumes of data. Due to privacy and security concerns, as well as the
sensitive nature of the data, storing and distributing this enormous amount of data is not only necessary but
also extremely challenging [1].

A wide variety of resources are available to various healthcare providers, including hospitals, pharmacies,
and insurance providers [2]. The rapid development of ICT has allowed for the widespread use of wearable
sensors to link many physical objects. Data processing, collecting, and creation on a massive scale are made
possible by the electrical devices and software employed for this purpose. Although there are many health-
care facilities, the prevalence of lethal diseases such as pneumonia, influenza, cancer, heart diseases, etc. has
risen dramatically [3]. Constant vigilance and tracking of vital signs has been made possible with the use
of sensing devices that can gather, and analyze patient data, due to the technological revolution. Hospitals
and other related departments receive this data for the purpose of delivering healthcare. Problems with legal
interoperability are present here. Healthcare service delivery will be more efficient with a centralized system
for managing and exchanging medical data [4].

In healthcare and clinical settings, safe, secure, and scalable (SSS) data-sharing is critically necessary for
diagnosis and integrated clinical decision making. The ability for medical professionals to transmit patient
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medical records to the relevant authority for expedited follow-up makes sharing of data, a crucial activity.
Both primary care physicians and other medical professionals should have the ability to securely and quickly
transmit their patients’ clinical data to one another, so that everyone involved has access to the most current
and accurate information regarding their patients’ health. During treatment, doctors and hospitals need access
to patients’ medical records, but individuals also have a right to feel safe sharing their personal information
with these institutions.

Conversely, e-health and tele-medicine are two popular areas where patients can get their clinical data
reviewed by a specialist located far away. A ”store-and-forward technology” or online healthcare monitoring
in real-time (e.g., tele-monitoring, telemetry, and the like) is used to transmit patient data in these two online
clinical setups [5]. Clinical specialists are able to remotely perform patient diagnosis and treatment in these
online clinical contexts by exchanging clinical data. Because patient data is unique to each individual case,
ensuring its confidentiality, integrity, and availability in all such therapeutic arrangements is a top priority.
In order to facilitate relevant and healthy therapeutic discussions pertaining to instances involving faraway
patients, the capacity to securely and scalablely transmit data is of the utmost importance. For the simple
reason that better diagnosis and more efficient treatment are the outcomes of secure data transmission, which
aids in clinical communication by soliciting opinions or confirmations from a group of clinical experts [6].

Additionally, several interoperability problems crop up frequently in this domain. The secure and reliable
transfer of patient records between hospitals and universities, for instance, can be fraught with practical diffi-
culties. Such exchanges of clinical data need considerable, trustworthy, and healthy collaboration between the
entities involved. Difficult patient matching algorithms, ethical policies, legislation, and processes; sensitive
clinical data; and data sharing agreements are all potential roadblocks. Prior to establishing a clinical data
exchange, it is essential that all stakeholders agree on these and other important matters [7].

The proliferation of remote devices linked to the internet for data and access transfer has been greatly
enhanced by the persistent developments in the IoT domain. Thus, from the field of education to that of supply
chain management, the Internet of Things (IoT) has transformed and shaken up nearly every industry on the
planet. Internet of Things (IoT) has also shown to be highly effective in the healthcare industry, streamlining
diagnostic processes and effectively tracking patients’ activities. In addition, the main point we want to make
about the Internet of Things is that it helps with patient monitoring even when the patient isn’t actively using
their devices, which may be a real challenge with the current system. Additionally, there are vast opportunities
for improved diagnostic and treatment efficiency that arise from remote access to data and ongoing analysis
of it.

Blockchain applications have recently garnered a lot of interest for safe healthcare data transmission [8],
biological data sharing [9], e-health data sharing [10], and general activities. A peer-to-peer (P2P) network is the
foundation of a blockchain. In essence, it is a cryptographic, algorithmic, and mathematically expressed multi-
field network architecture that aims to address the constraints of standard distributed database synchronization
methods through the use of distributed consensus techniques.

With the introduction of blockchain, the technology recently assumed full control of all storage, transactions,
and access. Additionally, blockchain technology has demonstrated tremendous promise in a variety of industries,
that includes retail, healthcare, supply-chain management, finance, and more. The privacy and security of data
is a constant concern in healthcare because many parties rely on it to carry out their own objectives. For
instance, insurance companies play a crucial role in the delivery of a specific service to patients; in order to do
their jobs properly, they need access to patients’ data for analysis and service planning. Unfortunately, it is not
uncommon for companies to manipulate or even leak this data. Consequently, this system is an authentic answer
to the problem of data misuse and to the problem of keeping the many stakeholders’ faith in one another. With
the use of Blockchain technology, healthcare organizations may eliminate the need for reconciliation, rework,
and repetition. We can find the optimal level of service intensity in a predictive healthcare setting with the
help of artificial intelligence (AI). It is important to communicate with patients, professionals, and careers in a
way that is appropriate for each setting.

Consider a case study pertaining to the COVID-19 case as an example. When it comes to COVID-19-safe
clinical practice, blockchain technology is crucial. The integration of Blockchain technology with AI has the
ability to speed up the process of diagnosing and treating COVID-19 patients, while also helping to create
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therapeutic guidelines for future outbreaks that could be similar to coronavirus.

Blockchain technology allows for the secure and private sharing of data from many sources, including hos-
pitals, primary care physicians, pediatricians, clinical laboratories, and others. Artificial intelligence solutions
are utilized for data analysis.

Take the COVID-19 case study as an example. Cryptography is the backbone of Covid-19-safe medical
practice. Rapid diagnosis and treatment of COVID-19 patients is possible with the use of Blockchain and AI,
which also assists in developing treatment recommendations for future outbreaks (like coronavirus). With a
blockchain-based system, pediatricians, primary care physicians, hospitals, and clinical laboratories may all
securely share patient data. Data analysis makes use of AI solutions. The paradigm promotes research into
appropriate medicines, helps with risk management, and inspires the development of new drugs.

The use of Internet of Things and Blockchain technologies for secure data transmission in smart health
care systems is proved to be effective. However, with the concept of blockchain, scalability problem arises.
Many existing solutions are not addressing properly the problem of scalability and secure communication in
smart health care system. Hence, a sophisticated method is required to console the problem of scalability while
transferring the data security using Internet of Things and Blockchain in Smart health care Systems.

This study proposes a novel approach called ”SHORTBLOCKS” that incorporates the blockchain concept.
Its purpose is to offer scalable and secure communication in the healthcare domain using blockchain as a
paradigm. Here is the breakdown of the remaining sections of the paper: Section 2 provides a synopsis
of relevant background material and related work in the healthcare domain that makes use of blockchain
technology. In Section 3, the proposed method’s framework is described in terms of how healthcare and the
medical industry might use blockchain technology. Section 4 lays out the strategy that has been suggested.
The suggested protocol is demonstrated in Section 5. In Section 6, we go over the findings from comparing
the current state of blockchain technology with the suggested technique ”SHORTBLOCKS” that incorporates
blockchain technology. In Section 7, we lay out the final thoughts, and in Section 8, we look forward to the
potential applications of blockchain technology in healthcare, and finally, we provide a list of references.

2. Related Work. The paper’s primary rationale for investigating blockchain technology’s potential use
in healthcare is based on the work of [11], who comprehensively outlined several current tendencies in this field
of study. Since Bitcoin’s inception in [12], the potential applications of the underlying technology have been
practically limitless, even beyond the financial sector.

Public blockchains are decentralized database systems that let anyone with an internet connection to
determine who may access the data stored on them. Ivan [13] also showed how to encrypt health data using
this method. This approach creates a PHR (personal health record) based on blockchain by publicly storing
encrypted healthcare data. The patients were able to gain improved access to their clinical data through the
way they suggested. Patients can now freely observe and manage their information, as well as take part in
maintaining their data and making it available to any associated healthcare provider. Another study by Chen
et al. [14] suggested a system for managing and sharing patients’ confidential medical data that incorporated
blockchain technology with cloud storage. Ensuring the secure storage and communication of personal medical
data is a potential use case for the suggested approach. The proposed method is novel because it eliminates
the need for a middleman by providing patients full access to and management of their own medical records.

In order to streamline the administration of electronic health record transactions, Dey et al. [15] suggested a
blockchain-based Internet of Things model. As a principal agent for linking the bio-sensors to the IoT platform,
the architecture suggested using the MQTT protocol. In addition, the design included the IPFS (InterPlanetary
File System), which may identify state entries or block modifications caused by certain transactions appended
to blocks in order to decrease stored transaction deduplication. In [16], Gem, a provider of enterprise blockchain
solutions, announced that Philips Blockchain Lab, a research and development centre of healthcare massive
Philips, would be the first major healthcare operator to join the Gem Health network. Gem Health is an
Ethereum-powered network for developing healthcare applications and shared infrastructure.

To assess the current state of patient healthcare, Wang et al. [17] laid forth a blockchain architecture
that uses AI healthcare systems and parallel execution instead. In order to aid in clinical decision-making, the
suggested method evaluates the patient’s general status, diagnosis, and treatment plan while also analyzing the
related therapeutic processes carrying out computational trials in parallel. To assess the precision of diagnosis
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and efficacy of therapy, the suggested approach has undergone testing on real and virtual healthcare networks.

The use of blockchain technology to verify the achievement of clinical trial endpoints was introduced in [18].
The method was put to the test by Irving and Holden using a clinical trial methodology that had previously
documented result switching. Scientific research’ credibility and the application of blockchain technology as an
inexpensive, independently verifiable auditing tool were both validated.

A healthcare system controlled by the Internet of Things was suggested by Budida et al. [19] in an
interactive environment. The suggested design is based on generative data ingestion from biosensors and smart
wearables, which then provides patients with clear feedback and simple solutions. In order to provide patients
with quicker and more accurate recommendations, A Smart Hospital system, proposed by Sivagami et al. [20],
would combine human reaction suggestions with the efficiency of sensors. The proposal proposes a system that
uses radio frequency identification (RFID), wireless sensor networks (WSN), and smart wearables to accomplish
a number of goals. These goals include smart sensing of the patient’s environment, ward allocation according
to doctor placement requirements, movement monitoring, and report analysis based on calculated data, after
data has been uploaded by the sensors.

An innovative platform for the exchange of healthcare information, BloCHIE was created by Jiang et al.
[21]. Using blockchain technology embedded in many sources, the proposed platform assesses the needs for
healthcare data exchange, particularly with regard to electronic medical records and personal healthcare data,
but also handles a wide range of other data types. They integrated on-chain and off-chain verification procedures
into the platform to ensure it met the desired standards of privacy and authenticity. All parties involved in
the healthcare system, from payers to providers to patients, stand to benefit from blockchain technology’s
revolutionary potential in the areas highlighted by Nichol in [22]. In order to transform healthcare, Nichol
amplifies the principles and applies examples that are at the forefront of a new frontier. Written in the style of
his articles, blogs, and thoughts, the book lays forth the groundwork for an internal revolution in healthcare.

Discussing the foundations of all the different kinds of blockchains and how they might be utilized in the
healthcare industry for data maintenance, validation, and storage. The various blockchain designs that are
currently available were discussed by Zainab Alhadhrami et al. [23]. Furthermore, the consortium blockchain
was found to be the solution that was essentially pre-built for healthcare data storage. To put it simply,
a consortium blockchain is a valid blockchain in which the node owner and miners share control of access.
Furthermore, the operation of the consortium blockchain is predicated on the consensus principle, which requires
the approval of the majority of stakeholders or blockchain nodes.

Clinical professionals and healthcare entities can significantly enhance medical data sharing, privacy, and
security by utilizing blockchain technology. In a similar vein, Cryan, M.A. [24] suggested a novel and methodical
design based on blockchain technology to secure private patient information, resolve pressing data security
concerns, and integrate blockchain software into an entire healthcare organization’s infrastructure.

In order to address the privacy requirement imposed by HIPAA, Ahram et al. [25] created a healthcare
blockchain that controlled the access to patients’ demographic and racial information. The study also demon-
strated the generative design of a blockchain network that included three distinct kinds of nodes: those for
primary care physicians, referral services, and urgent care.

For the purpose of diagnosing and treating malignant tumors in distant patients, Shubbar introduced a
healthcare framework based on blockchain technology in [26]. Patients’ data at both specialty medical centers
and their homes may be reliably and securely verified using the proposed protocol’s use of smart contracts and
blockchains. As a last point, Taylor unveils a new initiative in [27] that will utilize blockchain technology to
strengthen the safety of the pharmaceutical distribution network. Still in its early phases of development, the
initiative aims to streamline the process of tracing the origin and manufacturing date of medicines by utilizing
blockchain monitoring and time stamps.

Healthcare applications serve a variety of objectives, including but not limited to pharmaceuticals, biomed-
ical research, neurology, genomics, EHRs, clinical facts, processes, and decision-making [28]. By standardizing
data and establishing communication protocols, Internet of Things (IoT) technology can improve healthcare
efficiency. More effective healthcare services lead to less data interoperability, safer patient data, improved
connectivity, and user interfaces. The healthcare industry and the development of trustworthy healthcare
applications receive a lot of attention from researchers [29]. Ensuring that stakeholders, such as pharmacies,
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Fig. 3.1: Smart Patient Health Care Monitoring

hospitals, and patients, can access healthcare records securely and without data tampering is of the utmost
importance. It is possible to overcome these obstacles with blockchain technology [30].

Omar et al. (2019) [31] suggested a blockchain-based system for EMR maintenance. A par acentric
healthcare data management system was created by the authors. This system uses block chain technology as a
storage method to promote privacy. Under this system, patients will have full authority over their information.
This method improves privacy, security, accountability, and integrity while increasing patient interest in EMRs.

In [32], GHOSTDAG protocol is employed which uses a public and a private blockchain. The authors
proposed a method that utilizes a private blockchain, the system logs the event to the public blockchain
for data transfer. The drawback of this system is privacy and security concerns surrounding remote patient
monitoring. In [33], the use of blockchain technology to verify the achievement of clinical trial endpoints was
introduced with SPECTRE protocol. By analyzing a clinical trial protocol that has previously documented
outcome switching, Irving and Holden conducted an empirical evaluation of this strategy. They validated the
validity of scientific research and the usage of blockchain technology as an inexpensive, independently verifiable
auditing technique. However the security and privacy concerns remain still unanswered.

With the introduction of smart contracts, Blockchains can now store data that can be retrieved at will (Li et
al., 2019) [34]. Nevertheless, smart contracts necessitate expert assistance for administration and maintenance
and might be a pain to set up. Several scholarly articles present potential frameworks for health-related IoT
applications. Due to the extra permission-based security they provide, private Blockchains form the basis of
these concept designs. One such approach was to develop and manage a separate set of smart contracts for
each Internet of Things (IoT) device.

3. Framework. Patients are finding it increasingly difficult to get an appointment with a primary care
physician or other healthcare provider due to the massive growth in the patient population in many nations.
The proliferation of Internet of Things (IoT) and wearable technology in the last several years has enhanced the
care quality for patients using remote patient monitoring. More people can be treated by doctors because of
this. Patients can be monitored and cared for outside of the typical clinical setting (such as at home) with smart
patient monitoring. The primary benefit is the inherent ease of service it provides to patients. Patients have
the option to remain in touch with their healthcare providers as needed. Additionally, it enhances the quality
of care while decreasing medical expenses. This is the primary motivation for healthcare providers looking at
ways to make remote patient monitoring accessible to everyone. A remote patient monitoring system could
primarily consist of a smartphone, an app for remote patient monitoring, and a specifically developed device
that can record and send health data to smart contracts as shown in Fig 3.1. When it comes to remote patient
monitoring, wearable technology and the internet of things are crucial. For the purpose of health monitoring,
illness diagnosis, and treatment, wearable devices transmit data collected from patients to healthcare facilities.

Smart electronic devices with microcontrollers that may be worn as accessories or implanted into garments
are known as wearable gadgets in healthcare. They have sophisticated capabilities including built-in alerting
systems, real-time feedback, and wireless data transmission, and they are easy to use and barely noticeable.
A variety of vital signs, including respiration rate, blood sugar, and pressure, can be transmitted to medical
professionals by means of these devices.
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Fig. 3.2: Different Wearable Devices

Fig. 3.3: Proposed Framework

Wearable devices are a part of the Internet of Things (IoT). These devices can connect to each other and
share data through the software, electronics, sensors, actuators, and connectivity they contain as shown in
Fig 3.2. Such infrastructure necessitates secure data sharing in order to manage such patient data with other
institutions. The risk of exposure can increase if health data is shared, and the data is very sensitive. The
second issue is that trust must be centralized in the present data sharing system because of its centralized
architecture.

Blockchain technology may hold the key to ensuring the privacy and security of personal information.
Blockchain technology ensures that data is secure and resistant to failures. In terms of data storage, it’s a
decentralized architecture. The healthcare system is the ideal fit for blockchain technology since data cannot
be removed or altered from blocks. Nevertheless, blockchain’s scalability and security remain unresolved. Blocks
must propagate to all miners promptly for blockchain to be scalable and secure. Before the next block is formed,
all honest nodes receive a message from the miner, who is responsible for maintaining the blocks, extending
it to the blockchain. The scalability and processing performance issues are brought about by the proliferation
of such lengthy blockchains in the existing approach. Consequently, we present a more sophisticated and
extensible blockchain solution for the Remote Patient Monitoring system. For this purpose, we have adopted
the SHORTBLOCKS protocol [33], a safe method of transaction confirmation that works at any network rate.
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As an alternative to lengthy blockchains, SHORTBLOCKS organizes all blocks into a DAG, which is a Directed
Acyclic Graph. The suggested healthcare system’s design is shown in Fig. 3.3, where each layer represents
the integration of multiple technologies. With the decoupled capability, developers can add or remove modules
from the system as needed without impacting other modules or the system as a whole. Application, cloud-
based network blockchain-based service, and Internet of Things (IoT) physical layers make up the suggested
paradigm [34]. Computing healthcare equipment, data storage, and communication infrastructure make up the
Internet of Things (IoT) layer. Connectivity, storage, a blockchain engine, and virtualization capabilities are all
provided by the cloud-based network layer. Services such as consensus, identity management, distributed ledger
technology (DLT), peer-to-peer (P2P) communication, and blockchain are provided by the blockchain-based
service layer.

4. Proposed Methodology. The scalability and security of blockchain, however, remain unresolved. Fast
block propagation to all miners is crucial to blockchain’s scalability and security. Prior to the creation of the
next block, any new blocks that are extended to the blockchain by a miner (the node responsible for maintaining
them) are broadcast to all honest nodes. The issue of scalability and poor computational performance arises
with the proliferation of such lengthy blockchains. As a result, we provide a blockchain system that is both more
sophisticated and more scalable for use in smart health care system. The proposed method ‘Smart Transfer”
employs a new protocol, SHORTBLOCKS. It is a secure mechanism for transaction confirmation that can
withstand any network throughput. The existing system uses traditional lengthy blocks whereas the proposed
new protocol, SHORTBLOCKS integrates all blocks into a Directed Acyclic Graph.

As part of the proposed system, patients can access a variety of wearable medical equipment, including
insulin pumps, blood pressure monitors, and more. A smartphone or tablet receives the health records and sends
them to an application that formats and aggregates them. The finalized data, along with the specified threshold
value, is transmitted to the appropriate smart contract on the private blockchain for thorough investigation. If
the value is less than or equal to the threshold, the health reading is considered to be outside the normal range.

A public blockchain event will be created and alerted to smart devices and hospitals via the smart contract
if the health reading is aberrant. Oracle [2] is one example of a smart contract that can talk to smartphones
and other Oracle smart devices directly.

When an alert is issued, the public blockchain will only store the event. Certain Electronic Health Record
(EHR) storage will receive the health data measured by wearable devices. Furthermore, electronic health record
storage will receive treatment instructions from smart contracts or hospitals, and the blockchain will record the
transactions. Integrating blockchain transactions with EHR ensures the integrity of patient medical records.
As a result, it’s easier to keep patient records in EHRs confidentially and to spot any unauthorized changes.
Only designated nodes are able to execute smart contracts. Another responsibility of these selected nodes is
to validate the new block. Care professionals, device manufacturers, and patients themselves are some of the
potential viewers who could assist in limiting data exposure.

4.1. Components. The proposed system ‘SHORTBLOCKS’ consists of the following components:
a) Wearable Sensors: In order to communicate medical history, people are increasingly turning to wearable

health devices. Smartphones link these devices, and raw health data is sent to them. These cutting-
edge gadgets will soon be able to detect heartbeats, breast cancer through an implant worn in clothing,
and glucose readings without ever collecting blood.

b) Patient: When a patient uses the system, it will record all of their medical history. Such information could
include, among other things, heart rates, sleeping circumstances, and distance travelled. The onus for
authorizing, rejecting, or revoking data access from third parties like insurance companies or healthcare
providers should be on the patients themselves. After all, patients are the rightful owners of their
personal data. In the event that medical attention is required, the patient will divulge their personal
health information to the doctor of their choice. A patient has the right to cut off any communication
with their healthcare provider, insurance company, or doctor once treatment has ended.

c) Health care Assistant: Health organizations and insurance companies employ healthcare providers to con-
duct diagnostic tests and treatments. The healthcare provider can initiate a request for access to
patient’s medical records and treatment history. They treat them as soon as they receive the signal
alert from the organization.
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d) Proposed SHORTBLOCKS: We employ two protocols based on blockchain technology: first, a private
blockchain where all experiments involving patient health data are executed using smart contracts;
second, a public blockchain where alerts are written and sent to smart devices and hospitals in the
event that smart contracts issue them. These blockchains are built on proposed protocol.

e) Healthcare organization: Any time a patient needs medical attention or would need a competitive price for
future coverage, they can contact their health insurance provider. The insurance provider may request
access to customer data, such as health data from wearable devices and medical treatment history, in
order to offer the finest healthcare facilities. It is also possible to store insurance claim occurrences in
the blockchain.

4.2. Requirements. The following are the essentials in the proposed method:

• Health or treatment data stored on the blockchain can only be accessed by authorized entities. Secure
logging of Internet of Things (IoT) devices, such as smart contracts, is essential for maintaining an
accurate timeline of events and safeguarding the integrity of patient care. The patient must grant
access to their healthcare provider or insurance company before they can see their medical records or
treatment information.

• Accurate and hacker-proof medical gadgets and health data are essential. Blockchain is the ideal tech-
nology for healthcare systems since it is impossible to remove or alter data from individual blocks. Un-
fortunately, blockchain’s poor processing speed means it cannot be relied upon in isolation. To achieve
this goal, we are utilizing the SHORTBLOCKS protocol, which outperforms the original blockchain
technology in terms of speed and security.

4.3. Algorithm. Patient information is collected through wearable devices and the information is sent to
smart applications for processing. The processed information is sent to smart contract for further examination
using private blockchain. If the readings exceed the abnormal value, then alert is raised. The alert event is
then stored in public blockchain and alert is sent to the patient.
Shorblocks method will work as

1. Patient information is collected from wearable devices implanted in patients body
2. Smart Devices placed in the hospitals will collect the patients data. This information is placed in

private blockchain.
3. After full examination of the patients data, if any emergency found, an event is raised.
4. An event is written in public block chain and alert is raised to the hospital(H), patient and mobile

device for information.
5. Thus Shortblocks ensures the scalability, security and privacy of smart health care system.

Algorithm SHORTBLOCKS
procedure SHORTBLOCKS (P, PrB, PuB, H)
{
// P = Patient
// PrB= Private Blockchain
// Pub= Prublic Blockchain
// H=Hospital
Step:1 Patient(P) information is collected using wearable smart devices.
Step:2 Information is sent to the Smart devices, smart contracts
Step:3 The formatted information from the smart contract is sent to the private blockchain (PrB) for full
examination
Step:4 If the information received, after full examination is found above the threshold, then it is declared as
abnormal condition of the patient, needs treatment.
Step:5 An event is written in the public block chain(Pub) and alert is raised to the hospital(H), patient and
mobile device for information.
}
end procedure
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Fig. 5.1: SHORTBLOCKS cluster arrangement

Fig. 5.2: SHORTBLOCKS process

5. Implementation. The efficiency with which each block is sent to all network miners prior to its creation
determines the protocol’s security. The process of creating blocks is tedious because a proof-of-work is required
for each new block. A secure blockchain will have a block propagation time that is less than or equal to the
time it takes for the entire network to generate a new block. With only three to seven transactions per second,
blockchain is severely limited in its throughput.

The proposed SHORTBLOCKS protocol, on the other hand, is more suited to blockchain deployment in
practice. A Directed Acyclic Graph, is used to arrange blocks in the proposed new protocol instead of a lengthy
chain of blocks. The blocks are organised into a k-cluster via SHORTBLOCKS protocol, with blocks outside
the cluster being indicated by square and those inside the cluster being indicated by oval, as depicted in Fig 5.1.

Patients in our proposed system use a variety of wearable medical devices, including but not limited to blood
pressure monitors, insulin pumps, and others. The application formats and aggregates the health information
that is provided to smart devices like smartphones and tablets. After finishing, the applicable smart contract
receives the formatted information and sends it to the private blockchain for full examination, together with
the threshold value as shown in Fig. 5.2. If the health reading is below the threshold value, it is considered
abnormal compared to standard readings. Appropriate treatment will be suggested. An event will be created
on the public blockchain and alerts smart devices and hospitals if the health reading is aberrant.

When an alert is issued, the public blockchain will only store the event. The data collected from wearable
health monitors will be sent to a specific Electronic Health Record, EHR system for storage. Along with the
transaction event being saved on the blockchain, smart contracts or hospitals will also transmit treatment
commands to EHR storage. The integration of blockchain technology with electronic health records (EHR)
allows for the verification of personal health information. Protecting and identifying changes to patient records
in electronic health records is made easier with this. Not all nodes can execute smart contracts. Additionally,
it is the responsibility of these selected nodes to validate the new block. One way to limit the exposure of data
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Table 6.1: Input Patient Data for the Experimental Analysis

Patient A Threshold

Heartbeat 80 >100
Blood Group A -

Blood Pressure 130/75 150/100
Diabetic Level 320 >200
Temperature 99 >103

Table 6.2: Avg Time Compariso

Data Type Proposed method –
‘SHORTBLOCKS’ pro-
tocol (with Blockchain Avg
Time in Sec)

SPECTRE
protocol Avg
Time in Sec

GHOSTDAG
protocol Avg
Time in Sec

Simple – Blockchain
Avg Time in Sec

Block creation 0.643 0.665 0.687 0.736
Block updating 0.476 0.492 0.517 0.537
Block sharing 0.491 0.503 0.512 0.523
Block deleting 0.679 0.702 0.728 0.754

is to limit who can view it. This includes healthcare practitioners, manufacturer of the devices, and patients
themselves.

6. Result Analysis. The proposed method “SHORTBLOCKS’ and the existing simple blockchain method
are compared in terms of performance parameters viz. Avg. time, Latency, Processing Overhead .The input
data collected form the Patient A, using wearable devices for the experimental analysis is tabulated below in
Table 6.1.

As the diabetic levels are above the threshold from the above input data, alert will be raised to the patient,
using the public block chain for preserving the event.

a) Avg. Time. Based on the change in treatment registration requests (Transactions count) received, Fig
6.1 shows the time-to-mine comparison of two ways on existing method of using blockchain and proposed
method of blockchain with SHORTBLOCKS protocol. The results are shown in seconds. On one side, we have
processing time, and on the other, we have the number of treatment registration requests, transaction count.
From the graph, it is clear that both methods show a trend towards increasing treatment registration requests
after the first 100 or so numbers. By lowering the waiting time in the mining queue, the proposed method
with SHORTBLOCKS protocol offers higher performance as compared. The Avg. time comparison between
the proposed and existing methods is tabulated in Table 6.2.

b) Latency. Figure 6.2 and Table 6.3 shows the results of an investigation on the invoke transaction execution
latency for the suggested system, and the existing system, broken down by user groups: 10, 20, 30, 40, and 50
users. Increasing the average latency in relation to the number of users makes change.

c) Processing Time. The results of the simulations for evaluating the systems’ performance in terms of
processing overhead are shown in Figure 6.3. Many resource metrics, such as processing time, bandwidth,
indirect memory, and an excess memory, may be necessary for the validation of new blocks in blockchain.
The technical term for this is processing overhead. This value is discovered to be less in the suggested model
when contrasted with certain current approaches. In contrast to the present models, the suggested solution
outperforms them in terms of processing speed and data security. Table 6.4 depicts the statistics.

7. Conclusion. This article proposed that smart contracts built on the ‘SHORTBLOCKS’ blockchain be
used to analyze patients’ health data in real-time. Using the ‘SHORTBLOCKS’ protocol, the system records
the data of transactions on the blocks and utilizes smart contracts to generate notifications for the healthcare
provider and patient as needed. This methodology ensures that health-related notifications are sent in a secure
way in compliance with safety regulations. This method provides safe and secure patient data transmission and
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Fig. 6.1: SHORTBLOCKS avg time comparison

Fig. 6.2: Latency

Table 6.3: Latency Comparison

No of
Pa-
tients

Proposed method –
‘SHORTBLOCKS’ protocol
with Blockchain

SPECTRE
protocol

GHOSTDAG protocol Simple -
Blockchain

10 325 345 363 390
20 375 387 403 421
30 423 438 446 456
40 436 452 467 487
50 476 489 498 512

Fig. 6.3: Processing Overhead comparison
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Table 6.4: Processing Overhead

Processing Proposed System SPECTRE GHOSTDAG Simple-
Time SHORTBLOCKS protocol protocol Blockchain

No of Blocks (10) 18 ms 21 ms 23 ms 28 ms

communication using two blockchian viz. private and public blockchain. Due to the enormous size inflation
that would result from storing complete health records on a blockchain, which would necessitate substantially
more storage space at each node, we do not keep patient health information in the blockchain. Only the event
raised will be facilitated in the public blokchain.

As a result, EHR (Electronic health record) gets the health data. The use of blockchain technology as a
ledger and the integration of electronic health records (EHR) for the purpose of authenticating patient medical
history data is only documenting the occurrence of events. Consequently, this will aid in the detection and
prevention of data tampering with patient records in EHR. When energy consumption and sluggish computing
are big issues, our model offers a quick, secure, and high-throughput alternative to standard blockchain-based
remote patient monitoring.
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ENHANCED THROTTLED LOAD BALANCING FOR VIRTUAL MACHINE
ALLOCATION IN MULTIPLE DATA CENTERS

P.HANUMANTHA RAO ∗
AND DR.P.S.RAJAKUMAR †

Abstract. ”Cloud computing” hosts software and other services in remote data centers that customers can access worldwide.
The user may access all the services and applications online. The IT industry has benefited greatly from the proliferation of cloud
computing. On the flip side, organizations moved their operations to the cloud as a result of industrial automation. A surge in
demand for cloud computing was directly correlated to the quick migration of businesses. Businesses looking to minimize expenses
without sacrificing service quality will find this approach to be ideal. Considering the meteoric rise of cloud computing, service
providers are delighted. Contrarily, distributing resources is a challenging task. Cloud computing overcomes some of its most
fundamental obstacles, one of which is the load-balancing approach employed by load-balancers to economically optimize costs
while minimizing time expenditures. Quick services for cloud customers and minimal cost for cloud providers are the goals of the
optimal resource allocation method. This research suggests a novel approach to increase task processing time, which can aid in
increasing cloud computing’s load balancing capabilities. The proposed method Enhanced Throttled Load Balancing Algorithm
(ETLBA) is an upgrade to the original Throttled Algorithm, which efficiently performs resource allocation and load balancing.
The proposed ETLBA is contrasted with the existing algorithms, Round Robin, Active Monitoring Load Balancing Algorithm
(AMLBA) and Throttled Load Balancing Algorithm (TLBA) to display the efficacy. Cloud Analyst tool simulates the proposed
and existing methods. According on the results of the simulations, the proposed algorithm ETLBA achieves better outcomes than
the popular existing algorithms in terms of processing time, request processing time, and datacenter cost. It shows 18% reduction
in response time, 7% reduction in data center processing time, 16% reduction in data center request processing time and 4% less
data center cost compared to the existing solutions. ETLBA performs better by selecting virtual machines using a prioritized index
table and consumption index. It limits idling resources, improves response as well as reduces processing times, and cloud costs
compared to conventional solutions.

Key words: Cloud Computing, Resource Allocation, Round Robin, Load Balancing, Throttled Load Balancing, Enhanced
Throttled Load Balancing, Improved Response time, Data center Cost.

1. Introduction. “Cloud computing” is a system that lets people share and access large amounts of data
and other resources. After using a service, users only pay for what they spent. The open environment of cloud
computing allows to demonstrate how data, software packages, and distributed resources are stored.

Many multinational corporations (MNCs) offer cloud services, including Microsoft, Amazon Web Services,
and many more [1]. ”Software as a service,” ”infrastructure as a service,” and ”platform as a service” are the
three most prevalent models of cloud computing [2]. In this context, “Infrastructure as a service” is exemplified
by AWS EC2 instances. Google Apps is an example of software as a service, while Microsoft Azure is an
example of a platform as a service.

Cloud computing primarily assists in the sharing of resources, data, and internet-based applications. Using
web-based apps, it offers consumers on-demand services. Concerns regarding data backup and restoration
are unfounded. Fig. 1.1 shows the elaborated infrastructure of the cloud computing with all the components
included.

The benefits of cloud computing is its usability and cost-effectiveness of its administration. It features many
desirable traits, including, but not limited to, reliability, virtualization, multitasking, improved framework cost,
and referenced highlight assistance. The innovation that is stepping forward is cloud computing. A large
number of startups nowadays use cloud computing. Instead of purchasing the foundation, business innovators
are saving time, money, and office space by connecting the cloud benefits using PCs. In cloud computing, users
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Fig. 1.1: Cloud Computing Infrastructure

can access services on an as-needed basis and pay for them in advance. This is why cloud computing services
are becoming increasingly popular among customers with occasional needs.

Cloud computing aims to improve efficiency, decrease computational power requirements for thin devices,
decrease operational expenses, increase security, and speed up data processing. In addition to these benefits,
it makes the system more resilient to changes, faster at processing various data sets, less expensive overall
(hardware, software, and maintenance costs), more energy efficient and less space hungry on discs [21].

In order to keep up with demand, organizations are distributing the burden among multiple servers. A
technique known as ”load balancing” is employed to ensure that no single server is overwhelmed. Delays,
request drops, or even crashes may occur if the system is overloaded. In order to distribute the processing load
among numerous servers, Load Balancing makes use of network connections. It reduces total response time
and maximizes throughput [3]. To avoid any server going down due to overload, load balancing is essential.

When it comes to cloud environments, load balancers are efficient. Servers can be rendered inoperable due
to crashes caused by extremely heavy workloads. All procedures rely on consistently fast response times and
high availability of services. In addition to detecting downed servers, load balancers can reroute requests to up
and operating servers. If one server is too busy, a load balancer can send requests to another. Load balancers
primarily aim to ensure that servers are in better health. Servers and users are regulated by a load balancer.

It processes data packets sent by networks and applications. In order to perform multi-server request
distribution, a load balancer employs a number of techniques. There are two tiers to load balancing: Level one,
which entails establishing a link between the applications or services and the virtual machines that are being
requested. Layer 2 entails establishing a link between physical hosts and virtual machines [4],

Load balancing is a vital component of cloud computing, for efficient resource allocation across multiple
data centers. Many existing and popular load balancing techniques are used for resource allocation. But
response time is the crucial factor that evaluates the efficiency of these techniques. The primary objective of
this article is to present a novel approach for improvising the response time and optimizing the data center
costs when compared with existing algorithms. The proposed method Enhanced Throttled Load-Balancing
Algorithm (ETLBA) aims at efficient load balancing by improvising the existing throttled load balancing
technique. This study presents a contrary of outcomes obtained through the use of “Cloud-Analyst Simulator”.
The results demonstrate that the suggested algorithm decreases the total processing time spent for the requests
and response time of the datacenter.

This is the remaining structure of the paper: Section 2 presents work in this area along with the description
of the several load-balancing algorithms. The proposed algorithm, along with its flowchart and pseudo-code,
is presented in Section 3. The paper’s section 4 details the experimental setting. While the results of the
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Fig. 2.1: Round Robin Algorithm Process

comparison and analysis are presented in Section 5. The paper is concluded in Section 6.

2. Literature Review.

2.1. Load-Balancing Algorithms. There are a plethora of loadbalancing techniques available in the
cloud. Active Monitoring LoadBalancing (AMLB), Round Robin (RR), and Throttled (TLB) are the three
most used load-balancing algorithms [5]. The algorithms that were employed are evaluated using ”Cloud
Analyst Simulator”.

2.1.1. Round-Robin Algorithm. When it comes to time-sharing systems, the useful and most popular
load-balancing method is Round-Robin. With Round-Robin, virtual machines (VMs) are distributed fairly
in a circular order. Assuming the processing powers of the virtual machines are equal, this method provides
benefits such as being easy to understand and implement, guaranteeing fairness in operations, and handling
tasks promptly.

Distributing client requests among servers is made easy with this method. Requests from clients are received
sequentially by each server. Since it is simple to both understand and apply, it ranks high among the most
popular algorithms [6].

This method iteratively routes client requests to the servers that are available. When server processing
and storage capacities are close to one another, it works well. This process sends requests to the node with the
fewest connections, which means that at any one moment, a few of nodes can be experiencing excessive load,
while others are completely unoccupied. Fig. 2.1 depicts the process of Round Robin Algorithm.

Within this algorithm, there is no famine. Round Robin’s drawbacks include a lack of scalability and
flexibility, the fact that some nodes may be under tremendous strain while others sit idle, and the fact that the
former allocation status of the virtual machine is not preserved.

2.1.2. Weighted Round-Robin Algorithm. The Weighted Round-Robin algorithm takes its cue from
the Round-Robin method and employs a weight table to allocate tasks to virtual machines according to their
capacities. It executes circular distribution using this table. The algorithm’s benefits: enhances the Round-
Robin algorithm by incorporating a weight-table of virtual machines’ processing capacities into its rotational
operation; this makes the method more efficient than the original in situations when the processing powers of
the virtual machines vary. The lack of scalability and flexibility, as well as the inability to restore the prior
allocation status of virtual machines, are further drawbacks. Fig. 2.2 depicts the process of the algorithm.

2.1.3. Active Monitoring Load Balancing Algorithm. Because of the unpredictable nature of cloud
computing, certain servers may experience excessive load during equally distributed current execution, while
others may be inactive or barely touched. Similarly, by shifting resources from overburdened to underutilized
servers, load distributing boosts performance. One important characteristic of cloud computing is efficiently
distributing resources in the cloud and scheduling, which is used to evaluate the system’s performance [7].
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Fig. 2.2: Weighted Round Robin Algorithm Process

Optimization of costs, as a result of faster response and processing times, is affected by the attributes taken
into account.

Clients submit their jobs to the computer system here. Each job that is submitted to the cloud is added
to a stack and queued as it arrives. After making an estimate of the job’s size, the cloud manager verifies the
virtual machine’s availability and capacity. The job scheduler assigns the specified resource to the queued work
without delay as soon as the job size and the size of the accessible asset (virtual machine) are in agreement [8].

The major drawback of this algorithm is, in order to assign resources to a free virtual machine, it sequentially
evaluates each virtual machine which is time consuming process.

2.1.4. Throttled Load Balancing Algorithm. A static load-balancing method best describes this
technique. Here, we begin by verifying the values of each virtual machine’s index. For system resource allocation,
the a request has been forwarded to the point where the load balancer parses a table. To update the allocation
policy, a particular load balancer is notified of the request, which then either returns it to the requester or
processes it in reverse [9]. The complete procedure of deallocating the system begins once the allocation of the
system is successful.

The increased performance and utilization are the results of this mechanism’s provision of more sharing
and allocation of system resources. The throttling threshold is typically set at 1. The threshold might be set
to a user-specified value with little configuration.

At all times, this algorithm’s fixed quantity of cloudlets are allotted to a single virtual machine. The
quantity of virtual computers (VMs) available at the datacenter determines how incoming requests are dealt
with if there are more request groups. Aside from that, it waits for the next available virtual machine to become
available.

In comparison to the Active Monitoring Load Balancing (Optimal) technique, this algorithm represents an
incremental improvement. Initially, this algorithm begins its search from the most recently allocated virtual
machine all the way up to the nth virtual machine. Nevertheless, there is still a problem, and that is the fact
that it does not make use of those virtual machines that become available subsequently to the execution of the
request. The below Fig. 2.3 represents the procedure of Throttled Load-balancing algorithm.

2.2. Related Work. Using a throttled load balancing method in a multiple data centers, the study [10]
optimized response time by distributing workloads across virtual machines. After much deliberation, they
settled on the throttled load balancing algorithm as the best option for the data center in terms of processing
time for requests and total response time, with minimal processing expenses.

The authors of [11] presented their idea for the Advanced Throttled Load Balancing Algorithm in the year.
A priority is given to every virtual machine. Depending of the capacity of the virtual machine (VM) as well
as the number and size of tasks that have been given to the operation, the priority is determined. Among the
several virtual machine (VM) sets that are accessible, the enhanced tuning scheduler chooses the VM that has
the highest priority. In addition, a level of priority is established in order to prevent overloading. On the other
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Fig. 2.3: Throttled Load-Balancing Algorithm Process

hand, if the virtual machine’s priority is lower than the priority level, then the job will not be assigned to that
virtual machine.

The paper [12] suggested an effective procedure for load balancing that is dependent on two distinct
characteristics. The time it takes to respond to queries is the first distinguishing feature, and the second
characteristic is the load distribution among the virtual machines that are already in existence. They contrasted
the throttled variant with the Round Robin approach and suggested a tweaked version of the throttled algorithm.

Furthermore, it was discovered that the utilization of virtual machines (VMs) is more effective when using
the Round Robin algorithm and the changed Throttled algorithm in comparison to the Throttled algorithm. In
addition, out of the three algorithms tested, the Modified Throttled method yielded the best average reaction
time.

The review study conducted in [13] demonstrates that load balancing is an essential technique of the cloud
computation environment. It contributes to the improvement of load distribution and the efficient allocation
of resources, particularly with regard to the enhancement of response time for cloud users. According to the
article, there are a great deal of problems associated with LB. Some of these problems include the scheduling
of activities, migration, and the utilization of resources, among other things. Research and studies on load
balancing that have been conducted over the previous six years are surveyed and analyzed by the writers. This
analysis’s findings also show that intelligent methods, including AI and ML, have potential for cloud-based
learning analytics. In particular, this study benefits researchers in identifying research topics connected to
load balancing, particularly with regard to reducing the response time and avoiding breakdowns in the servers.
Another benefit of this research that supports our idea is the availability of tools required for simulation and
experimental contexts. This research focuses on the modelling resources.

The exceptional quality of Cloud Analyst and Cloud Sim as top-tier resources for this area of research is
another thing that they demonstrate. This is the advantage of employing these tools.

A modified throttled balancing technique was proposed in [14], which they then implemented with the help
of the CloudAnalyst tool of CloudSim. Following this, they checked it against other methods of load balancing
and confirmed that a tweaked throttled algorithm outperformed the more traditional approaches.

The paper [15] suggested using a neural inference fuzzy system for load effective balancing. In this study,
the authors also discuss the saftey of virtual machines (VMs) within cloud-hosted environments. There is a
correlation between load balancing and the NP-hard optimization issue. According to Forbes, they are following
the news regarding the implementation of the Protection of Personal Information Act. Security of the cloud
continues to be a problem, and the current system makes use of a hybrid-based fuzzy LB, but this does not
satisfy those requirements. In order to improve CPU utilization and turnaround time, the authors proposed
their work, which they referred to as MANFIS (Modified Adaptive Neuro Fuzzy Inference System).

In addition, they focused on increasing the level of security that their work offered. Utilizing the Fire-fly
Algorithm allows for the optimization of the parameters of the MANFIS system. Utilizing the Enhanced Elliptic
Curve Cryptography allows for the implementation of security measures for user authentication. Users can be
authenticated using this method, which does not require a password. Based on the findings, the authors inform
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Fig. 3.1: Nearest Data Center Adoption (ETLBA)

us that cloud security has been enhanced and meets our expectations. Further, the experimental results reveal
that they outperform the current system in terms of resource utilisation, cost, and execution time.

In their study, the authors of [4] introduced three algorithms for load balancing. These algorithms find
use in cloud computation. Here are three algorithms: RR, AMLB, and TLB, which stand for “round-robin,
active load-balancing monitoring, and throttled load-balancing”, respectively. Following an analysis of the three
load balancing algorithms’ performance, it was determined that TLB outperformed the others in terms of data
centre time and reaction time.

3. Proposed Method - Enhanced Thottled Load Balancing Algorithm (ETLBA). We propose
an Enhanced Throttled Load Balancing Algorithm (ETLBA) as a solution to the problem that arises while
utilizing the throttled load balancing algorithm. The proposed method consists of three major components:

1. Nearest data center adoption
2. Load Balancer with availability index
3. Usage index of Virtual Machines.

3.1. Nearest Data Center Adoption. The rapid development of cloud platforms has resulted in service
providers maintaining many data centres spread out over the globe. The data centers that make up the cloud
computing environment are dispersed throughout multiple regions.

The proposed work implements the nearest data center (DC) adoption such that to improvise the response
time. The DC-1 server is hosted in zone 1, the DC-2 server is hosted in zone 3, and the DC-3 server is hosted in
zone 5. The allocation of virtual machines in accordance with the proposed policy for the data center is done
based on which are geographically nearest [16].

The procedures that make up the suggested algorithm for selecting the data center that is geographically
nearest to the user, is listed below

1. The request is presented by the first user.
2. The database of Internet characteristics will be responsible for maintaining the table of region proximity
3. The request was forwarded to the data center that was found to be the closest.
4. In the event when multiple DC is experiencing the same network delay.

In order to maintain a balanced load,
a) Assign the DC in a random fashion.
b) Give the DC with the lowest possible network latency

5. Make sure the data center policy is keeping up to date.
The process is depicted in the Fig. 3.1.

3.2. Load Balancer with availability index. The databases of virtual machines provide the basis of a
throttled algorithm. Load balancers keep track of virtual machine identifiers and the status of their services,
such as whether they are available or busy [17].
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The following steps depict the role and process of load balancer with availability index in the proposed
ETLBA.

1. Load Balancer creates and updates an table of index for each virtual machine. Additionally, it monitors
the availability and busyness of each virtual machine. When the programme began running, every single
virtual computer was online.

2. User initiates the request and that will be allocated to nearest Data Centre as mentioned in part 1.
Now Data center Controller is then assigned a new user request.

3. The Data Centre Controller will call the Load Balancer in order to allocate the virtual machine to the
next available slot.

4. After that, when all available virtual machines are ready, the Efficient throttled load balancer will begin
to build a new map.

5. Then, if the length of the available VM map is larger than zero, the efficient throttled load balancer
will deconstruct the map and retrieve the first VM ID from it. After that, the process will be taken up
by part 3 of the proposed method ETLBA

3.3. Usage Index of Virtual Machine. In this part, the proposed ETLBA maintains the usage list of
all available VMs. The most recent task’s total processing time is used to compute usage. The overall cost of
a datacenter is determined by adding up the costs of data transfer and virtual machine rental.

1. The efficient load balancer monitors the usage of the VM who’s ID was retrieved. If the selected one
is with the lowest usage, it retrieves its ID from the ”Available Index” table and returns it to the
datacenter controller (DCC).

2. Otherwise the available virtual machine with lowest usage is searched again in the index table and
retrieved, further for forwarding to the data center controller.

3. The Data Centre Controller receives the VM id from the Enhanced Throttled Load Balancer.
4. Based on that identifier, the Data Centre Controller will pass the call on to the appropriate virtual

machine.
5. After the new VM_ ID has been allocated, the data center controller informs the enhanced throttle

load balancer and removes the corresponding entry from the available virtual machine map. And keeps
the status as ‘Busy’.

6. After the Enhanced Throttled Load Balancer receives the request from the Controller of Data Centre,
it upgrades the VM map of the available virtual machines accordingly.

7. The following procedures are executed in the event that the virtual machine (VM) in Fig. 3.2requested
does not appear in the VM Map:
a) The Enhanced Throttled Load Balancer returns 1.
b) The database administrator will then add the request to a queue.
c) The Enhanced Throttled Load Balancer receives a alert from the Data Centre Controller when the

processing requests of each virtual machine are finished and the response has been received. It
then de-allots the respective virtual machine and adds its ID to the available VM Map.

d) In the instant after a VM is de-allocated, the Data Centre Controller examines the request queue.
If there are any calls in the pending queue, processing will start at the third phase and continue
thereafter.

3.4. Procedure - ETLBA.

Procedure Enhanced Throttled Load Balancing (ETLBA)_Part 1.

Step 1: Users sends requests from different regions for resource allocation.
Step 2: Database of Internet characteristics will maintain the table of region proximity
Step 3: While(New request are received by the Nearest Data Center Adoption Method)
Step 4: Check (Nearest Data Centre =available)
Step 5: Allocate the user request to the nearest Data Centre with low latency
Step 6: In case of multiple nearest data centre with same latency
Step 7: Allot the nearest data center on random basis

end procedure
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Fig. 3.2: Procedure of ETLBA

Procedure Algorithm Enhanced Throttled Load Balancing (ETLBA)_ Part 2.

Step 1: Make sure that all virtual machines are first assigned the state of ”AVAILABLE” in the VM State list;
otherwise, set it to ”BUSY.”

Step 2: While(New requests are received by the data center Controller)
Step 3: If (available VMArray () >0)
Step 4: If ‘Yes’ :
Step 5: Check (Usage_VM.Selected =least)
Step 6: Return the VMID to the data centre
Step 7: else : Search for the next least usage available VM
Step 8: If (available VMArray () =0) Data Centre Controller queues the request
Step 9: Repeat Step 3

end procedure

Procedure Enhanced Throttled Load Balancing (ETLBA) _ Part 3.

procedure Enhanced Load Balancer_Usage Index

Begin

Step 1: VM_Id = 1; Min = 0; i=0;
Step 2: For each VM_selected in VMList
Step 3: usage = vm.getUsage();
Step 4: vmId = vm.getId();
Step 5: If i== 0 then
Step 6: min = usage;
Step 7: Else
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Step 8: If min > usage then
Step 9: min = usage;
Step 10: End If
Step 11: End If
Step 12: i++;
Step 13: End For
Step 14: Return VM_Id;
Step 15: End

The proposed method “ETLBA” allocates resources efficiently as mentioned in the above procedure. In
detail the above procedure works as: User sends request from different regions for resource allocation. All
these requests are maintained region wise by the internet database. If the nearest data center is free, then it is
allocated to the user request based on priority. All the user requests are queued by the data center controller.
If more than one nearest data center is free, then the nearest one is allotted on random basis. All the data
centers are tagged with index of availability and busy status. The data center with index available are chosen
for allocation in response to user request. If two or more datacenters nearer to the user region are available
with availability index then their usage is checked to choose for allocation. Once data center is allocated to the
user, then its status is marked as busy and if freed, as available by data center controller.

4. Experimental Setup. Data center load balancing techniques can be cost-effectively tested using sim-
ulation. A simulated data center environment can be modelled using a variety of tool sets. Cloud Analyst
simulation makes it easier and faster to examine the data. Cloud Analyst Simulator makes use of a number of
technical phrases, so let’s review them.

4.1. Simulator - Cloud Analyst . The cloud computing environment ‘simulator’ that is most often used
is Cloud Analyst [18]. It is an event driven simulator [19].

The major considerations are:
1. There are six distinct regions on the Earth map in the Cloud Simulator. Data centers and user bases

can be located in any of the six zones.
2. The internet as it exists in the real world serves as the model in Cloud Analyst Simulation. The

transmission delay and latency are caused by the traffic on the internet.
3. In the Cloud Simulator, a collection of users is referred to as a User Base. Hundreds of users could

make up a single user base at times. One tool for producing load is the user base.
4. An Digital cloud-let is a user’s collection of requests. Execution commands, input files, and output

files are all carried over the Internet cloud
5. Cloud Analyst Simulator revolves around its controller. It will oversee operations in the data-center

setting, like the creation and deletion of virtual machines.
6. The Controller determines which virtual machine (VM) should execute the cloud task by using a virtual

machine load balancer (VmLoadBalancer).

4.2. Simulation Settings. Zone1, Zone2, Zone3, Zone4, Zone5, and Zone 6 were labelled on the global
map [20]. The social media platform X, which boasts over 300 million active users globally, is worth considering.
The same is depicted in Fig. 4.1 [20] and Table 4.1.

For cloud usage and load balancing simulation, 5% of ‘X’ users are used. Additional assumptions include
10% of users being online at the busiest times and 10% being inactive during peak hours. We will define six in
total, user databases for the six available zones, using the specifications in Table 4.2.

Fig. 4.2 displays the sample settings of the primary configuration section, which includes the following:
user bases, application deployment configuration, and simulation duration.

The user requests are generated by each userbase and delivered to the processing facility for data storage.
The various configurations of data centers are detailed in Table 4.3, which includes information such as the
operating system, hardware type, and the cost of individual operations.

5. Results and Performance Analysis. After running simulations with the aforementioned parameters,
we compared the results based on Data processing time, Overall response time, Data Center request servicing
time, and Data Centre cost for the following load balancing algorithms: Round Robin, AMLBA - Active
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Fig. 4.1: DC1, DC2, DC3 cloud analyst simulation

Table 4.1: X Users

Zonal
Name

Zonal-
Id

Registered
-U sers

Sample-
data (5%)

North America 1 95 Million 35,00,000

South America 2 25 Million 15,00,000

Europe 3 75 Million 25,00,000

Asia 4 35 Million 18,50,000

Africa 5 6 Million 3,50,000

Australia 6 10 Million 6,00,000

Monitoring Load Balancing Algorithm, TLBA-Throttled Load Balancing Algorithm, and the proposed method,
ETLBA-Enhanced Throttled Load Balancing Algorithm.

In terms of the performance parameters mentioned earlier, the results based on simulation show that the
suggested method Enhanced Throttled Load Balancing Algorithm (ETLBA) performed better than the existing
methods Round Robin, Active Monitoring Load Balancing Algorithm (AMLBA), and Throttled Load Balancing
Algorithm (TLBA). Below, we’ll go over the same.

5.1. Overall Response Time. The amount of time it takes for the desired process to finish processing
is known as response time. Round robin has an average reaction time of 179.34 milliseconds, AMLBA is 177.43
milliseconds, throttled is 171.61 milliseconds and the proposed ETLBA is 164.53 milliseconds. Based on our
findings, the load balancing algorithm is not well-suited to Round Robin, AMLBA, TLBA, due to the increased
response time it requires. Consequently, the proposed Enhanced throttled load balancing algorithm ETLBA
outperform the other three existing in terms of response time. Fig. 5.1 graph express the performance of
proposed method ETLBA in terms of Avg. Overall Response Time.

5.2. Data Center Processing Time. A load balancer’s processing time in a data center is the amount of
time it takes to handle all of the necessary requests. The proposed method ETLBA consumes 16.32 milliseconds,
TBLA takes 23.89 milliseconds, AMLBA takes 41.12 milliseconds, and Round-robin takes 43.35 milliseconds.
When compared to the RR, AMLBA and TBLA algorithms with respect to processing time in the data center,
ETLBA is appropriate. The same is shown in the below graph in Fig. 5.2.

5.3. Data Center Request Servicing Time. Service time for request is also determined by the datacen-
ter’s serving time, which does not include the time it takes to transport data to the user. The proposed method
ETLBA consumes 216.28 milliseconds, TBLA takes 37.17 milliseconds, AMLBA takes 45.36 milliseconds, and
Round-robin takes 52.25 milliseconds. When compared to the RR, AMLBA and TBLA algorithms with respect



Enhanced Throttled Load Balancing for Virtual Machine Allocation in Multiple Data Centers 3463

Table 4.2: User Database Configuration

User
Database

Zonal
Id

Requests per
user

per Hx

Data Size
per request

(byte)

Peak Hour
(GMT)

Avg. Users
in peakbss

Avg. Users
nonpeals

hrs

UB 1 1 60 100
13: 00
15: 00

5,00,000 50,000

UB 2 2 60 100
15: 00
17: 00

2,00,000 20,000

UB 3 3 60 100
20: 00
22: 00

3,00,000 30,000

UB 4 4 60 100
01: 00
03: 00

2,35,000 23,500

UB 5 5 60 100
21: 00
23: 00

35,000 3,500

UB 6 6 60 100
09: 00
11: 00

80,000 8,000

Fig. 4.2: Sample Settings in Cloud Simulator

Table 4.3: User Database Configuration

Name
Data

Center1
Data

Center2
Data

Center3

Region-ID 1 3 S

Configuration X86 X86 X86

Operating System Linux Linux Linux

Virtual Machine Xen Xen Xen

Cost of VM 0.2 $ / hr 0.2 $ / hr 0.2 $ / hr

Cost in terms of Mernory 0.10 $ / sec 0.10 $ / sec 0.10 $ / sec

Cost of Data Transfer 0.2 $ / GB 0.2 $ / GB 0.2 $ / GB
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Fig. 5.1: Avg. Overall Response Time Comparison

Fig. 5.2: Avg. Data Center Processing Time Comparison

Table 5.1: Overall Response Time

Algorithm
Overall

resp onsetime(ms)

Avg(ms) Min(ms)
Max
(ms)

Round Robin 179.34 46.43 671.56

AMLBA 177.43 45.24 669.46

TLBA 171.67 43.63 663.45

ETLBA 164.53 41.28 651.43

to requests processing time in the data center, ETLBA outperforms the existing algorithms and the same is
depicted in the below graph in Fig. 5.3.

5.4. Data Center Request Servicing Time. The datacenter cost is determined by adding up all the
works performed by the virtual machines. These works can include diverse tasks including ALU operations,
CU operations, storage operations, and more. Round robin method has incurred cost of 29.03 $, while 26.82
$, 23.93 $ for AMLBA and TLBA respectively, whereas the proposed ETLBA is 21.78 $. Based on simulation
findings, the Round Robin, AMLBA, TLBA, are not cost effective, compared with the proposed Enhanced
throttled load balancing algorithm ETLBA. The graph in Fig. 5.4 shows the data center costs of all the existing
and proposed algorithms.
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Fig. 5.3: Avg. Data Center Request Processing Time comparison

Fig. 5.4: Data Center Cost comparison

Table 5.2: Data Center Processing Time

Algorithm
Data Center

Processing Time

Avg(ms) Min(ms)
Max
(ms)

Round Robin 43.35 8.89 251.33

AMLBA 41.12 8.89 252.15

TLBA 23.89 7.92 242.28

ETLBA 16.32 7.14 233.64

5.5. Analysis and Discussion. Table 5.1, 5.2, 5.3, 5.4 shows simulation results of all the four algorithms,
Round robin, AMLBA, TLBA and the proposed ETLBA in terms of Overall response time, Data Center Request
servicing time, Data Center Cost, and Data processing time. Out of the four methods under comparison, the
ETLBA algorithm consistently produces the lowest level of outcomes. Since the four performance scenarios
chosen are significantly distinct from one another, we can observe that ETLBA remains stable despite the
variable inputs and performs well in all cases.
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Table 5.3: Data Center Request Processing Time

Algorithm
Data Center Request

Processing Time

Avg(ms) Min(ms)
Max
(ms)

Round Robin 52.25 10.19 263.27

AMLBA 45.36 10.09 243.27

TLBA 37.17 9.14 232.58

ETLBA 21.28 8.26 223.24

Table 5.4: Data Center Cost

Algorithm
Data Center Cost

VM Cost ($) Data Transfer Cost ($) Total ($)

Round Robin 179.34 46.43 671.56

AMLBA 177.43 45.24 669.46

TLBA 171.67 43.63 663.45

ETLBA 164.53 41.28 651.43

6. Conclusion. A novel method ‘Enhanced Throttled Load Balancing Algorithm” for effective load bal-
ancing is provided in this article. This method implements the strategy of allocating the resources to the
priority user requests based on nearest data center, index and usage of the datacenter and its virtual machines
It delves into the strategy of enhancing load balancing to boost cloud computing performance in terms of
response time, data center costs. Various load balancing approaches are simulated along with the proposed
method for showcasing the performance, using the Cloud Analyst tool. These techniques include Round Robin,
Active Monitoring AMLBA, TLBA (Throttle Load Balancing Algorithm), and the proposed ETLBA (Enhanced
Throttled Load Balancing algorithm). Better time response, less resource starvation, more powerful virtual ma-
chines to handle more requests, and cost savings are all achieved by using the suggested algorithm (ETLBA).
Consistently decreasing datacenter costs with this approach demonstrate the practical applicability and future
development prospects of the ETLBA algorithm. ETLBA has the possibility of using and implementing the
results of future research and testing. ETLBA can further enhanced by including the region proximity based on
the data centers. Real-world testing and research can be conducted with the proposed ETLBA in a datacentre.
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DESIGN AND DEVELOPMENT OF AN UNMANNED/AUTONOMOUS OCEAN
SURFACE VEHICLE USING SELF-SUSTAINING DUAL RENEWABLE ENERGY

HARVESTING SYSTEM

KAMALAHASAN M ∗, MANIVANNAN S †, AND SWAPNA B ‡

Abstract. This study pioneers a breakthrough in sustainable energy solutions by developing a cutting-edge system for powering
autonomous Smart Ocean surface vehicles. The research delves into the exploration of renewable energy harvesting techniques,
specifically focusing on solar and hydro flow energy systems, with the aim of creating a self-sustaining power infrastructure.
Through rigorous experimentation and modeling, we design and implement a versatile test rig setup to analyze the efficacy of
these techniques under varying surface water conditions. Additionally, we investigate and assess distributed solar power systems
ranging from 100W to 700W, as well as hydro flow power systems within the same power range, to ascertain their viability for
real-world applications. Furthermore, we engineer and optimize the necessary electronic hardware utilizing IoT and industry-
grade components, enabling efficient harnessing of dual renewable energy sources to power propulsion systems for our autonomous
vehicles. This research introduces novel approaches to energy sustainability for autonomous ocean surface vehicles. The study
disregards traditional methods and instead aims to unveil unconventional solutions for powering these vehicles. Through a series
of experimental investigations, we seek to redefine the boundaries of renewable energy utilization in marine environments. By
leveraging cutting-edge technologies and industry-grade components, our work aims to establish a new paradigm in the propulsion
systems of autonomous oceanic vehicles.

Key words: Autonomous, vehicle, unmanned, underwater, renewable energy, IoT.

1. Introduction. The exploration and utilization of the world’s oceans have long been of paramount
importance for scientific research, commercial ventures, and national security interests. In recent years, tech-
nological advancements have revolutionized our ability to navigate and understand the vast expanses of the
underwater realm [1]. Among the most groundbreaking innovations are Unmanned Underwater Vehicles (UUVs)
and Autonomous Underwater Vehicles (AUVs), which have emerged as indispensable tools for a wide range of
maritime applications [2].

UUVs and AUVs are equipped with sophisticated sensor payloads, enabling them to conduct observation,
surveillance, monitoring, and inspection tasks with unparalleled precision and efficiency. From assessing ma-
rine ecosystems and monitoring underwater infrastructure to conducting reconnaissance missions and detecting
underwater threats, these vehicles play a pivotal role in expanding our understanding of the oceans and safe-
guarding maritime interests.

However, despite their undeniable utility, UUVs and AUVs face significant operational challenges that
limit their effectiveness and autonomy [3]. Chief among these challenges are the constraints imposed by their
reliance on battery power. The limited energy storage capacity of onboard batteries restricts the range and
duration of autonomous missions, necessitating frequent recovery for recharging and data offloading. This
reliance on support vessels not only introduces logistical complexities but also incurs substantial operational
costs, particularly in remote or inaccessible marine environments [4].

Moreover, the data storage capabilities of UUVs and AUVs are often insufficient to accommodate the vast
amounts of information collected during extended missions. This limitation hampers the vehicles’ ability to
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Fig. 3.1: Schematic Conceptual Design

conduct prolonged monitoring or surveillance operations autonomously, necessitating frequent data transfer
and processing, further exacerbating the reliance on support infrastructure [5].

In light of these challenges, there is a pressing need to develop innovative solutions that enhance the
autonomy, endurance, and operational efficiency of UUVs and AUVs. By addressing the limitations associated
with battery capacity, data storage, and operational autonomy, researchers and engineers aim to unlock the
full potential of unmanned underwater vehicles, paving the way for transformative advancements in ocean
exploration, environmental monitoring, and maritime security.

This paper explores the current state of UUV and AUV technology, identifies key challenges and limitations,
and proposes novel approaches to overcome these obstacles [6]. Through interdisciplinary collaboration and
technological innovation, the goal is to usher in a new era of autonomous underwater exploration and observation,
facilitating advancements in scientific research, commercial applications, and national defense strategies.

2. Related Work. A remolded acoustic energy decay model preserved relative in acoustic energy atten-
uation inverse of distance square is used to generate training data. Multilayer perceptron (MLP) is the model
to train these data and predicts accurate relative 3D space coordinates [7].

In depth discussion about AI chips and AI hardware. An improved controller design method based on echo
state network with delay output (DO- ESN) is proposed for designing the controller of a class of nonlinear
system [8]. The survey provides a comprehensive literature review on combined MBC-ANN techniques that are
suitable for UAV flight control, i.e., low-level control [9].

The objective is to pave the way and establish a foundation for efficient controller designs with performance
guarantee. The application of artificial intelligence (AI) in unmanned aerial vehicle (UAV) is discussed [10].

The basic connotation of AI technology is introduced. Review the history and classification of machine
learning, and talk about the most recent applications of machine learning to UAVs for autonomous flight [11].

Paper reviews AI-enabled routing protocols designed primarily for aerial networks, including topology
predictive and self-adaptive learning-based routing algorithms, with an emphasis on accommodating highly
dynamic network topology [12]. An algorithm of a model reference adaptive controller for nonlinear systems
based on Radial Basis Function (RBF) Neural Networks (NN) is proposed [13].

A nonlinear adaptive controller for an unmanned aerial vehicle (UAV) has been developed using Echo State
Network (ESN), which is a form of three-layered recurrent neural network (RNN) [14]. Application of echo
state network (ESN) for the nonlinear control of a fixed-wing unmanned aerial vehicle (UAV) is presented. The
data required for the network training is generated using a validated flight dynamics model of the UAV [15].

3. Methodology. The project describes to harvest dual renewable energy from solar and hydro-turbine,
the fig.3.1.a shows the schematic figure of the conceptualized design.

The proposed design integrated with solar panel and whereas the hydro flow duct turbine will be mounted
at water-line area at the bottom portion [16]. The energy generated from solar power pack will be stored
in the solar back-up battery, whereas the platform cruises the water flows in to duct chamber and the water
streams cuts the turbine fin blades and rotational flow of the shaft coupled with the generator will produce
the hydro energy and stores in the battery [17]. Functional flow of the system describes the solar power pack
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Fig. 3.2: Functional Lay-out

Fig. 3.3: Indigenously developed DC generator

system and hydro-duct flow turbine coupled to the ocean surface platform integrated with Battery Management
System (BMS) and Switch Over Circuit (SOC) will enables the system to monitor the battery management
and switching of the battery from one source to another [18].

3.1. Battery Charging. The battery needed to be charged in volts of 1.5 times so 24V. The amp needed
must be at least 50% of the current rating of the battery, so we choose 18A since this can only be made in our
hull. To increase the amp, we need to increase the solar cells [19].

3.2. Selection of DC Generator. The DC generator selected is practically constant speed, regardless
of the load, which would produce consistent power generation [20]. The generator load calculations are arrived
to the speed significant to produce the power output required, the fig.3.2.a. Shows the indigenously developed
DC generator, which produces 300 watt with 15 VDC. The generator is a PMDC (Permanent Magnet Direct
Current Generator) [21].

3.3. Selection of Battery Pack. The battery pack unit will be a three-unit system, where the primary
battery will be initially full charged and battery-A & Battery-B is charging through solar panel and hydro duct
turbine. The lithium-ion battery was selected for efficient charging and customized indigenously developed with
14.8V/18Ah rating. The system architect was conceptualized from above parametrical studies and flow of the
working was schematized.

The system architecture consists of 4 major packs as shown in Fig 3.5:
• Battery Management pack
• Energy (solar and hydro) harvesting pack
• Control and communication pack
• Propulsion pack

The functional working of the system is that the microcontroller-processing unit will be charging from
solar panel and hydro-turbine through generator to the battery sources initially assigned will be charging. The
Battery Management System (BMS) will be monitoring the battery source, as initial primary battery drains
out the Switch over Circuit (SOC) will be switching the primary battery source to battery-A and battery-B
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Fig. 3.4: Battery pack unit

Fig. 3.5: System Architecture

and vice-versa the charging will be relayed from one source battery to other. The wireless Wi- Fi module will
be transmitting the data to shore computer/ laptop.

3.4. Solar Energy Harvesting System Design. The connection of solar arrays selected with 156*156
mm monocrystalline cell is follows:

• Connecting 48 cells in series with 4 cells in an array gives 24V/9A. -12 Arrays
• Connecting another 48 cells in parallel with 4 cells in array gives 24V/18A–24 Arrays.

In the existing hull the 24 arrays can be placed in both sides and in middle bars. Each array would be in a
square configuration and also the system would be engaged in a straight line of arrays on the bar with angled
rotating system as per the sun movement in the sky.

The basic idea developed was to create a set of arrays which would be able to independent and connected in
series or parallel which ever fitted the role accordingly. It was devised to make sure that in an active war zone,
if any one array also gets damaged the remaining arrays would support the recharging system. This concept is
meant to increase the reliability and endurance and not by using a single panel which would be a liability.

The mount for the solar system will have 5 parallel cylinder pipes and 2 perpendiculars main structure. The
structure is strategically mounted on to the three bars by means of adjustable clamps and tightly mounted. On
top of each pipe, one end of the pipe will have a bearing housing to hold the shaft that is clamped with the solar
array. The other end is mounted with a servo motor housing where it can be hinged with the rotating shaft.
The length of the occupied solar area in the middle section is1600mm and breadth is 630 mm approximately.
The servomotor is connected to the micro controller with input feed data according to the azimuth angle of the
sun’s rays the solar panels will be aligned according to the highest efficiency angle.

4. Results and Discussion. The circuit designed, were developed shown in fig 4.1 which is significant
function for switching between input renewable energy sources and batteries, based on operating conditions.
The Battery Management System (BMS) with Switch Over Circuit (SOC) manages to monitor the operation
of the Battery with high voltage will be utilized for load and low voltage for charging and the other battery in
idle.
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Fig. 3.6: Solar array layout of single panel

Fig. 3.7: Basic block diagram of the distributed solar array concept

The developed circuit focus on the power produced from solar energy and hydropower which stored in
batteries. Since battery is the primary component for energy supply, we should have an alternate source for
emergency. Hence, a second battery is used in case of low power or a failure in first battery. Thus, the SOC
circuit switch between two batteries, after switching, the disconnected battery will be charged using the power
from DC Generator.

The fully charged battery will be automatically cut-off from DC Generator using transistor and voltage
regulator. Fig. 4.1 indicates the test evaluation carried out on the electronic hardware unit developed, which
the Visual Basics (VB) displays the BMS and SOC working and data stored.

The figure 4.2 displays data from hardware testing of the Battery Management System (BMS) with the
Switch Over Circuit (SOC). The plotted data likely includes voltage levels, current measurements, or other
relevant parameters monitored during the testing phase. The trends in the data could provide insights into
the performance and efficiency of the BMS and SOC in managing the battery system under different operating
conditions.

Fig. 4.3 illustrates the voltage levels of the solar power system over time. The curve might show how the
voltage fluctuates throughout the day as solar energy is harvested and stored in the battery. The trend could
reveal patterns in solar power generation and help assess the effectiveness of the solar panel array in charging
the battery under varying sunlight conditions.

The web-page data display (Fig 4.4) presents real-time or logged data from the IoT monitoring system.
It includes parameters such as battery voltage, energy consumption, or system status, transmitted wirelessly
to a web interface for remote monitoring and analysis. The displayed data provides valuable insights into
the performance and operation of the renewable energy harvesting system, facilitating remote monitoring and
management.

The trial fetches the solar panel data and performance of BMS with SOC were tested, and stored data were
evaluated with IoT monitoring were checked.

• Developed web page performance for getting values from the boat while running were interpreted.
• The Values will be automatically stored in an Excel sheet
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Fig. 4.1: BMS and SOC connected to Primary Battery, Solar battery, and Turbine battery

Fig. 4.2: BMS with SOC hardware testing data

• Whenever we need the data, the data sheet can be downloaded.
The performance of hydro-duct turbine was not evaluated in the phase I trial, since the floating platform

(existing platform within the University) were not compatible, due to that performance of the hydro-duct
turbine study were not carried out. Feasibility study on dual-renewable energy harvesting were carried out
successfully. As Dual renewable energy source emphasis, as solar power system drops, the hydro-turbine energy
charged system utilization will fetch the Ocean surface platform further.

5. Conclusion. Earlier the existing floating platform available with university has been utilized, where
non- compatibility of the platform was studied. Further, a 50W platform was designed. Overall achievement
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Fig. 4.3: Solar Power Charged Graph Plotted Voltage vs Time

Fig. 4.4: IoT Web-Page Data Display (IoT web link: https://in.000webhost.com/cpanel-login)

of the project is in case of absence of solar power, the power generated during running of the boat, the power
stored in the battery-B through turbine rotation will provide power after sunset. Solar system was developed
and integrated on the boat. Feasibility study on dual-renewable energy harvesting was carried out. Technology
demonstrated can be adopted to a bigger ocean surface vehicle will enhance the more efficient result. Higher
rate of power harvest feasible with larger platform. Incorporating an ocean surface platform with ducted Hull
at the bottom, for hydro turbine integration will increase flow more laminar and better energy produce can be
achieved.
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HYBRID ELECTRIC VEHICLE ENERGY MANAGEMENT STRATEGY BASED ON
GENETIC ALGORITHM

YINGZHE LUO∗
AND CHAOXIONG FAN†

Abstract. A genetically optimized fuzzy control algorithm is used to realize the parallel hybrid system’s real-time energy
distribution between the engine and the electric motor. This paper first adopts fuzzy control to improve the robustness and
real-time performance of the entire system. Then, a membership function optimization method based on a genetic algorithm is
proposed by simulating the working state of CYCUDDS. Simulation experiments show that compared with unoptimized fuzzy
control, the improved fuzzy controller can improve the vehicle’s fuel economy and prevent continuous battery discharge, thereby
improving battery endurance.

Key words: Genetic Algorithm; Hybrid electric vehicle; Battery optimization; Energy management; Fuzzy control

1. Introduction. Hybrid vehicles use a design that combines an internal combustion engine with an
electric transmission, making the structure of the entire vehicle more complex. As the core of new energy
vehicle control, its energy management method is the focus of its research. Adjusting and operating the motor
within the effective range can save energy and reduce emissions. Literature [1] studies the operation mode
of hybrid drive military hybrid vehicles. Improve vehicle fuel economy by building logical connections and
state transitions between operating modes. However, its theoretical basis is based on experience. Literature
[2] established a regular energy consumption control model for HEV and used algorithms such as genetic
algorithm and quadratic programming to optimize the model’s threshold value to improve the vehicle’s fuel
economy. However, the author only optimized it under local working conditions. Literature [3] uses wavelet
analysis to separate high-frequency and low-frequency signals in load forecasting. Use wavelet transform to
establish load forecasting model. using neural networks to train and predict high-frequency and low-frequency
signals. The project achieved a 2.37% reduction in fuel consumption. Literature [4] combines variable prediction
area RBF network and Q-learning to construct a battery state-of-charge energy management strategy under
dynamic operating conditions. The project results achieved improvements in fuel economy. Therefore, this
project plans to take the single-row star hybrid vehicle system as the research object and use the working
condition information obtained from the actual vehicle test. Working condition information trains, the vehicle
speed prediction model [5]. Genetic algorithm fuzzy control and other methods are used to establish the optimal
optimization control problem in the short-term forecast area. A hybrid power system’s energy consumption
management method is studied using working condition speed prediction and differential evolution methods.
The hybrid vehicle system’s energy-saving and emission-reduction goals can be achieved.

2. Vehicle parameter matching and modeling. The main parameters of the vehicle in the hybrid
system are directly related to the working status of the system, so how to select appropriate parameters is a
critical link in the development of the entire system.

2.1. Maximum speed is used as the basis to calculate the total power of the system. When half
the vehicle’s weight is ma = 1750 kg, the maximum speed Vmax of the vehicle is expected to reach 200 km/h,
and the total electric power Pvmax with speed as the target can be determined by formula (2.1).

Pvmax =
1

ζT

(
machVmax

3600
+
ZβAV

3
max

76140

)
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ζT is the overall efficiency of the entire power system, and 0.9 is selected as the calculation parameter. c
represents the gravitational factor, N/kg.h is the rolling resistance factor. Zβ is the drag factor. A is the
headwind side of the car, m2.

2.2. Determine the total power based on the maximum gradient. The obstacle-crossing perfor-
mance of a car is the maximum slope it can climb on a good road. Due to the total weight mh = 2000 kg, its
maximum climbing slope can reach θmax = 35% when the speed is Vδ = 30 km/h, and the total power Pδmax

taking the slope as the target is determined by the formula (2.2).

Pδmax =
1

ζT

(
machVδ
3600

+
ZβAV

3
δ

76140
+
macθmaxVδ

3600

)

The total power Pδmax = 67 kW with the slope as the target can be calculated from formula (2.2). The
maximum power of the power supply must meet the following dynamic index:

Pmax > max (Pvmax, Pδmax)

3. Battery model. A lithium-ion battery energy storage system is proposed using the constant rate
method. If it is driven at a constant speed at a speed of Ve = 60 km/h in a pure electric state, it is expected to
cover 60 kilometers. In this process, the electric motor supplies all the power required by the vehicle [6]. The
total capacity required by the battery at this time is obtained through formula (2.4).





Wφζφ =
∫ T
0
PmdT

Pm = Ve

3600ζT

(
mach+

ZβAV
2
e

21.15

)

T = 3600 S
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Z =
1000Wϕ

U

ζφ is the battery discharge efficiency. T is the driving time. Pm is the motor working power, kW.Wφ is the
total energy required by the battery, kW · h.Z is the battery capacity. U is the voltage level, V.

3.1. Transmission system model. The maximum power point also corresponds to the maximum rota-
tional speed, so when the maximum vehicle speed Vmax = 200 km/h, the rotational speed n is 6000 .

Vmax = 0.377
nd

θcθ0

d is the radius of the wheel rotation. θc is the speed of the transmission system. θ0 is the transmission ratio
of the main reduction gear transmission. The maximum reduction ratio calculation formula is based on the
maximum climbing slope.

Tmaxθcθ0ζT
d

= mhch cos δ +mhc sin δ

4. Calculation of vehicle torque. The torque required by the vehicle is calculated based on the vehicle
operating equilibrium equation of the vehicle power system [7]. This provides a basis for the formulation of
energy control plans.

Ttq =
d

θcθ0ζT

(
Gh+

ZdAV
2
e

21.15
+Gi+ δm

du

dt

)

Ttq is the torque required by the entire vehicle. θc is the transmission ratio. θ0 is the primary reducer speed
ratio. ζT is the drive train efficiency. G is the gravity of the vehicle. h is the rolling resistance coefficient. Zd
is the air resistance coefficient. A is the windward area of the vehicle. u is the vehicle speed. θ is the slope. δ
is the car rotation mass conversion coefficient. m is the vehicle mass.
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Fig. 5.1: Input variable membership function.

5. Fuzzy control algorithm. The energy flow distribution rules of internal combustion engines and
electric motors under different working conditions are studied to achieve adequate control of energy saving and
emission reduction [8]. Therefore, this paper proposes a method based on fuzzy control.

5.1. Input and output of variables. The fuzzy control method can ensure that the engine operates
within the efficient range and the balance of the battery charge state [9]. This paper uses the torque Sd required
by the car and the battery charging status as input quantities and carries out fuzzy control based on this. Take
the engine torque Sa as the output variable.

5.2. Membership function. In designing the fuzzy controller, we must first determine its degree of
belonging and, secondly, determine the segmentation point appropriately and try to select the appropriate
fuzzy subset [10]. The membership degrees of input and output are partitioned based on the actual working
conditions of parallel hybrid vehicles. The demand torque Sd is divided into five fuzzy subgroups {α, β, γ, δ, ε},
whose domains are [-6o,6o], respectively. The adaptive battery state of charge of the battery pack is divided into
five fuzzy subsets {ζ, η, θ, l, κ}, whose domains are [o,1], respectively. The engine’s range output depends on
its accurate output torque, and its range is {40, 43, 45, 48, 51, 53, 56, 58, 6o}. According to the characteristics of
the fuzzy sub-region, the ladder-like membership function is selected to obtain accurate control output. Figure
3.1 shows the input variable membership function.

5.3. Fuzzy control rules. It is necessary to fully use the control system’s actual work experience and
fully consider the input and output characteristics of the controlled system. One is that the engine drives
the car independently while the battery is charging. When the required torque exceeds the maximum torque
the engine can carry, the motor will assist the engine in driving the car. Second, when the battery charge is
small, and the power characteristics of the electric vehicle are maintained, the engine distributes appropriate
torque to the battery for charging. When the maximum torque equals the required torque, the engine’s power
characteristics should first be considered [11]. Third, the engine will automatically stop when the speed is low.
In this case, the engine runs independently, reducing fuel consumption. Fourth, the engine and motor drive the
car together to achieve high-load operation. An input/output relationship mapping diagram (Figure 3.2) was
developed for the abovementioned situation.
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Fig. 5.2: Input/output relationship map diagram.

6. Membership function optimization based on fuzzy control. Due to the traditional manual
judgment method, selecting member weights in fuzzy control systems is often subjective, and it isn’t easy to
achieve the overall optimal. Therefore, it must be optimized to achieve the system’s optimal control effect [12].
It is often difficult to obtain optimal results using classical optimization methods for more complex problems,
such as parameter optimization of membership functions. This paper proposes a multi-objective optimization
method based on genetic algorithms at this time.

6.1. Initialize the overall. This paper proposes a fuzzy controller design method based on a genetic
algorithm. Since the decimal chromosome has a short length, high accuracy, fast operation speed, and good
stability to the population of mutation operations, we use the decimal encoding method. As can be seen from
Figure 4.1, X1, X2, X3, and X4 each represent subdivisions corresponding to their respective functions. Since
all lines of input and output need to be encoded, a one-dimensional decimal matrix with a length of 49 is finally
generated [13]. In this matrix, X1-X20 is the code of the required torque membership function, and X21-X40 is
the membership of the battery. Degree function codes, X41X̃49, are engine output torque membership function
codes.

6.2. Selection of fitness function. Optimum fuel consumption and minimum exhaust emissions conflict
with each other in most operating ranges and are consistent in only a few. The engine must be kept within this
range as much as possible to achieve optimal control [14]. For this purpose, the exhaust gas, fuel consumption
and other indicators under actual working conditions are selected, and the optimized objective function is
obtained by weighting each indicator.

G(x) =
1

ψ1 + ψ2 + ψ3 + ψ4
×

(
ψ1

∫ s

0

Q

Q
dt+ ψ2

HC

HC
dt+ ψ3

∫ s

0

NOx
NOx

dt+ ψ4

∫ s

0

CO

CO
dt

)

x represents a marker that corresponds to the chromosome number. ψ1, ψ2, ψ3, ψ4 represents the corresponding
weighted value. Q is fuel consumption. HC stands for hydrocarbon emissions. NOx stands for the release
of nitrogen oxides. CO stands for the release of carbon monoxide. Q̄,HC,NOxCO is the optimal reference
value corresponding to each parameter. ψ1 = 0.7, ψ2 = ψ3 = ψ4 = 0.1 is used to determine the weight of each
optimization index when performing optimization.

6.3. Operation parameter setting. The group size is directly related to species diversity and production
efficiency. If it is too small, the species diversity of the species will decrease, and if it is too large, it will be
detrimental to production. The roulette method is used for personal selection. When performing crosses, two
cut-point crosses were selected, and the probability of crosses was 0.9; because the mutation rate of this variety
is relatively low, it was set at 0.01; the maximum number of gene generations was set at 50.
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Fig. 6.1: Decimal encoding method.

Fig. 6.2: Optimized input variable membership function.

6.4. Optimization results. Genetic algorithms optimize and adjust it continuously, taking parallel hy-
brid power as the object. Finally, the optimal membership function is given, as shown in Figure 4.2.

7. Simulation analysis. This project plans to use Intel(R) Core (TM) i7-9700CPU@3.00GHz computer,
use Python language to implement the rate prediction of GRU-NN and implement rapid prediction of the
model through Python programming [15]. Call the data of the genetic algorithm speed prediction model for
simulation. The primary performance indicators of the car and the relevant parameters of the differential
evolution algorithm are shown in Table 5.1 and Table 5.2.

This project plans to use a combination of genetic and differential evolution algorithms to compare fuel
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Table 7.1: Vehicle parameters.

Part Parameter Numerical value

Vehicle parameters

Vehicle mass/kg 1425

Windward area/m2 1.819
rolling resistance coefficient 0.014
drag coefficient 0.313
Tire radius/m 0.299
Main reducer transmission ratio 4.094
Maximum speed/(r·min-1) 6250

Engine Maximum output power/kW 58
Maximum speed/(r·min-1) 6250

Motor MG1 Maximum torque/(N·m) 318
Motor MG2 Maximum speed/(r·min-1) 5729

Maximum torque/(N·m) 57
Capacity/(A·h) 6.8

Power Battery SOC 0.450.75
Sun gear teeth 31

Planetary gear Number of teeth of the ring gear 81

Table 7.2: A-DE algorithm parameters.

Parameter Numerical value

Initial population size 21

Number of iterations 100

Intrinsic coefficient of variation 0.52

Crossover probability 0.31

consumption with three optimization methods: optimal system dynamics optimization and minimum equivalent
fuel consumption, in which the adaptive battery state of charge is taken as 0.55. This project plans to use a
reverse algorithm to analyze the optimal driving parameters of each stage and the minimum fuel consumption
value of each stage from the final state. A forward iteration method obtains the optimal driving mode under each
operating condition. And optimize each operating condition of this mode to achieve the optimal configuration
of the best operating mode for each working condition [16]. This enables effective control of the startup MG1
and MG2 operating modes. Fuel consumption is shown in Table 5.1. The power distribution of the engine,
motor MG1 and motor MG2 is shown in Figure 5.1, and the motion trajectory of the adaptive battery state of
charge is shown in Figure 5.2.

The final value of the adaptive battery state of charge controlled by the genetic algorithm fuzzy control
is 0.5448, the fuel consumption is 3.4510 L/100 km, and the fuel economy is 93.04%, which is 4.55% lower
than the differential evolution and dynamics planning (Table 5.3). Figure 5.1 shows that the starting power
of the differential evolution and dynamic planning strategies is maximum in the first 300 seconds, while the
genetic algorithm fuzzy control maintains the engine power’s stability, and power planning reduces the engine
starting time. The MG1 motor using differential evolution produces large oscillations during operation, but
using genetic algorithm fuzzy control can keep the output of MG1 stable. Therefore, the adaptive battery state
of charge under fuzzy control in Figure 5.2 will experience more excellent attenuation in the early stages, and
the power planning will undergo more significant changes. At the same time, the differential evolution algorithm
maintains a stable, highly adaptive battery charge—electrical state. In the subsequent high-speed range, the
genetic algorithm fuzzy control is used to maintain a more stable number of starts and a more appropriate engine
power. At the same time, differential evolution has problems with the high number of starts, high starting power
consumption, and adaptive battery state-of-charge changes during working conditions—big questions. During
the entire driving process, the output power of the engine when starting and stopping the dynamic planning
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Fig. 7.1: Power distribution under different methods and strategies.

Fig. 7.2: SOC trajectory.

Table 7.3: Experimental results.

Method Final value Fuel consumption/ Fuel
strategy SOC (T) [L·(100km)-1] economy/%

Dynamic programming 0.573 3.361 100

Genetic Algorithm Fuzzy Control 0.568 3.595 96.917

Differential Evolution Algorithm 0.563 3.766 88.490

strategy is greater than the other three control methods, resulting in high fuel consumption, while the genetic
algorithm fuzzy control always maintains a small adaptive battery state-of-charge change interval, thereby
preventing the harm to the battery caused by changes in the adaptive battery state of charge.

8. Conclusion. It was found that all three solutions can keep the battery’s state of charge at equilibrium.
Before and after optimization, the SOC value decreased by 0.0427 and 0.0063. By improving this method, the
battery’s state of charge changes significantly, thereby improving the battery’s endurance. In addition, the
battery’s state of charge before optimization was finally 0.6865. After optimization, the battery state of charge
showed a trend from low to high over time and finally stabilized around 0.7260, indicating that the optimized
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electric vehicle braking system performs better. The working condition distribution of the optimized engine is
relatively scattered, making it difficult to always be in an efficient working range when facing various working
conditions. Each working point can work in a relatively dense area, and most of the working points are located
in the high-efficiency area using this method.
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DATA PROTECTION AND PRIVACY PROTECTION OF ADVERTISING BASED ON
CLOUD COMPUTING PLATFORM

ZHISHE CHEN∗

Abstract. This paper uses the hybrid leapfrog algorithm to mine user information in encrypted advertisements effectively
and intelligently. This method handles the nonlinearity of the original data by mapping it into kernel space. The representation
of the original ciphertext in the kernel space is obtained by sparsely reconstructing the encrypted original advertising data. Build
a corresponding scoring mechanism and select the best advertising data characteristics. The selected data were clustered using
the data fuzzy clustering method based on the improved hybrid leapfrog. Set the adjustment coefficient to improve the local
optimization performance of hybrid frog leaping. This algorithm uses the tightness and separation in genetic algorithms and
constructs a fitness function to determine the clustering critical value. This enables the practical, intelligent mining of homomorphic
passwords with privacy protection. Experimental results show that the method proposed in this article can effectively improve
the convergence speed and accuracy of clustering. Improve Blowfish by combining multi-threading, sharing encryption and other
methods. This enables encryption and decryption of large amounts of model data. The research of this project has very important
research value in improving the security performance and effectiveness of cryptographic algorithms.

Key words: Privacy-preserving deep learning; Precise advertising; Secure computing; Privacy protection; Data mining

1. Introduction. Advertising data mining technology has become an emerging research direction. Adver-
tising data mining technology has been widely used in many fields, such as engineering, scientific research, etc.
This provides users with revenue. But when this method is used for ad mining, it can also have adverse effects,
like the security of personal information. Technicians can speculate that it may contain private or sensitive
information. There is a potential risk of leakage when mining advertising data with homomorphic passwords,
so it must be protected. It is necessary to conduct data mining while ensuring the security of ciphertext
information. Especially with the rapid development of network technology, scientific researchers can obtain
massive amounts of information from various web pages. Traditional advertising user data mining methods
to mine privacy protection data based on ciphertext may cause data leakage and affect the accuracy of data
mining. Literature [1] uses homomorphic cryptography technology on the lattice to mine data. It implements
data mining for privacy-preserving data cluster analysis. The user encrypts the data before transmitting it to
the provider. After using Blowfish-based confidentiality and data mining technology, network service providers
cannot obtain user data. Compared with existing data publishing methods, Geji data mining technology has
significant advantages in information security. This algorithm ensures the accuracy of the spacing of integer
encrypted ciphertext. Experiments have shown that the computing speed of the lattice mining algorithm is
significantly higher than that of other algorithms, but there are also problems with low accuracy. Literature
[2] proposed a time series data mining algorithm for differential privacy—screening of sequential patterns from
candidate templates. Geometric principles are used to add noise to selected mode support values to interfere
with their generation. The simulation results show that the proposed algorithm meets the differential confiden-
tiality requirements. Although it has a good mining effect, the accuracy is not high [3]. This paper proposes
homomorphic encryption data privacy protection technology and model privacy protection technology based
on the Blowfish algorithm.

2. Homomorphic encryption technology. Homomorphic encryption is an encryption method based on
computational complexity. Perform corresponding operations on the homomorphically encrypted data and then
decode it. A similar conclusion was made for the unencrypted raw material [4]. Homomorphic encryption is a
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Fig. 2.1: Homomorphic encryption intelligent reasoning architecture.

new computing method that has emerged in recent years. It can effectively ensure the security of information
transmission and calculation [5]. Homomorphic ciphers can be used to encode ciphertext directly. Ciphertext
calculation eliminates the cumbersome process of decrypting large-scale ciphertext, then calculating, and then
encrypting. This algorithm saves the amount of calculation while ensuring safety. This method can provide
ideas for research on privacy protection issues of advertising users in the network environment. Any individual
server can hide trained models. These models can be secretly exchanged between multiple servers to ensure
model security. Figure 2.1 shows the intelligent inference architecture based on homomorphic cryptography.

The implementation process of homomorphic encryption advertising user data privacy protection technology
for intelligent algorithms is as follows: (1) Use methods such as homomorphic addition and homomorphic
multiplication to establish convolution and pool and approximate different excitation functions; (2) Based
on security, Verify the security of ciphertext through comprehensive multi-party computation; (3) Study the
security and privacy protection mechanism based on ciphertext. The above process applies to 6 different
machine learning algorithm scenarios: convolutional neural network, BP neural network, logistic regression
algorithm, SVM, linear regression algorithm and multi-layer perceptron [6]. The inference engine consists of
three servers, which can automatically encrypt user information locally without decrypting it. It only needs to
perform cryptographic operations on it and then feedback the results of its operations to the user. The user
decrypts it to obtain inferred conclusions [7]. The user has no sense of the above inference. Only the user can
encrypt it, ensuring the security of the entire computing process. This paper studies cryptographic intelligence
algorithms based on Parlier’s cryptography ideas. The algorithm of Parlier homomorphic cipher is:

z = Enc(u, s) = husm mod m2

h and m are the password public keys; s ∈M.s and m are mutually prime. h is a random number much smaller
than m2, and is generally more than 4000 digits, so its operation cost is very huge [8]. The calculation formula
of Partier homomorphic addition is:

Enc(u, s) Enc(v, ε) =
(
husm mod m2

) (
hvεm mod m2

)
=

h(u+v)(sε)m mod m2 Enc(u+ v, sε)

ε is the same random number as s.s is the random number for pairing u, and ε is the random number for
pairing v. The formula for Parlier homomorphic multiplication is:

Enc(u, s)κ =
(
husm mod m2

)κ
= huκ (sκ)

m
mod m2 = Enc (uκ, sκ)
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κ is a sub-square number. Information was exchanged based on confidential sharing. The confidential multi-
party computation method is used in this paper [9]. This algorithm allows multiple parties to jointly keep
their value secret without destroying computing power [10]. This method divides a piece of data into several
segments and does not display the original data when sharing. Two operation participants perform the same
operation on an encryption key group and then reassemble it. On the user side, the private information u is
decomposed into two parts, u0 and u1, u = u0 + u1. Then the two variables u0 and u1 are sent to the two
servers D0 and D1 respectively [11]. Mere possession of u0 and u1 does not jeopardize the privacy of data u.
The formula for decomposing tensor u is this:

u0 = share(u, S) = S mod N

u1 = share 2(u, S) = u− S mod N

S and N are both arbitrary numbers. Two servers Q0 and Q1 and one secondary server Q2 are set up, which
form a computing cluster. When creating a shared section, you should know how it is distributed [12]. To
generate a secret share, you only need to separate the numbers that need to be converted into two values.
People Q0 and Q1 first exchange half of the shares, and then use the parts they hold to perform calculations
and transactions, and finally get the final result. Q0 will pass α1 to Q1, and Q1 will pass β0 to Q0. Because
Q0 cannot enter β1 in Q1, it cannot determine the value of β. Adding is the most straightforward operation
that can be performed through confidential sharing [13]. It can look like this:

α+ β = (α0 + α1) + (β0 + β1)

Equation (2.6) is rearranged by adding exchange rules and adding combination rules to:

α+ β = (α0 + β0) + (α1 + β1)

Q0 solves for α0 + β0 · Q1 solves α1 + β1 to ensure that Q0 gets only part of β. Q1 gets only part of α.
The two parties doing the multiplication need to communicate with each other during the operation [14]. The
notation above is used to define multiplication using secret sharing in the following way:

αβ = (α0 + α1) (β0 + β1) = α0β0 + α0β1 + α1β0 + α1β1

Q0 may be responsible for α0β0 and Q1 may be responsible for α1β1. Giving intermediate project (α0β1 + α1β0)
to Q0 or Q1 will cause certain security risks. This is because either of the two items can be added together,
revealing the original α or β. For example, if Q0 wants to solve α0β1, then Q0 must have a β1. Since Q0 already
contains β0, we can find the value of β. Shielding can be used for concealment. When partial concealment is
required, new unknowns can be introduced into the parties so that the mask can be eliminated without affecting
the final result when all are calculated. The third party Q2 generates information that it is unwilling to share
with the other party for confidentiality purposes [15]. That is, masking Q0β1 and Q1α0. In this article, the
shields are called d and k, and ζ and η are called the values of the shield. Multiplying αβ by Q0 is:

f0 = dk0 + d0η + ζk0 + ζη

The multiplication of Q1 by αβ is equal to:

f1 = dk1 + d1η + ζk1

Builds the mask coefficient from Q2 · Q2 generates 3 new numbers and divides them into different parts [16].
The first two digits are any number, and the third digit is the product of the first two digits. These values are
obtained by subtracting the mask from the original data in the following way:

ζ = (α0 − d0) + (α1 − d1)
η = (β0 − k0) + (β1 − k1)
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Fig. 3.1: Key generation time cost.

Q2 transmits the values d0 and k0 to Q0, and d1 and k1 to Q1. Here the values of d0 and k0 take any integer,
d1 = d − d0, k1 = k − k0 · Q0 then produces the (α0 − d0) part of ζ and the (β0 − k0) part of η · Q1 produces
(α1 − d1) regions of ζ and (β1 − k1) regions of η; then D and G exchange the ζ and η shares without revealing
any information about α or β; finally, the values are added to the corresponding equations. Combining (2.9)
and (2.10) becomes:

f0 + f1 = αβ

Confidential sharing enables secure interaction with data. All expressions can be simulated using addition
and homomorphic multiplication methods. Based on the two primitives of homomorphic addition and homomor-
phic multiplication, functions such as convolution, pooling, and approximation activation can be implemented,
respectively. It can be applied to machine vision and linear or logistic regression fields. In practical applications,
it is necessary to rewrite functions such as CNN, BP, MLP, logistic regression, etc., and use Taylor expansion
approximation [17]. At the same time, the format of additive and multiplicative operations in homomorphic
cryptography is maintained. This method is compatible with various mechanisms such as convolution, ReLU
activation function, Maxpool and normalization, and can be combined with different inference methods to form
corresponding safe computing solutions.

3. Analysis of experimental results.

3.1. The impact of Blowfish distance preservation on cryptography. The effect on the key is
shown in Figure 3.1. The time it takes for a user to generate a key is mainly the time it takes to generate a key.
The time when the private key was generated is not taken into account. The generation of a public-private key
pair takes approximately eight milliseconds. Find the value of the transformation matrix during initialization
keyword processing. Experiments have shown that only 30 fundamental transformations are needed. You can
see from Figure 3.2 that encryption takes longer than decryption [18]. This is because generating random
numbers that meet the requirements during cryptographic processing takes some time. The average time for
each encoding is 0.4 milliseconds. Compared with existing algorithms, the algorithm proposed in this paper
has better results. This is mainly because multiple bytes of data can be encrypted or decrypted simultaneously.
Figure 3.3 shows that the calculation of 40,000 passwords only takes 67 seconds, and the calculation of 40,000
intermediate points takes only 67 seconds [19]. The amount of encryption required for clustering in a cloud
computing environment is acceptable. Since cloud services have higher performance in practice, they can achieve
higher privacy mining efficiency in practical applications.

3.2. The performance and accuracy of privacy-based cluster mining algorithms. The research
content mainly involves the preprocessing time overhead of some users, part of the time overhead of cloud
service providers, and problems compared with existing algorithms [20]. It can be seen from Figure 3.4 that
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Fig. 3.2: Encryption and decryption time.

Fig. 3.3: Computing time cost of ciphertext in the cloud.

the data published by PPCM is more time-consuming than the existing algorithm, but it is still within the
allowed range. The fundamental problem is that it is based on the Blowfish problem and increases the time
cost required to keep the data confidential.

Figure 3.5 shows that the time complexity of the ciphertext k-means method is O(nlog(n)). The compu-
tational time complexity of the ciphertext hierarchical clustering algorithm is O(n2). The calculation time
complexity of ciphertext DBSCAN is 0 (n). Research has found that in a natural environment, the calculation
process of k-mean does not fully comply with the theoretical calculation complexity, and due to differences in
sample type and initial value selection, The time consumption of the PPk-mean method may deviate from the
analytical results to a certain extent. Experiments show that the privacy-based hierarchical mining method
performs weakest, while the one based on PPDBscan is the best. This has a lot to do with the selected materials
[21]. The other three methods also have advantages and disadvantages when processing various data types. In
many situations, users need to perform multiple mining methods to discover potential clusters in a data set.

As shown in Figure 3.6, this method has the same accuracy as the current most correct RBT method but
is safer. In exceptional circumstances, k unknown data sets may lead to inconsistent values of k. This project
plans to use three methods to compare the k-means analysis results of the original data, and the PPk-means
analysis results under the ciphertext to obtain the accuracy rate.

This algorithm can improve its security, accuracy, and mining efficiency. At the expense of this, the accuracy
and security of users’ private information are guaranteed. The accuracy of mining is very critical for users. If
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Fig. 3.4: User preprocessing time overhead.

Fig. 3.5: Time cost of privacy-preserving cluster mining.

there is a problem with the accuracy of discovery, it will likely bring irreparable consequences to the user.

4. Conclusion. The confidentiality of user information in ciphertext advertisements based on intelligent
algorithms mainly focuses on the confidentiality of deduction data owned by users. This algorithm can keep the
deduced data confidential throughout the entire reasoning process. Because encryption can only be performed
by the data holder, confidentiality of the data and instant inference results can be considered simultaneously.
And it also avoids the cost of repeated encryption and decryption. A model security method based on Blowfish
is proposed. It can effectively store and read advertising mode documents while ensuring ciphertext security.
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DESIGN OF 0-DAY VULNERABILITY MONITORING AND DEFENSE ARCHITECTURE
BASED ON ARTIFICIAL INTELLIGENCE TECHNOLOGY

JIAN HU∗, ZHENHONG ZHANG†, FEILU HANG ‡, AND LINJIANG XIE§

Abstract. In response to the difficulty in detecting attacks caused by the unknown nature of 0-day vulnerabilities, the author
proposes a knowledge graph based 0-day attack path prediction method. By extracting concepts and entities related to attacks
from existing research on the ontology of network security and network security databases, a network defense knowledge graph
is constructed to extract discrete security data such as threats, vulnerabilities, and assets into interrelated security knowledge.
Using a knowledge graph reasoning method based on path sorting algorithm to explore possible 0-day attacks in the target system.
Experimental results have shown that the proposed method can rely on the knowledge system provided by the knowledge graph
to provide comprehensive knowledge support for attack prediction, reduce the dependence of prediction analysis on expert models,
and effectively overcome the adverse effects of unknown 0-day vulnerabilities on prediction analysis. It improves the accuracy of
0-day attack prediction and utilizes the path sorting algorithm to infer based on the explicit feature of graph structure, being able
to effectively backtrack the reasons behind the formation of reasoning results, this to some extent improves the interpretability of
attack prediction analysis results.

Key words: 0day attack, Attack path prediction, Artificial intelligence, Defense architecture

1. Introduction. With the continuous development of computer and communication technologies, net-
work security has increasingly become an important issue affecting network performance and data security.
The proliferation of network attacks and viruses poses a serious threat to network and application systems. For
enterprise level users, whenever they encounter these threats, they often cause data damage, system abnormali-
ties, network paralysis, information theft, decreased work efficiency, and significant direct or indirect economic
losses. Since 2006, the US Security Training and Research Institute (SANS) has included zero day attacks as
one of the top 20 global internet security threats annually [1]. Enterprises that have not yet patched zero day
vulnerabilities have become the preferred targets for hackers, and such attacks are developing rapidly. Zero day
attack refers to an attack launched by malicious software that exploits certain vulnerabilities in the operating
system or application software that are not known to developers or have not been patched in a timely manner.
Those vulnerabilities that are not known to developers or have not been patched in a timely manner are also
known as ”zero day vulnerabilities”. As a type of attack, the difference between zero day attacks and traditional
hacker attacks is that the target of zero day attacks is some potential unknown or publicly disclosed but not
patched vulnerabilities. According to authoritative institutions, there may be 4-5 coding vulnerabilities in every
1000 lines of code in operating systems and applications currently in use[2]. With the continuous emergence of
various computer vulnerabilities, the situation of zero day attacks is also constantly changing: From a single
point to a desktop type, then gradually transitioning to a network type, and even currently there is a trend
towards a full network type development. In this complex form, defense against zero day attacks is also con-
stantly evolving. Traditionally, regular updates of system patches, firewalls, intrusion detection systems, and
antivirus software are commonly used to protect critical business and IT infrastructure. These systems provide
good first level protection, but still cannot avoid zero day vulnerability attacks. Faced with the increasing
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zero day threat, both system, network, and security vendors are loudly calling for the importance of real-time
updates [3,4]. For manufacturers, the purpose of instant updates is to respond to the increasingly short attack
time gap of hackers. However, users often lack manpower, resources, and time to effectively perform the work
of instant updates and repairs.

The main reason why many enterprises are unable to immediately complete the repair work of system or
software and hardware device vulnerabilities is that they do not have time to discover the vulnerabilities, do
not further evaluate and diagnose the vulnerabilities, and are unable to patch and update all computers or
endpoint devices. Another more important reason is the inability to conduct compatibility testing on patches,
which often leads to system instability and even crashes.

Attack prediction technology is the key to research on 0day attack detection. However, research on 0-day
attack prediction generally relies on hypothetical conditions, attack models constructed by expert knowledge,
and the pre - and post attack dependencies in the same attack path to address the impact of unknown 0-day
vulnerabilities, there are three shortcomings in this process: Firstly, the conditional assumption lacks effective
constraints, which can easily lead to a large scale of prediction results for 0-day attacks, reducing the significance
of prediction; The second is the attack model constructed by expert knowledge, which is easily constrained by
the subjective knowledge of experts; Thirdly, the prediction method is difficult to apply when the known attack
path is incomplete. In response to the above shortcomings, the author proposes a 0-day attack path prediction
method based on a knowledge graph [5]. By using a network defense knowledge graph, attack related threats,
assets, vulnerabilities, and other data are fused into a security knowledge base that is interrelated and covers
a wide range of knowledge. Based on the integrated vulnerability data, attack intent, and other knowledge,
reasonable constraints are imposed on the assumptions of unknown attributes of 0-day vulnerabilities; Secondly,
using path sorting algorithms, the relationship path between the attacker entity and the target entity in the
knowledge graph is used as a feature to predict the 0-day attack from a more comprehensive perspective,
overcoming the limitations of expert knowledge construction models [6]; Finally, using historical attack data as
samples, a logistic binary classifier is designed and trained to implement single step attack prediction, thereby
breaking away from dependence on known attack paths. By reusing the single step attack probability output
by the logistic binary classifier, the comprehensive utilization rate of the attack path is calculated to predict
the 0-day attack path most likely to be exploited by the attacker against the target asset, thereby supporting
defense decisions [7,8].

2. Methods.

2.1. Preparatory knowledge. In order to make the expression clear and accurate, the relevant concepts
in the text are defined as follows.

Definition of Network Defense Knowledge Graph (CKG). CKG is represented by triplets (CSO, FACT, T),
where CSO=(C, R, P) is the network security ontology, C is the class set, R is the relationship type set, P is
the attribute type set, FACT is the set of data knowledge represented in RDF (resourcedescriptionframework)
triplet format, T is the set of type dependency relationships between classes in CSO and entity objects in
FACT [9].

Define a 20day vulnerability. 0day vulnerability refers to a general term for system vulnerabilities that have
not been discovered by security vendors but may be mastered by hacker organizations. In order to make the
research more targeted, the following 0day vulnerabilities only refer to technical vulnerabilities that have not
been discovered by security vendors.

Define a 30 day attack. A 0-day attack refers to a single step attack initiated by an attacker using a known
0-day vulnerability, denoted as a0. Relatively, known attack ak is a single step attack initiated by an attacker
exploiting a known vulnerability.

Define 40 day attack path zap. Zap refers to an acyclic attack sequence consisting of a set of single step
attacks with 0 day dependencies, represented by (A, E), where A is the set of single step attacks and E is the
directed edge set of linked single step attacks [10].

Define 50 day attack graph ZAG. ZAG refers to an attack graph containing 0-day attacks, represented
as (A, Priv, L, Prob), among them, A = {a0} ∪ {ak} is a single step attack set consisting of 0 day attacks
and known attacks. Single step attack a is represented as a binary (host, Vul), where the host is the target
device, Vul is the vulnerability exploited, and Priv is the pre - and post permission set for single step attacks,
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Table 2.1: Main Symbols and Their Description

symbol describe symbol describe

CKG
Network Defense

vul
Vulnerabilities

Knowledge Graph exploited by single
step attacks

CSO
Network Security

rp Relationship Path
Ontology

zap 0day attack path c Classes in ontology

ZAG
0day attack graph r Relationship types

in ontology

A
Single Step

Domain(r)
Definition domain of

Attack Set relationship types

a
Single step Range(r) The range of values

attack for relationship types
Priv Node permission set s Source entity

L

Directed Link Set

d Target entity
between Single Step

Attack and
Permissions

E

Directed Edge Set

h
Between Single Step Relationship Path

Attacks in Attack Eigenvalues
Paths

Prob
Probability set of

H
Relationship

single step attack path feature
occurrence vector

host
Devices that have

θ
Relationship path

been attacked weight vector

L={AxPriv}U{PrivxA} is the link between a single step attack and permissions, representing the pre - and
post relationship between them. Prob is the set of probabilities of a single step attack occurring.

Define 6 relationship paths (rp, relationpath). rp refers to a sequence composed of a set of relationship

types in a knowledge graph, written as rp : c0
r1→ c1

r2→ ...
rl→ cl, r ∈ R. Among them, cl ≡ Range(rp), l = |rp|

represents the length of the relationship path, which is the total number of relationship types included in the
relationship path, 0 ⩽ i ⩽ 1.

The relationship between knowledge graph and attack graph is as follows: CKG is the input of attack
prediction algorithm, serving as a knowledge base to provide the necessary knowledge for attack prediction;
0day attack graph ZAG is a graphical representation of attack prediction results. The difference between
relational paths and attack paths is as follows: rp is used as a feature in the logistic regression model in path
sorting algorithms to perform attack prediction; The 0-day attack path zap is a prediction result of the extracted
attack path based on the 0-day attack graph, combined with the probability of multi-step attacks occurring.
The main symbols that appear are described in Table 2.1 [11,12].

2.2. Network Defense Knowledge Graph. Knowledge graph is an effective technical method that uses
graph models to describe knowledge and model the relationships between things. Applying this technology to
the field of network security and constructing a network defense knowledge graph can integrate heterogeneous
and fragmented network security data into a unified and interrelated security knowledge format, providing
support for attack prediction and testing the required knowledge. The 0-day attack graph ZAG is a graphical
representation of the attack prediction results. The difference between relational paths and attack paths is as
follows: RP is used as a logistic regression model in path sorting algorithms to perform attack prediction, which
is beneficial for implementing targeted defense. The following is a detailed introduction to the construction of
the network defense knowledge graph architecture and the design of the network security ontology.
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Fig. 2.1: Example of the Relationship between Pattern Layer and Data Layer

(1) Architecture construction. According to Definition 1, the network defense knowledge graph can be
divided into two parts: The pattern layer and the data layer. Among them, the pattern layer is the core of the
knowledge graph, and the basic concept system of network defense is defined by the Cybersecurity ontology
(CSO), providing pattern definitions for modeling data layer knowledge[13]. The data layer is the main body of
the knowledge graph, which is a collection of data knowledge obtained through knowledge extraction, knowledge
fusion, and other steps, modeled under the pattern definition. Data knowledge is represented in the form of
RDF triplets as (subject, predicate, object). The example of a two-layer relationship is shown in Figure 2.1.
The pattern layer of this example defines attack pattern classes, vulnerability classes, and the relationship type
exploit with the two as defined cities and value ranges, respectively. The data layer models data knowledge
based on this pattern (CVE-2017-0290, CodeInjection, exploit), indicating that code injection can exploit
vulnerability CVE-2017-0290.

According to the hierarchical structure of the knowledge graph, there are mainly two methods for its
construction: top-down and bottom-up. Due to the mature research on the conceptual system in the field of
network security, the network defense knowledge graph is suitable for a top-down knowledge graph construction
method, which first constructs a pattern layer based on the network security ontology, and then integrates
multiple knowledge extraction and fusion technologies based on the pattern layer to extract and model data
knowledge from heterogeneous data sources and construct a data layer [14,15].

(2) Ontology design. From the top-down sequence of knowledge graph construction, it can be seen that CSO
is the key to determining the quality of network defense knowledge graph. The author uses ontology integration
to construct CSO, integrating existing mature network security ontologies into a unified ontology, drawing on
current research achievements in this field, and achieving complementary advantages among different achieve-
ments[16]. Due to NSSEKB_ 0 (ontology of network security situa tion element knowledge base) systematically
sorts out the network security knowledge system from three levels: domain ontology, application ontology, and
atomic ontology, and has good knowledge completeness. AFACSDO (asset infrastructure security domain
ontology) reuses multiple representative network security ontologies, which is the latest achievement in net-
work security ontology research and has good timeliness. Therefore, the author selected the above two research
results as integration objects to implement ontology integration.

2.3. 0-day attack path prediction. The network defense knowledge graph defines the concept of attacks
as a type of relationship with attacker classes as the domain and device classes as the value domain. The
inference problem of specific attack behaviors is transformed into the prediction problem of attack relationships
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between attacker entities and device entities in the data layer of the knowledge graph. The path ranking
algorithm (PRA) is an effective method for predicting knowledge graph links. Its prediction results not only
have high accuracy, but also strong interpretability, making it easy for defenders to mine knowledge about attack
causes and other factors after obtaining the prediction results, therefore, the author chooses the PRA algorithm
to perform one-step attack prediction and constructs a 0-day attack graph. On this basis, by analyzing and
comparing the comprehensive utilization rates of different attack paths, predict the most likely 0-day attack
path that attackers are likely to utilize [17].

(1) Analysis of Unknown Properties of 0day Vulnerability. Before implementing the prediction, the basis
of prediction analysis is to make assumptions and implement constraints on the missing 0day vulnerability
attributes through unknown attribute analysis. The unknown attributes of the 0day vulnerability mainly
include the location of the vulnerability, exploitation conditions, and impact information. Current research
mainly supplements unknown 0-day vulnerability information through conditional assumptions. In this process,
how to reasonably constrain the assumed vulnerability information is the key to determining the quality of
prediction results. Based on the knowledge graph integration, the author proposes hypotheses about the
existence, availability, and harm of 0-day vulnerabilities, and uses statistical analysis, sample training, and
intention analysis to constrain the relevant hypotheses.

Existence assumption: The 0day vulnerability may exist in any component of the device. The vulnera-
bility data provided by databases such as NVD and CNNVD show significant differences in the number of
vulnerabilities exposed by different components, indicating that the existence of vulnerabilities is related to
the components that serve as their carriers. Therefore, for this assumption, component features can be used
to constrain and consider the 0-day vulnerability as a potential vulnerability that the component may expose
in the future. By statistically analyzing the vulnerability exposure history data of different components, the
possibility of 0-day vulnerabilities in different components can be quantified[18].

Availability Assumption: The 0day vulnerability may be triggered by arbitrary permissions on the target
device. Permissions exist in the form of permission entities in the knowledge graph, and triggering different
vulnerabilities requires varying degrees of permission. The higher the permission, the easier it is for attackers
to trigger vulnerabilities. Set the attribute ”tri_prob” of the relationship ”trigger” in the knowledge graph to
indicate the probability of permission triggering a 0-day vulnerability, and assign values based on the level of
permission. The relationship ”trigger” is contained in the relationship path between the attacker entity and
the target device entity, so ”triprob” can be reflected in the sample features by participating in the calculation
of path features. In the process of training a Logistic binary classifier using attack samples, the exploitation
conditions of the 0-day vulnerability can be constrained to the scenarios in the samples based on the difference
between positive and negative samples. When the classifier determines that the 0-day attack relationship is
valid, the permissions used to trigger the 0-day vulnerability can be determined by querying the permission
entities that the attacker entity has obtained on the device entity in the knowledge graph.

Harmful assumption: The harm generated by exploiting a 0-day vulnerability can only meet the minimum
requirement for attackers to achieve their attack intent on the target device.

The harm caused by vulnerability exploitation is represented in the form of entities in the knowledge graph,
and at the same time, the knowledge graph integrates the attacker’s attack intent by threatening entities. Due
to the fact that attackers exploit vulnerabilities to launch attacks with the aim of achieving the attack intent,
if the consequences of exploiting vulnerabilities are not sufficient to support the implementation of the attack
intent, then the attacker is not necessary to exploit the vulnerability. When the consequences exceed the need
to achieve the attack intent, the excess is not significant to the attacker, therefore, the above assumptions about
using attack intent to constrain the harm caused by exploiting 0day vulnerabilities are feasible and reasonable.
For example, the attacker entity APT-28 mainly engages in theft activities, and the target device entity stores
confidential information. A threat entity ”stealing secrets” is constructed in the knowledge graph as APT-28’s
attack intention against the device. If it is predicted that APT-28 has launched an attack on the device using the
0day vulnerability, the resulting consequences are constrained by the threat entity as ”confidentiality damage”,
without further impact on integrity, availability, and other aspects.

(2) Attack path prediction. Using the historical attack data of a given system to construct attack samples,
a classifier LC is trained to predict whether an attack has occurred. Based on this, 0 day attacks and known
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attacks are distinguished from the positive attack samples, and 0 day attack samples are constructed. The
classifier LCz is trained to determine whether a single step attack occurred as an 0 day attack. After completing
the attack prediction, utilize the query function of the graph database to mine the vulnerability and pre - and
post conditions of attack exploitation based on the starting and ending entities and relationship paths, construct
a single step attack, and generate a 0-day attack graph. Based on the 0-day attack graph, with the attacker’s
initial permissions as the starting point and the target permissions as the endpoint, extract the 0-day attack
path, and calculate the comprehensive utilization rate of different attack paths by reusing the probability of a
single step attack output by the LCA classifier. Based on this, predict the most likely 0-day attack path that
the attacker is likely to use. The calculation of comprehensive utilization rate is shown in Equation 2.1.

Exploit(zap) =
∏

a∈zap
prob(a) (2.1)

3. Results and Analysis. In order to verify the effectiveness of the method, the experimental environment
consists of three subnets, with firewalls deployed between the subnets to achieve access control. Among them,
the web server and email server deployed in the DMZ region respectively provide external application service
interfaces and internal email services: subnet 1 is the office area, where two hosts and one file server are deployed,
and the file server stores enterprise confidential files; subnet 2 is the business area, where application servers are
deployed to provide application business support for the web server. The distribution of vulnerabilities in the
system is divided into 10 training scenarios and 1 experimental scenario, respectively, for training classifiers and
implementing predictions. Among them, the classifier was trained using 9 sets of attack samples generated from
training scenarios, and the remaining 1 set was used to generate a test set. The performance parameters of the
classifier were tested. The experimental scenario was mainly used to generate 0-day attack maps and predict
0-day attack paths. Compared with existing research results, the advantages of this method were tested.

3.1. Sample Training. Based on the attack data of CTF teams simulating attackers on target systems
in different training scenarios, relying on knowledge graphs, the successfully attacked devices are used as target
entities to calculate path characteristics and construct attack positive samples {(Hj , y = 0)}. The failed and
unselected devices are used as target entities to construct attack negative samples {(Hj , y = 0)}. Using the
model sklearn.linearmodel in the Python 3.5 environment_LogisticRegression constructs a binary classifier and
trains LCA using attack samples generated from training scenarios 1-9. On this basis, in the attack positive
samples, distinguish between 0 day attacks and known attacks, construct 0 day attack positive samples and
negative samples respectively, and train LCz. Use 5-fold cross validation to obtain the learning curve of the
classifier, as shown in Figures 3.1 and 3.2[19].

Using the samples generated from training scenario 10 as the test set, the classifier was tested and the
predicted results were compared with the actual attack situation. The accuracy of the classifier’s LCA was
0.875, the recall was 0.917, and the harmonic mean F1 was 0.883. The classifier LCz’s prediction results for the
test set are consistent with the actual situation. It can be seen that the classifier has good recognition ability
against 0-day attacks.

3.2. Experimental Results. Use the trained classifiers LCA and LCz to predict possible attacks in the
target system in the experimental scenario. The predicted attack process is as follows: the attacker first utilizes
remote access privileges to access firewalls_1. Initiate a 0-day attack, break through access control, and obtain
remote access to the E-MailServer. Utilize the CVE-2018-18772 vulnerability in its operating system CentOS to
launch a cross site request attack, obtain access to Host_1 and firewall2, and launch code injection attacks using
the existing CVE-2018-12714 and CVE-2017-17156 vulnerabilities in both, through Host_1. Obtain access to
File_server and access to Host2 through firewall2. At this time, the access permission can be directly used
to launch a 0-day attack on File_server or Host2, obtaining user permissions for File_Server and triggering
known vulnerabilities such as CVE-2018-8169. The probability of a single step attack occurring in LCA output
is shown in Table 3.2.

With the ultimate goal of obtaining root_File_Server, the 0-day attack path is extracted, including zapl:
a1-→ a2 → a3 → a4 and zap2: a1 → a2 → a5 → a6 →> a7. The comprehensive utilization rates of the
two paths are calculated using Equation 2.1 to be 0.18 and 0.21, respectively. From this, it can be seen that
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Fig. 3.1: LCA Learning Curve

Fig. 3.2: LCZ Learning Curve

Table 3.1: Probability of attack occurrence

code Single step attack Probability of attack occurrence

a1 (Firewall_10day-001) 0.51654178
a2 (Email_ServerCVE-2018-18772) 0.77063787
a3 (Host_1CVE-2018-12714) 0.78201284
a4 (File_Server0day-003) 0.58126118
a5 (Firewall_2CVE-2017-17156) 0.76765849
a6 (Host_20day-005) 0.77269452
a7 (File_ServerCVE-2018-8169) 0.9277652
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Table 3.2: Comparative Analysis

method accuracy Convenience Applicability
Comprehensive

Interpretability
knowledge

Method A Lower Lower higher Lower
Not

supported

Method B higher Lower Lower Lower
Not

supported
Author’s method higher higher higher higher support

although the attack path zap2 involves 5 attacks, more than zapl’s 4 attacks, its comprehensive utilization rate
is higher and more likely to be exploited by the attacker.

3.3. Experimental analysis. Based on the experimental results, by comparing the author with the other
two A and B methods, analyze the advantages of this method in terms of accuracy, convenience, applicabil-
ity, comprehensiveness of relevant knowledge, and interpretability of prediction results, in order to verify its
effectiveness. The specific comparative analysis is shown in Table 3.2.

In terms of accuracy, A’s simple prediction of attack path zap1 based on the number of 0-day attacks is
more likely to become the attack path chosen by the attacker. The author, by constraining the assumption of
the existence of 0-day vulnerabilities (the most likely component in Web_Server to have 0-day vulnerabilities is
the Apache webserver component, with a probability of 0.05), and using the trained classifier LCA to calculate
the probability of an attack on Web_Server (with a probability of 0.3), determined that the attack relationship
did not hold, and reasonably excluded the 0-day attack here, reducing the size of the 0-day attack prediction
results, at the same time, based on the comprehensive utilization rate, Zap2 can more reasonably predict the
attack path chosen by the attacker, improving the accuracy of prediction.

In terms of convenience, A and B not only need to collect relevant knowledge before implementing prediction,
but also need to construct specialized 0-day attack rules as the basis for prediction analysis, which causes certain
expenses. However, the author relies on network defense knowledge graph and knowledge graph inference
methods to implement prediction, without the need for specialized 0-day attack rules, saving expenses and
improving the convenience of the method.

In terms of applicability, method B relies on a relatively complete known attack path to implement attack
inference. However, in this experimental environment, Web_server does not have a known vulnerability, and
firewall_1’s known vulnerability, CVE-2019-1934, requires user level permission to trigger. Therefore, it is
unable to generate a known attack path under initial permission conditions, and method B is not suitable for
such scenarios.

In terms of knowledge comprehensiveness, the author builds a network defense knowledge graph based
on the mature conceptual knowledge in the field of network security, from three aspects: threat, asset, and
vulnerability, and extracts relationship paths as features to apply to attack prediction. The prediction process
not only uses vulnerability knowledge such as the existence, availability, and impact of vulnerabilities involved
in A and B, but also combines knowledge of attack intent and asset types, making prediction analysis more
comprehensive and improving the rationality of prediction results[20].

4. Conclusion. The author proposes a 0-day attack path prediction method based on network defense
knowledge graph to address the difficulty of detecting 0-day attacks caused by the unknown nature of 0-day
vulnerabilities, as well as the shortcomings of existing research in using conditional assumptions and correlation
before and after attacks to overcome the impact of unknowns. By utilizing the mature knowledge of network
security ontology in current research, a comprehensive network defense knowledge graph has been constructed,
integrating discrete threat, vulnerability, and asset knowledge into a highly correlated knowledge system, pro-
viding comprehensive knowledge support for attack prediction. On this basis, the attack prediction problem is
transformed into a link prediction problem. A path sorting algorithm with high prediction accuracy and strong
interpretability of prediction results is selected to extract the relationship paths between the attacker entity
and the target device entity as features, and more comprehensively predict the attack. This effectively over-
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comes the influence of unknown 0-day vulnerabilities and one-sided expert knowledge, and improves prediction
accuracy, and provided support for the interpretability of the predicted results. The next step is to expand the
knowledge module, improve the accuracy of attack prediction, and explore the traceability problem of network
attackers based on knowledge graphs in the presence of multiple attackers simultaneously.

5. Acknowledgement. Yunnan Power Grid CO., LTD. Science and Technology Project ”Web Application
Protection Based on RBI Remote Browser Isolation Technology” (NO.:059300KK52220011)
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A HYBRID IMAGE FUSION AND DENOISING ALGORITHM BASED ON MULTI-SCALE
TRANSFORMATION AND SIGNAL SPARSE REPRESENTATION

DAJUN SHENG∗

Abstract. In response to the problem of denoising in image fusion, the author proposes a hybrid image fusion and denoising
algorithm based on multi-scale transformation (MLT) and signal sparse representation (SRS). A hybrid model is constructed for
shear transformation, and the coefficients after MLT decomposition are thresholded. Sliding window technology and translation
invariance are used to form sparse representation for image fusion, and SRS algorithm is used to remove noise from the source
image. The experimental results show that the algorithm reduces the contrast and spectral information distortion of the fused
image, displays high-quality visual fusion effects, maintains high PSNR values under different noise levels, can provide a more
complete description of the features in the image, accurately judge the focus area, maintain the structural correlation of the image,
and strengthen the description of fusion edges and details in the fused image. It has been proven that the methods of multi-scale
transformation and sparse signal representation can fuse and denoise images.

Key words: Multiscale transformation, Signal sparsity, Image fusion, Denoising algorithm

1. Introduction. In the real world, 20% of human perception information comes from hearing, about
70% of information comes from vision, and about 10% of information comes from taste, smell, touch, and other
pathways. From the perspective of biological visual information perception, visual information such as images
and videos has become the most important means for humans to perceive and recognize information [1]. In 2015,
data showed that the total number of uploaded photos on social networking site Facebook reached 600 billion,
with a growth rate of 500 million photos uploaded daily; The average daily video views on the video sharing
website YouTube are as high as 8 billion times. With the continuous development of science and technology, the
demand for visual information by humans is increasing day by day, and the amount of visual information data is
rapidly increasing. The acquisition of multi-source heterogeneous visual information has brought unprecedented
development opportunities to visual information processing technology [2]. However, in the process of visual
information perception, many factors such as data acquisition, compression, transmission, and storage, as well
as hardware device limitations and human operation errors, result in image quality problems such as data loss,
noise introduction, and motion blur, which also bring huge challenges to theoretical research and engineering
practice.

Natural image quality plays a crucial role in communication and visual perception. High quality images
have richer content and information, providing users with a better interactive experience; Poor quality images
can lose important information and even cause discomfort to users. Although improving the performance of
imaging hardware can improve image quality to a certain extent, equipment costs will significantly increase.
The blurring effect caused by the shaking of the shooting equipment, as well as the Gaussian, pulse, and
quantization noise introduced during the shooting, storage, and compression processes, cannot be avoided by
improving hardware facilities due to the degradation and distortion effects on image quality caused by the
computational processing process itself or network packet loss and noise interference [3]. Therefore, utilizing
computer theoretical technologies such as image processing, machine vision, and numerical analysis to analyze
and process multimodal or noisy images, in order to better understand and perceive target objects, has signifi-
cant theoretical and practical significance. Image denoising and fusion technology has emerged with the aim
of removing or weakening image quality issues during the process of acquiring, transmitting, or storing images.
Compared with hardware methods, image denoising and fusion technology has obvious characteristics such as
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low cost, high flexibility, and wide applicability. However, it involves the understanding, representation, and
modeling of image degradation, noise characteristics, and its own characteristics, and there are many difficult
problems and challenges. Image denoising and fusion technology is essentially a fundamental research in the
fields of image processing and computer vision, and has received widespread attention [4]. The research in the
field of image fusion and denoising began in the 1950s and 1960s. In the practical process, the multi-source
images obtained through a large amount of manpower and financial resources often have a certain degree of
blurriness. Due to the limited technical conditions at the time, blurred images did not have practical value.
Fortunately, through the unremitting efforts of experts and scholars to accurately reconstruct real original
images, there is currently a relatively mature and widely used image denoising and fusion technology. A typical
successful example is in 1964, NASA’s Jet Propulsion Laboratory captured images of the moon on a spacecraft
using television cameras, which contained information on noise and interference [5]. Computer processing was
used to remove interference and noise, correct geometric distortion and contrast loss, and greatly improve
image quality. In recent years, image denoising and fusion techniques based on sparse representation theory
have effectively represented and approximated the original image by constructing a dictionary using linear
combinations of a few atoms, mining the relationship between representation coefficients and corresponding
atoms to reveal the inherent nature of visual information, and obtaining images that conform to human vi-
sual perception characteristics. At the same time, due to its superior performance such as simple model, easy
implementation, noise resistance, interpretability, and ability to process high-dimensional data, it has sparked
a wave of research on image denoising and fusion technology under sparse representation frameworks in the
academic and engineering fields. With the continuous development of information technology such as images
and videos, image denoising and fusion technology has been widely applied in many scientific and technological
fields such as military remote sensing, security monitoring, medical imaging, and consumer electronics.

It can be foreseen that with the comprehensive arrival of social media, the Internet, and the era of big data,
the vigorous development of information technology mainly based on images and videos will inevitably give rise
to a large number of emerging applications and new demands for image denoising and fusion technology. The
large and widespread application demands in the industrial sector will also drive the continuous development
of image fusion and denoising research fields. As mentioned earlier, research on image denoising and fusion
is also of great significance for the development of theoretical technologies in fields such as image processing
and computer vision. On the one hand, image denoising and fusion technology can serve as the underlying
technical support for other high-level image processing techniques, thereby improving the efficiency, accuracy,
and stability of subsequent image processing tasks; On the other hand, research on image self problems not
only involves modeling, representing, and understanding the attributes of images themselves, but also involves
interdisciplinary research on human visual mechanisms and psychological perception. It is a fundamental
research in the fields of image processing and machine vision, and has great research value for disciplines such
as machine vision, pattern recognition, and image understanding[6].

Therefore, in order to solve the noise problem in image fusion, the author proposes a hybrid image fusion
and denoising algorithm based on multi-scale transformation (MLT) and signal sparse representation (SRS).
The algorithm process is as follows:

Step 1: Perform shear transformation under the mixed model, thresholding the values of various coefficients
after MLT decomposition;

Step 2: Utilizing sliding window technology and translation invariance to form sparse representations for image
fusion;

Step 3: SRS global processing image denoising algorithm removes noise from the source image.

The experimental results show that the proposed algorithm reduces the contrast and spectral information
distortion of the fused image, and has good image fusion and denoising effects.

2. A hybrid image fusion and denoising algorithm based on MLT and SRS. As shown in Figure
2.1, the fusion algorithm proposed by the author consists of the following three steps:

a) Use cartoon texture decomposition to decompose the original image into cartoon and texture parts. The
cartoon part mainly includes the structural and geometric parts of the image, while the texture part
mainly includes the oscillation and noise parts of the image.

b) The cartoon and texture parts of the image are fused separately. The cartoon part is fused using convolu-
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Fig. 2.1: Fusion algorithm framework

tional sparse representation method, while the texture part is fused using dictionary learning method[7].
c) The fused cartoon and texture parts are fused to obtain a fully focused image.

According to the above algorithm, the high-frequency information in the source image needs to be extracted
first[8,9,10]. Based on the MLT algorithm to obtain the required data, and according to the composite wavelet
and affine system theory, when the dimension n=2, the affine system for composite expansion is defined as
follows:

AAS(ψ) = {ψj,l,k(x) = |det(A)|
i
Lψ(SlAj − k)}j , l ∈ Z, k ∈ Z (2.1)

In the formula, A and S are both 2 × 2 non singular matrices, Ψ ∈ l2(R2) is a composite wavelet, |detS| = 1.
Let A be the parabolic scaling matrix, and S represent the shear matrix for ∀a > 0, s ∈ R. Among them,

ψ̂1 ∈ C∞(R) is a wavelet.

suppψ̂1 ⊂ [−1

2
,
1

16
] ∪ [− 1

16
,
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2
] (2.2)

And suppψ̂1 ⊂ [−1, 1], therefore ψ̂(0) ∈ C∞(R) and ψ̂(0) ⊂ [− 1
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For ξ = R2, where xD is the indicator function of D, ξ ⊂ [− 1
8 ,

1
8 ]

2, ψ̂ ⊂ [− 1
8 ,

1
8 ]

2 and ψ̂ = 1, set {ψ(x− k) :
k ∈ Z2} is a framework of L2([− 1

16 ,
1
16 ]

2)V , one attribute of ψd, d=0.1, G(ξ) = (ξ1, ξ2), changes continuously
along the straight line ξ2 = ±ξ1, and is used to establish a shear transformation hybrid model.

F ∈ R is a real value sample signal, SRS is a linear combination of dictionary based prototype signals,
forming sparse representation theory based on D ∈ Rn×m dictionary, among them, there are m prototype
signals, and in dictionary D, there is a linear combination of prototype signals indicating ∀x ∈ f, ∃s ∈ RT , such
as x ≈ Ds, where s is the sparse coefficient in D. It is usually assumed that the dictionary follows a restricted
isometric attribute and is redundant, which solves the problem of reconstructing signals using optimization
problems to find the non-zero component with the smallest s:

mins||s||0subto||Ds − x|| < ε (2.4)
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Column based composite system testing solves the problem of the number of non-zero coefficients in sparse
matrices, where sparse representation globally processes images, depending on the local information of the
source image[11]. The general source image is divided into small blocks with a fixed dictionary D, and the
sparse representation of the image is fused using sliding window technology and translation invariance. The
source image I is divided into j small blocks of size n×n, represented in dictionary order as vectors v.V j , which

can be represented as: v =
T∑
t=1

Sj(t)dt, where j is the number of image blocks, dt is the prototype from D and

D = [dl...dt...dT ], it contains T prototype vectors, and Sj = [s1(1)..., sj(t), ..., sj(T )] is a sparse representation,
therefore, the image block of I is used to reconstruct a matrix v, v=DS, where S is a sparse matrix.

Due to the impact of noise on image fusion, in order to improve the effectiveness of image fusion, threshold
processing is performed on the coefficients after MLT decomposition. The threshold is defined as:

T̂ (σ̂I) = σ̂n/σ̂I (2.5)

Among them, σI and σn is the standard differentiation and noise of the image source, respectively, assuming
that source image I and source noise n are independent of each other, and the noise model of image z is
represented as x = I+n. Therefore, the average noise and signal source calculations are as follows: σ2

x = σ2
I+σ

2
n.

Among them, σ2
x is the variance of the observed signal, σ2

n is the noise density of the source image, and the

output noise power of the source image σ2
I is: σ̂I =

√
max((σ̂2

s − σ̂2
s), 0).

The image fusion algorithm based on MLT and SRS proposed by the author can prevent and reduce the
contrast and spectral information distortion of the fused image. When some noise is detected in the source
image, a given threshold is applied for filtering. The steps are as follows:

1. Perform MLT decomposition on two source images 〈IA, IB〉, and apply MLT to obtain their low pass
band 〈LA, LB〉 and high pass band 〈HA, HB〉.

2. Perform threshold processing on low-pass and high pass using the threshold obtained from equation
(5) to remove unnecessary coefficients from the decomposition.

3. Perform low-pass fusion by applying sliding window technology to 〈IA, IB〉, dividing image I into image
blocks of size

√
n×√n, and dividing them by step size pixels from top left to bottom right, due to the

presence of {P iA}Ti=1 and {P iB}Ti=1 in LA and LB respectively, rearrange 〈P iA, P iB〉 into column vectors

and rearrange 〈V̂ iA, V̂ iB〉 in each iteration.
4. Perform high-throughput fusion and filter using the threshold rule of formula (5) to ensure that the

fused image contains the source image.
5. Perform image reconstruction and perform corresponding inverse MLT on LF and HF to reconstruct

the final fused image IF .

3. Experiments and Results. The experiment randomly assigns values from dictionary D with size
128 × 512 from image blocks in the training dataset, and then performs sparse encoding to obtain the sparse
matrix of the signal. Estimated 160000 training data and 16× 16 patches, randomly sampled into images, with
a dictionary size set to 128. The experiment uses three commonly used metrics to evaluate the quality of fused
images, namely mutual information (MI), standard deviation (SD), and entropy. The proposed algorithm is
compared and analyzed with MGA, NST, and CTSR algorithms. As shown in Figure 3.1(a)-(c), the proposed
algorithm achieved the best results in SD, MI, and entropy metrics, outperforming MGA, NST, and CTSR
algorithms. The proposed algorithm displayed high-quality visual fusion images [12,13,14].

Experimental analysis of different noise levels, that is different standard deviations  The application thresh-
old of Equation 2.1 after MLT is used to verify the effect of removing noise and obtaining high-quality denoised
images. The proposed algorithm is compared with MGA, NST, and CTSR algorithms, as shown in Figure 3.2.
Figure 3.2 shows adding different levels of noise to different images σ the PSNR value shows that the proposed
algorithm has higher PSNR values than MGA, NST, and CTSR algorithms in all cases of noise levels[15].

From Figure 3.3, it can be seen that the algorithm proposed by the author has the highest values in desk,
Pepsi, and book. Although the comprehensive evaluation criteria in the images of flower, lab, and plane did
not reach the maximum value, it can be observed that algorithms such as MGA all exhibit varying degrees
of blurring of focus area judgment, block effects, and distortion of fusion boundaries during fusion. The
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(a) MI

(b) SD

(c) Entropy

Fig. 3.1: Performance evaluation of the different image fusion algorithms
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Fig. 3.2: The performance evaluation at different noise levels

Fig. 3.3: Comparison of algorithm evaluation

emergence of these fusion results is due to the inability of the image decomposition algorithm used to describe
all features in the image, inaccurate judgment of the focus area of the source image, and neglect of the structural
correlation of the image Using filtering algorithms to fuse images (as filtering algorithms can ensure that images
have relatively smooth edges during fusion, but it is also because of the use of filtering algorithms that the
description of fusion boundaries is not accurate enough, such as distortion and Gibbs effect) [16].

In summary, compared to the other three algorithms, the algorithm proposed by the author can provide a
more complete description of the features in the image, accurately judge the focus area, maintain the structural
correlation of the image, and strengthen the fusion of edge description and detail information in the fused image
by fusing images [17,18,19,20].

4. Conclusion. Through the above simulation experiments and analysis, it can be concluded that the
proposed hybrid image fusion and denoising algorithm based on MLT and SRS has good applicability. Under
appropriate threshold conditions, it can obtain high-quality fused images and achieve the effect of removing
noise from the source image, reducing the contrast and spectral information distortion of the fused image. The
comparison of this algorithm with MGA, NST, and CTSR algorithms shows that the algorithm can display
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high-quality visual fusion effects and maintain high PSNR values under different noise levels. However, there
are also cases where there is more noise when dealing with different efficient transformation domains and less
appropriate thresholds. Therefore, in the next step of research, the focus should be on improving the model
transformation algorithm to address these situations, so as to better grasp the geometric shape changes in the
image and graphics fusion process.
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DIGITAL MEDIA INTERNET MODELING SYSTEM UNDER COMPUTER ARTIFICIAL
INTELLIGENCE TECHNOLOGY

MIAOJUN LI∗, QI LI†, CHANGRONG PENG ‡, AND XIAODONG ZHANG§

Abstract. With the continuous expansion of network scale, the hierarchical and modular characteristics of network structure
are becoming increasingly prominent. The traditional single-layer network research paradigm has certain limitations in character-
izing the complex relationships between various network systems. Analyzing and constructing models for multi-layer networks has
gradually become an important direction in complex network research. The author proposes a multi-layer network model for the
Internet and the significance of constructing multi-layer network models in the field of the Internet, based on the characteristics of
the multi-layer network structure presented in the application process of the Internet. By analyzing the characteristics of internet
data, a multi-layer network model covering three types of networks, namely the internet infrastructure layer, business application
layer, and user account layer, was designed. The experimental results show that the average shortest path lengths of the three net-
works, namely routing relationship network, web hyperchain network, and email address network, are 3.8, 2.9, and 1.7, respectively.
Due to the existence of inter layer edges in multi-layer networks, nodes can reach each other across layers in addition to intra layer
edges. Experimental results show that the average shortest path length of the three networks has been shortened to some extent,
with values of 3.1, 2.7, and 1.6, respectively. On the basis of the single-layer network generation model, a layer correlation method
for multi-layer networks was designed, and the model construction of multi-layer networks was achieved.

Key words: Internet, Digital media, Kernel distribution, Multi layer network, model building

1. Introduction. With the continuous development and application of computer artificial intelligence
technology, the field of digital media internet has shown enormous development potential. Digital media internet
refers to a form of media that utilizes computer networks and digital technology for information dissemination,
content exchange, and user interaction [1]. It has become an important way for people to obtain information,
entertainment, and socialize in today’s society. However, the rapid development of digital media internet has
also brought a series of challenges and problems, such as information overload, uneven content quality, and poor
user experience. Firstly, with the popularization of the Internet and the rapid development of digital media,
people are facing a huge problem of information overload. In the era of digital media and the internet, people
can easily access a large amount of information, but at the same time, they also face difficulties in information
filtering and screening. Excessive information may lead people to be unable to quickly and accurately find
the content they need, and even fall into the dilemma of information overload. In order to solve this problem,
digital media internet platforms need to strengthen the research and development of information classification,
recommendation algorithms, and other aspects, provide personalized information services, and help users better
obtain the required information. Secondly, the uneven content quality of digital media internet is also an urgent
issue that needs to be addressed. With the development of the Internet, anyone can easily publish content on
digital media platforms, which leads to uneven quality of content. Some information may be misleading, false, or
even illegal, causing confusion and distress to users. In order to improve content quality, digital media internet
platforms need to strengthen content review and supervision, establish effective information dissemination
mechanisms and content management systems [2]. At the same time, users also need to improve their ability
to distinguish information and avoid blindly believing and disseminating unreliable information. In addition,
the user experience of digital media internet platforms also needs to be further improved. Although the digital
media internet provides users with abundant information resources and communication platforms, sometimes
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users may encounter some problems during the process of using the digital media internet, such as slow page
loading speed, excessive advertising, etc. These issues may affect the user experience and even make them
lose interest. Digital media internet platforms need to continuously optimize user interface design and improve
system performance to provide a smoother, more convenient, and personalized user experience.

In addition, the rapid development of digital media internet has also brought privacy and security issues. In
the era of digital media and the internet, the leakage of personal information and network security threats are
becoming increasingly serious. In order to protect the personal privacy and information security of users, digital
media internet platforms need to strengthen the protection measures of user data, encrypt user data, and estab-
lish sound security mechanisms. At the same time, users should also raise their security awareness, strengthen
the protection of personal information, and make reasonable use of digital media internet platforms [3].

In short, with the continuous development and application of computer artificial intelligence technology,
the field of digital media internet has shown enormous development potential. However, the rapid development
of digital media internet has also brought a series of problems and challenges [4,5]. In order to overcome these
issues, digital media internet platforms need to strengthen information filtering and filtering, improve content
quality, improve user experience, and protect user privacy and information security. Only in this way can digital
media and the internet better provide people with high-quality information services, promote social progress
and development.

2. Methods.

2.1. Current status of multi-layer network modeling research.
(1) Multi layer network generation model. At present, multi-layer network modeling is still in its early stages,

and multi-layer network generation models can be divided into two categories. One type is the growing multi-
layer network model, in which the number of nodes gradually increases according to a generalized priority
connection rule. These models explain the evolution process of multi-layer networks from simple and basic
dynamic laws. The process of constructing this type of model is as follows: 1) Growth, adding a new node
in each layer of a multi-layer network at each time step, and connecting the new nodes in each layer to other
nodes in the same layer through m links; 2) Generalized priority connection, where new nodes select existing
nodes in the network to connect based on the probability of intra layer and inter layer connections [6]. Another
type is multi-layer network composite models, which consider multi-layer networks as a collection of single-
layer networks that satisfy certain structural constraints between layers. These sets can generate multi-layer
networks with degree correlation and controllable overlap. The idea of this type of model is to first consider
the generation of each network layer and then consider the connections between layers, where each layer is
generated according to the static model of traditional single-layer networks: Given the node degree sequence of
each layer, a configuration model is used to obtain a specific network implementation for the given connection
set [7]. There are two ways to connect layers: One is to add any inter layer connections, and the other is to
specify inter layer edges by giving a joint degree distribution. Although the terms ”joint degree sequence”,
”joint degree matrix”, and ”joint degree distribution” are commonly used in literature to represent the number
of degrees related to the end of link nodes in a simple network, they explicitly refer to the connections between
layers. In the process of constructing multi-layer networks, the selection of any network model will impose
certain constraints on existing research, and each network model corresponds to a set of networks that satisfy
the implicit constraints imposed by the model. The computer internet is a typical complex network system, and
multi-source data often has multiple types of correlations, making computer network systems have multi-layer
network characteristics. Therefore, it is very important to study the generation model of multi-layer network
security that conforms to the actual network characteristics.

(2) Typical network model metrics. The degree k of node i in a complex network is defined as the number of
edges connected to that node, and the average of the total degrees of all nodes is called the average degree. P (k)
represents the proportion of nodes with degree k in the network to all nodes, used to represent the distribution
of node degrees in the network. If there are N nodes in the network and nk nodes with degree k, then:

p(k) =
nk
N

(2.1)

The k-kernel of a complex network is defined as the remaining subgraph after sequentially removing nodes
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with degree k-1 from the network. If a node is in the k-kernel of the network and not in the graph with degree
k-1, then that node is a k-kernel. g (k) represents the proportion of nodes with kernel number k to all nodes in
the network, used to represent the distribution of node kernels in the network[8]. If there are N nodes in the
network and nk nodes with kernel number k, then:

g(k) =
nk
N

(2.2)

The average path length L of a complex network is defined as the average of the shortest path length dij
between any two points i and j in the network. This indicator is usually used to measure the efficiency of the
network. The smaller the average path length of the network, the higher the efficiency of the network. Its
specific expression is:

L =
2

N(N − 1)

∑

i ̸=j
dij (2.3)

The diameter D of a complex network is defined as the maximum distance between all nodes in the network.

D = max
i,j∈N

dij (2.4)

2.2. Analysis of multi-layer network structure of the Internet . With the continuous expansion
of network scale, various types of networks have formed in the Internet. In addition to the interconnection
of underlying network devices, various business system related networks have formed at the application layer,
and various network account related networks have formed at the user layer. The entire Internet exhibits
characteristics of diversity, heterogeneity, and layering [9]. Traditional single-layer networks cannot characterize
the multidimensional characteristics of internet data, so it is necessary to establish a multi-layer network model
in the field of the internet. The author proposes a multi-layer network structure for the Internet from three
layers: basic device layer, business application layer, and user role layer.

The infrastructure layer is a physical network established by various network devices interconnected through
physical links, with nodes mainly including routers, switches, servers, etc; The business application layer is
mainly a logical network formed by various application systems during the communication process of various
business applications [10]. Its nodes mainly include, as there are many business systems operating in the Internet,
different types of business systems may form their own networks. When these application systems are laid out
on the same server device, there may be correlation relationships between different business system networks.
Virtual entity composition, such as various sites, application systems, and business software, including various
types of websites, email addresses, etc [11]. The nodes in the user role layer mainly include various accounts
registered and used by people during the process of using the Internet. The entities and attribute elements of
each layer are listed in Table 2.1.

In the application process of the entire Internet, each layer can form different types of networks based
on different connections. For example, in the basic equipment layer, nodes form communication networks
according to the relationship between optical cables and ground cables; In the business application layer,
different business relationship networks are formed based on different types of business, such as email address
networks, web hyperlink networks, etc; At the user role level, different types of social networks are formed based
on different social relationships, such as friendship networks, Weibo account following networks, etc. From a
vertical perspective, the lower level network nodes are the foundation for the existence of the upper level network
nodes. For example, each application system operates on servers in the lower level network, and each account
is registered on application software. There is a strong dependency relationship between layers [12].

This multi-layered network structure representation for the Internet plays an important supporting role in
characterizing network spatial trends, analyzing network vulnerabilities, and conducting network tracing and
evidence collection.

From the perspective of network situation display, by constructing a multi-layer network in the Internet field,
Internet data can be presented to network users in a multi-level and multi-scale form, in order to understand the
structural characteristics of the network and provide model support for subsequent network decision-making
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Table 2.1: List of the three-tier network model elements

Network hierarchy Entity Attribute

Basic equipment layer
Server, City, IP address, autonomous

computer, router, domain number, port,
access device manufacturer

Business application layer

System software: Windows,
Software, various Ubuntu, Centos Application

software: WeChat, email,
types of data website data: account and

password, text, video

User Role Layer Account
Registration time,

registration unit, etc

Table 3.1: Statistics of the actual network characteristic parameters

number project Routing network

1 Number of nodes 192244

2 Number of edges 609066

3 Average path length 4.61

4 Average degree 6.34

5 Maximum degree 1071

6 Network diameter 12

7 Number of network cores 31

and deployment[13]. From the perspective of analyzing network vulnerability, the analysis of key nodes based
on multi-layer network structure will have a significant impact on the analysis process, which may enable cross
layer attack paths that were previously unreachable in single-layer networks to be reachable in multi-layer
networks. This provides a new research approach for conducting network vulnerability analysis and evaluation.
In terms of network traceability, multi-layer network models can more efficiently achieve this function. For
example, if a company receives a phishing email and uses a multi-layer network to analyze and trace criminals,
the process is as follows: First, match the email with logs to obtain the sender’s email address, locate the email
sender upwards, and locate the email sender’s IP downwards [14]. If the IP is not the attack source, use the
association relationship of the email address to find the address that has email exchanges with the email sender,
and further locate the user upwards, downward positioning to achieve multi-path traceability of the target.

3. Experiments and Analysis.

3.1. Single layer network modeling experiment. The author used Python and its NetworkX module
for network modeling and related feature parameter statistics experiments. In order to better demonstrate the
practicality of the CGN model constructed by the author, actual network topology data was first obtained, and
then an equally sized network was generated using the CGN model. The relevant statistical parameters of the
CGN model generated network and the actual network were compared and analyzed [15].

The model validation data is sourced from the open-source dataset website CAIDA1. In complex network
theory, network topology is generally described using statistical characteristics such as the number of nodes,
edges, degree and degree distribution, kernel number and kernel distribution. After calculation, the statistical
situation of the relevant characteristic parameters of the actual network is listed in Table 3.1.

The author intends to verify the applicability of the model by comparing the relevant parameters of the
actual network and the network constructed by the author’s proposed model. In order to ensure the reliability
of the experimental results, 10 experiments were conducted using the CGN model to generate networks of the
same scale. The average of these 10 statistical results was taken as the comparison parameter for each feature
parameter.
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Table 3.2: The comparison of static statistical characteristics

number project Routing network CGN network

1 Number of nodes 192244 192244

2 Number of edges 609066 614526

3 Average path length 4.61 4.56

4 Average degree 6.34 6.16

5 Maximum degree 1071 1108

6 Network diameter 12 11

7 Number of network cores 31 31

Fig. 3.1: Comparison of Kernel Distribution

From Table 3.2, it can be seen that the actual network and the number of generated network nodes are
completely consistent with the number of network cores, the number of node edges is equivalent, the average
path length is basically consistent, and the average degree and maximum degree are also similar, indicating
that the model has good applicability [16].

The CGN model can achieve complete controllability of the number of cores of nodes in the network, which
is reflected in the fact that the network generated by the model is completely consistent with the actual network
in terms of the distribution of cores, as shown in Figure 3.1.

3.2. Internet multi-layer network construction experiment . The three layers of the multi-layer
network experiment are routing relationship network, web hyperchain network, and email address network. The
data sources for the three layers of the network are all from the NetworkData sets network database website
[17].

Based on the actual network data obtained, calculate the kernel distribution of the three networks, as
shown in Figure 3.2(a-c). The kernel distribution of the three networks follows a power-law distribution, and
the function is expressed as:

P (K > k) = α · kρ + λ(5) (3.1)

Fit the kernel distributions of three networks using the machine learning library sklearn provided by a
third-party in Python, and obtain the corresponding kernel distributions for the three networks α, β, λ, as
listed in Table 3.3.
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(a) Route network kernel distribution
(b) Core distribution of web page hyperchain
network

(c) Core distribution of the email address net-
work

Fig. 3.2: Nuclear distribution fitting

Table 3.3: Network power-law parameters

Network type α β λ

Routing network 0.40 0.79 -0.04

Web hyperlink network 0.64 0.59 -0.19

Email address network 0.32 0.93 -0.01

Based on the obtained kernel distribution functions of the three networks, the sequence of network kernels for
a specified network size can be obtained. The node sizes of the three-layer network routing relationship network,
webpage hyperlink network, and email address network constructed by the author are N1 = 200, N2 = 50, and
N3 = 20, respectively. Next, let’s consider inter layer connectivity. In a routing network, both computers
and servers are located at terminal nodes, while other nodes are router nodes. As actual business applications
run on computers and servers, nodes in the business application layer will only have connectivity with terminal
nodes in the basic device layer, that is, nodes with a moderate degree of 1 between the business application layer
and the basic device layer will have connectivity. Therefore, the interlayer edge ratio here  1 corresponds to
the proportion of connected edges between the terminal nodes in the routing network layer and the upper layer.
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Randomly select interlayer node ratio α1 = 25%, α21 = 55%, α23 = 40%, α3 = 100%, corresponding interlayer
edge connection parameters β12 = β23 = 50%. Associate the three-layer network according to parameters[18].

(2) Analysis of multi-layer network characteristics. The average shortest path lengths for the routing
relationship network, web hyperlink network, and email address network are 3.8, 2.9, and 1.7, respectively. Due
to the existence of inter layer edges in multi-layer networks, nodes can reach each other across layers in addition
to intra layer edges. Experimental results show that the average shortest path length of the three networks
has been shortened to some extent, with values of 3.1, 2.7, and 1.6, respectively. Due to the small scale of
the author’s experimental data, it is not reflected clearly enough. But overall, there is a decreasing trend,
and experiments have shown that compared to single-layer networks, multi-layer networks achieve multi-path
reachability of nodes and reduce the average path length between nodes[19].

4. Conclusion. The author designed a three-layer network model for multi-dimensional data of the Inter-
net based on the characteristics of the multi-layer network architecture, defining the elements, attributes, and
the meanings of intra layer and inter layer edges of each single-layer network. Based on the idea of k-kernel
decomposition, the author proposes a single-layer network model generation algorithm for digital media, de-
signs a multi-layer network generation model on this basis, and finally proposes the significance of constructing
multi-layer network models in the field of interconnection networks. As an emerging research direction in recent
years, multi-layer networks have been applied in related fields, but there are still many scientific problems worth
exploring. There is still a long way to go in establishing its theoretical framework and enriching databases in
related fields. Establishing a multi-layer network model in the field of the Internet is of great significance for
network security personnel to correctly assess the network security situation, master key network nodes, and
make decisions and deployments. This is an important direction for future research.
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E-COMMERCE DATA MINING ANALYSIS BASED ON USER PREFERENCES AND
ASSOCIATION RULES

YUN ZHANG∗

Abstract. With the development of network technology, online shopping is becoming more and more convenient. But the
increasing number of products also makes it difficult for consumers to make the right decision. When there is no apparent market
demand, how to recommend products with commercial potential to customers has become an urgent problem for businesses to
solve. This paper proposes e-commerce product recommendation based on user preference and association rule algorithm aiming
at the problems existing in e-commerce product recommendation. Firstly, this paper constructs a user interest modeling method.
Through analyzing users’ interests and preferences, to provide users with timely and accurate personalized services. Then, the
FP_Growth algorithm is optimized and improved. A more effective CTE-MARM algorithm is designed, and an association rules
database based on user benefit items is constructed and analyzed jointly. Analyze products with strong correlations. According to
consumers’ interest levels, TOP-N is the best product choice. Experiments show that the algorithm has higher prediction accuracy.
The research results of this project can not only improve enterprises’ ability to analyse data and provide data support for enterprises
to carry out effective marketing management.

Key words: Data mining; Association rules; User preference; Electronic commerce; CTE-MARM algorithm

1. Introduction. In modern society, with the rapid development of science and technology, human beings
are also faced with the problem of ”excess” and the convenience of obtaining science and technology. This
phenomenon is no exception in e-commerce. Making customers satisfied with products is a significant issue for
e-commerce enterprises. This is how the product recommendation technology in e-commerce emerged [1]. It
applies the method of data mining to the actual consumer behavior scenario. Possible business opportunities
can be predicted through the correlation mining of historical data. This saves users time finding items they
like and increases sales and customer loyalty.

In the same frame, it is of great theoretical value and practical significance to study three different types of
customer evaluation: customer perceived value, customer satisfaction, and customer purchase intention. Pre-
vious studies have shown that perceived value is the pre-variable of consumer satisfaction. Risk perception,
individual innovation, social impact, and perception of usefulness directly and significantly impact user intent.
Perceived ease of use and social influence directly impact user availability but cannot play an indirect role
through perceived usefulness. Many psychological barriers of consumers to e-commerce, especially the security
and reputation problems faced by e-commerce users, will significantly impact consumers’ purchase intentions
and cause significant obstacles to the rapid development of e-commerce. After a questionnaire survey and
analysis of e-commerce users, some researchers found that social factors have the most apparent positive effect
on e-commerce intentions, while they have no noticeable effect on e-commerce expected practicability and risk
perception. Mobile phone payment intention positively affects users’ use, but convenience has no noticeable
promoting effect [2]. Some scholars use the integrated technology acceptance model to study electronic trans-
action intention from six perspectives: perception of usefulness, perception of ease of use, perception of risk,
trust, trust and evaluation, and attitude of use. Relevant studies mainly focus on the perception and evaluation
of consumer behavior but lack systematic collection and analysis of mobile payment users’ characteristics and
future consumer behavior [3]. This makes it a complex problem to accurately position the market of its target
users in the initial stage of the development of e-commerce.
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Fig. 2.1: Association rules model flow.

2. Demand analysis.

2.1. Functional Requirements. The key to an e-commerce product recommendation system is to an-
alyze the interests and preferences of users by collecting their shopping habits and shopping records. Then,
explore and predict the potential shopping opportunities [4]. The most important thing is to analyze users’
personalization and real-time performance. The system implements the following essential functions.

1. Data collection: extracted relevant records and operational data.
2. Preprocess and eliminate unnecessary data to ensure data integrity.
3. The user’s interest model is established and classified.
4. Establish the relevant rule database of data mining.
5. Product recommendation for products that are attractive to users.

2.2. Key Parameters.
1. Credibility is introduced to reduce the phenomenon of ”rule explosion” and improve the search accuracy;
2. The prescription describes the change in consumption behavior in real life. The closer to the current

consumption behavior, the more it can reflect the current demand preferences.
3. The purchase, browsing, collection, rating, and comments of e-commerce consumers can reflect con-

sumers’ interests [5]. Users have different levels of interest in different business activities. Use the
triplet method to sort the required items in order IRij . The ”user-benefit item chain” comprises the N
items with the highest information value by the TOP-N method. The CTE-MARM method is proposed
for data association [6]. When good i in the list of customer-benefit items has a strong correlation with
goodk, goodk is added to the tripartite group. The model flow diagram is shown in Figure 2.1.

3. Association rule algorithm model design. This topic focuses on how to quickly find the user group
with specific characteristics in the process of commercial marketing of e-commerce enterprises. Discover the
characteristics of the target user group. This user group has more complex characteristics [7]. The value of
the variable is random and difficult to transform. Each attribute is unrelated, so it is challenging to meet the
needs of conventional statistical methods using standard multiple regression analysis, structural equation model,
technology acceptance model, technology acceptance model, and integrated technology acceptance model. It
is challenging to realize the rapid positioning of specific user groups. In the practical problems, from many
incomplete, noisy, fuzzy, random, and other practical problems, we extract the information and knowledge that
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people do not know in advance but have potential value [8]. Then, the information in these eigenvalues can be
obtained by mining the association rules.

3.1. Principles of Association Rules. Association rules were proposed by R. Agrawal in 1993 to de-
scribe the internal relationship between various items in a database. It is one of the essential research contents
in data mining [9]. Association rules can directly represent the relationship between a collection of items in a
data set. These associations are not based on a specific distribution or depend on a specific pattern. It depends
only on the probability of occurrence of the set of items in a pattern. Suppose Q = {q1, q2, L, qm} is the set of
all entries. H represents the transaction database and T represents project subset (T ⊆ Q). Each transaction
has its unique transaction identifier TID.B is the set of entries. Transaction record T includes item B. Its
necessary and sufficient condition is that if the entry B contains k items, it is called the set of k items. The
proportion of the number of items B in the transaction database H is called the level of support for the item set.
If the support level of an item set exceeds the minimum support threshold set by the user, it is called a frequent
item set. The law of association is the logical implication of class U ⇒ V . Where U ⊂ Q,V ⊂ Q, and U IV = ∅.
If transaction database contains s% transactions and includes UUV , then the support of trading system U ⇒ V
is s%. The absolute amount of support is the possible number. If sup port(U) is used to represent the degree
of support for item U, then sup port(UUV )/ sup port(U) can be used to represent the degree of confidence of
the rule, which is the conditional probability P (V | U).

sup port(U ⇒ V ) = P (UUV )

conf i dence(U ⇒ V ) = P (V | U)

The related rules conforming to the minimum support and threshold are called strict rules [10]. The
maximum is 0 − 100%. That is, whether the item on the right will be selected when the item on the left
is purchased or whether the item on the right will be selected in any situation. In the process of selecting
target customers, the size of the revenue is the most important. The greater the revenue value, the greater the
customer demand for the service. This criterion is the same as the selection criteria for other data exploration
modes [11]. To measure how much this criterion improves the prediction accuracy by comparing it with the
”original” criterion.

3.2. Evaluate the role of the ”promotion” attribute group in association rules. Assume that
the mobile user base is constant. It grows at a constant rate over some time. But compared to the number
of existing mobile phone users, the number of new mobile phone users is still relatively small [12]. For this
reason, the number of users will grow in a particular proportion over some time, so at a certain point in time,
the number of mobile phone users can be limited to:

total users = IE

I is the invariant growth factor. E is the number of mobile phone users at a given point in time. In association
rule [D,Z, S], D is support, Z is credibility, and S is revenue. The number of mobile phone users ×D can
be considered to be able to support a certain number of mobile phone users. Under the promotion effect of
the previous part, the mobile user number H can promote the latter part. The number of mobile subscribers
×D × Z × S can be understood as selling mobile phones to a specific group [13]. The number of mobile users
that can make subsequent things happen. Using the number of mobile phones ×D × Z × S, the ”promotion”
effect of the former term on the latter term can be evaluated, and the ”promotion” effect is more prominent
when the effect value is more significant. Since the number of mobile phone users IE is constant at a certain
point in time, a ”boost” factor is introduced here:

ϕ = D × Z × S

D stands for support, Z for credibility, and S for revenue. The ”boost” factor is used to measure the strength
of the ”boost” connection between the first product and the later product [14]. With the increase of ϕ, this
”promoting” effect gradually increases. It is targeted at this audience characteristic for marketing publicity,
which will receive a good effect.
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Fig. 4.1: User interest model framework.

4. User interest model. Building a user’s interest model can give better feedback on the user’s interest.
A person’s hobbies are generally divided into two categories: one is long-term, and the other is short-term. A
structural diagram of the user benefit pattern is shown in Figure 4.1.

Long-term interests reflect a person’s preference for one thing over a while. This hobby is not something
that will change over some time but a constant state. Most of these are gradually accumulated over a long
period of life, and naturally, it is also related to the individual’s educational experience, life background and
personality [15]. Short-term interest usually refers to a specific period. People prefer a thing because of some
factors and stimuli, but external stimuli will change this preference. Of course, short-term interests can turn
into long-term interests. These fleeting interests will gradually dissipate over time. Because the amount of
information users is interested in for a long time is considerable, it is necessary to divide it reasonably. If we
use the mathematical formula S = {(s1, ε1, r1) , (s2, ε2, r2) , . . . , (sn, εn, rn)} to describe a person’s long-term
interests, then Si is what we care about. The εi stands for the user’s love for the product. ri indicates that
users pay more attention to an event because they prefer it.

Because the short-term interests of users change at any time, it is challenging to transform them into long-
term interests, and they are often fleeting, so this paper does not use the method of statistics on the short-term
interests of users. The mathematical formula expresses the user’s short-term interest in this paper d. β is for
something. ξ stands for the level at which users like a product. Then, the user’s short-term interest can be
expressed by D = (d1, d2, · · · , dm). In a shopping system based on consumer preferences, this indicator can
reflect in real time the change of consumers’ preferences for fresh items decreasing over time. We define the
expression of freshness as: In a shopping system based on consumer preferences, this indicator can reflect in
real time the change of consumers’ preferences for fresh items decreasing over time. We define the expression
of freshness as:

ut =

{
0 0 ≤ ut0 ≤ φ(

ut0−φ
ut0

)
ut0 > φ

t0 is the past time. t means now. ut0 indicates that the user has previously found the item novel. ut represents
that the user currently finds the item novel. φ stands for a constant number. If freshness is set to o, then
freshness is considered o. Freshness means that it will gradually decrease over time until it reaches o. He has lost
interest in the item if the novelty drops to zero. According to different user behavior records, different keywords
are automatically generated, and the corresponding database is built for personalized search. However, since
the value of the freshness decreases over time, it is also necessary to calculate the weight of the freshness. Then,
the calculation of novelty weighting for specific keywords can be expressed by expression.

(βp, ξ1, t1, h1, u1) , (βp, ξ2, t2, h2, u2) · · · (βp, ξn, tn, hn, un) : h1, . . . , hn
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The user’s recent preferences on a particular tag can be weighted. u is used to represent the total weight.
ξtp = ξ1 ∗ u′1 + ξ2 ∗ u′2 · · · + ξn ∗ u′n · u′1, u′2, . . . , u′n represents the current freshness value and takes it as the
freshness value at t. After weighing each keyword, the interest set can be obtained quickly.

Keywords are weighted according to different user preferences. The detailed calculation method is as
follows:

S = {(s1, ε1, r1) , (s2, ε2, r2) , . . . , (sn, εn, rn)}

Since each class has keyword glyph, the weight si = ((β1, w1) , (β2, w2) , . . . , (βn, wn)) of different classes
can be obtained by statistical analysis of text feature vectors of different classes. In addition, using the relevant
algorithm, the user’s interest category can be accurately displayed.

Input: Important bytes that are currently of interest to the user;
Output: the user’s long-term interest choice;

S = {(s1, ε1, r1) , (s2, ε2, r2) , . . . , (sn, εn, rn)}

1. Extract all tuples generated on A day t0 and define them as follows: keyword β, initial weight ξ,
creation time t, document containing keyword h, freshness u.
Firstly, ξtp = ξ1 ∗u′1+ ξ2 ∗u′2 · · ·+ ξn ∗u′n weighted analysis is carried out for a particular keyword. The
corresponding weights of each keyword are obtained after ∆t.

2. Repeat step 1 until all tuples have been calculated. Set threshold λ and find a keyword that is larger
than this value. Record it in Group ψ. Then, the corresponding text H0 is determined according to
the relationship between the keyword and the tuple.

3. The selection range of the selected associated keywords and text need not be too wide, so according
to the threshold value of the initial weight of the keyword, you can find the corresponding collection
of files whose original weight exceeds a particular critical value. And as a category according to their
level of long-term interest in the category. Use Si = (s1, S2, · · · , Sm) si to represent a class.

4. Update keywords when they do not reach a particular range. Re-evaluate it to see if it’s of long-term
interest.

5. The users’ long-term interest set is obtained by calculating steps 3 and 4 . Calculate the number of files
ri in each category to get ((s1, r1) , (s2, r2) , . . . , (sn, rn)). εi = ri/

∑
ri represents the extent to which

users have different preferences for each category. Generate an end-user long-term interest statement:

S = {(s1, ε1, r1) , (s2, ε2, r2) , . . . , (sn, εn, rn)}

5. Design of e-commerce product recommendation system.

5.1. System Architecture. The recommendation of e-commerce products is studied using the calculation
method of association rules and user preferences. Figure 5.1 shows the overall architectural design (Picture
quoted from Egyptian Informatics Journal, Volume 23, Issue 1, March 2022, Pages 33-45). The system includes
data collection and cleaning, user interest analysis, building association rule base, and recommending TOP-N.
(1) Data collection and cleaning: data collection is divided into two parts: shopping and various business activ-

ity information. These two data types provide the basis for discovering and researching users’ interests.
In addition, many messy, fuzzy, incomplete, and dirty data must be cleaned to improve the mining
effect. Through the detection of empty orders, goods in the transaction record are detected, and
non-relevant fields are removed. In this way, the data is simplified.

(2) User interest analysis module: This module is mainly used to model and update the interest model. It is
automatically collected by the front end and stored in the corresponding database. A ”user-interest
item” chain is constructed using the above calculation method. Search for items with high correlation
and apply them to the TOP-N model.

(3) Establishment of association rule database model: the CTE-MARM method proposed above is used to dis-
cover the connections between specific levels in specific application scenarios. Set the restriction level
k to 2. The rules stored in the transaction table are classified from different perspectives according to
credibility.
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Fig. 5.1: Overall architecture diagram of the system.

Fig. 5.2: Database E-R diagram.

(4) TOP-N network recommendation mode: The page is visually displayed through the association rules of the
products that correlate more with the user’s interest mode.

5.2. Database Design. According to the characteristics of e-commerce product recommendation, a
database E-R model based on user behavior and product recommendation is proposed. The database dia-
gram for E-R is shown in Figure 5.2.

Below are the main database tables.
1. The user information form includes user ID, registration name, password, gender, contact information,

address, etc.
2. The item information form includes item ID, name, link, grade, classification, price, inventory, etc.
3. The transaction table contains the transaction ID and user ID.
4. The purchase record form contains the unique identification ID, transaction processing ID and item

ID.
5. The user behavior table contains unique identifiers, user identifiers, item identifiers, number of clicks,
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Fig. 6.1: Hit ratio analysis of manual analysis and system algorithm results.

repeat visits, browsing time, and whether to collect and evaluate scores.
6. The association rule table contains a unique identification, pre-rule component identification, post-rule

component identification, inter-item confidence, classification and inter-item confidence.
7. The user interest table contains unique identifiers, user identifiers, product identifiers and interest

levels.

6. System testing and verification. The shopping data of 3000 users are used as experimental data to
test the accuracy of the established theory and products. The results of manual statistics are compared with
user habits and system operation results of manual analysis. Cross-merge was performed after each trial. There
were five trials. The result is shown in Figure 6.1. The study found that the accuracy of manual analysis of
the best-selling items reached 31.8%. The interest recommendation accuracy of manual analysis reached 51.1%,
while the recommendation accuracy of the e-commerce product recommendation system based on association
rules reached 55.8%, which is more efficient and accurate than the method. This achieves the original design
goal.

7. Conclusion. This paper uses the method based on CTE-MARM to establish an e-commerce data anal-
ysis method based on user interests and association rules. In this way, TOP-N products are recommended for
users. However, the multi-level association discovery method research needs to be further explored. More influ-
encing factors and technical means must be considered in improving the hit rate of product recommendations.
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HIGH-RESOLUTION HOLOGRAPHIC IMAGE RECONSTRUCTION BASED ON DEEP
LEARNING

FANGJU LI∗

Abstract. Aiming at the shortcomings of existing holographic reconstruction algorithms, which are complex and easily affected
by noise, this project proposes a semantic partitioning U-Net for high-resolution reconstruction. Firstly, a method based on the
edge-neural network is proposed to obtain more image semantic information and improve the model training effect. Secondly, the
effective channel attention mechanism of deep neural networks is introduced to enhance the attention to the detailed information
in the holographic image. This further improves the accuracy of the neural network. The convergence rate of the neural network
is accelerated by introducing a linear element with leakage correction. Experimental results show that this method can quickly
reconstruct phase and brightness images with better detail, better edge texture and flat background. Holographic images of various
sizes can be reproduced. The research of this project will lay a foundation for applying holographic image enhancement technology
based on deep learning.

Key words: Holography; High-resolution reconstruction; Channel attention mechanism; Terminal neural network; multi-scale
reconstruction

1. Introduction. The numerical reconstruction of holograms is a very crucial research work. Firstly, it
needs to transform the hologram, filter it +1 times, carry out operations such as unwrapping and phase com-
pensation, and finally realize the reconstruction of the hologram. However, conventional detection technology
is more complicated and easily disturbed by noise. So, it is necessary to find a fast and effective reconstruction
algorithm. In recent years, with the rapid development of neural networks and corresponding algorithms, it
has played a vital role in many industries such as industry, agriculture, medicine and so on with its convenient,
fast and efficient characteristics, and it also dramatically promotes the development of three-dimensional image
reconstruction. It is imperative to construct an end-to-end coaxial holographic reconstruction network that
can resist various optical path aberrations and has no restriction on the wavefront of the reference beam. High-
resolution holographic image reconstruction with deep learning is based on deep neural networks, which can
reconstruct low-resolution holographic images into high-resolution images. This method takes advantage of the
powerful capabilities of convolutional neural networks (CNN) and recurrent neural networks (RNN) in deep
learning to learn the features and structure of images, thereby achieving the reconstruction of high-resolution
holographic images. Specifically, this approach typically includes the following steps:

1. Data preprocessing: Convert the original low-resolution holographic image into a format suitable for input
into the deep learning model and perform necessary preprocessing, such as denoising, normalization,
etc.

2. Feature extraction: Use the convolutional neural network (CNN) in the deep learning model to extract
features from the preprocessed holographic image to extract high-level features of the image.

3. Super-resolution reconstruction: Use the deep learning model’s recurrent neural network (RNN) to perform
super-resolution reconstruction on the extracted high-level features to generate high-resolution holo-
graphic images.

4. Post-processing: Perform necessary post-processing on the generated high-resolution holographic image, such
as denoising, sharpening, etc., to improve the quality and visibility of the image. The high-resolution
holographic image reconstruction method of deep learning is a complex technology that requires a large
amount of computing resources and training data. It also requires understanding and mastery of deep

∗Department of Physics, School of Physics and Electrical Engineering, Weinan Normal University, Weinan, Shaanxi, 714099,
China (anty8366@163.com)
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Fig. 2.1: Principle of digital holographic recording.

learning models and algorithms.

Reference [1] describes a lightweight one-to-two network, which can reproduce both light intensity and bit
phase and is applied to digital image reconstruction. In literature [2], U-shaped networks were used to recon-
struct three-dimensional images, and the images were not affected by DC, twins and other factors. Reference
[3] introduced the attention mechanism into U-Net to achieve high-resolution cell reconstruction. In reference
[4], a multi-scale complete convolutional fusion network was constructed to reconstruct the three-dimensional
phase diagram of a single cell. Literature has some problems [5], such as low reconstruction rate, complex recon-
structed scenes and unclear boundaries. The existing studies only conducted simulation experiments, lacking
the real image test. This project will combine the end-to-end neural network with adequate channel attention
(ECA) based on U-Net architecture to improve reconstruction efficiency. This project proposes an end-to-end
neural network model based on U-Net to improve reconstruction efficiency further. Adequate channel attention
is introduced into the feature extraction layer. The method of leakage correction was used to improve the linear
cell activation function of the convolutional hidden layer. Then, an efficient and high-quality reconstruction
method of multi-scale hologram images based on skeleton structure is proposed.

2. Principles and methods.

2.1. Digital holographic wavefront recording and traditional reconstruction. The reference light
is coherently superimposed utilizing object-light wave transmission on the hologram. The interference fringe
pattern collected by CCD and a digital hologram are obtained. The principle of digital holographic recording
is shown in Figure 2.1 (the picture is quoted in the literature [6]).

Assuming that the density of the object surface is P (u0, v0), the complex amplitude of the object wave
reaching the holographic recording surface after coherent light irradiation is obtained by the method of angular
spectral diffraction.

P (u, v) = G−1

{
G [P (u0, v0)] exp

[
k
2π

η
s

√
1− (ηgx0)

2 − (ηgy0)
2

]}

G is the Fourier transform. G−1 inverse Fourier inversion. s is the distance from the surface of the object to the
projection plane of the hologram. P (u, v) = C(u, v) exp[kη(u, v)]. It is assumed that C(u, v) represents the light
wave amplitude of the object and η(u, v) represents the phase of the light wave of the object [7]. The complex
amplitude of the reference light on the hologram is called D(u, v) = Cd(u, v) exp [kηd(u, v)]. Where Cd(u, v)
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Fig. 2.2: Schematic diagram of digital holographic reconstruction.

represents the amplitude of the reference light wave and ηd(u, v) represents the phase. Then, the distribution
of light intensity on the recording surface of digital holography can be expressed as:

W (u, v) = |P (u, v) +D(u, v)|2 =

|P (u, v)|2 + |D(u, v)|2+
P (u, v)D∗(u, v) + P ∗(u, v)D(u, v)

|P (u, v)|2 represents information about the light intensity of the object and |D(u, v)|2 represents information
about the intensity of the reference light. The third project is to use conjugated light to regulate matter
waves. The fourth project is the study of conjugated optical properties of reference light sources [8]. Therefore,
the measured object’s amplitude and bit equality information are recorded in the digital hologram. The
reproduction principle of traditional digital holography is shown in Figure 2.2. The reconstruction of the image
is realized through the steps of illumination and zero-order interference, twin image elimination and phase
unwinding using regenerative light. The above processes are not included in reconstructing digital holograms
using deep neural networks, so they will not be described here.

Assuming that the copied light wave is A vertically irradiated plane wave H(u, v), then after irradiated
digital holography, the diffraction wave generated can be expressed as:

W ′(u, v) = H(u, v)W (u, v) = H(u, v)
[
|D(u, v)|2 + |P (u, v)|2

]
+

H(u, v)D∗(u, v)P (u, v) +H(u, v)D(u, v)P ∗(u, v)

From the diffraction equation of the angular spectrum, the light field of the reproducing object can be
obtained:

P (ui, vi) = G−1

{
G [W ′(u, v)] exp

[
k
2π

η
s

√
1− (ηgu)

2 − (ηgv)
2

]}

2.2. Neural network structure. The experiment was divided into two parts. The network structure
used in the first experiment is shown in Figure 2.3. Where U×Q is the proportion of the input image. U/2×Q/2
represents that the digital holographic image on the U×Q scale is 1/2 of the original scale after being maximized.
The rectangular frame is the characteristic graph obtained after processing each operation module [9]. The
number of channels on the current feature map is displayed above the rectangular box. Here, the input and
output represented by 1 are two gray images. Z1means that the number of channels in the current characteristic
mapping is not fixed and is given according to specific test requirements. 2Z1, 4Z1, etc., represent the current
number of characteristic graph channels is 2 times, 4 times, and Z1 so on. The network architecture comprises
five operation modules: hierarchical segmentation block, down sampling block, up sampling block, jump link
block, output convolutional layer and so on. See Figure 2.3 for a detailed description of each module.
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Fig. 2.3: Improved U-Net structure.

Fig. 2.4: HS-Block structure.

2.2.1. Dividing blocks by layers. This construct is shown in Figure 2.4. The core idea is to use a
3x3 convolution kernel to extract the feature map, perform Batch Norm and ReLU operations, and divide it
into five channels. The output of the first set is fed directly to the next level. The second set of images is
also extracted by a 3x3 convolutional network with a convolution kernel, and these images are evenly divided
into two sub-sequences [10]. The first sub-sequence is connected with the second sub-sequence, and finally, the
depth features are further extracted by convolution and the average segmentation is carried out until the fifth
set of images is completed. Finally, the output characteristic diagram is integrated and used as the input of
the next layer. The advantage of this method is that it reduces the redundant features based on reducing the
network structure and improves the operational efficiency and speed of the neural network.
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Fig. 2.5: A network of reconfigurable multi-scale digital holograms.

2.2.2. Pooled core subsampling. The lower sampling used the largest pool size, a 2x2 pool. Its primary
purpose is to reduce the scale of feature mapping, maintain helpful information, increase the perception field,
and, to some extent, prevent overfitting and reduce the difficulty of solving the network structure.

2.2.3. Using Nearest Neighbor Padding. The goal is to decode step by step to restore the original
image size. After up-sampling the image, the size of the image will be doubled.

2.2.4. Long Jump Connection. This operation connects the feature graph channels of the output of
the shallow network and the deep network together, and the result is used as the input of the next layer so that
the deeper network can retain useful shallow information while avoiding gradient disappearance and improving
network performance [11].

2.2.5. Output convolution layer. This is simply a combination of convolution and activation layers
used to produce a single-channel image.

The network structure used in the second experiment is represented in Figure 2.5. The U-Net in this
architecture is represented by the dotted boxes in the Figure 2.3 architecture and otherwise has the same
functionality as the corresponding modules in the Figure 2.3 architecture [12]. The numbers above the matrix
box represent the channels in the current feature graph. One represents the input and the output as grayscale
images, and 40, 20, and 20 represent the number of channels. They also indicate that C1 is 40, 20, and 20 in
the modified U-Net architecture. There are three levels from top to bottom [13]. The first level is a 256x256
three-dimensional image. Fix the current model parameters when done. A digital holographic image with a size
of 512x512 is passed through the two front and back network structures. Only the second network is learned,
and then the parameters of the second network are fixed. The three-level network architecture is added so
that every network can pass 640x480 digital holographic, while the three-layer network only needs to learn
the network parameters [14]. Since the following layer network can use the local characteristic map extracted
from the previous layer network, the number of all network parameters can be reduced. This network structure
can effectively solve the problem of multiple extractions of the same image, thus reducing the complexity of
modeling and realizing the reconstruction of images of different sizes.

2.3. Generation of data sets and network training. Digital holograms are generated when a computer
simulates digital holographic imaging. This project intends to scale up to 18,000 handwritten drawings in
the MNIST standard library to obtain amplitude information [15]. The 18,000 images of Chinese characters
are normalized and multiplied by 1.9π according to A particular proportion, that is, the wavelength of the
illuminated object is η = 632.8 nm, the distance between the illuminated object and the recording surface of
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Table 3.1: Simulation Environment Settings.

Name Settings

CPU Intel265GHz4 core

RAM 16G

SDD 500

OS Win10PersonalEdition

the hologram is s = 0.3086m, and the size of the recording surface of the hologram is 5 mm. The reference
light is parallel. The Angle of reference light with the x-axis and the Y-axis is set as π/2.02 and π/2, and the
sampling quantity is 256× 256, 512× 512, 640× 480. The complex amplitude distribution of object wave on the
digital holographic plane is obtained by formula (1), and then it coherently overlaps with the reference wave to
obtain 6000 digital holograms of different sizes. Five thousand cases were selected as training and 1000 as test
samples [16]. The training loss function uses the mean square error loss function, which represents the sum of
squares of errors at the corresponding points of the predicted and original data. The expression is

loseMSE =
1

n

n∑

i=1

(vi − v̄i)2

n represents the size of the photo. vi represents the amplitude information or the i value of the phase information
after reconstruction; v̄i represents i values associated with the initial data [17]. The weights are optimized by the
Adam optimization method. Measures were taken to end the training session early when mistakes were made
to avoid over-learning. A deep neural network learning framework based on NvidiaRTX2080Ti is constructed
by using Pytorch technology.

3. Case analysis.

3.1. Environment Settings. This project intends to use a convolutional neural network and BP neural
network for detection [18]. The above algorithms are compared under the experimental conditions given in
Table 3.1.

3.2. Experimental object of image reconstruction in laser holography. Five typical three-dimensional
images are selected for experiments to verify the universality of the algorithm [19]. Fifty images were selected
as simulation tests for different types of laser holograms. The representative image is shown in Figure 3.1.

3.3. Study on image reconstruction in laser holography. The reconstruction results of various stereo
images obtained by the three measurement methods are compared, and the results are shown in Figure 3.2. The
results show that the accuracy of laser hologram image reconstruction based on deep learning neural networks
is better than 95%. The advantages of laser holographic image reconstruction based on deep learning neural
network theory are proven.

3.4. Comparison of image reconstruction effects of laser holography. The reconstruction speed in
existing large three-dimensional images is also a significant problem. According to the analysis of Figure 3.3, it
can be seen that the reconstruction of the 3D stereo image reconstructed by the neural network method based
on deep learning takes about 20 milliseconds, the 3D reconstruction based on the BP network takes about 30
milliseconds, and the reconstruction of the convolutional neural network takes about 35 milliseconds.

4. Conclusion. A new idea of three-dimensional image reconstruction using a deep neural network is
studied. Its main objective is to improve image reconstruction accuracy in laser holography. The deep neural
network model is applied to the reconstruction of laser holographic images, improving the reconstruction effect
of laser holographic images. This will help the processing of laser holograms in the future. This project will
open up a new way to improve the image quality of laser holographic image reconstruction.
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Fig. 3.1: Experimental subjects of image reconstruction in laser holographic imaging.

Fig. 3.2: Image reconstruction accuracy of laser holographic imaging by different methods.

Fig. 3.3: Image reconstruction time in different ways in laser holography.
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OPTIMIZATION OF E-COMMERCE PRODUCT RECOMMENDATION ALGORITHM
BASED ON USER BEHAVIOR

YIFAN JI∗, LAN CHEN†, AND RUI XIONG‡

Abstract. In order to implement personalized recommendation algorithms for e-commerce, the author proposes a genetic fuzzy
algorithm based on user behavior to improve the sales, personalized recommendation, user satisfaction, and purchase matching
performance of e-commerce. Collect data based on e-commerce personalized preference recommendation information, extract the
associated feature quantities of personalized data for clustering processing, and then combine fuzzy B-means clustering method
to achieve e-commerce personalized recommendation. According to the individual preferences of e-commerce, the collected data
samples are fitted with differences and restructured, and a genetic evolution method is adopted for global optimization. The
experimental results show that the optimized genetic fuzzy algorithm used in this method has improved stability and accuracy
compared to the PSO method, with an accuracy increase of 4%. This proves that the algorithm can provide the services needed
by users more quickly and is an effective means.

Key words: Genetic algorithm, Personalized recommendations, Fuzzy clustering, User behavior

1. Introduction. The internet generates a massive amount of information every day, some generated
during purchases and some generated during page browsing. Behind this complex information lies the unique
behavioral characteristics of each internet user. If this information is well utilized, better services can be
provided more accurately for specific users [1]. With the skyrocketing amount of information on the Internet,
methods for analyzing this information face severe challenges. Therefore, it is of great commercial value to
analyze and predict user behavior through data mining and other related technologies, and directly recommend
the predicted results to users, providing personalized information recommendation services. In recent years,
after successful e-commerce models such as B2B and B2C, the O2O model has for the first time connected
online virtual operations with offline physical stores, indicating that internet technology has further spread
to people’s daily lives. Multiple internet giants are actively participating in the O2O business. In July 2015,
Baidu announced an investment of 20 billion yuan in the O2O field within three years, indicating its level of
importance. In this context, the daily transaction volume of the Internet will increase, and e-commerce will be
the most important market in the future [2].

However, the increasingly serious problem of information overload still troubles internet users. Selecting
information that users are interested in from the ocean of data is like finding a needle in a haystack. At the same
time, it is difficult to distinguish the accuracy and authenticity of information. Due to limitations in one’s own
abilities and concerns about expenses, a large amount of information actually brings confusion and confusion
to users. In fact, what consumers want is not the amount of information, but the information tailored to their
personal interests and hobbies. In recent years, internet companies have shifted their approach from passively
providing information to actively guessing what information users need. Nowadays, whether using apps to
listen to music or online shopping, there is a ”guess what you like” section for personalized recommendations.
The rapid development of e-commerce has prompted e-commerce websites to provide higher quality services
and more professional information. Personalized services are an important research direction in the field of e-
commerce. Currently, e-commerce platforms that only passively provide information services are no longer able
to establish themselves. Only by actively attracting users and providing the goods and services they need can
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they attract users. Driven by this emerging business model with billions of users, new science and technology
have been continuously developed, and recommendation systems have played a crucial role in it [3].

From a research perspective, the massive amount of data brought by the Internet has led to the emergence
of a new research model, which has shifted from studying actual experimental objects to analyzing virtual data.
In this model, the dependence on theory is not very sensitive, and there are some problems that cannot be
accurately explained in theory, but have been proven effective in practical applications. This research method
is a breakthrough attempt, it not only prompts the academic community to re-examine research methodology,
but more importantly, it itself promotes the progress of current science and technology [4].

From a business perspective, accurate recommendation algorithms can better personalize marketing for
users. When placing advertisements on a page, if recommendations are made based on the user’s recent
browsing data, it can improve the accuracy of advertising placement. On shopping websites, corresponding
recommended products can also be provided based on users’ recent purchasing behavior to increase sales. It
can be seen that high-performance recommendation algorithms can generate significant economic benefits for
both advertising and e-commerce businesses.

From the perspective of internet users, with the emergence of recommendation systems, we don’t have to
waste a lot of time finding things we are interested in from search engines or merchant lists. Instead, data
providers can directly push recommendation results to us through recommendation systems on the page. This
is not only an efficient way for users to obtain the required information, but also a pleasant user experience.

2. Methods.

2.1. E-commerce personalized recommendation information model and feature extraction.
(1) Personalized information transmission. Extract user personalized consumption data based on e-commerce

correlation features, obtain fuzzy decision functions, construct non-linear mapping ∅ : n ∈ Rn → Q to
represent user personalized guidance space, combine data information with decision functions, and use in-
telligent algorithms to map to feature space F[5]. Assuming the e-commerce recommendation sample set is
{(a1,m1), (a2,m2), ..., (an,mn)}, the personalized feature quantity ai ∈ Rn represents the model input vector,
mi ∈ Rn represents the target test value, and n represents the quantity, the personalized recommendation
objective function is calculated:

min imize
1

2
||w||2 +

n

B
i=1

(Ji + J∗
i )

subject to m1 − (w′
∅(ai) + b) ⩽ ε− Ji

(w′
∅(ai) + b)−mi ⩽ ε− Ji

JiJ
∗
i ⩾ 0, i = 1, 2, ..., n;B > 0

(2.1)

In Equation 2.1, Ji and J∗
i are ontology attributes and association rule variables, and the cost factor

is represented by B. The difference function is obtained by using control optimization method as shown in
Equation 2.2.

Q(a) =

n∑

i=(ei−e∗i )
F (ai, aj) + b (2.2)

In Equation 2.2, ei and e
∗
i represent personalized attribute values and the number of Tem plate categories,

while the symmetric kernel function F (ai, aj) represents the recommendation threshold. Based on the preference
information in the database Web cloud, adaptive optimization is performed to extract the information multipath
gradient map and obtain the conduction model a1, a2, a3, a4, which is represented as:





a1 = L1 − u
a2 = L2 − u
a3 = L3 − u
a4 = u

(2.3)
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In Equation 2.3, u represents the genetic fuzzy clustering correlation attribute, and the domain of informa-
tion subspace dimension is Ω. Extract associated data and feature quantities based on e-commerce information,
establish labels, and analyze group interaction relationships.

(2) Extraction of associated feature quantities. The personalized preference data is fitted with sample
differences and restructured to extract associated feature quantities, x(s), s = 0, 1, ..., n−1, representing the time
series of feature quantities in the user area. Under the constraints of relevant rules, the structural distribution
function obtained is:

Ebu(b1, b2) =T · Length(b) +m ·Area(inside(b)) + P1

∫
inside(b)|i− b1|2

+ P2

∫
outside(b)|i− b2|2dadm

(2.4)

In Equation 2.4, b1 and b2 are the adaptive feature coefficients, Length (b) is the length coefficient, and
Area (inside (b)) is the size of the feature region; Construct a feature vector set and control decision function,
with a mixed kernel function as shown in Equation 2.5.

Fmin = µFpoly + (1− µ)Frbf , µ ∈ (0, 1) (2.5)

In Equation 2.5 Fpoly = [(a · ai + 1)]2, the preference trust kernel function FRBQ = exp(−a||a − ai||2) is
RBQ, and the adaptive clustering process is recommended under the rule, resulting in:

Qlg−c(o) = (Qlg(o), Qlg−a(o), Qlg−m(o)) = (Qlg(o), h
∗
a(o)) (2.6)

In Equation 2.6, Qlg(o) is the user’s project rating value, and a quadruple is obtained based on the associated
features:

max

{
|bh(z)− bh(z) ∩ bh(z2)|+ |bh(z) ∩ bh(z2)|
|bh(z2)− bh(z) ∩ bh(z2)|+ |bh(z) ∩ bh(z2)|

}
= max

{
bh(z)

bh(z2)

}
⩽ ∆ (2.7)

In Equation 2.7, bh(z) is a regular coefficient with correlation, which facilitates the extraction of data
correlation features.

2.2. Optimization of personalized recommendation algorithms for e-commerce.
(1) Genetic evolution optimization method. Personalized data association feature extraction is based on

sample difference fitting and structural restructuring. The author uses genetic fuzzy clustering method to ex-
tract association features based on kernel function construction. Utilizing the advantages of genetic algorithms,
global optimization control is performed on potential user preference variables. The following Equation 2.8
expresses the meaning of the genetic evolutionary control function:

mi = Tmi(1−mi) (2.8)

In Equation 2.8, T is a personalized recommendation control parameter, and the construction of mi ∈ [0, 1]
random numbers is completed. Assuming that in a fuzzy clustering space W, u is the mutated individual,
t = {L1, L2, ..., Lw} is the population, Ldi (s)(i − 1, 2, ..., w) represents the user’s search for individual i using
latent features in the dimension space W, V wi (s)(i = 1, 2, ..., t) is the optimization speed of individual i, Lwbest(s)
represents the best position of individual i, and Gwbest(s) represents the optimal solution, in the process of
genetic evolution, the expression for optimizing individual extremum and global extremum at each iteration is:





Nw
i (s+ 1) = A ·Nw

i (s) +B1 ·R1(L
w
best(s))

−Lwi (s) +B2 ·R2 · (Gwbest(s)− Lwi (s))
Lwi (s+ 1) = Lwi (s) +Nw

i (s+ 1)

(2.9)

In Equation 2.9, the conduction coefficient and correlation eigenvectors of particle i at the current and next
time points are Nw

i (s), N
w
i (s+ 1), and Lwi (s), L

w
i (s+ 1); In the formula, B1 and B2 represent learning factors,
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with values between -25 and 25; The search radius and threshold of genetic fuzzy clustering are represented by
R1 and R2, respectively, and are randomly selected[6]. Combining genetic fuzzy clustering optimization with
A, a recommended adjustment formula is obtained in interval [Amin, Amax]:

A(s+ 1) = 4.0w(s)(1−A(s)) (2.10)

A(s) = Amin + (Amax −Amin)A(s) (2.11)

The personal universality analysis of e-commerce users is based on the value of the inertia factor in Equation
2.11 and the convergence control of the pattern neural network recommendation process.

(2) Data information mining and clustering processing. Cluster the obtained personalized preference data
and combine it with B-means to extract quadruples represented by {E1, E2, ..., Ep}. Extract the conduction
control model under the premise of controlling constraint variables:

γ′desira = γ1 ·
Densityi∑
iDensityi

+ γ2
Y Li
Y Linit

(2.12)

{
γ1 + γ2 = 1, γ1, γ2 ∈ [0, 1]

γ2 = maxi(Y Li)−mini(Y Li)
Y Linit

(2.13)

Introducing radii R1 and R2 into cluster learning, the recommendation process update Equation 2.14 is
obtained, with Ri(s) ∈ (0, 1), i = 1, 2 in Equation 2.14. The phenomenon of using fuzzy clustering method to
jump out of the optimal value and merge with user rating measurement is described by Equation 2.15:

Ri(s+ 1) = 4.0Ri(s)(1−Ri(s)) (2.14)

Nw
i (s+ 1) = 4.0Nw

i (s)(1−Nw
i (s)) (2.15)

Nw
i (s) = Nmin + (Nmax −Nmin)Nw

i (s) (2.16)

ρi(f, l) =
γ(f)σfldl(os+1)µs+1(l)∑V

f+1

∑V
l+1 γs(f)σfldl(os+1)µs+1(l)

(2.17)

The range of pheromone values for mutated individuals in Equation 2.16 is represented by [Nmin+Nmax].
Under the constraint of association rules, Equation 2.17 represents the clustering center of the association
feature quantity, where t+1(j) is the number of nodes, dl(os+1) is the coefficient point set, and yfl is the score
measurement information. The genetic evolution algorithm is used to calculate the variance δ2 and determine
whether δ2 < H is valid. In order to achieve personalized recommendation in e-commerce, genetic evolution
and optimization processing are combined with clustering algorithms to determine whether the convergence
criteria are met [7].

2.3. Introduction to User Group Behavior Analysis Platform. The process of the product recom-
mendation function platform, as shown in Figure 2.1, is mainly to provide users with personalized product
recommendation services [8,9]. Users log in to the platform to browse products (the products they browse
are basically of interest to the user), and obtain the parameters and prices of the products, at the same time,
understanding the type of product, regardless of whether the end user has successfully purchased, the user
transaction database will record information such as product number, product type, and matching. The
platform is divided into the following three modules to present the user behavior data analysis process:
1) User behavior tracking module: By tracking the user’s clicking, browsing, bookmarking, storing and other

behaviors on the website, the product data and browsing customer data are transformed into user
purchasing behavior operation data, and users are grouped for the first time through log data;
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Fig. 2.1: Process of Product Recommendation Function Platform

2) Data mining module: Analyze user log data using traditional algorithms and improved fuzzy algorithms
based on genetic algorithms, and obtain association rules for frequent items of users respectively. This
can uncover the rule habits of users in their recent behavior;

3) Result display module: By using the user behavior tracking module to group user data, as well as the
association rules of products analyzed by the data mining module, based on similarity vector comparison
of user similarity, gather similar rule users, and make Top-N recommendations based on the similarity
comparison results [10,11].

3. Experiments and Results. Using Matlab7 to design matrix simulation experiments, the data used
in the experiments were all sourced from publicly available online data from JD.com and Alibaba, mainly
to verify the accuracy and convergence of personalized e-commerce recommendations[12]. According to the
simulation experiment parameters, Q=41 is set as the clustering center, the fuzzy control parameters are set to
b1 = 124, b2 = 364, the e-commerce simulation time is 2 minutes (120 seconds), and 3120 iterations are run. In
the W individual dimension space, the number is set to 1040, and the population size is 10. The experimental
parameters are set to start the simulation analysis.

Test the sample information collected from e-commerce users and compare the convergence of traditional
methods with the experimental process to obtain a comparison curve, as shown in Figure 3.1.

The comparison results of Figure 3.1 show that the author’s use of e-commerce personalized recommendation
has a very good response in terms of user recommendation satisfaction and information accuracy, which fully
reflects the good performance of e-commerce personalized recommendation[13]. Analyzing and comparing
personalized e-commerce recommendation methods with traditional methods, and comparing PCA algorithm
with PSO, the results are shown in Figure 3.2.

The above experimental results indicate that in the personalized dimension space W of e-commerce person-
alized recommendation, the collection and setting of all experimental data, and the experimental process are
compared with traditional methods. E-commerce personalized recommendation provides accurate user infor-
mation recommendation, promotes transaction completion, and greatly improves efficiency[14]. It is confirmed
that genetic evolution method is combined with B-means in global optimization, and preference data is clustered
to achieve personalized recommendations for e-commerce. User satisfaction and accuracy are also reflected in
Figures 3.1 and 3.2.

By collecting and analyzing a large amount of test data, three constructed methods were used for product
recommendation, and the experimental data results shown in Figures 3.3 and 3.4 were obtained.
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Fig. 3.1: Comparison of personalized recommendation curves for e-commerce

Fig. 3.2: Comparison of satisfaction with personalized e-commerce recommendations

Figure 3.3 shows the accuracy distribution of some users. It can be seen that in a small number of users,
the accuracy difference between the PSO method and this method is not significant. However, as the number
of users increases, this method demonstrates its advantages of high efficiency and accuracy [15].

Figure 3.4 shows the distribution of recall rates for some users. Similarly, it can be seen from the figure
that when the number of users is relatively low, both accuracy and recall rates do not show the advantages
of the algorithm. As the number of users increases, the improvement in system performance after algorithm
optimization can gradually be seen. This also fully demonstrates that the results of big data analysis are more
accurate and effective.

Finally, the author performed simple average calculations on a large amount of accuracy and recall data,
and obtained experimental results as shown in Table 3.1 by calculating the time complexity of the three methods
during operation.

Due to the fact that in the PCA model, the entire system does not display the function of product rec-
ommendation, but only conducts data analysis on the use and purchase of products, and presents the analysis
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Fig. 3.3: Partial user usage accuracy chart

Fig. 3.4: Partial User Function Recall Rate Chart

results to users in the form of bar charts or pie charts, therefore, in the PCA model, users need to rely on these
analysis data to determine the products that are suitable for their own configuration, thus unable to provide
time complexity [16].

As can be seen, for the PSO method, the author uses traditional incremental mining algorithms to optimize
the entire system, and the accuracy and recall of the product recommendation function have greatly increased.
However, for the data platform Storm used in the system, traditional algorithms need to be compatible with
its segmented data processing method and massive scanning times, which greatly increases the time and space
required, the operating cost of the system has also generated tremendous pressure, therefore, the minimum time
complexity of the matching algorithm is O(n). For this method, a half search is used, so the time complexity
of the matching algorithm is set to 0 (1gn). Considering the cost, both types of time complexity are acceptable,
but the system pursues higher efficiency. Moreover, Table 3.1 shows that the accuracy and recall of this method
have also been improved to a certain extent compared to the PSO method. Therefore, considering all indicators
comprehensively, this algorithm has indeed played an important role in improving product recommendation
effectiveness [17,18,19,20].

From the above data analysis, it can be seen that the PSO method, using traditional incremental mining
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Table 3.1: Comparison of evaluation indicators for three experimental methods

PCA model The method of this paper PSO model

Accuracy 0.14 0.68 0.72

Recall 0.19 0.70 0.76

Time complexity Not have O(n) O(lgn)

algorithms, has already achieved very good results in mining user preferences, and can more accurately and
efficiently recommend products to users compared to before. And this method utilizes the optimized genetic
fuzzy algorithm, which has improved stability and accuracy compared to the PSO method. More importantly,
it greatly compresses the system’s running time in terms of time cost, and can provide the services needed by
users more quickly. It is an effective means.

4. Conclusion. The collection of personalized e-commerce data is sourced from publicly available data
from JD.com and Alibaba. The author restructured the data and fitted the sample difference, then optimized
and extracted the associated feature quantity, which was processed using the B-means clustering method to
achieve personalized e-commerce recommendations. The author confirmed the effectiveness and stability of this
recommendation method through experimental results. The effect of using weight increment mining is better
than that of general mining, and it is also more efficient and fast. The accuracy of this experiment is as high as
72%, and the recall rate is as high as 76%, which is more accurate than other recommendation methods. Based
on the above experimental methods, it can be proven that the algorithm optimized product recommendation
method used by the author is an effective product recommendation strategy and has basically achieved the
expected results.
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APPLICATION OF MULTI-OBJECTIVE OPTIMIZATION ALGORITHM BASED ON
ARTIFICIAL FISH SCHOOL ALGORITHM IN FINANCIAL INVESTMENT PORTFOLIO

PROBLEMS

HONGXING ZHANG∗

Abstract. In order to comprehensively measure these two indicators and make reasonable portfolio investment decisions,
the author proposes using swarm intelligence optimization algorithm - artificial fish swarm algorithm to solve multi-objective
investment portfolio problems, and has achieved good results. In order to verify the effectiveness and superiority of the artificial
fish school algorithm, the author used MATLAB programming to conduct simulation experiments using AFSA algorithm and
genetic algorithm (GA), and compared the results obtained. The results show that compared to the GA algorithm, the artificial
fish school algorithm can obtain better investment portfolio decision-making solutions for investing in five types of assets, making
investment returns as large as possible while minimizing risks, indicating the efficiency and superiority of the algorithm in solving
multi-objective investment portfolio problems.

Key words: Artificial fish school algorithm, Multi objective optimization algorithm, Financial investment, Combinatorial
problem

1. Introduction. With the continuous development of the market economy in today’s society and the
increasingly fierce social competition, the competitive field of asset investment has gradually penetrated into
various industries and even people’s daily financial life. However, when investing, there will inevitably be
complex multi-objective investment portfolio problems, which cannot avoid complex calculations, therefore,
in the face of the difficulty that existing mathematical programming methods cannot directly solve multi-
objective investment portfolio problems, the author considers solving this problem from the perspective of
highly efficient swarm intelligence optimization algorithms that have emerged and developed in recent years,
which involves handing over a large amount of complex computational work to computers to complete. The
so-called optimization algorithm basically describes search or rule based strategy or specific process, and gets
the solution which can achieve user expectation by some search rules and channels. The theoretical research and
practical application of optimization algorithms have made great progress, and many scholars have attempted to
apply them to solve various engineering optimization problems. Many studies have shown that their problem-
solving ability is higher than other traditional algorithms, and they have achieved good results, especially
in combinatorial optimization problems. Therefore, people insist on innovative research on the theory and
application of optimization algorithms. The author chooses a new type of swarm intelligence optimization
algorithm - artificial fish swarm algorithm for research and applies it to solve practical problems [1]. The
artificial swarm algorithm adopts a new method which is different from other optimization algorithms. There
are some differences between the specific implementation of algorithms and the overall design idea, compared
to the design method and the solution. However, it can also be combined with other traditional methods.
AFSA does not require the initial values, measurement values, or properties of the target function. It has the
potential to overcome local weaknesses and globalization. It is precisely because of the excellent characteristics
that artificial fish swarm algorithm has attracted great interest and extensive attention from researchers from all
walks of life at home and abroad since it has been applied. At present, the research and application of artificial
fish swarm algorithms have entered many disciplines and been used to solve practical problems. This conclusion
has become a research topic with high research value.So far, although the artificial fish school algorithm has
been studied and applied by many scholars in related fields, its application scope and improvement work on
the algorithm itself still need further improvement and expansion. Therefore, the author’s research on using
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artificial fish school algorithms to solve multi-objective investment portfolio problems has important theoretical
significance and practical application value for both the field of economics and computer science [2]. At the
same time, it is also a preliminary exploration of the application of artificial fish swarm algorithm in the field
of multi-objective investment portfolio.

Artificial Fish Swarm Algorithm (AFSA) is an intelligent swarm algorithm based on the behavior of fish
game, which simulates the basic behavior of animals.Since its proposal, AFSA has received widespread attention
from domestic and foreign researchers, as well as in-depth research and practical applications. So far, there
have been hundreds of relevant references on the research and application of AFSA, indicating the significant
influence of this algorithm both domestically and internationally. Related studies have shown that although
the artificial fish swarm algorithm has many superior characteristics, it still has some shortcomings, such as
low solving accuracy, being trapped in local extremum and low efficiency, and slow convergence speed in the
later stage. In response to these shortcomings, scholars have adopted different design methods for exploratory
research and improvement, making the algorithm more effective in solving practical problems.

In the process of capital market, rational investors will decide how to allocate some risk factors which they
hold in an appropriate way, in order to achieve the goal of increasing risk as much as possible and obtaining
the maximum funds.How to comprehensively measure the two main factors that constrain capital investment,
namely investment risk and investment return, and make reasonable portfolio investment decisions, this also
leads to a multi-objective investment portfolio problem. And this problem belongs to a complex nonlinear
programming problem, which is difficult to be effectively solved by traditional algorithms. Therefore, the
author proposes to use swarm intelligence optimization algorithm - artificial fish swarm algorithm to solve
multi-objective investment portfolio problems, and has achieved good results [3].

2. Methods.

2.1. Multi-objective investment portfolio problem and its model. Assuming there are n assets Si
(i=1,.., n) available for investors to choose from in the market, with an existing amount of M of funds used
for a period of investment. The average return on purchasing Si during this investment period is ri, and the
expected risk loss rate is qi. There is a certain level of risk in the investment process. Consider using the largest
risk among n assets to measure overall risk. Assuming that a certain transaction fee needs to be paid when
purchasing an asset, let the transaction rate paid for purchasing Si be pi. When the purchase amount does
not exceed the given value ui, the transaction fee will be calculated based on ui; Furthermore, assuming that
the deposit interest rate deposited into the bank is fixed [4]. Establish the following multi-objective investment
portfolio model, assuming that the proportion of funds for purchasing asset Si to the total M is xi, the required
transaction cost is:

T (xi) =





0, xi = 0

uipi, 0 < Mxi ⩽ ui

(Mxi)pi,Mxi > ui

(2.1)

The total net income during an investment period is recorded as V:

V =

n∑

i=1

(Mxiri − T (xi)) (2.2)

For an investment period, the overall risk (taking the maximum risk) is recorded as R:

R = max{Mxiqi
1⩽i⩽n

} (2.3)

In order to maximize returns and minimize risks, the mathematical model for the multi-objective investment
portfolio problem is:

max v = max{
N∑

i=1

(Mxiri − T (xi))}

min R = min{1 ⩽ i ⩽ n{Mxiqi}}
(2.4)
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2.2. The principle of artificial fish school algorithm . The main idea of the Artificial Fish Swarm
(AFSA) algorithm is that in the body of water, the area where fish are most abundant is usually the area with
the most nutrients. This decision is based on these characteristics to simulate the food, crowd, end-to-end
collisions, and behavior of fish schools, in order to achieve global development.

(1) Individual definitions of artificial fish. The individual state of artificial fish can be represented as a
vector X = (x1, x2, ..., xn), where xi (i=1, 2, n) is the variable to be optimized; The food concentration at the
current location of the artificial fish is expressed as Y=f (X); The distance between artificial fish individuals is
expressed as dij = ||Xi −Xj ||; The maximum number of attempts per foraging for artificial fish is trynumber,
the perceived distance for artificial fish is visual, the maximum movement step for artificial fish is step, and the
crowding factor is δ[5,6].

(2) Description of artificial fish behavior.
Foraging behavior: Set the current state of the artificial fish to Xi, and randomly select a state Xj within its

perceptual range (visual), if the food concentration in this state is better than its current state, the
artificial fish will move one step forward in that direction; On the contrary, randomly select state Xj

again to determine whether the forward condition is met. After repeated attempts at trynumber, if
the condition is still not met, randomly move one step.

Crowding behavior: Set the current state of artificial fish toXi, explore the number of (dij < visual) partners nf
and their central position Xc in the current field, if Ycnf < δYi, it indicates that the food concentration
at the center position is better than the current state and not too crowded, and the artificial fish moves
forward towards the Xc position. Otherwise, they perform foraging behavior [7].

Tail chasing behavior: Set the current state of the artificial fish to Xi, and explore the optimal partner Xmax

in the current field, if Ymaxmf < δYi, it indicates that the food concentration at the partner’s location
is better than the current state and the surrounding area is not too crowded. If not, the artificial fish
will move forward towards the Xmax position. Otherwise, they will engage in behavioral activities.

Random behavior: This behavior is easy to execute and is the original behavior for the behavior.
Report board: used to record the status of the best fishermen. During the refining process, each artificial fish

compares itself with the status of the reports. If the status of the news report itself is improved, it will
be adjusted to its own status so that the news report can record the best events in history.

2.3. Multi-objective investment portfolio problem based on AFSA algorithm.
(1) Model optimization. For the solution of the multi-objective investment portfolio problem described by

the author, the following method can be used to first transform it into a single objective problem, and then solve
it: Set weights ρ for the weight of the total net investment return, then 1− ρ weighting the overall investment
risk (0 ⩽ ρ ⩽ 1) , so the above multi-objective investment portfolio model can be transformed into a single
objective model as follows:

max F (x) = ρ× V + (1− ρ)(−R)

max F (x) = ρ×
N∑

i=1

(rMxi − T (x)) + (1− ρ)× (max
1⩽i⩽n

{Mxiqi})

s.t.





N∑
i=1

xj = 1, 0 ⩽ xi ⩽ 1(i = 1, 2, ..., n)

0 ⩽ ρ ⩽ 1

(2.5)

For the model ρ investors can make appropriate adjustments based on their own situation to obtain appro-
priate investment portfolio decisions [8].

(2) Steps for solving the model. The steps to solve multi-objective investment problems using AFSA algo-
rithm are as follows:
Step 1: Start the size of artificial fish stocks, automatically create N artificial fish stocks, set the requirement

for the algorithm, including the quantity of simulation and simulation of artificial fish stocks movement,
the detection by artificial fish stocks, the large-scale step artificial fish stocks movement, and the crowds
are equal δ the maximum number of iterations to achieve the algorithm.
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Fig. 2.1: Steps for solving multi-objective investment portfolio problems using AFSA algorithm

Step 2: According to the mathematical model of multi- objective investment problem, set up the food concen-
tration function of the algorithm.

Step 3: Sample the current menu of all the fake fishermen and list the status of the best person on the poster.
Step 4: Each artificial fish acts as a laborer, crowded, and tailor -made, chooses the best practices, and modifies

its own state.
Step 5: After the update, each fake fish will compare its status with the reports. If the effect is greater than

the sign, the status of the sign will be adjusted.
Step 6: Determine the decision for the algorithm. If iteration termination condition is met, output the calcu-

lated result; output otherwise, continue with step 4.
Figure 2.1 shows the steps to solve a multi-objective investment portfolio problem using the AFSA algo-

rithm.

3. Simulation experiments. In order to verify the effectiveness and efficiency of the artificial fish school
algorithm, the author made a simulation of AFSA algorithm and genetic algorithm (GA) using MATLAB
programming, and compared the results. There are five investment assets available for selection, with a total
investment amount of M of 1000 yuan. The data on the return rate, risk loss rate, and other factors of each
asset are shown in Table 3.1 [9].

The parameters of artificial fish school algorithm were set fish school size of 50%, the quantity of iterations
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Table 3.1: Relevant data of various investment assets

Si ri qi pi ui

S1 29 2.6 1.1 104
S2 24 5.6 4.6 53
S3 22 1.6 2.1 199
S4 6 0 0 0
S5 26 2.7 6.6 41

Table 3.2: Different ρ optimal investment portfolio corresponding to the value

ρ x1 x2 x3 x4 x5 V(%) R(%) F(x)

0.0 0.000 0.000 0.000 1.000 0.000 5.00 0.00 0
0.1 0.2882 0.0825 0.3876 0.0029 0.2393 21.105 0.721 14.63
0.3 0.6786 0.3125 0.000 0.0092 0.000 24.146 1.697 60.57
0.5 0.8668 0.0094 0.0147 0.0136 0.0959 25.135 2.168 114.85
1.0 1.000 0.000 0.000 0.000 0.000 27.01 2.51 270.01

Fig. 3.1: Different ρ optimal investment portfolio corresponding to the value

of 100%, observed = 2.5%, moving step size = 0.4%, and population coefficient. respectively. δ=0.618, and
detection calculation=100; Using MATLAB programming to adopt different risk ρ Resource allocation method
is shown in table 3.2 and Figure 3.1.

From Table 3.2, it can be seen that for multi-objective investment portfolio problems, under different
risk preferences, the artificial fish school algorithm can obtain better fund investment portfolio schemes. The
simulation experiment results show the effectiveness and feasibility of AFSA algorithm to solve such problems.
The range of iterations for genetic algorithm used for comparison is N=100,with a crossover probability of 0.8,a
mutation rate of 0.01%,and a population size of P=100;The comparison of investment portfolio schemes based
on the calculation results is shown in Table 3.3 and Figure 3.2 (assuming ρ= 0.5).

From Table 3.3, it is evident that for investing in five types of assets, compared to the GA algorithm, the
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Table 3.3: Comparison of Investment Portfolio Plans

x1 x2 x3 x4 x5 V(%) R(%)

GA 0.9073 0.0022 0.0008 0.0893 0.0009 25.008 2.269
AFSA 0.8668 0.0094 0.0147 0.0136 0.099 25.135 2.168

Fig. 3.2: Comparison of Investment Portfolio Plans

artificial fish school algorithm can obtain better investment portfolio decision-making solutions, maximizing
investment returns while minimizing risks, indicating the efficiency and superiority of the algorithm in solving
multi-objective investment portfolio problems [10].

4. Conclusion. The author proposed to study and apply the artificial fish school algorithm to multi-
objective investment portfolio problems, and achieved good results through MATLAB programming. Exper-
imental results show that this algorithm performs very well in solving such problems, but as a new type of
optimization algorithm, there are still some shortcomings.Therefore, further research and improvement are
needed to improve the performance of solving such problems when there are a large number of assets and
investment funds.
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OPTIMIZATION ALGORITHM FOR GREEN ENVIRONMENT DESIGN BASED ON
ARTIFICIAL INTELLIGENCE

KAI QIAN∗

Abstract. In order to build energy-efficient commercial buildings in bustling urban centers and utilize passive means such
as natural ventilation and natural lighting as much as possible to improve indoor environmental quality, the author proposes a
green environment design optimization algorithm based on artificial intelligence. Taking Building A as an example, simulation
technology was used to optimize the performance of the enclosure structure, anti condensation in the glass atrium, and natural
ventilation during the transition season. The sunlight and shadow simulation software BSAT was used to simulate the mutual
occlusion and self occlusion of the building. It was found that external rolling shutters were not required for shading the facade
between axes L2-L5 and 3-9. Using DeST-C, the energy consumption and investment of south facing, east facing, and west facing
envelope structures were compared when using different types of glass. Combining economic efficiency and energy-saving effects,
the optimal southbound enclosure structure scheme for this building is to use Low-e membrane coated hollow double glass with ten
horizontal louvers for external shading; It is recommended to adopt the scheme of hollow double glass (Low-e membrane) or hollow
double glass (Lowe membrane)+external roller shutter in the east-west direction. It is worth noting that for east-west oriented
glass, the Lowe film should be low permeability, mainly to improve the thermal performance in winter and reduce the radiation
heat gain in summer. Using DeST-C for simulation 2 calculation, it was found that when the thermal performance of windows
increased from 3.0W/(m2. K), shading coefficient 0.7 to 2.0W/(m ◦ K), and shading coefficient 0.5, the maximum cold and heat
load of the building and the cumulative consumption of cold and heat throughout the year were significantly reduced, providing
an effective reference for solving problems.

Key words: Artificial intelligence, Green environment, Design optimization algorithms, Energy saving, Enclosure structure

1. Introduction. Due to the high-density agglomeration of urban population and pollution caused by
production and daily life, the ecological environment of urban residential areas is increasingly valued by people
[1]. Green environment design is an important means of ecological environment design. Green environment
design for residential areas can fully improve the climate characteristics of residential areas, and achieve unity
and harmony with nature in the living environment of residential areas. Generally speaking, the form of green
environment design in residential areas includes grassland greening, tree (tree, shrub) greening, balcony and
terrace greening, interior and exterior corridor greening, exterior wall greening, roof platform greening, and
indoor greening. It is a three-dimensional and all-round green environment. In residential areas, grasslands
not only provide recreation, but also provide a broad view and become the center of public activities, serving
as the ”breathing space” of residential areas. But in some current residential areas, developers have made the
central green space area too large in pursuit of grandeur, and there is a lack of coordination between shrubs
and trees. Due to the limitation of the overall plot ratio, residential areas have reduced the green coordination
of the adjacent green spaces, on the other hand, there is a lack of trees to shade the sun, resulting in a lack
of humanized space in the central green space, which lacks a lot of fun and even becomes purely a decoration.
Trees can absorb dust and noise in residential areas, reduce wind speed, preserve soil and water, and block the
scorching sun in summer. On the landscape, it can enclose the space and block the view. Meanwhile, the oxygen
production of trees is significantly higher than that of grass. When selecting tree species, attention should be
paid to selecting trees that are suitable for the local climate, soil, and hydrological conditions, emphasizing
the combination of common and precious tree species, the combination of deciduous and evergreen trees, the
arrangement of tree clusters and clusters, and the selection of tree size, height, and morphology. The ecological
environment of balconies varies greatly due to differences in their enclosed form, orientation, height, and shape.
The main way of balcony greening is to place potted flowers inside the balcony and on the concrete handrails
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of the railing, and to build various types of planting slots in sync with the civil engineering project. It can
be installed around and along the balcony railing, and can also be combined with the solid balcony railing
to form a flower hopper groove shape. At the same time, various planting pots can be hung on the hanging
board of the railing, which not only enriches the shape of the balcony railing, but also increases the function of
planting flowers. At the same time, by setting up greenery on balconies and terraces, the building facade can
be enriched, adding a moving and bright color to the building. In architectural design, flower beds and racks
can be set up on balconies and terraces, with potted plants as the main greenery, accompanied by climbing
plants, which should have strong ornamental value and can generally be floral plants.

Currently, energy conservation and improving indoor environmental quality are receiving increasing at-
tention in architectural design. How to build energy-efficient commercial buildings in bustling urban centers
and make the most of passive means (such as natural ventilation, natural lighting, etc.) to improve indoor
environmental quality is of great significance for the sustainable development of China’s construction industry.
In the current development process of large-scale commercial buildings, due to excessive pursuit of aesthetic
effects and consideration of eye-catching benefits in the early stage of investment attraction, glass curtain walls
are extensively used as facade elements in building design, but the thermal effects and reasonable selection of
glass curtain walls are not fully considered, often leading to the deterioration of building thermal performance,
increased initial equipment investment, and high energy consumption of air conditioning system operation. At
the same time, the summer solar radiation near the glass curtain wall is strong, and the average indoor radiation
temperature is high; In winter, when the temperature is low and the radiation is strong, the indoor thermal
comfort will significantly decrease. In addition, for the deep interior area, it is also necessary to consider how to
effectively organize ventilation and cooling during the transitional season and improve indoor thermal comfort.

In order to avoid the problems that glass curtain wall buildings are prone to in building A, the author
fully implemented the concept of energy-saving design in the early design stage, adopted advanced computer
simulation technology, optimized the enclosure structure and passive natural ventilation design, and achieved
certain results [2,3].

2. Methods. Project A is one of the renovation and construction projects for the commercial area on the
west side of Xidan North Street in City A. It is located in the bustling center of the city, with a land area of about
16700m2 and a building area of about 200000 m2. The design requirements meet various commercial activities
such as large-scale commercial, high-end office, catering, entertainment, and hotels. The entire building is
lightweight and transparent, using a large number of glass components to enhance the integration between
humans and the natural environment; In addition, there is a transparent inverted cone atrium with a unique
and prominent design, which can also serve as a natural ventilation channel. For such a super large commercial
building, in order to avoid the problems that glass curtain wall buildings are prone to, the concept of energy-
saving design was fully implemented in the early design stage. Advanced computer simulation technology
was used to optimize the enclosure structure and natural ventilation passive design, and certain results were
achieved. Here is a brief introduction.

2.1. Ventilation optimization design. Combining the characteristics of this building, we focus on
using natural ventilation or mechanical assisted natural ventilation methods to solve the transitional season
ventilation problems in most areas. The layout of various cinema buildings in Building A is relatively dense,
making it difficult to organize natural ventilation. Therefore, it is recommended to use a full air system during
the transition season to operate under full fresh air and full exhaust conditions [4]. Thermal natural ventilation
(or mechanical assisted thermal natural ventilation) mainly relies on the tall inverted cone atrium in the middle
of the building and the south side atrium space of the cross. Figure 2.1 shows the indoor natural ventilation
node diagram. In order to ensure the effectiveness of thermal ventilation, a certain open external window area
is required to construct a calculation program for the thermal fluid network, using meteorological conditions of
typical days in the transitional season for calculation [5]. The calculation method is as follows:
1⃝ Select representative days for the transitional season, calculate the solar heat gain in the atrium and the

internal disturbances in various functional areas;
2⃝ Estimate the appropriate natural ventilation rate to determine the temperature distribution (average air

exchange rate) in the atrium; The temperature distribution can be determined according to a linear
distribution relationship based on existing research results;
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Fig. 2.1: Indoor Natural Ventilation Node Diagram

3⃝ Using regional network method to calculate the natural ventilation flow rate of each branch, and guiding
and optimizing building design; If there is a discrepancy between the calculated ventilation volume and
the estimated value in , the estimated value in  should be adjusted, and the above steps should be
repeated to solve the calculation until the calculated value and estimated value match.

In this way, the openable window areas for different parts were calculated separately. The result is that
the opening area of the north exterior window should not be less than 20m2/floor; The south and west sides
of Building D must ensure that the opening area of the external windows on each floor is not less than 30m2;
The first floor of building B should ensure that the opening area of the external windows is not less than
15m2. In addition, on the top of the south facing part of the cross courtyard, an outer window that can be
mechanically controlled to open should be installed, and mechanical ventilation equipment should be installed
to timely discharge accumulated heat under adverse working conditions. The exhaust equipment can be used
in conjunction with the atrium smoke exhaust equipment. Due to the presence of mechanical equipment, the
area of the external window that can be opened can be slightly smaller, but should not be less than 20m2. For
the inverted cone atrium, mechanical control side windows are installed at the top of the twelfth and thirteenth
floors, with a total opening area of not less than 50m2.

2.2. Energy saving design of exterior facade enclosure structure . Due to the fact that almost all of
the peripheral protective structures in the original plan of this building were glass components (K value of about
3.0W/(m2 ◦ K)), in the deepening design, according to the original building drawings and the functional and
usage requirements of the space, glass curtain walls were minimized as much as possible, and walls (or designed
as inner solid walls and outer glass) were added to improve the thermal performance of windows, reducing the
drawbacks of operating load and high operating costs caused by the relatively poor thermal performance of too
many glass curtain walls. Under this principle, for functional spaces such as shopping malls, elevator rooms, air
conditioning rooms, fire centers, garbage stations, storage rooms, bathrooms, etc., the outer enclosure structure
will be as solid as possible with some external windows added (some of which are mainly used for ventilation
and lighting); Or design according to the combination of inner solid wall and outer glass. In addition, for
areas with LCD screens and billboards on the facade, the corresponding exterior walls are also adjusted to solid
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Table 3.1: Comparison of energy-saving effects and initial investment increase of different enclosure structure
schemes in the south direction

Hollow double glass Hollow double Hollow double
+single glass+horizon- glass (Low-e glass (coated with
-tal shading (double- film)+horizon- ten inert gases)

layer curtain wall) -tal shading +horizontal shading

Annual cumulative energy savings
56.3 75.6 90.7

/(kWh/m2◦(year))
Annual operating cost savings

39.4 53 63.5
(yuan/(m2◦ year))
New initial investment/

500 300 800
(yuan/m2)

Table 3.2: Comparison of energy-saving effects and initial investment increase of different enclosure structure
schemes in the east and west directions

Hollow double Hollow double Hollow Hollow double Hollow double
glass glass+lou- double glass glass (Low-e glass (coated

+external -ver shading (Low-e film)+exter- with Low-e
rolling +single membrane) -nal roller film)+louver
shutter glass shutter shading+single

glass

Annual cumulative energy
84 92 77 119 119

savings /(kWh/(m2◦ year))
Annual operating cost savings

59.1 64.7 54.2 83.6 83.6
(yuan/(m2◦ year))
New initial

150 500 300 450 800
investment /(yuan/m2)

walls. Using the sunlight and shadow simulation software BSAT for building mutual occlusion and self occlusion
simulation, it was found that the facade between L2-L5 and 3-9 axes does not need to be designed with external
rolling shutters for shading. However, for the 6th floor and above of Building C (including facades outside the
3-9 axis), it is recommended to design external roller blinds or other sunscreen measures. For Building D (office
building), the facade below the seventh floor in the west direction and between the 1/2 axis of the 12-15 axis
can be blocked by its adjacent buildings in the west direction between 15:00 and 17:00, and external rolling
shutters can be omitted for shading.

3. Results and Analysis.

3.1. Energy saving design results of exterior facade enclosure structure. Using DeST-C, the
energy consumption and investment of south facing, east facing, and west facing envelope structures were
compared when using different types of glass. The calculation results for the south, east, and west directions
are shown in Tables 3.1 and 3.2, respectively. The thermal performance parameters of various glasses are shown
in Table 3.3 [6].

Combining economic efficiency and energy-saving effects, the optimal southbound enclosure structure
scheme for this building is the combination of Low-e membrane coated hollow double glass and horizontal
louver external shading; It is recommended to adopt the scheme of hollow double glass (Low-e membrane) or
hollow double glass (Lowe membrane)+external roller shutter in the east-west direction. It is worth noting
that for east-west oriented glass, the Lowe film should be low permeability, mainly to improve the thermal
performance in winter and reduce the radiation heat gain in summer.

Using DeST-C for simulation 2 calculation, it was found that when the thermal performance of windows
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Table 3.3: Thermal performance settings for different glass curtain walls

Glass type
Heat transfer coefficient Sunshade coefficient
K value/(W/(m2◦K)) SC

Ordinary hollow 3.1 0.71
Ordinary hollow+single glass (double-layer

2.1 0.54
ventilation curtain wall)
Hollow coated with Low-e film 1.9 0.52
Inert gas filling+hollow coating 1.6 0.52
Low e hollow+single glass 1.5 0.41
Inert gas filling +coating hollow+single glass 1.3 0.41

Fig. 3.1: Energy saving effect (load) of glass thermal performance optimization

increased from 3.0W/(m2.K), shading coefficient 0.7 to 2.0W/(m◦ K), and shading coefficient 0.5, the maximum
cold and heat load of the building and the cumulative consumption of cold and heat throughout the year all
decreased significantly, as shown in Figures 3.1 and 3.2 [7].

3.2. Analysis of Glass Inverted Cone Atrium Envelope Structure Scheme. The glass inverted
cone atrium is located in the middle of this building complex. Due to the use of a full glass curtain wall
structure, in winter, the outdoor temperature is very low, and the strong sky radiation at night at the top of
the cone will cause a lower surface temperature inside the glass cone, which may lead to large-scale condensation
[8-10]. Therefore, it is necessary to analyze the inner surface temperature of the glass cone during the most
unfavorable working conditions in winter and make improvements. Using CFD simulation software PHONEICS
to simulate and calculate the air temperature distribution inside the cone. The upper diameter of the cone is
28m, the lower diameter is 12.6m, and the height is 25m. The lower part is an opening, and the air entering
the cone has a dry bulb temperature of 20 ◦C, a relative humidity of 40%, a dew point temperature of 6 ◦C,
and an outdoor temperature of -10 ◦C. The heat transfer coefficients of the inner and outer surfaces of the
glass are 8.7W/(m2 ◦ K) and 18.6W/(m2 ◦ K), respectively. Considering the strong radiation heat transfer
between the top of the cone and the sky at night, the heat transfer coefficient of the outer surface of the top
glass is set at 30W/(m2 ◦ K). For a single glass, the comprehensive heat transfer coefficient is set at 6.0W/(m2

◦ K), while for ordinary hollow double glass, it is set at 3.0W/(m2 ◦ K). It can be seen that indoor air at 20
◦C rises from below, cools at the top, and then descends along the side and flows out of the cone. The air
temperature inside the cone is around 12-15 ◦C, and in some areas such as the area around the top of the
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Fig. 3.2: Energy saving effect (heat) of glass thermal performance optimization

cone, the air temperature can drop to 8 ◦C. When the outdoor air temperature is -10 ◦C, according to the
method of heat transfer resistance difference, the temperature on the inner surface of the glass cone is about 3
◦C, and the temperature on the inner surface of the glass at the top of the cone is also very low, about 1-6 ◦C.
The temperature on the inner surface of the edge area of the cone is relatively low, about 1 ◦C, and a higher
value of 6 ◦C can be reached at the center. Therefore, if a single-layer glass scheme is adopted, a large area of
condensation will inevitably occur on the inner surface of the top of the glass cone. If double-layer glass is
used, most of the air temperature can be at 14 ◦C or above, and even the edge area of the most unfavorable
cone top can reach an air temperature of 13 ◦C. On the other hand, the temperature on the inner surface of the
conical glass has also increased to a certain extent. According to the difference calculation, the temperature on
the inner surface of the conical side can be around 6.3 ◦C, slightly higher than the dew point temperature of
the air. The inner surface temperature at the top of the cone is 4.4 6.3 ◦C, and the surface area below the dew
point temperature of 6 ◦C accounts for about 60% of the total top area. This means that a considerable portion
of the inner surface at the top will still experience condensation. According to the above analysis method, it is
recommended that the heat transfer coefficient of the inverted atrium glass should not exceed 2.5W/(m2 ◦ K).

4. Conclusion. In response to the current pursuit of aesthetic and eye-catching benefits in the devel-
opment process of commercial buildings, the large-scale adoption of transparent enclosure structures has led
to difficulties in meeting indoor thermal comfort and high operating costs. For a large commercial building,
analysis and calculation were conducted from several aspects, including optimizing the performance of glass
curtain wall enclosure structures, designing anti condensation measures for glass atriums, and designing natural
ventilation during the transition season, thus, the energy-saving design of the enclosure structure of the large
commercial building and the improvement of indoor environmental quality were achieved. The author has made
beneficial explorations on how to build energy-efficient commercial buildings in bustling urban centers, and how
to use passive means (such as natural ventilation, natural lighting, etc.) as much as possible to improve indoor
environmental quality, which has reference significance for other similar buildings.

REFERENCES

[1] Xu, X. (2021). Link optimization of the new generation instant messaging network based on artificial intelligence technology.
Journal of Intelligent & Fuzzy Systems: Applications in Engineering and Technology3(4), 40.

[2] Dong, X., & Zeng, L. (2021). Research on query optimization of classic art database based on artificial intelligence and edge
computing. Wirel. Commun. Mob. Comput., 2021, 6118113:1-6118113:11.



Optimization Algorithm for Green Environment Design Based on Artificial Intelligence 3553

[3] Li, Y., Shi, X., Diao, H., Zhang, M., & Wu, Y. (2021). Optimization of warehouse management based on artificial intelligence
technology. Journal of Intelligent and Fuzzy Systems56(6), 1-8.

[4] Zhang, X., Lian, L., & Zhu, F. (2021). Parameter fitting of variogram based on hybrid algorithm of particle swarm and
artificial fish swarm. Future Generation Computer Systems, 116(1), 265-274.

[5] Wang, Y. (2023). Research on design methodology for railway freight service combination plans to meet diverse demands.
Railway Sciences, 2(4), 525-538.

[6] Li, Q., & Li, S. (2021). Optimization of artificial cnn based on swarm intelligence algorithm. Journal of Intelligent & Fuzzy
Systems: Applications in Engineering and Technology88(4), 40.

[7] Liu, D. (2021). Research on modern urban environment design based on gradient descent method in machine algorithm. 2021
2nd International Conference on Intelligent Design 23(ICID), 106-110.

[8] Yin, Y. (2021). Research on ideological and political evaluation model of university students based on data mining artificial
intelligence technology. J. Intell. Fuzzy Syst., 40(42), 3689-3698.

[9] Yu, H., & Liu, Q. (2022). Research on quality prediction of iron ore green pellets based on optimized neural network. 2022 3rd
International Conference on Big Data, Artificial Intelligence and Internet of Things Engineering66 (ICBAIE), 377-382.

[10] Guo, A., & Yuan, C. (2021). Network intelligent control and traffic optimization based on sdn and artificial intelligence.
Electronics, 10(6), 700.

Edited by: Zhigao Zheng
Special issue on: Graph Powered Big Aerospace Data Processing
Received: Jan 2, 2024
Accepted: Feb 21, 2024



Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org

© 2024 SCPE. Volume 25, Issues 5, pp. 3554–3562, DOI 10.12694/scpe.v25i5.3138

IMAGE RECOGNITION TECHNOLOGY BASED ON DEEP LEARNING IN
AUTOMATION CONTROL SYSTEMS

JINGJING WANG∗

Abstract. In order to solve the problem of recognizing multiple product images, the author proposes the research of image
recognition technology based on deep learning in automated control systems. Firstly, the FasterRCNN method is improved by
proposing a non class specific FasterRCNN, which can be used for pre annotation of product images by training only on publicly
available datasets. Due to the use of position correction networks, the pre annotation effect is more accurate than that of candidate
region networks. Then, combining Grabcut with non class specific FasterRCNN, a sample enhancement method was proposed to
synthesize a large number of training images containing multiple products and use them for model training. In addition, based on
non class specific FasterRCNN, a re identification layer was proposed to improve detection accuracy. In the end, the recognition
and positioning of multiple products achieved a recall rate of 93.8% and an accuracy of 96.3%.

Key words: Supermarket product image recognition, Deep learning, Data annotation algorithm, Non class specific Faster-
RCNN

1. Introduction. In the design process of a product, in order to stimulate consumer purchasing desire
while ensuring product recognition, the product image features are very rich. Common image features can be
divided into two categories: One is the low-level visual features, which are the global and local features of the
product, another type is the intermediate semantic features of the product, which are mainly applied in the
process of product recognition based on the underlying visual features. That is to say, the image features of
products can be specifically divided into the following types, including color features, shape features, texture
features, point features, semantic features, and other aspects [1]. Among these features, color feature is the most
direct way. By using color histogram, the color distribution of the product image can be obtained, while shape
regions and contour boundaries can be distinguished. Through specific detection algorithms, the feature points
of the product can be effectively extracted. Deep learning technology is a perception technique built on neural
networks, commonly including neural models, perceptrons, BP algorithms, convolutional neural networks, etc.
Taking convolutional neural networks as an example, they are currently the most widely used type of neural
network and have been widely used in facial recognition, speech recognition, license plate recognition, object
detection, and other fields [2, 3]. Convolutional neural networks and BP neural networks are similar in that they
both consist of an input layer, an intermediate layer, and an output layer. However, compared to the former,
the intermediate layer is more complex. In practical applications, this neural network has enormous advantages,
especially in network depth and massive image data processing. The most important thing is that using this
neural network can better complete learning and training. After determining the specific neural network, deep
learning can be carried out, utilizing massive data and network models for learning. Feature learning in the
data is a very important content, which can ensure the accuracy of model prediction is improved.

In recent years, due to the rapid development of mobile internet, with the support of cloud computing and
big data, online shopping like e-commerce has sparked a new wave of people’s lifestyles [4]. However, due to the
gradual saturation of online users, transaction profits have also gradually decreased. More and more companies
are turning their attention to the offline trading platform. The layout of offline transactions by companies such
as Alibaba, Meituan, and Ele.me is evident. The retail industry has also become a focus of offline transaction
competition. Enterprises are increasingly focusing on how to use artificial intelligence technology to transform
product production, circulation, and sales, reshape the industry ecosystem, and integrate online and offline
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experiences. That is to say, future innovative retail may be entirely achieved through artificial intelligence
technology. In the current era of booming artificial intelligence algorithms, researching retail product recognition
technology to improve productivity has become one of the hotspots in the field of artificial intelligence. In
the past two years, some automated retail stores have emerged both domestically and internationally, such
as AmazonGo, Taobao Coffee, etc. The use of artificial intelligence technology to achieve automation and
unmanned retail scenarios has become a trend and is gaining momentum. Nowadays, artificial and intelligent
technologies are using algorithms to process information in order to reach the level of humanity. As is well
known, humans are best at using vision and hearing to receive, process, and transmit information. In the
process of purchasing goods in supermarkets, people have a clear understanding of the products they want to
purchase and can visually locate and identify them. In the settlement process, it is still common to use the
cashier to scan the code one by one for settlement. With the development of artificial intelligence algorithms
in the field of computer vision in recent years, machines can recognize universal objects like humans, such as
roads, pedestrians, vehicles, etc. However, in specific tasks, such as the settlement process of supermarket
products, how to use image vision to identify items, in order to liberate productivity, improve automation
and intelligence, has become a research hotspot in the field of artificial intelligence. For the recognition and
localization of multiple products, the author improved the regression layer of FasterRCNN and fully utilized
publicly available datasets to learn object bounding box regression knowledge for pre labeling of product images,
which is more accurate than the labeling algorithm of RPN. Then, a combination of pre labeling algorithm and
Grabcut algorithm, an image synthesis algorithm, is proposed to solve the recognition and localization problem
of multiple products, and its working principle is described in detail [5].

2. Methods.

2.1. Problem Description. In recent years, deep learning has been used in many fields. Such as facial
recognition, object detection, etc. Deep learning can capture useful information from a large amount of data,
and due to the advent of the big data era and the improvement of computing device performance, the application
of deep learning has become a reality. FasterRCNN and its extended versions have become one of the most
effective methods in recent years. However, if the above methods are transferred to a new task, a large amount
of calibration data needs to be used to readjust the model on the new task. However, in practical scenarios,
data calibration is a very difficult task that requires significant financial, material, and human resources.

The author proposes a method to solve the data bottleneck problem, which can detect and locate products
without the need for border calibration. The dataset constructed by the author contains only a single product in
the training images without border calibration, while the test images contain multiple products [6]. The author
first improves FasterRCNN by proposing a non class specific FasterRCNN, and combines transfer learning
to pre calibrate the training data; Then, combined with the unsupervised Grabcut2l method, the training
data is sample enhanced to generate realistic training images of multiple objects; Then train the non class
specific FasterRCNN to detect multiple objects; Finally, the author proposes a re identification method based
on FasterRCNN, adding a re identification layer to FasterRCNN to improve the accuracy of multiple object
detection.

2.2. System Framework Design. The product recognition and localization method proposed by the
author can be divided into three modules: The first part is the bounding box calibration module of non class
specific FasterRCNN. The second part is a sample enhancement method that combines non-specific FasterRCNN
with Grabcut [7]. The third part is a region based re identification method. The first part, the proposal of non-
specific FasterRCNN, is aimed at solving data barriers and fully utilizing prior knowledge in public datasets to
solve the calibration work of borderless calibration training samples. On the one hand, it removes the impact
of complex redundant backgrounds. On the other hand, it provides border interaction input for Grabcut,
and at the same time, it can complete border prediction of product areas without training, effectively solving
the problem of product positioning. In the second part, by combining Grabcut and non-specific FasterRCNN
methods, accurate region extraction is achieved by effectively utilizing the pre calibration information of borders.
Based on the extracted regions, fuse the training images of the products to generate a large number of images
of multiple products. By using the generated images for overall model training, it is possible to distinguish
between cases of product occlusion or overlapping borders, effectively solving the problem of multiple product
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Fig. 2.1: Block diagram of multiple product identification and positioning systems

neighbors or occlusion. Realized the recognition and localization of multiple product images based solely on a
single product training image calibrated without borders. In the third part, in order to improve the accuracy of
system recognition, a region based re identification method is proposed to solve the problem of misidentifying
objects and improve the prediction accuracy of the system. As shown in Figure 2.1.

2.3. Specific System Implementation. Combining Grabcut’s sample enhancement method: The non
class specific FasterRCNN solves the problem of bounding box regression, making the pre calibration of product
positions in training images more accurate. When there is only a single product in the training data, and there
are multiple products in the test images, the classification problem still has significant difficulty. Even if a single
product can be used to train a classification model, multiple products in the test image may have overlapping
or even occluded borders. Due to the lack of product overlap in the training images, training the model will
make its classification ability less robust and insufficient to recognize products with overlapping or even occluded
borders, increasing the difficulty of classification. Therefore, the author proposes a sample enhancement method
to generate training images with multiple products by processing a single product training image. Because using
category non-specific FasterRCNN, the borders of individual product images can be obtained. A direct idea is
to extract the border part of the product in the image, rotate or translate it, and combine it with other products.
However, this method will result in the background area of the product border covering other product areas, and
the edge area of the border will differ significantly from the actual image. Therefore, using only the borders of
product images is not enough to achieve realistic sample generation. If precise area information of the product
can be obtained, such as the product object mask, the background area can be separated to solve the problem
of the product being obscured by the background in the generated sample. Therefore, the author uses the
Gabcut method to segment the products in the training images.

Both Grabcut and Graphcutsl methods are interactive image segmentation methods. Grapheut needs
to provide precise foreground and background pixel seed regions during interaction, calculate the similarity
between other pixels and foreground and background, and use graph theory algorithms to calculate the optimal
segmentation. The Grabcut algorithm has less user interaction and only needs to provide a rectangular border
containing the foreground. Then, the pixels inside the border are used as the foreground, and the pixels outside
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the border are used as the background. Gaussian Mixture Model (GMM) is used to model the background, and
graph theory algorithm is used for segmentation. The GMM background modeling and graph theory algorithm
are repeatedly used until the iteration converges, completing the segmentation.

After utilizing the non class specific FasterRCNN proposed by the author, the rectangular border of a
single product in the training image can be obtained. Therefore, it is only necessary to combine the Grabcut
algorithm to segment the precise region of the product. Then, the individual product areas in the training
set are randomly rotated and translated, and randomly combined to generate training images for multiple
products. It is worth noting that, considering the accuracy of the data, products cannot be completely covered
between each other, because if the products are excessively covered, it will lead to almost all the real products
in the area being covered, and the products occupying a large area will not match the actual labels, which will
mislead the training of the recognition model. Therefore, when combining randomly, it is necessary to constrain
the overlapping area of the products, assuming that the upper limit of the overlapping area is Sup. Consider
three fusion strategies: (1) Perform random rotation and translation, only constraining the upper limit of the
overlapping area, that is sc ≤ sup, which means that during fusion, the product may be far away, at which
point sc=0. (2) While limiting the upper limit of overlapping area, constrain the lower limit of overlapping
area, that is sc>0. This approach requires overlap between products, ensuring a close distance between them
without extensive coverage. (3) Increase the constraint on the lower limit of overlap area, that is sc ≥ sm, in
order to increase the possibility of overlap between products and differentiate the overlapping situation through
model training.

The re identification layer found that the model trained by the above method will have a small number
of adjacent bounding boxes predicting two different results, one of which is correct and the other is incorrect.
Because FasterRCNN is a two-level (towstage) method, in the first stage, the RPN (candidate region network)
first filters out candidate regions and filters out a portion of the background region; The second level uses the
head network to finely classify candidate regions, while correcting the borders of each candidate region, known
as border regression. Obviously, the candidate regions extracted by RPN are imprecise, which can affect the
accuracy of head network recognition. Because some candidate regions only cover local areas of the object,
although bounding box regression can correct them to the correct position, directly using candidate regions for
prediction may inevitably lead to misidentification. Therefore, the author proposes a re identification layer to
improve the accuracy of FasterRCNN recognition. Because the bounding box position is more accurate after
passing through the bounding box regression layer of the head network, the bounding box regression layer here
is a non class specific regression method proposed by the author. Moreover, the classification layer of the head
network filters out a large portion of the background area. Therefore, the results of bounding box regression
can be classified first, and then more accurate bounding box regression results can be used as candidate regions,
followed by some re identification. The author will use the precise regions obtained from the head network
regression, combined with the ROIAlign method, as inputs to pass through the classification layer of the head
network again. Traditional FasterRCNN can be defined as:

{
c = fcls (roi)
reg = freg (roi)

(2.1)

Among them, roi represents the candidate regions generated by RPN, fcls represents the classification layer,
freg represents the regression layer, c represents the classification result corresponding to the candidate region,
and Reg represents the bounding box regression result of the candidate region. The added re identification
layer selects the regions classified as non background in the candidate regions, with the background category
represented by 0. Then, its regression border is used as the new candidate region for classification and regression,
represented as:

{
c′ = fcls (regc≥0)
reg′ = freg (regc≥0)

(2.2)

Among them, c′represents the final classification result after re identification, and reg’ represents the final
bounding box regression result.
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Table 2.1: Basic parameter settings for non class specific FasterRCNN

base_lr 0.001

momentum 0.9
weight_ decay 0.0001
ROI number 2000
ROI positive and negative sample ratio 1:3
mini_batch 1
Step size 1000
max_ iter 300

Network Model and Training. The author proposes a non-specific regression layer to improve the class
specific regression layer of the original FasterRCNN, forming a non-specific FasterRCNN model. I hope to
learn border regression knowledge from public datasets and directly apply it to pre annotation of individual
product training images.

Firstly, the original FasterRCNN is trained on COCO, and the Resnet model in its backbone network is pre
trained using ImageNet. Then, the classification layer and regression layer are trained, and finally, the overall
network model is jointly trained [8]. This is done to enable the model to learn effective feature generalization
ability from the COCO dataset. Change the bounding box regression layer in the trained FasterRCNN model
to the non class specific regression layer proposed by the author, while keeping the parameters of other parts
unchanged, and only train the non class specific regression layer on the COCO dataset. For the new non class
specific FasterRCNN, tune the entire network using the COCO dataset. This is to enable the features obtained
by ROIAlign to balance the ability of classification and bounding box regression.

The model trained through the above steps can be directly used for annotating product training images.
RoiPooling/ROIAlign performs feature extraction in the corresponding area of FeatureMap, and normalized to
7 × 7 in size, with 256 channels. Then followed by an 7 × 7 convolutional layer, where an 7 × 7 convolutional
kernel of the same size as the input is used, with an output dimension of 1 × 1 and a channel count of 1024,
the convolutional layer here can be considered as a fully connected layer. Then use the convolutional kernel of
1 × 1, with an output dimension of 1 × 1 and a channel count of 1024. The convolutional layer of this layer
is also an alternative to the fully connected layer. Moreover, the output dimension is the same as the output
dimension of the previous layer. This is generally done to enhance the non-linear ability of the network model,
as each convolutional layer is followed by an activation function, where Relu is used as the activation function.
The last layer is the softmax layer, which outputs 4 channels, which is the position parameter for bounding box
regression. In addition, the hyperparameters in the model are shown in Table 2.1.

By combining non class specific FasterRCNN with Grabeut, a large number of product image samples can
be generated. And used for training the overall model. The training steps are as follows:
(1) Firstly, based on the parameters of the non class specific FasterRCNN used for pre calibration of training

samples, training is carried out while keeping the backbone network and non class specific regression
layer parameters unchanged, and only training the classification layer model.

(2) Then, while keeping the parameters of the non class specific regression layer unchanged, train the classifi-
cation and regression layers of the RPN network, as well as the classification layer in step (1).

(3) Train the entire network, including the Resnet parameters in the backbone network, with only fixed non
class specific regression layers. This is because the features in the backbone network are trained by
COCO, and in order to better extract features from product data, it is necessary to train the backbone
network parameters.

Through the above steps, the model trained using the generated samples can be used for the detection task
of real product images. Moreover, the non class specific regression layer does not need to be retrained on the
target dataset, which further confirms its knowledge transfer ability.

In the experiment, the MaskRCNN method from the FasterRCNN algorithm set was used, which, in
addition to the FasterRCNN method, utilized the Feature Pyramid Network (FPN) and Region of Interest
Alignment (ROIAlign) methods. During the training process, there was no need for segmentation prediction,
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Table 3.1: Comparison of Properties of Different Datasets

Data set
Number of
categories

Average training
samples for each class

Does the training sample
contain multiple targets

Is there a
location label

COCO 80 25000 Yes Yes
VOC 20 1350 Yes Yes
data set 40 8 No No

so the segmentation branch in MaskRCNN was removed and only its classification and regression branches were
used. The experiment was conducted on two NVIDIATITANXGPUs. The initial learning rate is 0.001 and is
manually adjusted during training. The momentum parameter Momentum is 0.9. Among them, convI, conv2,
conv3, conv4, and conv5 are components of the Resnet network structure.

3. Experiments and Analysis.

3.1. Dataset Introduction. The author validated the proposed method on the constructed product
dataset. The training set consists of training images for a single product. Using the author’s method, there is
no need to train bounding box regression on the product dataset, so the constructed product dataset training
images only contain category information [9]. The training images were captured from four different perspectives
using two cameras, with each image containing only one product object. There are a total of 40 product
categories, each of which includes 8 training images. The expanded single product image training set contains a
total of 3200 training images. The test set consists of multiple product images captured using another camera,
and the product positions and angles in the images are diverse. The test set consists of 400 test images, totaling
40 product categories. The proposed non class specific FasterRCNN was trained on the COCO dataset and
directly applied to pre labeling of product training image data. The COCO dataset consists of 80 categories,
including a large number of images, borders, and category annotations. The main difference between the
product dataset constructed by the author and the COCO dataset is that the objects in the product dataset
are rotated, and the training data is much less than the COCO dataset. In addition, the dataset constructed
by the author only contains a single product in the training images and does not require border calibration.

As shown in Table 3.1, the differences between this dataset and the publicly available dataset were compared.
Among them, there are as many as 40 categories of the dataset, and the objects can be rotated, which adds some
difficulty to the recognition task. More importantly, the dataset has very few category samples and is a single
object sample, without position border labels, greatly increasing the difficulty of localization and recognition
tasks.

3.2. Experimental Results.

(1) Sample Enhancement Strategy Analysis. After extracting the product border from the training image,
the Grabcut algorithm is combined to segment the product area. Because the training image contains a large
area of background, if the Grabcut algorithm is directly used to segment the original training image, the
segmentation effect is very unsatisfactory. Because there is no border to calibrate the background area of
the image, the outermost pixel of the image is generally taken as the background. However, its area is very
small, making it difficult to model the entire background. Combining the author’s proposed non class specific
FasterRCNN pre labeling algorithm with Grabeut algorithm for product image segmentation in the training set.
Then use simple image processing methods to generate training images of multiple products for the FasterRNN
model training.

When using the Grabcut algorithm for training image data generation, the upper limit of object overlap
area sup is set to 10000. The author compared the performance of the trained model on the testing machine
for training data generated by different overlapping areas sc. As shown in Figure 3.1, when generating training
images, when the overlap area is 0, that is, when the product distance is far, the effect is not good. Because
the product distance is far, it is difficult to see folding in the training data, making it difficult for the network
to receive training on folding, so the testing effect is relatively poor. When the overlapping area is 6000, the
recall and precision of the model reach 93.8% and 96.3%, respectively, and the testing effect is the best. When



3560 Jingjing Wang

0 2000 4000 6000 8000 10000

70

75

80

85

90

95

100

 Recall

 PrecisionP
er

ce
n

t

Overlap area

Fig. 3.1: Detection results of different fusion strategies
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Fig. 3.2: Detection performance of different probability thresholds

the overlap area is too large, the large coverage between products in the training image tends to mislead the
network into misidentification and reduce the testing effect.

(2) Analysis of the effects of each part of the model. When the model identifies and locates, it will output
the probability of its corresponding category for each region. When arranging the model, it is usually necessary
to normalize the probability, filter out predictions with low probability, and retain results with high probability.
Therefore, the impact of different thresholds on the recall and accuracy of the model was analyzed, as shown
in Figure 3.2. In general, the higher the probability threshold, the higher the accuracy, and the lower the
recall. The lower the probability threshold, the lower the accuracy, and the higher the recall rate. In Figure
3.2, when the probability threshold is 0.3, the model can achieve high accuracy and recall at the same time.
This is because the model has a high probability of predicting categories, and a low threshold has little effect
on it. The model has strong predictive ability. In order to balance accuracy and recall, the author determined
a probability threshold of 0.7, which is a recall rate of 93.8% and an accuracy of 96.3%.

As shown in Table 3.2, by analyzing various parts of the model, the proposed sample enhancement method
combined with Grabcut improved the detection recall by over 40% and accuracy by 30%. In order to improve
the accuracy of multiple product detection, the author proposes a re identification layer, which corrects the
candidate regions after classification and regression through the bounding box regression layer and inputs them
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Table 3.2: Analysis of the effectiveness of the methods proposed by the authors

Method Recall (%) Precision (%)

Non class specificity FasterRCNN 58.14 50.96
Non class specificity FasterRCNN +Grabcut 90.43 92.76
Non class specificity FasterRCNN++Grabcut + Re identification 93.81 96.3

Table 3.3: Performance Comparison of Multiple Product Identification Methods

Method Recall (%) Precision (%)

SIFT 33.47 20.30
VGG16 41.21 29.38
VGG19 36.50 26.25
Xception 58.50 42.50
Resnet 58.92 43.75
Author’s method 93.80 96.29

into the classification layer again. After correction by non-specific bounding box regression layers, classification
errors caused by imprecise candidate regions can be effectively avoided. When using the re identification layer,
the recall rate is increased by 3% and the precision rate is increased by 4% compared to when not using the re
identification layer.

(3) Comparison of detection models. Because the proposed non class specific FasterRCNN can detect a
single product border, the main problem when applied to the detection of multiple products is that it can
interfere with recognition when there are areas of other products within the product border. The bounding box
regression of FasterRCNN, which is not specific to category, is not affected by multiple products. Therefore,
when using training data from multiple products generated by the author for training, only the parameters
of the classification layer are trained while keeping the parameters of the non class specific regression layer
unchanged.

Through the proposed image enhancement technology, the detection of multiple products has been achieved,
and the non class specific regression layer is only trained on public datasets, and regression knowledge has been
learned. Moreover, there is no need for further training when transferring to product image detection. Multiple
products can also be well positioned in situations with local occlusion, different perspectives, or across scenes.
However, there is no perfect system in the world, and when there is severe occlusion, missed detections can
also occur. Among them, the product ”Hanshan Pepper and Pickled Vegetable” was not detected due to
being partially occluded. The author quantitatively validated the proposed method in the constructed product
dataset. Due to the author’s intention to address data bottlenecks. The constructed training dataset only
has category labels and no border calibration. In this case, traditional image detection methods generally use
unsupervised features to calculate local features of the retrieved image and perform similarity matching with
the features of the image in the training set. The currently most effective deep learning methods, such as
VGG16, VGG9, Xception, and Resnet, are generally regarded as multi label classification tasks for recognition.

The author compared these methods and as shown in Table 3.3, the performance of SIFT and other
currently optimal deep learning methods is significantly lower than the method proposed by the author [10]. On
the one hand, SIFT does not distinguish background features, which leads to background features affecting the
matching effect; On the other hand, it is an unsupervised artificial feature that is not as effective as supervised
methods in recognition, and the product packaging will have severe reflection, which also results in lower feature
performance. Other deep learning methods can be extended from a single product training image to multiple
product training images. Not learning the distinguishing information when multiple products are similar, and
also not distinguishing background features, resulting in low recognition rate. Some deep learning models, such
as VGG16 and VGG19, have similar performance to SIFT, this is because the cross task recognition task of
training images from a single product to identifying and locating multiple products results in low performance
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of deep learning models. And this method proposes a sample annotation and sample enhancement method
that does not require training on the target dataset. It can use the training image of a single product to learn
the distinguishing information of multiple products, serving as a bridge across tasks and greatly improving
performance.

4. Conclusion. The author designed and implemented multiple product recognition and localization meth-
ods based on improved FasterRCNN and GrabCut. Regarding the above issues. Firstly, the author cleverly
improves FasterRCNN by proposing a non class specific bounding box regression layer that can learn prior
knowledge of object positions using only public datasets for training, without the need for retraining on the
target dataset, and uses it for pre calibration of object positions in commodity training data. Secondly, based
on the pre labeled position information of non class specific FasterRCNN products, combined with the GrabCut
interactive segmentation method, accurate segmentation can be performed on the training images of individual
products. By fusing individual product images from multiple categories, a large number of training images
containing multiple products and labels for product positions are generated for model training. At the same
time, it solves the problems of limited data volume, no object position annotation, and the expansion of single
product image recognition tasks to multiple product recognition tasks.
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THE CONSTRUCTION AND APPLICATION OF RESIDENTIAL BUILDING
INFORMATION MODEL BASED ON DEEP LEARNING ALGORITHMS

SHUANG ZHAO∗
AND YU YANG†

Abstract. In order to explore the construction and application of building BIM models, the construction industry is actively
exploring a method that can quickly reshape the 3D information model of existing buildings in the wave of digital twins and smart
cities. Starting from the perspective of deep learning 3D object detection algorithms, the author starts with the generation of
large-scale building datasets and the theory of point cloud deep learning, analyzes the input data types required for point cloud
deep learning frameworks, and focuses on the creation process of 3D bounding boxes and 3D point clouds for various building
components. The author compares different point cloud datasets with the same data structure and implements an object detection
algorithm based on the ScanNet dataset, furthermore, a feasible technology route for automatic generation of BIM models from 3D
point clouds based on deep learning is integrated. Through this technology route, the trained neural network can input unknown
building 3D point clouds and output BIM model parameters.

Key words: Building dataset, 3D point cloud, Deep learning, BIM

1. Introduction. BIM (Building Information Model), also known as Building Information Model, contains
the geometric information, performance, and functionality of all components in the model. It encompasses all
information throughout the entire lifecycle of a building project into a single model [1]. In recent years, BIM
has gradually been applied to the design and construction of modern buildings. At the same time, due to the
development of new technologies, people have begun to study the parameterized information model of ancient
buildings and apply it to the design and construction of some antique buildings.

With the transition of urban renewal from the ”incremental era” to the ”stock era”, the relationship be-
tween data on built environments and corresponding human behavior data has become increasingly close. Big
data demonstrates a people-oriented perspective, timely and real-time information, and fine resolution spatial
dynamics. In the face of data research on built environments such as remote sensing images and street view
images, after several years of image analysis research in the field of land planning, the semantic labels of
high-resolution (VHR) remote sensing images assign a category task to each pixel in the image, including land
use planning, infrastructure management, and urban expansion detection. The use of deep learning interven-
tion has been widely adopted. With the deepening of deep learning technology research, street view images
have gradually become an important data source for quantitative research on built environments due to their
numerical characteristics and the accompanying geographical location information [2]. Spatial quantitative
evaluation based on a humanistic perspective has become an important research direction, including the detec-
tion of street style features, environmental features, building materials and functions, semantic segmentation
of building facade components, and the relationship between street scenery environment.

Illegal construction of structures is one of the important works in the law enforcement and supervision of
natural resources. Illegal buildings not only affect urban planning and urban beauty, but also bring trouble
to the management of state-owned land. All departments need to monitor and control the illegal construction
information, and need a large number of people to obtain first-hand information with human and material
resources. The traditional illegal construction information investigation is mostly conducted by relevant de-
partments organizing field investigators to conduct field investigation and field comparison. If newly built or
expanded buildings are found, relevant data should be transferred in the land management system in time to
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verify whether there is illegal construction. Although this method can obtain illegal construction information,
it is time-consuming and laborious, and has low timeliness. With the continuous development of remote sens-
ing technology and application, the use of remote sensing images for land resources and national conditions
dynamic remote sensing monitoring has been a part of the annual law enforcement inspection in large and
medium-sized cities. Law enforcement inspection based on remote sensing technology has good objectivity, but
the manual identification of illegal land use and illegal construction is still the main method. In recent years,
with the increasing maturity of artificial intelligence deep learning algorithms, such as using video images to
carry out statistical analysis of road traffic flow, target recognition algorithm to carry out cargo ship operation,
and semantic segmentation to carry out natural resources survey, etc.

Village building environment with the development of economic construction, the traditional residential
buildings are increasingly suffer gradually eating, the style of the village is gradually alienation, fortunately, this
problem has gradually get attention, but for the protection of traditional village development, how to evaluate
the village residential architectural features, classified statistical management, is indeed a very necessary and
difficult work. For the protection of traditional villages, an urgent need to the number of village residential
buildings, style, building quality, building height, and other information for quantitative evaluation and analysis,
and improve the village planning development management, currently in the practical village planning work,
which also put forward specific requirements, but the present for village building information statistics mainly
through the way of artificial field investigation, after multi-directional residential photos, artificial interpretation
of its architectural characteristics. Such a way, on the one hand, is easy to be limited by the traffic, climate
and terrain factors of the local villages, which brings inconvenience to data collection, but also increase a lot of
research costs;On the other hand, due to the way of manual interpretation, it is bound to bring some uncertain
changes due to the subjective factors such as the subject background, life experience, mood and emotion, and
bring certain disturbance to the result of the definition of architectural style. The continuous emergence of new
technologies and new data provides a rich data basis for more detailed spatial quality research. At the same time,
applying intelligent technologies such as machine learning and edge computing to various industries is a concave
solution that conforms to the development of The Times. Such a study first requires a data collection process
to collect the required data that collects critical architectural imaging data, often relying on field investigations.
Such a high level of labor-intensive and time-consuming work makes a large-scale assessment of architectural
features extremely difficult. In this regard, the collection and integration of architectural landscape data in an
effective way remains a challenge for current academic research.

Digital twin cities can make forward-looking predictions about people and things in the city to a certain
extent, with the premise of reshaping high-precision and multi coupled Building Information Modeling (BIM).
However, in the initial digital modeling process of BIM, very few existing buildings have complete and accurate
information data. In the field of BIM model generation for existing buildings, current methods focus on
preprocessing the 3D point cloud data of existing buildings, extracting point cloud features through prior
knowledge and corresponding algorithms (such as Hough transform, RANSAC (RandomSampleConsensus),
and then generating BIM models through certain human-computer interaction processing [3,4]. This involves
a large amount of manual work, which is time-consuming and subjective and prone to errors, in addition, the
generalization performance of 3D reconstruction methods based on prior knowledge is poor, and the point
cloud features extracted by traditional algorithms cannot be optimized end-to-end to obtain the global optimal
solution. In the process of generating BIM models from 3D point clouds, the segmentation and localization of
point cloud data are the most critical steps, and automatic implementation of this step is often difficult. Going
deep into the basics, the difficulty lies in the fact that BIM models are composed of various types of components,
and point clouds are a whole. In the process of automatically creating BIM models, component identification,
localization, and modeling need to be synchronized. With the development of deep learning theory, deep neural
networks have been widely adopted in different industries and have achieved good performance in computer
vision tasks. The author explores the combination of deep learning and the generation of existing building
BIM models. Combining the input data required for training point cloud neural networks, a set of point cloud
datasets (SYNBIM) and corresponding creation methods are proposed for conventional building components
that can be applied to 3D object detection tasks, by comparing the data storage formats of the SYNBIM dataset
and the Scan Net point cloud dataset proposed by the author, the input and output data of the point cloud
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Fig. 2.1: Technical route of BIM model for automatic generation of 3 D point cloud based on deep learning

neural network framework during the testing phase were analyzed, and it was proved that the trained neural
network can achieve ”input unknown point clouds and output BIM model parameters” [5].

2. Methods.

2.1. Technical roadmap. The artificial intelligence algorithm is the most ideal method for reshaping
BIM models in 3D and point clouds, but currently, the theory of point cloud processing and training data
resources are not yet mature. The technical roadmap proposed by the author based on these two points is
shown in Figure 2.1. In the data preparation stage, the SUNCG dataset 9, released by the Computer Vision
and Robotics Research Group at Princeton University in 2017, was selected as the original dataset. This is
a manually synthesized large-scale 3D scene virtual dataset with dense volume annotations. However, the
original dataset is not mature enough for 3D bounding box annotations of conventional components in the
field of civil engineering, such as walls, doors, windows, etc. In order to achieve the task of deep learning 3D
object detection, the author selected five types of building components, namely ”walls”, ”doors”, ”windows”,
”floors”, and ”ceilings”, as the research objects. With the help of the Open3D 3D semantic library, each type
of component was processed separately and corresponding hypotheses were proposed during the processing
process. Finally, instance level 3D bounding boxes were generated as the labeled information for supervised
learning. Then, combined with the camera pose estimation method, multiple indoor observation points are
generated and stereo cameras are placed to capture multiple depth maps and two-dimensional images. These
images with depth information are then synthesized into point cloud data, which can be used as input to
the neural network. In terms of point cloud deep learning, by combining the input and output data of the
point cloud neural network framework Votenet, and analogizing the data storage structures of the SYNBIM
dataset and ScanNet dataset, a trained Votenet model is used to test the ScanNet point cloud scene, and the
3D object detection result is the BIM model [6]. For the five types of conventional building components, the
data output by neural networks is well-established, and the parameter information of the components can be
obtained through relevant geometric operations. In theory, corresponding BIM models can be created through
Revit secondary development programming.
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2.2. Obtaining the original dataset. The original dataset provides 45622 sets of 3D virtual scenes
containing multi story buildings. Each 3D scene is saved in a house.json file. Based on the content of the JSON
file, select a hierarchical processing method to generate the target 3D bounding boxes for each scene, and use
separate processing for five different objects. With the help of Open3D, an open-source library that supports
3D data processing, and its advantage of customizable operation functions, the original dataset can be read
and operated on.

2.3. Deep learning principles.
(1) The fully convolutional neural network. Full convolutional neural network (fully convolutional networks,

FCN) uses convolutional neural network to realize the transformation from image pixel to pixel category. It
can realize the classification of pixel level and solve the problem of semantic level image segmentation. There-
fore, it is more suitable for the extraction of building map spots.The traditional convolutional neural network
(convolutionalneural net-works, CNN) usually squthe original two-dimensional matrix into one-dimensional at
the last fully connected layer, losing spatial information, and finally trains to output a label. The building
change extraction task is not only to know the types of objects contained in the image, but also to divide the
location of different objects.Compared with other CNN, the difference is to remove the original CNN last fully
connected layer, using deconvolution layer of the last convolution layer feature map sampling, make it back
to the input image of the same size, the last pixel calculation classification loss, so can produce a prediction
for each pixel, retain the spatial information in the original input image. Since high-resolution remote sensing
images have a lot of detailed information, the underlying low-resolution semantic features directly classify the
images, which will produce obvious errors. Therefore, FCN upsamples the results of different pooling layers,
forms the optimization output, and then combines them with the downsampling to obtain the final classification
results.

(2) Add deep learning features. In the sample training, the deep learning algorithm usually carries out
a lot of iterative calculation based on the texture and spectral information of the sample, but there will be
false identification for the structures with different shapes and different uses. On the basis of the identification
and extraction of building information by deep learning algorithm, plus the features of NDVI and SAV, it can
effectively improve the differentiation degree of woodland, bare land, vegetation and building, and then improve
the extraction accuracy of building changes. Both indices are calculated as follows:

N =
BNIR −BR
BNIR +BR

(2.1)

S =
BNIR −BR

BNIR +BR + L
(1 + L) (2.2)

where N indicates the vegetation index NDVI;BNIR represents the near-infrared band band;BR red light band;
S is the regulated soil brightness index SAVI; L is the soil regulation coefficient, the value range is 0∼1, L=0
means the vegetation coverage is 0, L=1 indicates the soil background effect is 0. The texture features, spectral
features and the above two exponential features of the image are combined into multi-source index, and the
optimal training accuracy is obtained by the continuous iterative calculation of the image model within the
sample range.

CNN can be applied in scene classification and image classification. LeNet is one of the earliest CNN
structures, which is mainly used in the character classification problem. Since the convolution operation is
used in the program, not only the features of the picture can be extracted, but also the convolution operation
maintains the spatial relationship between the pixels. In the CNN, a filter is used as a feature extractor,
and the matrix obtained by convolution is called a ”feature graph”. When selecting a specific CNN, the image
characteristics of the target object, such as the difference between rural and urban buildings, and the situation of
coarse-grained buildings.Because the real world classification problems are non-linear, and convolution operation
is linear operation, so when using CNN to solve, must use a nonlinear function such as ReLU (or other non-
linear functions, such as Tanh and Sigmoid,) to add the results of the nonlinear properties, then adopt the form
of downsampling, extract the features after the ReLU processing, or extract the element average or extract the
maximum value, so as to reduce the dimension of the feature graph while maintaining the important information
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Table 3.1: Part of Wall Ground Truth Data Styles

xc yc zc x_size y_ size z_size yaw

7.46×10−2 2.69×100 1.4 5.26 7.86×10−2 2.73 1.58/×100

9.27×100 1.38×101 1.39 5.04 1.03×10−1 2.73 1.58/×100

1.51×101 1.54×101 1.38 2.15 1.03×10−1 2.78 1.58/×100

4.68×100 1.27×101 1.35 2.71 9.36×10−2 2.73 1.58/×100

1.73×101 1.13×101 1.35 4.06 1.06×10−1 2.7 1.75/×10−3

9.3×100 2.68×100 1.37 4.9 1.04×10−1 2.73 1.58/×100

1.38×100 1.63×101 1.39 2.41 9.56×10−2 2.81 3.45/×10−3

3.62×100 5.27×100 1.37 6.61 9.86×10−2 2.71 3.15/×100

... ... ... ... ... ... ...

of the picture. Finally, the fully connected layer (multilayer perceptron) is combined together and classified
through the whole layer using a softmax activation function. To is a vector with a value of 0-1 to judge picture
classification by the probability value.

In recent years, deep learning methods, especially CNN performance in various computer vision tasks have
gone beyond traditional methods, such as its excellent research results in target detection, semantics and image
segmentation. The method of labeling image pixels with labels is based on the semantics in the image, that
is, the algorithm will exist in the image, such as cars, trees or buildings as semantics from the extraction of
the whole image, and each semantics. Moreover, in the field of computer vision, there is a large amount of
research on the various modules used in convolutional neural networks that utilize the concept of ”per object
classification”. These modules, such as convolution and pyramid pooling, improve the algorithmic performance
for semantic segmentation tasks. In recent years, with the significant improvement of chip processing power
(such as GPU units), the significant reduction of the cost of computing hardware, and the significant progress
of machine learning algorithms, deep learning has made rapid progress in the field of image recognition, thus
greatly improving the processing power of computers.

3. Results and Analysis.

3.1. Creating 3D bounding box walls. The manifestation of walls in the field of multi story and multi
room indoor scene research is very complex. In order to prevent the calibration requirements of model bounding
boxes in 3D object detection, a set of paradigms is needed to define the representation of wall objects, therefore,
the author proposes the following assumptions when defining wall objects: (1) Shortest wall assumption: When
a long wall and a short wall intersect in the same floor space, the long wall is split into two walls at the
intersection; (2) One wall corresponds uniquely to a 3D bounding box. The bounding boxes extracted directly
from the geometric information of the walls in the original data through programming, where different walls
are marked with different colored bounding boxes. However, based on the above assumptions, there are several
issues: Firstly, multiple long walls are not broken when encountering short walls; Secondly, there are multiple
instances where the same wall is repeatedly calibrated by multiple bounding boxes, resulting in severe box
overlap; Finally, there is no height difference between different bounding boxes, which may hide walls with
repeated calibration.

By calling the open3d library functions through programming and customizing relevant functions to read
and operate on the raw data, a set of bounding boxes is generated. The single-layer building walls are processed
to meet the above assumptions.

The data of the wall bounding box is shown in Table 3.1, where a single row of data represents information
about a bounding box, and seven parameters represent the coordinates of the three center points of the box in
the overall coordinate system, the length, width, height of the box, and the deflection angle along the height
direction. These generate the calibration parameters for the wall, and the other four components are processed
and have the same data structure as the wall bounding box [7].

3.2. Creating 3D bounding boxes - doors and windows. During the process of processing raw data,
doors and windows encountered the problems shown in Table 3.2 and Figure 3.1. Through investigation, it
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Table 3.2: Initial Boundary Box Problems and Solutions for Doors and Windows

Initial problem Initial error rate/% Solution Final accuracy rate/%

Thickness greater than wall 23.48 Detect the wall where it is located 99.18
Detaching from the overall building 9.7 Recalibrate the detection&delete it 99.8
Repeated calibration 19.87 Merge 98.18

Fig. 3.1: Error rate and final accuracy rate of initial bounding boxes for doors and windows

was found that some buildings had small doors and partially open windows [8]. According to the minimum
bounding box theory, the thickness of the bounding box obtained by directly extracting data from partially
open doors and windows exceeded the thickness of the wall.

3.3. Creating 3D bounding boxes - Floors and ceilings. The author defines the following rules when
creating board class bounding boxes in the program: (1) Board objects cannot cover two or more rooms; (2)
For multi story buildings, the boundary boxes of two floors or two ceilings cannot overlap, but overlapping is
allowed between the two types of boxes of floors and ceilings; (3) The edges of at least three edges of the floor
and ceiling bounding boxes are in contact with the edges of the wall.

3.4. Creating 3D bounding boxes - entire building . For single story buildings, create 3D bounding
boxes for each target instance using the above methods to provide marker information for deep learning 3D
object detection training tasks; For multi story buildings, the author first separates the information of each
layer separately during the programming process of reading and manipulating the raw data, then sequentially
processes and obtains the 3D bounding boxes of each layer’s target instances. Finally, the processed multi story
data is combined together to complete the processed multi story 3D bounding boxes [9].

3.5. Building Datasets - Creating 3D Point Clouds. In current practical applications, the digital
acquisition based on 3D laser point clouds, which uses laser scanners to scan indoor and outdoor buildings in 3D,
is a common method to obtain building point cloud data [10]. However, LiDAR has problems such as high cost,
mirror black holes, and low lifespan, the method of generating depth images through stereo vision cameras and
synthesizing point clouds is the future development direction. Depth images, also known as distance images,
refer to images that use the distance values from the image collector to each point in the scene as pixel values.
he author takes a long-term perspective and chooses to place a stereo vision camera at the virtual observation
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Table 3.3: Dataset generation process and partial result presentation

Classification subclass 3D Scene 3D Scene 3D Scene
#1 Layer #2 Layer #3 Layer

Input #Number of Layers/# Number of 1/1596/ 2/768/ 3 /549 /
Depth Maps/#Number of Point Clouds/ 3041.407 1472.243 2685.806

Number Number of rooms/area/m2 10/180.32 6/142.38 21 /278.52
Boundary Box # 28/9/3 11+9 23+23+26
Wall/# Door/# /2+1 /4+4+4
Window /1+4 /4+4+3
Boundary Box # 10/9 3+2/2+2 6+6+6
Floor/# Ceiling /3+3+3
Downsampling/Original 29987/ 18785/ 36429/
Point Cloud/k 16849.562 12492.263 19443.005

Running All bounding boxes 12.45 10.6 17.9
time/s Depth image+ 654.76+ 445.67+ 953.16+

color rendering 99.46 67.42 137.67
3D point cloud 1843.13 1403.78 1930.19

points contained inside each building in the SUNCG dataset and generate corresponding depth images. The
obtained depth images are 16 bit PNG format files, which can be used to generate 3D point clouds through
relevant registration and registration algorithms.

Stereoscopic vision cameras need to capture objects from different observation points, and the depth map
information obtained from different stations has their own independent coordinate systems [11]. After unifying
the coordinate system, data fusion needs to be carried out. The basic formulas involved are:
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In the formula: (X, Y, Z) represents the coordinates after point cloud registration; (x, y, z) are the original
coordinates of the point cloud; ∆x,∆y,∆z is the translation parameter; α, β, γ is the rotation parameter[12].
By creating bounding box marker information and point cloud data, the dataset required for training the
point cloud neural network was obtained, consisting of 45622 sets of large-scale 3D scene data. The hardware
information and related calculation time used in the data generation process are shown in Table 3.3 [13].

3.6. Point Cloud Neural Network. At present, the application of deep learning to input 3D point cloud
data into neural networks is still an open problem, and there are mainly three methods used: (1) Projecting
point cloud data onto a 2D plane, which does not directly process 3D point cloud data, but first projects the
point cloud to certain specific perspectives before processing, such as MUCNNL; (2) Dividing point cloud data
into voxels with spatial dependencies, this approach involves segmenting three-dimensional space, introducing
spatial dependencies into point cloud data, and then using methods such as 3D convolution for processing.
However, the computational complexity of 3D convolution is relatively high, such as PointCNN; (3) Directly
processing the original point cloud, this method generally involves a multi-step 3D object detection algorithm.
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Table 3.4: Comparison of Dataset Properties

Data
Scale

Data Object Data Output Using
set sources scope in data Lingcheng

ScanNet 1513 Real scan
Indoor 3D point 3D bounding Computer
scenes cloud box Vision

Hours
45622 synthetic

Indoor 3D point 3D bounding Architectural
(recalibration) scenes cloud box reshaping

Table 3.5: Geometric parameters of target components

Component category Geometrical parameter
Wall Wall bottom elevation, wall top elevation, wall centerline starting and ending wall

thickness
Doors and windows Placement coordinates, door bottom elevation, and door top elevation
Floors and ceilings Outline boundary and plate thickness

In order to deal with the perspective invariance of each target in the point cloud data and obtain accurate 3D
box regression, the algorithm needs to perform multiple coordinate transformations, such as Votenet [14]. The
reason for the above three input methods is that: (1) Point cloud data is a collection that is not sensitive to the
order of data, and the model processing point cloud data needs to maintain invariance to different arrangements
of data; (2) The target represented by point cloud data should have invariance to certain rigid transformations,
such as rotation and translation. This network does not rely on any RGB information and only relies on
simple point cloud geometric information [15,16]. The entire network framework is divided into two parts: The
first part uses a point cloud feature extraction network to process the original point cloud data and generate
seed points and growth points; The second part aims to achieve classification and localization by training the
extracted growth point clusters. It can directly input point cloud data and output target 3D bounding boxes
in 3D object detection tasks, achieving good results in the benchmark challenge of the real scanning dataset
ScanNet. The comparison of some key parameters between the ScanNet dataset and the SYNBIM dataset
created by the author is shown in Table 3.4 [17].

3.7. Parametric modeling. From the perspective of data coherence, parameterized modeling of BIM
components only requires extracting model parameters to achieve model creation. Therefore, in response to the
author’s selection of component categories, the required parameters for creating a BIM model are summarized
and listed in Table 3.5 [18].

For these five types of building components, the data output by neural networks is well-established, and
the parameter information of the components is obtained through corresponding algorithm operations. Then,
through Revit secondary development, corresponding BIM models can be created [19,20].

4. Conclusion. The author explores the combination of deep learning and existing building BIM model
generation based on 3D object detection technology, and integrates a feasible technology roadmap for automatic
generation of BIM models from 3D point clouds based on deep learning. The following important issues are
discussed: Generate target category labeling information from virtual BIM models; Generate a 3D point cloud
model from a virtual BIM model; The experimental analysis of the data input and output of the point cloud
neural network proves that its output data foundation is complete, and a BIM model can be generated through
simple parameter modeling. The implementation method of a deep learning based 3D point cloud generation
BIM model proposed by the author unifies the steps of point cloud data preprocessing, component recognition,
segmentation, localization, and modeling in traditional methods. Through the deep learning backpropagation
mechanism, global optimization can be achieved for the entire process. The core process is the generation of
3D point cloud datasets and the implementation of 3D object detection algorithms.
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HUMAN-COMPUTER INTERACTION INTERFACE DESIGN IN THE CAB OF NEW
ENERGY VEHICLES

YANXUE ZHANG∗, NANMEI ZHANG†, HUI YANG‡, AND YANYU REN§

Abstract. A new energy vehicle cab control platform based on human-computer interaction is proposed from control device
design and control signal acquisition design. A driving mode conversion algorithm based on the threshold is combined with the
existing intelligent vehicle driving mode conversion. The MATLAB and Python hybrid program is used to realize the simulation
experiment of the driving control algorithm of new energy vehicles. The system can conduct interactive simulations of various
typical driving scenarios. Data acquisition and dynamic display functions can present the operating status of new energy vehicles
most directly and efficiently. The system can integrate and intelligently process vehicle driving data, road environment data and
external data from multiple dimensions of the ”vehicle-road-network”. The experimental results show that the system enhances
the user experience of new energy vehicles and improves the efficiency of human-computer interaction.

Key words: New energy vehicles; Data accommodation; Autonomous collection; Human-computer interaction; Automatic
driving

1. Introduction. In the face of energy shortages in all countries, the development of new energy vehicles
has become the future direction. Because its energy supply system is different from conventional vehicles, it
belongs to a new stage of transformation from electromechanical equipment to electronic equipment, so the
design of human-machine interfaces for electric vehicles will also change. For example, the dashboard occupies
less and less area, rather than being limited to the conventional form of multiple dashboards combined [1].
Drive-by-wire technology the instrument display architecture of electric vehicles is more diverse. Electronic
LCDS can also be used to replace conventional vehicle dashboards. Therefore, human-computer interaction is a
significant work when the vehicle is moving. The instrument panel interface of the electric vehicle contains the
speed display, remaining power display, mileage display, and a variety of driving state displays [2]. Reasonable
arrangement and design of these information interfaces is the key to the interactive interface experience of the
instrument panel of electric vehicles. The instrument panel is the essential carrier and communication window
for the communication between people and vehicles while driving electric vehicles, and its use experience directly
affects whether the information transmission between people and vehicles is friendly, visible, controllable and
operable [3]. To achieve the best user experience is the ultimate goal of human-computer interface design.
The user interaction experience is a way to take the user’s needs as the key and then translate them into
the product image. It needs to meet the following points: the human-machine interface is easy to use, and
you can learn to use it without particular research; The interface elements and shape model can intuitively
reflect the functional characteristics and operation mode of the system, which can conform to the user’s natural
usage habits. The graphic logo used in the interface should be consistent with the standardization and beauty
of the interface elements. The operation and display of the interactive interface should be coordinated, and
the human-machine interaction design can be differentiated for different user types. This provides precise
operational instructions to various users. At the same time, it can avoid the wrong operation and ensure
the safety of the man-machine interface. This paper first studies the trajectory tracking control algorithm of
autonomous driving of new energy vehicles. Construct a new energy vehicle driving simulation experiment
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Fig. 2.1: Hardware architecture of human-computer interaction system for autonomous driving of new energy
vehicles.

platform based on multi-modal information [4]. Under extreme conditions, it will lay a foundation for vehicle
performance analysis and human-vehicle-environment interaction research.

2. Human-machine interaction requirements for driving new energy vehicles.

2.1. Physical Requirements. The human-computer interaction platform for intelligent management
and control of new energy vehicles adopts a hierarchical structure composed of three levels: vehicle terminal,
road test equipment/edge control unit, and intelligent management and control cloud platform [5]. Build an
intelligent network-connected vehicle cloud platform that integrates ”human-vehicle-road-network-cloud.” Multi-
mode communication networks such as 5G are supported on the network to achieve high-speed, low-latency data
access and information transfer between vehicles, roadside devices and the cloud. Realize real-time scheduling
and network management in specific unmanned driving application scenarios to ensure network security [6]—
construction of traffic network architecture system to realize vehicle-road cooperation. Achieve effective vehicle-
device-data collaboration. To realize the central scheduling and multi-objective optimal control for all sections
and regions.

The comfort problem in the interactive simulation system of driver operation is systematically studied
based on the actual vehicle driving situation. While ensuring the accuracy of data signal acquisition as much
as possible, people pay more attention to the actual driving experience [7]. The steering wheel and seats are
the same material as the vehicle. The clutch, throttle, and brakes are identical to the actual vehicles. In the
autonomous driving mode, the design of the autonomous driving mechanism and the transformation of the
driving mode are mainly studied [8]. The overall architecture composition of the system is shown in Figure 2.1
(the picture is quoted in IET Intelligent Transport Systems, 2019, 13(6): 960-966).

The platform operating equipment operates the manual driving mode, and the obtained detection infor-
mation is transmitted to the signal acquisition board [9]. Through the collection and processing of the data,
the data is finally transmitted to the computer. In the process of autonomous driving through the operation
interface, the vehicle can dynamically adjust the driving path during the driving process. These two driving
modes can complete the vehicle’s driving simulation, laying a solid foundation for future intelligent research.

2.2. Functional Requirements.

2.2.1. Data integration and intelligence services. Eventually, multiple industry interconnection stan-
dards related to the vehicle will be formed, covering all scenarios of the entire intelligent network travel. Stan-
dardize information exchange among all links of the travel ecosystem, such as vehicles, traffic, roads, first aid,
and meteorology [10]. To create an autonomous and controllable industrial environment for intelligent travel.
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Multi-source information is integrated by establishing multi-source information such as road equipment status,
road traffic events, and road traffic participants. The vehicle-cloud communication protocol consists of MQTT
and TCP channels. Through the way of business reservation, it can realize dynamic lane planning, traffic
control information, traffic speed limit information, real-time traffic flow prediction, dangerous road condition
reminder, real-time status of signal light, future status of signal light, meteorological reality, conventional
weather forecast, catastrophic weather warning, minute level precipitation forecast, parking lot information
and other functions.

2.2.2. Real-time monitoring of road network. The lane and lane-level congestion operating conditions
on both sides of the road are collected. Collect abnormal conditions such as landslides and large pits on the road
surface [11]. Collect traffic lights, speed limits, road hazards, and other information. Browse the car accident
list and display the information on the electronic map. The data on road construction and temporary traffic
control are collected to realize real-time monitoring of vehicle collisions. The functions of ”parking,” ”right turn,”
and ”acceleration and deceleration” are realized. It can publish traffic events such as road congestion, traffic
accidents, construction, temporary road closures and other information [12]. In-depth mining and analysis
are carried out to build decision support for driving behavior management, traffic situation monitoring, road
network optimization and other aspects combined with the historical data of vehicle-road integration.

3. Overall technical framework of the platform. ”Vehicle-road-network” intelligent vehicle control
cloud platform for cross-scale real-time monitoring, intelligent decision-making and collaborative control. Intel-
ligent control cloud platform is the center of intelligent road networking cloud computing and the hub of data
collection, processing, integration and application [13]. It can capture, convert, process and store advanced
information in real-time from driverless vehicles, intelligent connected vehicles, facilities and roadside sensing.
The integration of new energy vehicle driving information is achieved through the integration, fusion, and
analysis of these data. The human-computer interaction platform combines modern cloud storage, cloud com-
puting, big data, 5G, holographic intelligent perception, data communication transmission, electronic control
and computer processing and other technologies into the system [14]. The overall technical architecture of the
intelligent management and control cloud platform is shown in Figure 3.1 (the picture is quoted in the Novel
ITS based-on Space-Air-Ground collected big-data).

The construction of the human-computer interaction architecture of mobile edge computing centers can
reduce the signal delay in the automatic driving mode of new energy vehicles. At the same time, it can give
full play to the geographical coverage characteristics of edge computing networks and support the cooperative
operation of vehicles and roads with regional characteristics. The Computing architecture of human-computer
interaction cloud-edge collaboration for new energy vehicles is shown in Figure 3.2 (the picture is quoted in
Vehicular Edge Computing and Networking: A Survey).

3.1. Control signal acquisition. The joystick collects and processes this information in real-time as
a critical component linking the platform control equipment to the computer simulation. The selected data
acquisition board comprises 16 digital input modules and eight analog input modules and is interfacing with
the simulation computer through RS232 serial communication, which can well meet the driving and signal
acquisition requirements on the analog platform [15]. The communication module processes the signal received
by the control device to realize the connection and data transmission with the vehicle vision. Using serial
communication technology and the MSComm control program, the time class of serial communication is set to
record and collect data in real time. Its control signal is the throttle, brake, steering, brake, and so on for its
input. When the sensor installed on the vehicle body sends out the corresponding change, it will cause a change
in the displacement, angle, and other electrical signals connected to it. According to the dynamics model of
the vehicle, it is processed, and the environment is monitored in real-time.

3.2. Driverless. The system comprises steering wheel control, throttle control and brake control. The
steering system mainly comprises the steering servo motor, the universal joint, and the relevant parts between
the universal joint and the steering shaft. To facilitate and accurately control the brake and accelerator and
ensure that the driver’s brake and accelerator will not be interfered with under manual driving mode, a rolling
screw sliding platform is specially selected to pull the brake and accelerator pedals [16]. The ball screw can
make the rotation linear. The measured travel of the accelerator pedal and the brake pedal is 80 mm, and the



Human-computer Interaction Interface Design in the Cab of New Energy Vehicles 3575

Fig. 3.1: New energy vehicle driving interactive platform system architecture.

Fig. 3.2: Computing architecture based on cloud edge collaboration.

travel of the brake pedal is 90 mm, where the travel is the length required from the release of the pedal to
press the drag chain fully. Through the motion control card to complete the mode of autonomous driving, the
motion control card is used to transmit the real-time pulse signal to the servo motor, and then the received
pulse signal starts rotating to make the slider rod on the lead screw move. Then, drive the platform for steering,
acceleration, deceleration and other actions. In the driverless mode, the user can write the vehicle’s trajectory
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tracking function into the motion control card for various simulation situations. Let the motion control card
perform the corresponding driving action according to the route.

4. Adaptive cruise control algorithm. The combination of PC and low-level hardware is used to collect
and process the vehicle distance in front of the vehicle. Pass the desired acceleration command to the underlying
device [17]. The onboard sensor at the bottom of the vehicle collects all the information needed when driving,
and the motor completes the action, such as an accelerator and brake, to complete the vehicle’s driving. The
car must be well-spaced during the journey. Use the front distance to determine the optimal workshop distance:

ya,y(x) = τ2ul(x) + ya,0

τ2 is the distance between cars ahead. ya,0 represents the safe distance between parked vehicles. The state

quantity γ(x) = [e(x), ua(x), δl(x), w(x− 1)]
T

of the system is defined. An interference observer that can
accurately estimate the system is proposed.





γ(x+ 1) = λγ(x) + ηw∆w(x) +Kγ(p(x)− p̂(x)) + ηss(x)
p(x) = µγ(x)
ω(x+ 1) = Zω(x) +Ks(p(x)− p̂(x))s(x)
s(x+ 1) = Uω(x)

e(x), ua(x), δl(x), w(x) is the distance deviation between vehicles at the time x, the relative speed of vehicles,
the acceleration of vehicles, and the acceleration command. The state variables formed by it conform to:

γ(x) ∈ Γ, ∀x = 0, 1, · · ·

Γ = [−τ2ul, max ]× [ua, min , ua, max ]× [δl, min , δl, max ]× [wmin , wmax ] .λ, η, µ, Z and

U are constant matrices. Kγ ,Ks is the gain of the observatory. p(γ) and p̂(γ) represent the calculated deviation
of workshop spacing and the actual deviation. The acquisition of p̂(γ) is detected by sensors on the car to obtain
real-time data. s is an input of uncertain bounded interference. Use ∆w(x) = w(x)−w(x−1) to determine the
incremental control input. Through vehicle networking communication and interaction between participants,
perception and control of complex scenes are realized. The requirements for traceability and multiple economic
objectives required in driving are given.

K1(γ(x)) = zeγ
2
1(x) + zuγ

2
2(x)

K2(γ(x)) = zδγ
2
3(x) + zδcγ

2
4(x)

K3(w(x)) = zsw∆w
2(x)

ze, zu, zδ and zsw are the weight factors corresponding to vehicle time error, speed error, acceleration and
acceleration instruction in vehicle-road cooperative driving. It indicates the importance of each indicator. The
following are sorted out and combined with the proposed performance indicators:

H(γ,∆w) =

j−1∑

i=0

{
γT (i | x)Zγ(x)γ(i | x) + zsw∆w

2(i | x)
}

The state matrix is represented by Zγ = diag {ze, zu, zδ, zsw} .p is the predicted time interval. There exists
[x, x+j](x = 0, 1, L) in the control time domain of model predictive control. The vehicle acceleration parameter
∆w(i | x) is parameterized as follows:

∆w(i | x) = φi∆w(0 | x), i = 1, 2, L, j − 1

i | x refers to the future value predicted for x + i at sampling time x. And the compliance coefficient φ,
appropriate to [0, 1], is a parameter used to adjust the smooth output. Due to the high computational complexity
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Table 5.1: Test parameters of simulation test.

Argument Default value

Scene size /m x m 3000×3000

Simulation time /h 24

Node communication radius /m 150

Message size /Mb 5

Message generation interval /s 51̃0

MAC layer protocol IEEE802.11p

Application layer data flow CBR

Transmission model TwoRayGroun

of model prediction, its application is restricted, so the control sequence ∆w(i | x) is parameterized by the
current decision variable ∆w(0 | x). This can be compensated by increasing the step size of the prediction time
domain j, because a more significant value of j can lead to better performance. When the control gain of an
interval ∆w̄min(x) ≤ ∆w(x) ≤ ∆w̄max (x) is given, the physical properties and driving comfort of the vehicle
are considered comprehensively. The constraint is:





∆w̄min(x) = max
{
∆wmin, (wmax − w(x− 1)) /

∑j−1
i=0 φ

i
}

∆w̄max(x) = min
{
∆wmax, (wmin − w(x− 1)) /

∑j−1
i=0 φ

i
}

γ(i | x) = λiγ(0 | x)+∑i
j=1 φ

i−jλj−1ηw∆w(0 | x)
+
∑i
j=1 α

i−jλj−1∆p̂(0 | x)
+
∑i
j=1 λ

j−1ηsŝ(i− j | x)

Since neither the present nor the future disturbance s(i−j | x) is known, and the values of past disturbances
at various times are used as present forecasts, there is s(j − j | x) = s(x− 1), j = 1, 2, ..., j.

5. System inspection. The open-source highway traffic simulation programs SUMOSUMOs and NS3
are tested and studied. The actual mathematical model of vehicle driving is established using the SUMO
method. Use NS3 to simulate packets’ transmission success rate and average transmission delay with different
nodes and TTL values. The test was conducted on Ubuntu16.04. The test parameters of the simulation test
are shown in Table 5.1. The scenario and operation of the simulation test are shown in Figure 5.1 (the picture
is quoted in System architecture for installed-performance testing of automotive radars over-the-air).

The simulation of transmission success rate under different node motion rates is shown in Figure 5.2. When
the transmission rate is not high, the system’s topology will change slowly, and the communication connection
is relatively smooth. When the network transmission rate increases, the instability of the link will decrease, and
the transmission success rate of various methods will decrease. At the same time, RSSM can dynamically adjust
according to the change in network topology caused by fast movement to ensure the transmission channel’s
maximum connectivity and improve the transmission success rate.

6. Conclusion. Interaction mode selection, information identification, multi-purpose design and beautiful
appearance design will all impact the interactive experience of new energy vehicle users. The purpose of this
study is to discuss how to overcome the difficulties and satisfaction of the users in the human-machine interaction
design of new energy electric vehicles from the theoretical and practical aspects. The acquisition of operation
equipment and signals is studied under manual driving of new energy vehicles. The design of the electric control
circuit is proposed, and the main parts and electrical components are selected and tested. It has been found
that the system can reproduce the whole car process in real-time through human-computer interaction.

7. Acknowledgements. The work was supported by the Anhui Wenda University of Information Engi-
neering Natural Science Research Project ”Research on Human Machine Intelligent Interaction System for New
Energy Vehicles” (Project Number: XZR2023A02).
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Fig. 5.1: Operating diagram of simulation test.

Fig. 5.2: Simulation of the relationship between network node rate and delivery success rate.
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APPLICATION OF CLUSTER ANALYSIS ALGORITHM IN SUPPLY CHAIN RISK
IDENTIFICATION

QINGPING ZHANG∗
AND YI HE†

Abstract. The risk control model of the power supply chain system is established. A fault information identification method
based on fuzzy clustering is proposed. This method fully considers the power grid’s characteristics and uses terrible data. A risk
assessment model based on fuzzy set theory is established by the COWA operator weight method and grey cluster evaluation
method. The security risk identification model of power grid enterprises uses insufficient data. The security risk identification
data are normalized and classified. Empirical analysis determines various risk factors that may appear in power projects. The
applicability and feasibility of the index system and evaluation model are verified.

Key words: Fuzzy clustering; Power supply chain; Security risk monitoring; Risk identification

1. Introduction. The rapid development of the electric power industry can benefit the people and greatly
promote the development of the national economy. In the early stage of development, because the power
industry has a high degree of monopoly, many operating entities such as power generation, electricity sales
and transmission are concentrated in one company. This results in an industrial governance model similar to
the corporate governance model, which has a high degree of monopoly but also causes a lot of resource waste,
low efficiency, and high operating costs. At the same time, there are problems such as rent-seeking, price
discrimination and network barriers. China has launched a series of power system reforms and market-oriented
plans by introducing market competition to change the monopoly situation of the whole industry. This can
reduce the operating cost and realize the rationality of resource allocation. It can not only effectively promote
market competition but also reduce the waste of energy. The domestic power grid has separated power plants
from the grid and established a perfect quotation model for power generation and other industrial sectors. It has
broken through the monopoly model of the past and established a complete power grid supply chain. However,
some potential security risks cannot be ruled out in the domestic power supply chain. Against this background,
it is an important research direction for power network security risk monitoring.

The FMEA model was analyzed in the literature [1]. A complex diffusion network model of fault mode
is established by using a complex network analysis method. The influence of the correlation between fault
modes and fault modes is studied. Taking a typical supply chain as the research object, FMEA and complex
network methods are studied to test their application value in fault-type evaluation. Literature [2] proposed the
generation mechanism of risk factors in the construction stage of hydropower projects based on the perspective
of the supply chain. The sub-indexes of 5 categories and 18 categories were established. The final risk assessment
value is consistent with the actual risk status of the project. The effectiveness and feasibility of this method
are proven. Literature [3] constructs the framework of an inter-provincial power trading system based on RPS.
Clarify power supply and demand issues among various market participants. The customer’s subjective choice
is introduced, and the utility function describes the customer’s purchasing behavior. The optimal decision
problem of multiple trade participants in the supply chain based on maximum return is constructed. By using
the method of reverse derivation, the optimal trade decision problem of each trader is solved [4]. It has particular
reference significance to the cross-province power market in our country. However, the power supply in these
ways is unstable. Therefore, this paper uses the fuzzy clustering method to monitor the security risks of each
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Fig. 2.1: Specific construction process.

link enterprise in the power grid to achieve the optimal allocation and supply chain management of each link
enterprise in the power grid. The aim is to improve the stability of the power grid.

2. Fuzzy cluster monitoring in the power supply chain.

2.1. Security Risk Identification. The wrong data of the power grid system is analyzed according to the
characteristics of the power grid itself based on the identification of power grid fault information. The security
risks of power grid enterprises can be effectively identified [5]. The power grid operation’s risk identification
mechanism is obtained. First, the security of insufficient data must be collected and classified. The security risk
index of the power supply chain system based on the network is constructed. Then, a preliminary framework
of a fuzzy comprehensive evaluation system is constructed [6]. The detailed construction process is shown in
Figure 2.1 (image cited in Annals of Operations Research, 2023, 322(2): 565-607). Through the identification
of security risks of power grid enterprises, they are divided into internal and external categories. These two risk
factors are listed in Table 2.1.
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Table 2.1: Safety risk factors.

Evaluation index Level 1 security Secondary security
risk factor risk factors

Power supply Natural hazard index External security Ecological environment risk
chain security The closeness of national policy risk of Policy and regulation risk
risk factors Industrial climate index the power The risk of public security hazards

Overall economic condition supply chain Economic and environmental risks
Customer satisfaction Internal security Seller’s
Inventory turnover risk of the security
Profit margin on sales power supply chain risks
Production cost Manufacturer’s
Research and development phase safety
Product flexibility risk
Order fulfillment rate Supplier
Qualified rate of finished product security
Order preparation time risk

2.2. Security risk monitoring. After obtaining the relevant information on the risk factors inside and
outside the electricity market, the next step is to process the data [7]. The first step is to limit the scope of the
relevant data. Monitoring the power grid security risk is to normalize and classify the collected information. The
main contents include daily power threshold security risk monitoring, harmonic limit security risk monitoring,
and parameter setting security risk monitoring. The security risk monitoring of the daily load threshold is
mainly used to monitor the stability and security risks of the power grid load during the power grid operation.
Power grid side security risk monitoring is mainly through the power grid voltage level and change amplitude
to monitor the power grid operation [8]. If the voltage level and the range of change cannot meet the electricity
demand, it must be modified. A power metering device is designed to measure the running state of the power
system. If the parameter of the meter is set to 0.2, then the allowable deviation of the meter must be controlled
within 0.2%. If the end indicator of the meter exceeds the control value, it indicates a security risk for the
customer’s meter in the entire grid. The power data collected during power grid operation is a vital link. It
also includes the power meter precision, power rate, and other parameters set by the security risk monitoring
function [9]. Prevent users from arbitrarily changing the user’s power parameters.

3. A comprehensive risk assessment model of a power supply chain is established by combining
C-OWA with grey clustering.

3.1. The COWA algorithm is used to calculate the weights of each evaluation index. The
essence of the OWA algorithm is to sort the data incrementally, and the weighting depends only on the space.
A ranked, weighted mean C-OWA algorithm is proposed. The detailed process is like this: 1) An expert is
invited to evaluate the importance of the evaluation indicators at all levels, and the scores constitute the initial
evaluation data set (η1, η2, · · · , ηi, · · · , ηn) of the evaluation indicator H, and θ0 ≥ θ1 ≥ θ2 ≥ · · · θj ≥ · · · θn−1

is obtained from o in the order from high to low. 2) The weighting λj+1 of data θi is directly determined by

the number of combinations Zjn−1 :

λj+1 =
Zjn−1∑n−1
t=0 Z

t
n−1

=
Zjn−1

2n−1
, j = 0, 1, 2, L, n− 1

Formula:
∑n−1
j=0 λj+1 = 1. 3) Weight the evaluation data with weight vector λ to obtain the absolute weight

δ̄ of index ηi :

δ̄ =
n∑

j=1

λj · θj ∈ [0, 1], j ∈ [1, n]
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4) Calculate the relative weight value δi for the exponential factor ηi

δi =
δ̄∑m
i=1 δ̄i

, i = 1, 2, · · · ,m

3.2. Grey cluster analysis of the overall risk of the power supply chain. Many factors affect
the integration risk of the power supply chain, and most of the existing evaluation methods rely on experts’
subjective experience, knowledge level and subjective preferences [10]. So, the grey clustering method is used
to study the risk of the power supply chain.

3.2.1. Grey category judgment and whitening weight. The complexity of risk assessment indicators
will directly affect the refinement of grey categories [11]. It is assumed that the target to be assessed is divided
into s grey categories, and the interval of its secondary index is also divided into s grey categories. It is divided
into very low [2,0], low [4,2], average [6,4], high [8,6], and high [10,8]. People can get the point vector U= (9,
7, 5, 3, 1) by applying the traditional grey system theory.

3.2.2. Grey cluster evaluation steps. 1) Construction of evaluation model. This paper classifies the
risk degree of the power supply chain based on q class of power industry experts, supply chain research experts,
mahagement experts and construction experts [12]. Then the evaluation matrix Si = [sijt]s×q is constructed

according to the score of index Hij .s is the number of exponents of the matrix. 2) Construction of grey cluster
weight matrix. The clustering factor of Grade Hij and Grade e gray level is grade Uije =

∑q
n=1 ge [sijt], and

the overall level evaluation factor is grade Uij =
∑5
e=1 Uije. Then the weight vector of the gray cluster can be

calculated as cije =
Uije

Uij
, and the weight matrix of the gray cluster can be obtained as follows

Ci =




ci11 ci12 ci13 ci14 ci15
ci21 ci22 ci23 ci24 ci25
...

...
...

...
...

cij1 cij2 cij3 cij4 cij5




3) Comprehensive cluster evaluation matrix. Evaluate each significant index cluster according to formula (3.5):

Vi = δ · Ci

Take V0 = [V1, V2, · · · , Vn]T as the comprehensive evaluation matrix of the above index, and then use
formula (3.6) to conduct a comprehensive cluster evaluation of the index:

Y = δ · V0 = [Y1, Y2, · · · , Yn]

4) Synthesize the evaluation values at all levels. Formula (3.7) is used to integrate weight Y and weight O to
obtain the risk level of the power supply chain to prevent secondary losses in the evaluation process.

Λ = Y ·OT

4. Experimental detection.

4.1. System Validity Check. A fault information identification method based on fuzzy clustering is
proposed. Data was processed using the Xon (R) Server with Windows Server 2012R2 [13]. The network
topology of the power system is established, and the total load is obtained. A risk identification model based
on load level is proposed. Different test schemes are compared and analyzed [14]. The 46,890 labeled samples
were classified. Among them, 70% are taken as training samples, 10% as confirmation samples and 20% as test
samples (Table 4.1).

The correctness of the proposed algorithm is verified by comparing it with fuzzy clustering, k nearest neigh-
bor classification, SVM, convolutional neural network and recurrent neural network. Each class of algorithms is
based on a training set. Run ten times in one test set. Finally, the average of 10 samples is the final prediction
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Table 4.1: Data set division unit.

Training set Validation set Test set

34191 4884 9769

Table 4.2: Accuracy rates of different models.

Model Accuracy rate / %

Fuzzy clustering method 78.96

KNN 79.48

SVM 85.83

CNN 89.38

LSTM 90.21

CPE 93.54

Fig. 4.1: Test accuracy.

accuracy [15]. Table 4.2 shows that the mathematical model proposed in this paper has good test results. It
has advantages over classical machine learning algorithms such as fuzzy clustering, KNN, and support vector
machines. Performance is better than CNN LSTM.

The model was trained during the experiment. Each trained model is run ten times on the same data set.
The method is predicted ten times, and the final prediction accuracy is obtained [16]. The following conclusions
are drawn through the analysis of the experimental data: 1) The accuracy of the fuzzy cluster analysis model
in this paper can reach 89.8% by comparing the accuracy of different models. This algorithm exceeds the
conventional machine learning algorithm and is better than the widely used deep learning algorithms such as
neural networks and LSTM. Because the initial value limits the selection of the KNN initial value, it isn’t easy to
obtain an ideal initial value. However, support vector machines have substantial limitations in selecting kernel
functions and are unsuitable for large-scale data. Although CNN has a good feature extraction function, there
is often an aggregation process after extraction. And through pooling, resulting in more significant information
loss. The short-term memory method is ineffective in feature extraction [17]. The clustering method has the
advantages of better feature extraction, not being easy to lose, not being affected by the initial value, and
having a greater demand for data. 2) As seen in Figure 4.1, the variance of the cluster analysis model is the
least, while the variance of other models is more significant, indicating that the clustering method is robust.
3) The weights of high-level hazard factors and low-level factors are shown in Figure 4.2. The results show
that the factors causing harm are the largest in the distribution system, and the planning links occupy a large
proportion.
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Fig. 4.2: Risk weight values.

Fig. 4.3: Comparison of power supply chain stability.

4.2. System stability analysis. The supply chain failure mode risk assessment method, EPC mode
method, renewable energy quota method and other methods are combined with this method, and the fuzzy
cluster analysis method is compared [18]. The results show that the model in this paper can reflect the stability
of the power grid well (Figure 4.3).

A risk assessment model based on fault types of supply chain is proposed. The resulting power grid stability
is about 72.2% [19]. The simulation results show that the stability of the model is about 42.6%. The results
show that the proposed algorithm has good stability. The fundamental reason is that the research idea proposed
in this project is based on identifying insufficient data and integrating it with the characteristics of the power
grid to identify the security risks of power grid enterprises. It guarantees the stability of the supply chain.

5. Conclusion. The fuzzy clustering model of power supply chain system risk is established to ensure the
high stability of the power grid. This research result has important practical significance for developing China’s
power market. It is also relatively easy to implement. Its implementation process is simple and time-consuming
is short, so it has good promotion value.
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TRANSFORMER FAULT DIAGNOSIS AND LOCATION METHOD BASED ON FAULT
TREE ANALYSIS

ZHIWU WU∗, TIANFU HUANG†, CHUNGUANG WANG‡, XIANG WU§, AND YANZHAO TU¶

Abstract. Fiber optical current transformer (FOCT) is widely used in power systems for fault diagnosis and analysis, which
can improve its operational reliability. Construct fault modes and fault trees based on fault data of all fiber current transformers,
and construct a fault feature space. Constructing a fault diagnosis expert system using fault trees and fault feature space clustering
centers to achieve accurate diagnosis of fault types, patterns, and components. The proposed method was validated using fault
data and case studies of all fiber current transformers in a regional power grid, and the results showed that: The on-site fault case
is closest to the cluster center of drift deviation fault, so it belongs to drift deviation fault. Further extract the on-site maintenance
report, which indicates that the operating temperature of the all fiber current transformer is relatively high. The diagnostic results
of the fault diagnosis expert system for the faulty all fiber current transformer are consistent with the actual results on site, verifying
the accuracy and reliability of this method.

Key words: All fiber current transformer, Fault Mode and Effects Analysis Method, Fault tree, Expert system, fault diagnosis

1. Introduction. Transformer is a very important electrical equipment in the power system, whose main
responsibility is to measure and transmit current and voltage information to ensure the safe operation of the
power system. However, due to various reasons, transformers may malfunction, such as insulation damage,
inter turn short circuits, open circuits, etc. These faults may lead to measurement errors, equipment damage,
and even power system accidents.

Firstly, insulation damage is a common occurrence of transformer faults [1]. The insulation layer of the
transformer plays a role in protecting the coil and magnetic core. Once the insulation layer is damaged, current
may directly enter the coil of the transformer through the insulation layer, causing measurement errors and
even equipment damage. Insulation damage may be caused by aging due to prolonged operation, or it may be
due to harsh external conditions such as high temperature, humidity, etc. Therefore, it is very important to
regularly inspect and maintain the insulation layer of the transformer to ensure its normal operation. Secondly,
inter turn short circuit is also a common problem of transformer faults [2]. The coil of a transformer consists of
many turns, and when a short circuit occurs between some of these turns, the current will bypass these turns,
causing measurement errors. Short circuit between turns may be caused by damaged coil insulation, insufficient
insulation distance between coils, and other reasons. In order to avoid inter turn short circuits, it is necessary
to ensure that the coil insulation of the transformer is intact and that there is sufficient insulation distance
between the coils during installation. In addition, the open circuit of the transformer is also a common fault
situation. When the coil of the transformer is interrupted or poorly connected, it will result in the inability
of current to flow through the coil and make accurate measurements. An open circuit may be caused by coil
damage, loose wiring terminals, and other reasons. In order to avoid open circuit faults, it is necessary to
regularly check whether the coils of the transformer are intact and ensure that the connection terminals are
firmly and reliably connected [3]. The above mentioned fault situations are only a part of the possible occurrence
of transformers, and the actual situation may be more complex. In order to ensure the safe operation of the
power system, in addition to regular inspection and maintenance of transformers, other measures should also be
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taken, such as setting up overcurrent protection devices, installing backup transformers, etc., in order to cope
with possible fault situations. In addition, with the development of the power system and the application of
intelligent technology, the methods for detecting and preventing transformer faults are also constantly improving
[4]. For example, using an infrared thermal imager can detect temperature anomalies in transformers, thereby
detecting potential faults in advance. In addition, the emergence of intelligent transformers can achieve real-time
monitoring and fault diagnosis of transformers, further improving the reliability and safety of transformers.

In short, as an important electrical equipment in the power system, the failure of transformers may have
serious impacts on the power system. Therefore, we need to pay attention to the inspection and maintenance
of transformers, timely detect and eliminate transformer faults, in order to ensure the safe operation of the
power system. The author’s purpose is to study the fault diagnosis and localization method for transformers
based on fault tree analysis. By establishing a fault tree model for transformers, analyzing the mechanism and
possible fault paths of transformer faults, and determining the probability and importance of faults occurring.
Based on the results of fault tree analysis, the author proposes corresponding fault diagnosis and positioning
strategies, providing technical support for the rapid diagnosis and accurate positioning of transformer faults.
Through this study, the aim is to improve the efficiency and accuracy of transformer fault handling, ensuring
the safe operation of the power system.

2. Principle and Fault Mode Analysis of All Fiber Optic Current Transformer.

2.1. Principle of all fiber optic current transformers . When linearly polarized light passes through
certain optical materials in a direction parallel to the magnetic field, due to the influence of the magnetic field,
the front side rotates. The formula for calculating the rotation angle θ of polarized light is

θ = µν

∫ L2

L1

H(L)dL (2.1)

In the formula, µ is the magnetic permeability of the material; V is the Verdet parameter of the optical material;
L is the distance traveled by light in the material; H (L) is the function of the spatially distributed magnetic
field with respect to L[5]. If fiber optic or magneto optic block glass is used to close the optical path around
the conductive conductor, then

θ = µνN

∮
H(L)dL = µνNi (2.2)

In the formula, N is the number of turns of the optical path and current intersection; I is the current flowing
through the conductor. Therefore, the current can be calculated by detecting θ.

2.2. Fault mode analysis of all fiber optic current transformers . The process of inferring the form,
location, and cause of a fault based on fault knowledge and a certain strategy is called the fault diagnosis process.
In the diagnosis process, corresponding fault knowledge should be used as the basis, such as fault symptoms,
fault detection methods, degree of fault harm, and maintenance measures. The external manifestation of
faults is the fault mode, which can be observed through human senses or measuring instruments and meters
[6]. When diagnosing equipment faults, it is necessary to first determine the fault mode through factual
data, and then determine its impact on the system through the determined fault mode, and propose targeted
maintenance measures and solutions. The Fault Mode and Effect Analysis (FMEA) method is used in multiple
fields such as nuclear and aviation industries to eliminate equipment failure hazards. FMEA can provide a
comprehensive qualitative analysis of system or equipment failure modes. In the design process of a system or
equipment, the FMEA method analyzes the potential failure modes of its constituent units and their impact on
the system or equipment, and classifies each potential failure mode according to its severity, proposing possible
design, prevention, and improvement measures [7]. Before analyzing the all fiber current transformer using
FMEA method, it is necessary to subdivide its various components to establish a reliability diagram of the all
fiber current transformer. Existing research indicates that the main factors affecting the reliability of current
transformers are as follows.
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Fig. 2.1: Reliability Block Diagram of Full Fiber Current Transformer

(1) The influence of sensor head structure. The optical material of the sensor head undergoes changes in its
optical properties under the influence of external electric fields, temperature fields, and stress fields,
resulting in various effects that affect the stability of the transformer system.

(2) The impact of optical system. Due to the difference in surface smoothness and parallelism of optical compo-
nents, as well as the inevitable small displacement during the bonding process, there will be deviation
angles in the optical path system, which will affect the stability of the transformer.

(3) The impact of signal processing circuits. The differences in component performance in signal processing
circuits lead to certain deviations, such as low-pass filters and the dispersion of component parameters,
which will affect the amplitude frequency response and cause errors in signal processing [8].

(4) The influence of insulation structure. The insulation structure not only affects the linear range of system
measurement, but also the selection of insulation materials affects the analysis of electric fields. The
thermal expansion and contraction of materials cause changes in the distance between electrodes,
thereby affecting the stability of transformers.

(5) The impact of LED characteristics. The output of the sensor is a function of wavelength, and the char-
acteristics of LED determine the stability of the wavelength. With the change of temperature, the
wavelength of LED will change, thereby affecting the stability of the transformer. Analyze the various
parts of the all fiber current sensor and establish its reliability diagram, as shown in Figure 2.1.

Figure 2.1 is based on a commonly used and effective total reflection fiber optic current transformer. There-
fore, the insulation structure and optical path system through which the incident and reflected light pass are the
same. Therefore, this reliability block diagram only contains 5 different parts. The above parts will individually
or comprehensively affect the stability of the all fiber current transformer, and this impact on stability will
be manifested through the output of the transformer [9]. Therefore, based on the abnormal situation of the
output of the transformer and the influence of specific parts of the transformer, the following 5 different types
of current transformer faults can be determined.
(1) Fixed deviation fault. A fixed deviation fault occurs when there is always a fixed deviation between the

measured value and the true value.
(2) Drift deviation fault. The sensor head of an all fiber current transformer is easily affected by temperature,

leading to a decrease in the performance of optical or electronic components, resulting in drift of
measurement values over time. This drift is known as drift deviation fault.

(3) Variable ratio deviation fault. The ratio of a transformer represents the proportional relationship between
the true value and the measured value. In practical applications, sudden changes in the ratio may occur
due to changes in the operating environment and an increase in operating time, resulting in distortion
of the transformer output signal. This situation is called ratio deviation fault.
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Fig. 3.1: Basic Principles of Expert Systems

(4) Accuracy distortion fault. The failure of the signal processing module and transmission unit of the all fiber
current transformer can cause distortion in the accuracy of the measured values. When accuracy
distortion occurs, the average measurement value remains unchanged and the measurement variance
changes [10].

(5) Complete failure failure. Due to hardware circuit faults and optical component failures, the measured value
of an all fiber current transformer does not change with the true value and always maintains a certain
value (zero or maximum range value). This type of fault is called a complete failure fault.

3. Expert System for Fault Diagnosis of All Fiber Current Transformers . Expert system ES
(Expert System) enables computer software systems to apply knowledge, facts, and reasoning mechanisms to
solve complex problems that typically require human experts to solve. The expert system mainly consists of
two parts: An expert knowledge base and an inference machine. Based on the facts provided by the user, the
system uses certain inference methods to make inferences and judgments based on the knowledge base, and
finally outputs the results [11]. The basic principle is shown in Figure 3.1.

3.1. Knowledge Base. The knowledge base is the fault knowledge base of all fiber current transformers,
which is used to store domain expert knowledge and is a key factor in determining the performance of expert
systems. The author’s knowledge base consists of the following three parts:

1) FMEA Table. Using the FMEA table as expert knowledge, there is a certain connection between the
component names, fault modes, fault consequences, and fault types in the table. By analyzing the output data
of the transformer, the fault type and most of the fault consequence information can be obtained. Combined
with a simple analysis of the transformer structure, the fault location can be determined, thus achieving fault
diagnosis and providing corresponding response measures [12].

2) Fault clustering center. The fault situation of the all fiber current transformer can be reflected through
the data obtained from its monitoring. For any all fiber current transformer, obtain the time-domain charac-
teristics of its monitoring data, including rise time, fall time, pulse width, and duration; Frequency domain
features refer to spectral peaks in the frequency domain; Shape parameters, namely skewness and kurtosis; And
11 feature quantities, including time center of gravity, equivalent duration, frequency center of gravity, and
equivalent frequency width, are used to construct its feature vector for time-frequency joint features. Construct
feature vectors for each fault case and classify them according to the fault type to form a feature space for that
fault type. Finally, calculate the clustering center of this feature space and use it as a knowledge base.

3) Fault Tree. Using the fault tree as a knowledge base, after inferring the fault type of the tested current
transformer, the FMEA table and fault tree can be combined to diagnose the fault of the tested current
transformer, providing the fault location, fault consequences, and response measures.

3.2. Inference Machine. The inference machine provides results based on user input data, utilizing
knowledge from the knowledge base and following certain inference rules. Rules are generally expressed as
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Fig. 3.3: Diagnosis process of expert system

IF-THEN, where IF is the premise and THE is the inference. When diagnosing faults in all fiber current
transformers, the real-time monitoring values of the all fiber current transformer are taken as input, and then
feature vectors are extracted to calculate the distance between this feature vector and each fault cluster center.
The fault type with the smallest distance corresponds to the fault type of the all fiber current transformer [13].
Match the operating conditions (including operating conditions and environmental conditions) of existing all
fiber current transformers with the basic events of the fault tree, and provide the final fault diagnosis result in
combination with FMEA.

The functional structure and diagnostic process of the fault tree based all fiber current transformer fault
diagnosis expert system based on fault mode and impact analysis method are shown in Figure 3.2 and Figure
3.3, respectively.

4. Fault diagnosis examples. Based on simulation data of mathematical models for various fault types
and existing fault data of all fiber current transformers, a total of 5569 pieces of data were extracted. From
these data, 11 quantities were extracted, including rise time, fall time, pulse width, duration, frequency domain
spectral peak, skewness, kurtosis, time center of gravity, equivalent duration, frequency center of gravity, and
equivalent frequency width, to construct feature vectors. Normalize the maximum and minimum values for
each feature quantity to obtain the clustering centers of each fault type, as shown in Figure 4.1.

Extract the rise time, fall time, pulse width, duration, frequency-domain spectral peak, skewness, kurtosis,
time center of gravity, equivalent duration, frequency center of gravity, and equivalent frequency width of all
fiber current transformer fault cases obtained on site, and normalize them to obtain their corresponding feature
vectors, as shown in Figure 4.2.
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Fig. 4.1: Clustering center for each fault type

Fig. 4.2: Characteristic vector of the fault case

Table 4.1: Euclidean distance between the feature vectors of the fault cases and the cluster center of each fault
type

Fixed deviation Drift deviation Change ratio deviation Accuracy distortion Complete failure

0.4914 0.4041 0.6112 0.5408 0.5042

Calculate the Euclidean distance between the feature vectors of the fault cases in Figure 4.2 and the
clustering centers in Figure 4.1, as shown in Table 4.1.

According to the calculation results in Table 4.1, it can be seen that the on-site fault case is closest to
the cluster center of the drift deviation fault, so it belongs to the drift deviation fault. Further extract the
on-site maintenance report, which indicates that the operating temperature of the all fiber current transformer
is relatively high[14,15,16,17]. Therefore, a fault diagnosis conclusion can be drawn: The drift deviation fault
of the all fiber current transformer may be caused by a decrease in fiber temperature performance or a decrease
in sensor unit temperature performance. It is recommended to replace the fiber or conduct performance testing
on the sensor unit[18,19,20]. This conclusion is consistent with the conclusion given in the on-site report of
the all fiber current transformer that high temperatures lead to a decrease in the performance of the optical
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transmission system.

5. Conclusion. The author analyzed the impact of each part of the full fiber current transformer on
overall stability, provided a reliability diagram of the full fiber current transformer, and analyzed the types of
faults from the perspective of monitoring data, constructing a fault mode and impact analysis Table. A fault
tree for all fiber optic current transformers was constructed based on the fault mode and impact analysis table
for qualitative analysis of faulty current transformers. A fault diagnosis expert system for all fiber current
transformers is proposed, which uses the clustering center, FMEA table, and fault tree of the faulty current
transformer as the knowledge base of the expert system. Based on the corresponding inference rules, any
all fiber current transformer is diagnosed, and the fault type, fault mode, fault component, and corresponding
response measures are provided. The on-site fault case verified the usability of the method proposed by the
author.
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ETHICAL EVALUATION AND OPTIMIZATION OF ARTIFICIAL INTELLIGENCE
ALGORITHMS BASED ON SELF SUPERVISED LEARNING

RUOYU DENG∗
AND YANG ZHAO†

Abstract. Active learning solves the problem of requiring a large amount of manpower and resources due to the large size
of training samples. The core problem is how to select valuable samples to reduce annotation costs. Using neural networks as
classifiers, most methods choose samples with large amounts of information without considering the issue of information redundancy
between the selected samples. Through the study of redundancy issues, the author proposes a sample selection optimization method
to reduce information redundancy. Using uncertainty methods to select samples with high information content to form a candidate
sample set, and using latent variable vectors calculated in the network to represent sample information, the cosine distance between
candidate samples is calculated using this vector to select subsets with large interval distance and low information redundancy.
Compared with several uncertainty methods in the Mnist, Fashion mnist, and Cifar-10 datasets, this method reduces labeled
samples by a minimum of 11% with the same sample accuracy. The higher the dimensionality of the feature vector calculated
by CNN, the more candidate samples it contains, and the more information it contains. After being improved by self supervised
learning algorithms, the effect becomes more significant. The more candidate samples are selected, the stronger the information
redundancy. The better the performance of self supervised learning algorithms.

Key words: Artificial intelligence algorithms, Information redundancy, Cosine distance, Uncertainty method

1. Introduction. With the rapid development of artificial intelligence (AI), intelligent algorithms are
being applied more and more widely in various fields, such as autonomous driving, medical diagnosis, financial
analysis, etc [1]. The introduction of these algorithms has brought great convenience and benefits, but at the
same time, it has also raised concerns about ethical issues related to these algorithms. In the decision-making
and behavior of AI algorithms, there may be significant impacts on individuals, society, and the environment
[2]. For example, in the field of autonomous driving, intelligent algorithms are responsible for determining the
trajectory and behavior of vehicles, which is directly related to driving safety and road traffic order. In medical
diagnosis, AI algorithms can assist doctors in disease diagnosis and treatment decisions, but their accuracy and
safety are also factors that need to be considered. In financial analysis, intelligent algorithms can assist in
investment decision-making and risk assessment, but the fairness and transparency of their decisions are also
controversial [3].

Therefore, in order to ensure the security, fairness, and trustworthiness of AI algorithms, ethical evaluation
and optimization have become crucial. The purpose of ethical evaluation is to examine whether the decisions
and behaviors of algorithms comply with ethical and ethical standards, and to predict their potential impacts.
This requires consideration of ethical considerations in algorithm design and training, as well as the potential
risks and impacts that may arise during algorithm application. Firstly, in the process of algorithm design and
training, it is necessary to consider whether the collection and use of data are legal and compliant [4]. For the
processing of sensitive information, such as personal identity information, medical records, etc., relevant laws
and regulations should be strictly followed to protect the privacy rights of users. At the same time, it is necessary
to ensure the quality and reliability of the data, and avoid erroneous decisions made by algorithms due to data
bias or incompleteness. In addition, the training process of the algorithm should also follow the principles of
fairness and equality to avoid discriminatory results. Secondly, in the process of algorithm application, it is
necessary to consider the transparency and interpretability of the algorithm. Intelligent algorithms are usually
built based on machine learning and deep learning techniques, and their decision-making process is often black
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box like, difficult to explain and understand. This is a challenge for users and relevant stakeholders as they
are unable to understand how algorithms make decisions [5]. Therefore, the interpretability of algorithms has
become an important ethical issue. In order to address this issue, researchers are working hard to develop
interpretable AI algorithms and promoting the development of relevant standards and specifications. In
addition, the fairness of algorithms is also an ethical issue that needs to be considered. The decision-making of
intelligent algorithms may be affected by data bias and unfairness, such as discriminatory outcomes for certain
specific groups. Therefore, it is necessary to review and calibrate the training data of the algorithm to avoid
bias and discrimination. At the same time, it is necessary to establish supervision and feedback mechanisms to
promptly correct unfair decisions made by algorithms and protect the rights and interests of users [6]. Finally,
risk assessment and management of algorithms are also important aspects of ethical assessment. Intelligent
algorithms may bring some potential risks, such as privacy breaches, security vulnerabilities, ethical conflicts,
etc. Therefore, it is necessary to conduct a comprehensive assessment and management of these risks, take
corresponding measures to reduce risks, and establish supervision and monitoring mechanisms to timely identify
and solve problems [7].

The sample selection strategy is a core issue in the process of artificial intelligence algorithms. In the pool
sample mode, different classifiers have different selection strategies. Under the condition of using SVM as a
classifier, the information content of samples is clearly measured by the distance between samples and support
vectors, such as SVM’s batch pattern artificial intelligence algorithm method. However, considering the dis-
tribution problem between samples, Maximum Mean Discrepancy (MMD) is used to measure the distribution
difference between sample sets, thereby ensuring the consistency of distribution between unlabeled and labeled
sets, for example, the Batch Mode Active Learning (BMAL) method and the Discriminative and Representative
Model Active Learning (DRMALs) method [8]. Furthermore, the Similarity based Sparse Modeling Represen-
tative Selection (DSMRS) and mutual information method were used to measure the similarity between sample
sets, thereby reducing the redundancy between sample sets. For example, adaptive active learning methods,
Convex Programming Active Learning (CPAL) methods, etc.

Under the condition of using neural networks as classifiers, similar to SVM, the closer the sample information
is to the classification boundary, the greater the amount of information. Currently, most uncertainty methods
are used for measurement. Due to the lack of clear explanation from neural networks, some scholars believe that
the current method does not select samples close enough to the classification boundary and needs to reselect
samples near the classification boundary, such as: The Bayesian Active Learning (DBAL) algorithm calculates
the mean of the results after multiple dropouts as the final classification result; Attack the Unmarked Sample
(DFAL) algorithm using the Deeppool algorithm that generates adversarial samples; Considering the sample
distribution relationship, in order to ensure the consistency of distribution between labeled and unlabeled sample
sets, a Cost Effective Active Learning (CEAL) method with classifier self labeling is used to transform the
sample selection problem into a K-center problem using Euclidean distance, these methods ensure distribution
consistency and allow for the selection of samples with large amounts of information, but they do not solve
the problem of information redundancy. The author proposes a self supervised learning algorithm to reduce
redundancy and achieve better results.

2. Problem Description. This section defines the active learning problem, which indirectly measures
the amount of sample information and the redundancy of sample information through latent variables in CNN
with MLP. Combining the process of artificial intelligence algorithms, the problem of minimizing redundancy
is defined. Assuming there are n samples of m classes [9]. The problem of artificial intelligence algorithm based
on pool sample selection sample pattern is as follows:

Question 1. Assuming the number of labeled samples is nL and L = {xi|i = 1, 2, ..., nL}; The number
of unlabeled samples is nU , U = {xi|i = 1, 2, ..., nU}, xi ∈ Rk and nL + nU = n; Sample label set: Y =
{yi|i = 1, 2, ..., nL} and yi ∈ Rm. The loss function of the CNN model is l(L, Y ; f(θ)), which is mapped to
RnL×k ×RnL×m → RnL .

Each time k samples are selected from U to form a Si set and placed in L. The active learning problem is:

minLE[l(L, Y ; f(θ))]− E[; (L, Y ; f(θ))]s.t.|Si| = k and L =Ui=1:T Si (2.1)
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The loss function is the information cross entropy function, which is:

l(L, Y, θ) = − 1

nL

nL∑

i=1

m∑

j=1

{yi = j}logp(yi = j|xi; θ) (2.2)

In the formula, T is the number of iterations; 1 {·} is the indicator function, which is 1 when CNN predicts
correctly, otherwise p(yi = j|xi; θ) is the output result of class j after the Softmax process.

Due to the lack of clear interpretability of CNN, it is difficult to determine what specific information
the sample has about CNN. Given this issue, it is assumed that the CNN is connected to an MLP fully
connected layer after passing through a convolutional layer, and the output vector of the hidden layer in MLP
is specified as a latent variable, abstracting sample information through latent variables. The modulus of latent
variable vectors represents the amount of information, and information redundancy is represented by calculating
the distance between samples. The commonly used distance measures include Euclidean distance and cosine
distance. The cosine distance is more effective in calculating and yields the same conclusion, so cosine distance
is chosen[10]. Furthermore, the inner product measures the redundancy of information between samples,
meaning that a larger inner product indicates a higher similarity of latent variables and a higher redundancy
of information between the two samples being compared.

Definition 1. For samples xi and xj , the latent variables calculated by CNN are x′i and x
′
j , and x

′
i, x

′
j ∈

Rn ∈ R”, the information redundancy matrix R and information quantity I between n samples are:

R =




r11 r12 ... r1k
r21 r22 ... r2k
. . .
. . ... .
. . .
rk1 rk2 ... rkk




(2.3)

I = (I1, I2, ..., In) (2.4)

In order to solve problem 1, the goal is achieved by reducing redundancy by selecting a sample set with
high information content and low redundancy. Question 1 becomes how to select the sample set Si to minimize
the redundancy between samples[11].

Question 2. Assuming that there is already a redundancy matrix R, select the sample set Si from U to
minimize the mean of R, that is:

minLaverage(R)s.t.|Si| = k and L =Ui=1:T Si (2.5)

3. Redundancy methods. The redundancy problem mainly occurs between multiple selections of Si,
between sample sets, or between samples in a single selection of Si. Assuming that after each selection of Si,
the CNN converges on the set L after labeling, there is less information redundancy between the Si sample sets
selected in each iteration, and the redundancy problem mainly lies between the samples in the Si set [12].

The analysis of the redundancy problem of Si set is shown in Figure 3.1, where: circle and triangle represent
two types of samples m1 and m2; The dashed line represents the initial classification boundary; The solid line is
the classification boundary after selecting samples; Grid points are candidate sample sets; The real point is the

selected sample set. The samples are divided into two categories: m1 and m2, where m
(i)
j represents the i-th

subset of samples belonging to the j-th category. Assuming that some samples have been selected and labeled

based on uncertainty methods. As shown in Figure 3.1 (a), several samples were selected from the m
(1)
1 ,m

(2)
2

sample set near the CNN classification boundary. After iterative training, the original dashed boundary became
a solid boundary, and the result did not completely separate the two types of samples. It can be seen that the
sample set selected based on uncertainty methods has information redundancy. In response to this issue, the
author proposes a self supervised learning algorithm [13].
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Fig. 3.1: Analysis of Redundancy Issues in Si Sets

3.1. Uncertainty methods. The principle of sample selection based on the pooling sample pattern is
mainly to select samples with high information content in the unlabeled pool to enable CNN to quickly fit the
samples. High information content means that after CNN calculation, the probability of unlabeled samples in
each classification is close to 1

m , or they are uncertain in the most likely classification. Such samples close to
the classifier boundary are the selected samples in Figure 3.1 (a). The current methods of uncertainty are as
follows:

(1) Low credibility:

x∗ = argmaxx[1− p(ymax|xi; θ)] (3.1)

In the formula: ymax = max(yi = j|xi; θ). Sort the maximum values of samples in various classification
probabilities from small to large, and select the top K samples.

(2) Information entropy:

x∗ = argmaxx −
∑

i

p(yi = j|xi; θ)log(yi = j|xi; θ) (3.2)

Sort the top K samples in descending order of information entropy.
(3) Bayesian estimation:

p =
1

T

T∑

t=1

p(yi = j|xi; θ, dropoutt) (3.3)

Average the classification results under multiple dropout values, and then select samples based on Equations
3.1 and 3.2.

3.2. Redundancy algorithm. As shown in Figure 3.1(a), the above uncertainty method only selects
some samples as Si sets based on the given calculation indicators, without considering sample redundancy, thus
selecting meaningless samples. A self supervised learning algorithm is proposed based on this problem, as
shown in Figure 3.1(b), which constructs a candidate sample set consisting of samples located near the CNN
classification boundary, which includes all categories. Finally, select a subset of samples with low redundancy
from the candidate sample set.

Select samples located near the CNN classification boundary based on uncertainty methods to form a
candidate sample set. Calculate the cosine distance matrix between latent variables for all candidate samples:

D =




d11 d12 ... d1k
d21 d22 ... d2k
. . .
. . ... .
. . .
dk1 dk2 ... dkk

=
R

2
√
IT × I




(3.4)
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Using the distance matrix to obtain a sample set with low redundancy, that is, selecting the sample from
the candidate set that is least similar to the labeled set each time. If L is an empty set, selecting the sample
that is most similar to the candidate set[14].

3.3. Self supervised learning algorithms. From the above algorithms, it can be seen that the purpose
of using cosine distance and redundancy algorithms is to select sample sets with category diversity and low
redundancy from the candidate sample set.

Assuming that K samples are selected in an unlabeled sample pool in one round, and the LeNet5 network
is used as a classifier with S convolutional kernels, with a single convolutional kernel computation time of ts,
the time complexity analysis of self supervised learning algorithms and uncertainty methods is as follows:

Uncertainty methods:

TU = Ts + Tk (3.5)

Self supervised learning algorithms:

TD = Ts + Tk + TR (3.6)

In the formula, Ts is the time taken for network training; Tk is the sorting selection sample time; TR is the
redundancy calculation time.

Ts = tsKS = O(tsS) (3.7)

Tk = K = O(1) TR = NK = O(N) (3.8)

Obviously, ts >> N > 1, then Ts >> TR > Tk, the time is mainly spent on training the neural network.
Therefore, Equations 3.1 and 3.2 have the following relationship:

TU ≈ TD ≈ O(tsS) (3.9)

From Equation 3.5, it can be concluded that the running time of the two methods is roughly the same[15].

4. Experiments and Result Analysis.

4.1. Datasets and Network Structures. Multiple experiments were conducted on Mnist, Fashion mnist,
and Cifar-10 on the Lenet and NIN models. The neural network structure is shown in Tables 4.1 and 4.2, and
the description of the dataset is as follows:
(1) Mnist: 28 × 28 grayscale images, totaling 10 categories. Used for recognizing handwritten digit datasets,

including 50000 for training, 5000 for validation, and 10000 for testing. 10000 samples were used as
unlabeled sample pools in the experiment.

(2) Fashion latest: 28 × 28 grayscale images, totaling 10 categories. Used to identify fashion clothing datasets,
including 50000 training sets and 10000 testing sets. Due to its higher complexity than Mnist, the
experiment used 20000 samples as an unlabeled sample pool.

(3) Cifar-10: 32 × thirty-two × 3 color images, totaling 10 categories. A small dataset for identifying universal
objects, including 50000 training sets and 10000 testing sets. 20000 samples were used as unlabeled
sample pools in the experiment[16].

4.2. Experimental parameters. In order to reduce the impact of experimental randomness, each dataset
experiment had an average of 5 results. In each experiment, in order to avoid the model being biased during
the training process, the validation set selected for each iteration is to randomly and uniformly extract 2% of
samples from each class in the existing labeled set, and the CNN initialization network parameters are the same
in each dataset experiment[17]. The experiment used the Keras toolkit on the Python platform to compare self
supervised learning algorithms with low credibility, information entropy, and Bayesian methods in uncertainty
methods multiple times. For the Mnist dataset, n0=100, T=15, N=3, K=100, feature vector length 128, and
network structure are shown in Table 4.1. For the Fashion mnist dataset, n0=200, T=20, N=10, K=150, the
feature vector length is 256, the network structure is shown in Table 4.1, and the output length of the Fc layer
is changed to 256[18]. Considering the complexity of the Cifar-10 dataset and network training issues, in
order to reduce overfitting and result stability, the dropout value is reduced, n0=1 000T = 20N = 30K = 150
dropout = 0.25the length of the feature vector is 512.
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Table 4.1: Mnist and Fashion mnist experimental network structures

type Core size/step size Output Size

convolution 3 × 3 /1 28 × 28 × 32

Pooling 2 × 2 /2 13 × 13 × 64

convolution 3 × 3 /1 13 × 13 × 64

Pooling 2 × 2 /2 6 × 6 × 64

Fc(dropout50%) — 1 × 1 × 128

Fc — 1 × 1 × 10

Softmax — 1 × 1 × 10

Table 4.2: Cifar-10 Experimental Network Structure

type Core size/step size Output Size

convolution 5 × 5 /1 32 × 32 × 192
Batch normalization — 32 × 32 × 192

convolution 1 × 1 /1 32 × 32 × 160
convolution 1 × 1 /1 32 × 32 × 96

Pooling 3 × 3 /2 15 × 15 × 96
convolution 5 × 5 /1 15 × 15 × 192

Batch normalization — 15 × 15 × 192
convolution 1 × 1 /1 15 × 15 × 192
convolution 1 × 1 /1 15 × 15 × 192

Pooling 3 × 3 /2 7 × 7 × 192
convolution 3 × 3 /1 7 × 7 × 192

BN — 7 × 7 × 192
convolution 1 × 1 /1 7 × 7 × 192
convolution 1 × 1 /1 7 × 7 × 64

Fc(dropout25% ) — 1 × 1 × 512
Fc — 1 × 1 × 10

Softmax — 1 × 1 × 10

4.3. Analysis of experimental results. In order to verify the effectiveness of self supervised learning
algorithms, different datasets use different network structures due to their varying complexity. The results are
shown in Figure 4.1.

It can be clearly seen that self supervised learning algorithms have significant improvements in the existing
uncertainty methods. Compared to the samples required for the highest accuracy of the uncertainty method,
in Mnist, when the uncertainty method reaches 98%, the entropy method reduces the maximum number of
samples by 28%, while the Bayesian method reduces the minimum number of samples by 16%; In Fashion mnist,
when the uncertainty method reaches 85%, the maximum decrease in lead is 30%, and the minimum decrease
in entropy is 14%; In Cifar-10, the three methods achieved a maximum lead reduction of 22% and a minimum
sample reduction of 11% for Bayesian when achieving an accuracy of 52%. From the above results analysis, it
can be seen that the Self supervised learning algorithm (SSL) reduces samples by up to 30% and the lowest by
11% in the three methods.

From these results, it can be found that the information of the samples selected by the original three
uncertainty methods is redundant for the classifier. Because self supervised learning algorithms mainly select
sample sets with low redundancy through redundancy algorithms. The accuracy in Figure 4.1 increases, and
under the same number of samples, the amount of information increases, resulting in a decrease in redundancy.
Self supervised learning algorithms can effectively enhance uncertainty methods at the cost of time [19].

In order to reduce the impact of latent variable feature vector length and candidate sample number on
sample redundancy research, experiments were conducted on latent variable feature vector length and candidate
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(a) Mnist (b) Fashion-mnist

(c) Cifar-10

Fig. 4.1: Experimental results of SSL algorithm on different datasets

sample number. Under the conditions of 128 and 256 feature vectors, as well as 300 and 1000 candidate samples,
in Fashion minimum, two sets of experiments were conducted using the self supervised learning algorithm - fast
method. The experimental results on the relationship between information redundancy and the length of feature
vectors and the number of candidate samples are shown in Figures 4.2 and 4.3.

The experiment in Figure 4.2 is conducted on the Fashion mnist dataset, with a candidate sample size
of 1000 and feature vector lengths of 128 and 256, respectively. Due to the different widths of CNN in the
last layer, the initialization network parameters are inconsistent. To address this issue, this experiment aims
to ensure that the initialization network performs equally on the test set as much as possible. It can be seen
that when the model accuracy reaches 80%, the former has 100 more labeled samples than the latter. So,
the longer the feature vector, the more information it carries. The experiment in Figure 4.3 is conducted on
the same dataset, with n0=200, T=20, K=100, and a feature vector length of 256. The sample size of the
candidate set is 300 and 1000, respectively, and the initialization network parameters are the same. Similarly,
when the model accuracy reaches 80%, the former uses 100 more labeled samples than the latter. Through this
experiment, it can be compared that if the number of candidate samples is small, the information contained in
the candidate sample set is insufficient, but the redundancy is small, which will be affected by the number of
samples[20]. Through the above experiments, it can be seen that the higher the dimensionality of the feature
vectors calculated by CNN, the more candidate samples contain more information, and the more obvious the
effect is after being improved by self supervised learning algorithms. The more candidate samples are selected,
the stronger the information redundancy. The better the performance of self supervised learning algorithms.
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Fig. 4.2: The length of feature vectors in self supervised learning algorithms

Fig. 4.3: Number of candidate samples in self supervised learning algorithms

5. Conclusion. In the sample selection mode of artificial intelligence algorithm pool, the author proposes
a self supervised learning algorithm to reduce sample information redundancy. Using uncertainty methods, a
large number of candidate samples are selected by CNN to form a candidate set. In the candidate set, the
cosine distance relationship of the samples is used for a second screening, resulting in a sample set with large
information content and low redundancy. This method can effectively reduce sample data redundancy and
further reduce the number of labeled samples required by the model. In the future, uncertainty methods can
be further optimized.
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MACHINE LEARNING ALGORITHMS IN SUPPLY CHAIN COORDINATION
SIMULATION AND OPTIMIZATION

QINGPING ZHANG∗
AND YI HEI†

Abstract. In response to the current situation of poor adaptive learning performance in Agent production and sales nego-
tiation and dynamic changes in negotiation environment, the author proposes a method based on machine learning algorithms.
Consider the impact of conflict level, cooperation possibility, and negotiation remaining time on negotiations in a dynamic negoti-
ation environment, and use the entropy method to determine the weights of three influencing factors and perform linear weighting.
Based on the differences in current negotiation topics, a concession amplitude prediction model based on dynamic selective en-
semble learning is constructed, and an optimization strategy for supply chain production and sales negotiation is proposed. The
experimental results indicate that, in the adaptive negotiation strategy of a regular SVM single learning machine, the joint utility
of the most successfully negotiated agents falls within the interval [0.55, 0.70], while the author’s ensemble learning strategy mainly
focuses on [0.6, 0.8], the author’s strategy is relatively superior to ordinary learning strategies in terms of both the number of
successfully negotiated agents and the joint utility. Compared with the single learning machine negotiation strategy, this strategy
improves the success rate and joint utility of Agent adaptive learning, and ensures the benefits of both production and sales in the
supply chain, achieving a mutually beneficial situation for both parties in cooperation.

Key words: Dynamic selective ensemble learning, Dynamic negotiation environment, Agent production and sales negotiation,
Adaptive learning, Entropy method

1. Introduction. Supply chain coordination is a key issue in supply chain management, which involves
collaboration and coordination among different stakeholders. In the supply chain, due to the different goals and
constraints of each participant, problems such as information asymmetry, order lag, and inventory backlog are
prone to occur, leading to inefficiency and instability of the supply chain. In order to achieve efficient operation
of the supply chain and maximize overall benefits, researchers have proposed various supply chain coordination
models and algorithms. The core goal of supply chain coordination is to ensure effective coordination and
cooperation among various links in the supply chain through reasonable decision-making and collaboration
mechanisms, in order to optimize the efficiency of the entire supply chain system. In actual supply chain man-
agement, in order to solve the problem of information asymmetry, some measures can be taken to improve the
flow and sharing of information. For example, establishing an information platform to improve the coordination
and flexibility of various links in the supply chain through information sharing and transmission [1]. At the
same time, adopting appropriate reward and punishment mechanisms to encourage all parties involved to work
together and reduce the problems caused by information asymmetry.

In addition, order lag and inventory backlog are common issues in supply chain coordination. In order to
address these issues, some supply chain coordination models and algorithms can be adopted. For example, by
establishing a supply chain coordination model based on demand forecasting, it is possible to accurately predict
demand and make corresponding adjustments according to changes in demand, avoiding the problems of order
lag and inventory backlog [2]. In addition, reasonable inventory management strategies such as first in, first
out (FIFO) and regular inventory can be adopted to control inventory backlog and improve the operational
efficiency of the supply chain.

Supply chain coordination can also be achieved by optimizing logistics transportation and distribution. In
the supply chain, logistics transportation and distribution play a crucial role. By optimizing logistics trans-
portation and distribution plans, transportation costs can be reduced, transportation efficiency can be improved,
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and supply chain coordination and optimization can be achieved [3]. For example, centralized distribution can
be adopted to reduce the frequency and distance of transportation, and lower transportation costs; At the
same time, utilizing logistics technology and information systems to achieve visual management of logistics
transportation and distribution, improving the efficiency and service quality of logistics transportation.

In addition to the above methods, supply chain coordination can also be achieved through reasonable part-
ner selection and supplier management. In supply chain management, selecting suitable partners and suppliers
is crucial for the coordination and stability of the supply chain. By evaluating and managing suppliers, we can
ensure their quality and delivery time, and reduce the risks and problems they bring [4]. At the same time,
establish long-term and stable cooperative relationships, strengthen communication and collaboration with sup-
pliers, and improve the efficiency and stability of the supply chain. In short, supply chain coordination is a key
issue in supply chain management. Through reasonable decision-making and collaboration mechanisms, prob-
lems such as information asymmetry, order lag, and inventory backlog can be solved, improving the efficiency
and stability of the supply chain. In actual supply chain management, various means and methods can be
adopted to achieve coordination and optimization of the supply chain, including information sharing, demand
forecasting, inventory management, logistics transportation and distribution optimization, partner selection,
and supplier management. Through continuous research and practice, supply chain coordination models and
algorithms can be further improved, promoting the development and progress of supply chain management [5].

The author aims to study the application of machine learning algorithms in supply chain coordination
simulation and optimization. By using machine learning algorithms to analyze a large amount of data in the
supply chain, we can better understand the operational mechanisms and optimization methods of the supply
chain. Specifically, the research objectives include the following aspects:

1. Analyze the characteristics and challenges of supply chain coordination problems: Through in-depth
research on supply chain coordination problems, analyze the relationships and interactions between
various links in the supply chain, and reveal the essence and challenges of supply chain coordination.

2. Explore the application of machine learning algorithms in supply chain coordination simulation: Using
machine learning algorithms, construct a supply chain coordination simulation model, simulate the
impact of different coordination strategies on supply chain performance, and further study the behavior
and decision-making of all parties involved in the supply chain.

3. Propose a supply chain optimization method based on machine learning algorithms: Based on the
analysis results of machine learning algorithms, design a supply chain optimization algorithm to improve
the efficiency and stability of the supply chain by coordinating the decisions and actions of all parties
involved.

Through the implementation of the above research objectives, the author aims to provide new ideas and
methods for supply chain management, promote coordination and optimization of the supply chain, and improve
overall operational effectiveness.

2. Agent Supply Chain Production and Sales Negotiation Model.

2.1. Production and sales negotiation framework. In negotiation, the entropy method is used to
calculate the weight of the negotiation environment, and the impact factor of the negotiation environment on
the concession amplitude of the issue is obtained through linear weighting. Using optimized strategies to predict
the concession range of opponents and measuring the impact of other negotiating opponents on the current
negotiation based on global utility, the proposal values for each issue in the next round are obtained[6]. After
the negotiation, the negotiation agent selects the best partner based on their own wishes, as shown in Figure
2.1.

2.2. Negotiation parameters. The specific steps of a negotiation strategy based on dynamic selection
ensemble learning are: 1) Description of the negotiation environment; 2) Define negotiation issues and essential
elements; 3) Support adaptive learning, update concession amplitude, and propose counter proposals[7]. There-
fore, an octet representation negotiation model is proposed, and the negotiation parameters are explained in
Table 2.1.

NM = {A, I, P, w, T, C, Lc, U} (2.1)
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Fig. 2.1: Agent production and marketing negotiation framework

Table 2.1: Description of the negotiation parameters

Parameter Describe

A distributormanufacturercoordinator
I Negotiation topic set
P The agenda value for each round of negotiation

T
The remaining time for negotiation gradually decreases
during the negotiation process

Lc Conflict level between both parties

w
Participate in negotiating agent’s
weight vectors for each issue

C
The likelihood of cooperation between
manufacturer and distributor agents

U
Evaluation of the proposed value of the opponent
in the t-th round of negotiation on issue j

2.3. Negotiation Environment. For the expression of the negotiation environment, the author char-
acterizes it using three factors: the level of issue conflict, remaining negotiation time, and the possibility of
the best partner. Among them, the level of issue conflict is a positive indicator; The greater the remaining
negotiation time and the possibility of the best partner, the smaller the concession made, which is a negative
indicator.

Issue conflict level. The degree of conflict between the negotiating agent and the opponent on issue j, as
shown in Equation 2.2.

Lct =
n∑

j=1

epjwj

√
|P st,j − poppt,j |2 (2.2)
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Among them, P st,j represents the proposal value of our agent for issue j in round t, P oppt,j represents the proposal
value of our opponent for issue j in round t; epj represents the proportion of the number of opponents who are in
conflict with the Agent regarding issue j in the total number of negotiations. Best partner possibility: decreases
with the increase of competitors. Ati has A

t
c competitors and Atp trading parties in round t negotiation, and the

possibility of Ati being considered as the preferred trading partner of the trading parties is shown in Equation
2.3.

c(Ati, A
t
p) = 1− [(Atp − 1)/Atp]

At
c (2.3)

Remaining negotiation time. The remaining time in the negotiation of round t is calculated as shown in
Equation 2.4.

T (t, τ, λ) = 1− (t/τ)λ (2.4)

Among them, τ is the deadline; λ is the optimal time limit for MDA.

2.4. Integration of negotiated environmental factors . The legitimate value method determines the
weights of three factors in the negotiation environment, assuming that there are r agents participating in the
negotiation, Amd calculates the conflict level of the manufacturer and distributor’s own issues, the possibility of
the best partner, and the remaining negotiation time in each round of negotiation[8]. The positive and negative
indicators are dimensionless according to Equations 2.5 and 2.6, forming a matrix as shown in Equation 2.7.

sr,i = (sr,i −min{si})/(max{si} −min{si}) (2.5)

sr,i = (max{si} − sr,i)/(max{si} −min{si}) (2.6)

R =




s11 s12 s13

s21 s22 s23

...

...

...

sr1 sr2 sr3




(2.7)

The legitimate weight of the jth environmental indicator is shown in Equation 2.8, with a legitimate weight
of πj . The entire negotiation environment should make concessions to the t-round negotiation agent θt. As
follows:

Hj = −(1/lnr)
r∑

i=1

(
sij∑r
i=1

sij) (2.8)

πj =
(1−Hj)

r −∑r
i=1Hj

(2.9)

θt = π1lct + π2ct + π3Tt (2.10)
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3. Adaptive negotiation optimization strategy based on multi-agent.

3.1. Concession amplitude learning based on dynamic selective ensemble SVM. The predictive
performance of each sub SVM learning machine varies for different data, and it is not advisable to use the same
model function to estimate the concession amplitude for different issues. Based on the current issue value in
the negotiation, use the nearest neighbor sample set as the evaluation sample to evaluate the performance of
each sub model, and retain the sub models with better performance for integration[9]. In the negotiation, the
K-means nearest neighbor search algorithm is used for each negotiation topic. The validation dataset is used
to find k subsets of samples that are closest to the current value of the topic to be predicted, and the root
mean square error is used as the evaluation criterion for the predictive performance of each sub model. Some
sub models with poor predictive performance are eliminated, and the combined weights of each sub model are
calculated to establish the final dynamic selective ensemble SVM model.

1. Generate an evaluation dataset using K-means. In order to predict the negotiation sequence Pq, let
the number of nearest negotiation samples in the validation dataset PL be k, calculate the distance
between Pq and each negotiation data sample point Pi in PL, and obtain the first k sample sets Pk.

PD(Pq, Pi) =

√∑

i∈L
(Pq − Pi)2 (3.1)

2. SVM sub learning machine filtering. Input Pk sample sets, use root mean square error as the screening
criterion, and select the corresponding top k sub learning machine as the ensemble sub model of the
predicted set Pq. The root mean square error of the i-th sub model is shown in Equation 3.2.

Eij =

√∑k
i=1(c̃ij − Cij)2

k
(3.2)

Among them, c̃ij represents the predicted concession amplitude of the i-th sub learning machine for
the next round of issue j; Cij represents the actual concession amount for the next round of agenda
item j.

3. Calculate the combined weights of each sub model. According to the root mean square error Eij of the
i-th sub model, the combined weight of this sub model is:

ai = (
1

E2
ij

)/(
k∑

i=1

1

E2
ij

) (3.3)

When all h sub learning machines are successfully trained, combined with the k sub learning model with
the smallest selection error for the current issue, four variables are inputted: the average concession amplitude
value of the manufacturer and distributor agents in the first t rounds to hedge against the sudden issue j,
and the difference in the proposed values of the manufacturer and distributor agents in the t round[10]. The
predicted concession amplitude values for Afac and Adis in the t+1 round are obtained. The predicted output
for each issue’s concession amplitude is:

C
fac/dis
t+1,j = a1C1j + a2C2j + ...+ akCkj (3.4)

3.2. Utility Function Optimization. The global utility indicates that for positive issues, the larger the
opponent’s issue value is, the better, while for negative issues, the opposite is true. The utility evaluation
functions for the negotiation object’s issue value during t-round negotiation are shown in Equations 3.5 and
3.6, respectively.

U+
t,all =

n∑

j=1

wt,j(
poppt,j − pmint,j

pmaxt,j − pmint,j

) (3.5)
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U−
t,all =

n∑

j=1

wt,j(
pmaxt,j − poppt,j

pmaxt,j − pmint,j

) (3.6)

Ut,all = U+
t,all + U−

t,all (3.7)

Among them, poppt,j represents the current proposal value of the other party; pmaxt,j represents the maximum
value of the current proposal. Taking Afac as an example, in the t-round negotiation, the global utility with
each Adis is calculated based on Equation 3.6. larger the Ut,all, the greater the utility obtained from the current
Adis negotiation, and the smaller the impact on the concession amplitude, making a larger concession[11].

The difference in local utility between the two rounds of negotiation is used to determine whether to stop
the current negotiation process, as shown in Equation 3.8. According to the predicted concession range of Afac
on issue j in round t+1, the proposal value of distributor BB on issue j in round t of Cdis→fac

t+1 negotiation is

pdis→fac
t,j . The predicted proposal value of distributor Adis→fac

t+1,j on issue j in round t+1 is shown in Equation
3.9.

Ut,area =

j∑

j=1

wjpdis→fac
j (3.8)

pdis→fac
t+1,j = pdis→fac

t,j + Cdis→fac
t+i,j (3.9)

Coordinate Amd with Equations 3.8 and 3.9 to calculate the difference between Adis’s predicted utility value
in round t+1 and the actual utility value in round t. When the difference is ∆Ut+1,t > 0, continuing to negotiate
Afac’s utility will increase, but the utility has not been maximized yet. Otherwise, end the negotiation[12].

3.3. Topic proposal. Taking Afac as an example, in multilateral adaptive negotiation, not only should
the impact of the negotiation environment on the degree of concession be considered, but also the impact of
other negotiation objects on the current negotiation. Therefore, the next round of proposal values for topic j
are proposed by Equations 3.10 and 3.11.

pfac→dis
t+1,j = pdis→fac

t,j − pfac→dis
t,j × (wj)× (aθ + βCdirt+1 +

U it,all − Umint,all

Umaxt,all − Umint,all

) (3.10)

pfac→dis
t+1,j = pdis→fac

t,j + pfac→dis
t,j × (wj)× (aθ + βCdirt+1 +

U it,all − Umint,all

Umaxt,all − Umint,all

) (3.11)

Among them, Equation 3.10 represents cost based issues; Equation 3.11 represents profit oriented issues; θ
Indicates the extent of concessions made under the influence of the negotiation environment; Cfact+1 represents
the concession amount of the opponent in the next round based on the ensemble learning algorithm; U it,all
represents the global utility obtained from negotiating with the current negotiating party. The larger the value,
the greater the concession, and vice versa[13].

3.4. Best Partner Selection. After the negotiation, the Afac manufacturer makes a decision on the
negotiation results, selects the appropriate Adis, calculates the similarity of topics based on common neighbors
according to the needs of the negotiation, and selects cooperation partners that are more suitable according to
the similarity of topics, as shown in Equation 3.12.

Sfac,dis = (1 + e−Dfac,dis)× ||Ifac ∩ Idis|| (3.12)

Among them, Dfac,dis represents the issue gap between Afac and Adis; Ifac ∩ Idis represents the number
of topics that Afac and Adis are satisfied with after successful negotiations, and selects the best partner based
on similarity.
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Table 4.1: Issue range and corresponding weights of manufacturers and distributors

Parameter Manufacturer Distributor Manufacturer Distributor
type Issue Range Issue Range weight weight

Price/yuan [3 000,3 800] [3 000,3 300] 025 025
Quantity [800,1 000] [850,1 200] 025 025
Delivery time/month [25,3] [1,3] 025 025
Warranty period/month [12,24] [15,48] 015 010
Defective rate/% [80,95] [0,95] 010 015

4. Adaptive negotiation steps and examples.

4.1. Negotiation Steps. The specific steps for adaptive negotiation are as follows:
Step 1: Negotiate initialization. Based on the negotiation targets of Afac and Adis, determine issue I, initialize

issue weight W, maximum negotiation time T, and acceptable range of the issue, and normalize the
issue.

Step 2: Amd determines if the remaining negotiation time T has been exceeded. If it has been exceeded, the
negotiation will be concluded; On the contrary, proceed to step 3.

Step 3: Amd evaluates the negotiation environment and calculates according to Equation 2.10 θ and provide
feedback to Afac and Adis who are currently negotiating [14].

Step 4: Amd adds the new proposal to the negotiation history database. Afac and Adis divide the negotiation
data into multiple samples, adjust the parameters of each sub learning model, and calculate the root
mean square error Eij of each model according to equation (12).

Step 5: Afac, Adis calculates the weight of each sub learning model according to Equation 3.3 α, output the
final strong combination learner, combined with the current proposal, to determine the next round of

concession amplitude and measure C
fac/dis
t+1 .

Step 6: Amd calculates the current global utility based on Equation 3.7 and provides feedback to Afac and Adis
who are currently negotiating.

Step 7: Calculate the impact of the negotiation environment on the concession level of Afac and Adis being
negotiated θ, based on the predicted concession amplitude in step 5, derive the counter proposal
for each issue according to Equations 3.10 and 3.11, update the current utility value, negotiate the
environmental conditions, and provide feedback to Amd.

Step 8: Afac, Adis proposes a counter proposal. If the negotiating opponent accepts it, proceed to Step 9;
Otherwise, proceed to step 3.

Step 9: Amd will write the successfully negotiated agent to the database. After the quick negotiation activity,
Afac and Adis determine their partners based on Equation 3.11.

4.2. Example analysis. In order to demonstrate the differences between the two algorithms, simulation
experiments were conducted. Assuming that there are conflicts between multiple manufacturers and distributors
in the mobile phone production and sales chain when formulating collaborative plans, negotiations should be
conducted according to common learning strategies and integrated optimization strategies. Consider the price,
quantity, delivery time, warranty time, and defect rate of the plan as negotiation topics [15]. According to expert
experience, manufacturers are most concerned about price, quantity, and delivery time, followed by warranty
time and defect rate; Distributors are most concerned about price, quantity, and delivery time, followed by
defect rate and warranty time. Therefore, the issue range and weight of manufacturers and distributors are
shown in Table 4.1.

Generate 50 manufacturers and 50 distributors for the two adaptive negotiation strategies proposed by the
author, and simulate the conflict resolution of collaborative plans. Based on existing experience, it is assumed
that the maximum negotiation time τfac is 25 and τdis is 20.

In Figures 4.1(a)-(b), the x-axis and x-axis represent respectively α, β. The y-axis represents the average
joint utility value of manufacturers and distributors at the time of successful negotiation, with different combi-
nations of values [16]. It can be seen that as  Increase in size  The difference between the average joint utility
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(a) (b)

Fig. 4.1: Meverage joint utility simulation results for 2 strategies

(a) (b)

Fig. 4.2: Negotiated success rate simulation results for 2 strategies

of the two negotiation strategies is increasing as the decrease in  0.4  When it is 0.6, the average combined
utility of the two reaches its maximum. Therefore, the ensemble learning optimization strategy proposed in
this article has better negotiation effectiveness than ordinary single learning machine adaptive strategies.

In Figures 4.2(a)-(b), the x-axis and y-axis represent respectively , The y-axis represents the negotiation
success rate of manufacturers and distributors with different value combinations. It can be seen that in general,
the integrated learning optimization strategy proposed in this paper has a higher negotiation success rate than
the ordinary single learning machine adaptive strategy. Therefore, the integrated learning optimization strategy
can improve the success rate of production and sales negotiations to a certain extent [17].
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Fig. 4.3: Meverage error rate simulation results for 2 strategies

Fig. 4.4: Relationship between joint utility and successfully negotiated Agent

Figure 4.3 selects 50 manufacturers in the experiment to predict the average error rate of the opponent’s
concession amplitude on the same issue. Comparing the performance of the two strategies, it can be seen that
in most cases, the author’s ensemble learning strategy has lower error rates than the ordinary SVM single
learning machine adaptive strategy [18].

From Figure 4.4, it can be seen that in the adaptive negotiation strategy of a regular SVM single learning
machine, when the most successful agents are negotiated, their joint utility falls within the interval [0.55, 0.70],
while the author’s ensemble learning strategy mainly focuses on [0.6, 0.8], the author’s strategy is relatively
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superior to ordinary learning strategies in terms of both the number of successfully negotiated agents and the
joint utility [19,20]. The conclusion drawn from the above is that the negotiation strategy based on dynamic
selective ensemble learning performs relatively better than ordinary single learning machine adaptive negotiation
strategies in terms of joint utility, negotiation success rate, average error rate, etc.

5. Conclusion. Resolving conflicts in supply chain production and sales collaboration is beneficial for
improving the operational efficiency of the supply chain. On the basis of considering the impact of the en-
vironment on negotiation, the author proposes an adaptive negotiation strategy based on dynamic selective
ensemble SVM, which can reduce the error of opponent prediction information and also consider the impact of
other negotiation processes in multilateral negotiation. The experimental results show that compared with the
adaptive negotiation strategy of ordinary single learning machines, this strategy can to some extent improve the
negotiation success rate, conflict resolution efficiency, and the joint utility of manufacturers and distributors.
The next step will be to study adaptive negotiation methods for resolving conflicts in supply chain production
and sales collaboration based on multilateral negotiations, in order to improve the intelligence level of the
supply chain.
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SIMULATION OF SEGMENTED CLUSTERING OF CLOUD STORAGE DATA BASED ON
NEURAL NETWORK MODELS AND PYTHON

GUOQING XIA∗
AND HUAZHEN CHEN†

Abstract. In order to improve the operational efficiency of traditional cloud storage data segmentation clustering methods,
the author proposes a machine learning based cloud storage data segmentation clustering method. Reasonably extract multiple
small datasets from the cloud storage database, which contain all natural clusters in the cloud storage database. Construct a
similarity matrix based on the definition of similarity. Using nonlinear kernel principal component algorithm to measure the
similarity of data in the similarity matrix, data with the same features are grouped together through similarity measurement, and
a mixed Gaussian distribution probability density model is used to calculate the posterior probability of different categories of
data, implement segmented clustering of cloud storage data by comparing probability sizes. The experimental results show that
the proposed method can shorten the clustering running time, reduce the clustering variation to 29%, and effectively improve the
smoothness of the clustering results.

Key words: Neural network models, Cloud storage, Segmented clustering of data, A mixed Gaussian distribution probability
density model

1. Introduction. Neural networks are widely used in nonlinear system identification and control due
to their strong learning ability. However, practical objects are full of uncertain factors, and many problems
cannot be described with accurate mathematical models. Fuzzy systems utilize the knowledge and experience
of experts to solve mathematical problems through natural language. Since the proposal of Adaptive Network
Based Fuzzy Reference System (ANFIS), the research and application of this theory have made significant
progress [1]. For a long time, fuzzy design networks were based on traditional Type 1 fuzzy logic systems.
With the development of fuzzy set theory and the shortcomings of Type 1 fuzzy logic systems in describing
the uncertainty of the objective world, the theory and application of Type 2 fuzzy logic systems have become
a research hotspot in fuzzy theory in recent years. With the deepening of research on the identification and
control of type 2 fuzzy logic systems in nonlinear systems, research on the identification and control of type 2
fuzzy neural networks in nonlinear systems is gradually increasing. At present, the structure of type-2 fuzzy
neural networks mainly includes fixed network structure, self adjusting type-2 fuzzy neural network, self evolving
type-2 fuzzy neural network, self-organizing interval type-2 fuzzy neural network, etc. Once the structure of
interval type-2 fuzzy neural networks is determined, the next step is to learn the network parameters. Currently,
the most commonly used parameter learning algorithm is the backpropagation (BP) algorithm. However, the
BP algorithm is sensitive to initial values, and inappropriate initial values can cause the algorithm to diverge
or converge to non optimal solutions. The structure of interval type-2 fuzzy logic systems is similar to that
of traditional fuzzy logic systems, but it requires a key step, which is order reduction. The order reduction
process first reduces the type-2 fuzzy set to a type-1 fuzzy set, and then obtains the precise output of the final
interval type-2 fuzzy system using the conventional method of defuzzification of type-1 fuzzy sets. Currently,
most interval type-2 fuzzy neural network systems use the Karnik Mendel (KM) reduction algorithm, which
is an iterative optimization algorithm, firstly, it is necessary to sort the discrete points by size, so that the
corresponding membership degree needs to be modified accordingly. The order can be reduced to obtain two
switching points, and each switching point may not be the same. Therefore, when using the BP algorithm to
learn parameters, the process is relatively cumbersome and there is no unified learning formula.
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Clustering is the process of distinguishing and classifying things according to certain requirements and
rules. In this process, there is no guidance from teachers or any prior cognitive information about classification,
but only the similarity between things is used as the standard for their classification. Therefore, it belongs to
the research content of unsupervised learning. Cluster analysis is the use of mathematical methods to process
and study things that need to be classified [2-3]. Birds of a feather flock together. Clustering method is the
process of grouping a collection of physical or abstract objects into multiple classes composed of similar objects,
and clustering is an ancient problem. Since the emergence of human society, with the continuous development
of human society, research on clustering has also been deepening. The continuous exploration of the world
by humans requires distinguishing things that belong to different categories and recognizing the similarities of
things in the same category. Multivariate statistical analysis, as a branch developed from classical statistics,
is also an important branch of mathematical statistics, and cluster analysis belongs to multivariate statistical
analysis. As one of the important research directions in statistics, cluster analysis has a profound theoretical
foundation and has formed a systematic methodological system. In the field of pattern recognition, cluster
analysis is also an important research direction for unsupervised pattern recognition.

Unlike classification, clustering does not rely on pre-defined classes and signed training practices, so cluster-
ing analysis is observational learning rather than example based learning. Through cluster analysis, a sample
set without any prior knowledge is divided into several subsets based on specific classification rules. The sam-
ples within these subsets maintain high similarity, while the samples between subsets maintain low similarity
as much as possible. In other words, samples in the same cluster should be as close as possible, while the
distance between different cluster centers should be as far as possible. In many applications, data objects in
certain classes can be treated as a whole. There are many clustering methods, and their principle is to divide
the sample set that needs to be classified into several different categories based on similarity to represent the
different characteristics of the system.

The minimum overlap between categories should be used to avoid repetition, which means that each
category should contain as many similar samples as possible and have significant differences from each other.
The purpose of clustering algorithms is to find several least similar sample centers that contain a set of similar
samples, in order to maximize the representation of different features of the system. At the same time, each
cluster center should contain a sufficient number of samples to ensure that it uses as few cluster centers as
possible to represent the system. Clustering is a technique that studies the logical or physical interrelationships
between data. Its analysis results not only reveal the inherent connections and differences between data, but
also provide important basis for further data analysis and knowledge discovery. The purpose of clustering is to
discover the essential clustering properties between samples, and it is an important component of data mining
techniques. Data clustering is flourishing, and contributing fields include data mining, statistics, machine
learning, spatial database technology, biology, and marketing. Nowadays, data clustering analysis has become
a very active research topic [4]. Traditional clustering analysis is a hard division that strictly divides the objects
to be analyzed into certain categories, with the property of either this or that. Therefore, the boundaries of
this type of classification are clear. However, in reality, most objects do not have strict attributes, and they
have intermediary properties in terms of form and category, with the nature of ”this is also that”. For example,
people are classified according to their height as ”tall people”, ”short people”, and ”not tall but not short
people”. However, as tall as possible, and as short as possible, this classification discrimination is a problem
that classical classification cannot solve, so it is suitable for soft partitioning. The proposal of fuzzy set theory
provides a powerful analytical tool for this soft partitioning, and people have begun to use fuzzy methods to
handle clustering problems, namely fuzzy clustering analysis. Fuzzy clustering analysis extends the values of
membership relationships from binary logic of 0,1 to the interval of [0,1], thereby more reasonably representing
the mediating nature between things. Due to the uncertainty level of the sample belonging to each category
obtained by fuzzy clustering, which expresses the ”this is also that” property of the sample belonging to different
categories, that is, the fuzziness of the sample’s membership relationship to different categories, the description
and expression of the real world are more reasonable, and have made significant progress in the theory of
clustering analysis. The implementation process of data clustering is shown in Figure 1.1.

Fuzzy clustering theory has been widely used in the real world, promoting the improvement of social
productivity. With the continuous development of practice, fuzzy clustering theory is also constantly improving
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Fig. 1.1: Implementation process of data clustering

and enriching in practice. With the development of practice and the improvement of theory, fuzzy clustering has
been widely applied in many fields, and has achieved satisfactory results and objective benefits. Its application
scope involves many fields such as channel equalization in communication systems, codebook design in vectorized
coding, time series prediction, neural network training, nonlinear system identification, parameter estimation,
medical diagnosis, weather forecasting, food classification, water quality analysis, etc, the author mainly studies
its application in nonlinear system identification. In nonlinear system identification, fuzzy clustering algorithms
can be used for feature space partitioning and fuzzy rule extraction to construct fuzzy classifiers based on fuzzy
if then rules.

The amount of data on the internet is showing an explosive growth trend with the rapid development
of computers, leading to increased data storage costs, reduced reliability of data storage, and difficulties in
managing large amounts of data, which have long plagued users. Users hope to obtain useful information
from complex and diverse data, therefore, cloud storage data segmentation and clustering technology has
emerged. However, in traditional cloud storage data segmentation and clustering methods, the use of Ethernet
and TCP/IP network communication protocols improves and simplifies network protocols to reduce clustering
delays, however, neglecting the diversity of data types can lead to problems such as long clustering time and
large errors. In this context, researching accurate and efficient cloud storage data segmentation clustering
methods has become a widely concerned focus in the current data clustering field, receiving widespread attention
from industry insiders. At the same time, many good methods have also emerged. In response to the above
issues, the author proposes a machine learning based segmented clustering method for cloud storage data.
The experimental results show that the proposed method can shorten the running time of data segmentation
clustering and improve the smoothness of clustering results.

2. Methods.

2.1. Overview of Spatial Data Cloud Storage. Space cloud storage mainly refers to the distributed
storage and read/write of spatial data based on cloud computing technology. Currently, most of its research
focuses on raster data storage and management, while there is relatively little research in the field of vector
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data cloud storage. At the same time, research on spatial database systems and spatial databases as services
(SDBaaS) in cloud environments based on cloud storage of spatial data is also in its early stages. We will
elaborate on the theoretical research of spatial data cloud storage from two aspects: Raster and vector [5].

(1) Overview of Cloud Computing. Cloud computing, as a new type of distributed parallel computing
model, can integrate computing power, storage space, and network resources from different regions, allowing
any terminal (PC, Web, iOS, Android) user to access the cloud platform at any time and effectively use
any resources on the platform. It fully utilizes the good scalability, powerful computing power, and cross
regional information resource sharing function of distributed computing systems, by establishing a virtual and
single system image for applications and data, users can easily and easily access all shared resources on the
entire cloud platform, which is an excellent strategy to solve the deep sharing of current geospatial data and
data processing services. Large cloud computing providers (Amazon, Google, Microsoft) encapsulate their
infrastructure, platforms, frameworks, software, applications, and even data into network services, providing
users and developers with standardized interfaces and on-demand billing models. Google’s cloud computing
platform provides basic technical support for applications such as Google App Engine, Google Map, and Google
Trend. Google Cloud Platform was founded in 1996, when the founder of Google began attempting to combine
multiple inexpensive PCs into a powerful computing platform to index billions of web pages; Nowadays, Google
has a cloud computing platform consisting of over one million servers, providing different levels of services
including IaaS, PaaS, and more.

Finally, Amazon created an elastic computing cloud EC2 based on this platform, providing users with on-
demand online rental services for computing resources with surplus hardware resources. Microsoft also released
its cloud computing platform product Azure in November 2009, which is a cloud application platform built on
top of Microsoft’s data center. It can manage and hook cloud application systems and provide a set of tools to
facilitate developers to develop and debug cloud applications locally. So far, few have conducted research and
development on cloud computing platforms as an integrated platform for spatial cloud storage and third-party
service release and deployment. In order to achieve the goals of cloud computing and its high performance,
low cost, and strong universality, cloud computing has developed a series of key technologies that support
its functions such as data storage, data management, parallel computing, and concurrency control, including
computer system virtualization technology, massive distributed storage technology, parallel programming mode,
large-scale data management technology, distributed resource management technology, etc.

Virtualization technology is the underlying key to building an IaaS cloud platform. It quickly integrates
and decomposes physical resources in a specific way, can dynamically organize multiple heterogeneous hardware,
and achieve isolation between underlying physical hardware and other virtual machines on specific computers,
achieving loose coupling between computing cluster hardware and software, and relieving severe dependencies
between these architectures, thus meeting the scalability and scalability requirements of cloud computing for
clusters. Its basic strategy is to build independent virtual machines, flexibly respond to the sudden increase
or decrease in resource demands of cloud users, and improve the efficiency of platform resource utilization.
Simulation is a process of continuously extracting dependencies, and its guest virtual machines will be managed
and operated by virtual machine administrators (Hypervisors), providing personalized and diverse computing
environments.

(2) Spatial database. Spatial databases optimize the storage and querying of spatial objects, including
points, lines, and surfaces, based on traditional relational databases. A typical relational database typically
only includes various numbers and characters, while a spatial database adds spatial data types and adds database
functionality to handle these types of data [6-7]. OGC (OpenGeospatial Consortium) has developed the Simple
Features Specification for geospatial data and corresponding standards to standardize the functionality of spatial
databases in data processing. Due to the fact that the indexes of relational databases are not optimized for
spatial queries, spatial databases need to develop their own spatial indexes to improve the efficiency of spatial
database operations. Universal spatial databases typically support spatial operations such as spatial metrics,
spatial functional functions, spatial predicates, constructors, and more. However, currently many NoSQL
databases such as MongoDB and CouchDB, although they support spatial data types, do not fully support the
aforementioned spatial operation functions.
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Table 2.1: Comparison of NoSQL Database Types

Type Product Characteristic

Key value Redis Simple and easy to use, with direct values
Column Family Bigtable, HBase Flexible mode, allowing for arbitrary addition or

deletion of column families
Document MongoDB, CouchDB Arbitrary pattern query, nested documents
Chart Neo4, GraphLab Suitable for complex data structures

(3) NoSQL database. Popular Web 2.0 applications typically have hundreds of millions of users, and these
applications generate massive amounts of user data in a short period of time (ranging from a few months
to a year), causing server loads to grow exponentially, resulting in extremely high demands for data storage
scalability. In order to meet the requirements of data storage and management for such applications, web
data must be partitioned and stored on thousands of processors. These new storage systems aim to provide
distributed data storage, good horizontal scalability, and high-performance read and write operations. At the
same time, traditional relational databases severely lack horizontal scalability, which limits the performance
of single machines to handle data of such scale. NoSQL is a thriving non relational database technology in
this context, which is usually classified into various types such as key values, column families, documents, and
graphs based on different data models, as shown in Table 2.1.

The NoSQL database adopts a looser consistency model to provide a simple, lightweight, and efficient stor-
age and retrieval mechanism to support better scalability and availability than traditional relational databases.
The key technology for NoSQL to handle massive data is that it pre-set partitioning functions for the data
NoSQL typically automatically divides data into relatively small table units (MB level), stored on multiple
different physical servers, and user programs access the servers where these table blocks are located through
indexes or metadata. All updates generated by the user program will be aggregated to the main server, and then
the updates to the data will be propagated to each replica server storing the table block through synchronization
services.

Due to the high cost of the two-stage commit protocol used in traditional distributed databases, it may
also fail during commit, leading to cluster congestion. NoSQL databases follow the CAP theorem and mostly
provide a BASE concurrent transaction model that is looser than ACID, achieving basic availability, flexible
state, and final consistency of the database in specific application areas. Therefore, NoSQL basically includes
the following characteristics:

The ability to expand horizontally. NoSQL database can dynamically expand to multiple servers as business
and data grow; Copy distribution capability. NoSQL database easily, effectively, and accurately replicates and
propagates data to child node servers; Simple query interface and protocol. Compared to the complete SQL
syntax of relational databases, NoSQL databases only provide lower level data query interfaces; Data storage
can effectively utilize distributed indexes and memory; Ability to dynamically add new attributes to data
records.

(4) Figure Database. In many fields including semantic analysis, geographic information systems, image
processing, social networks, and biochemical informatics, graphs are a natural and suitable data model for
domain data features. Semantic web information can be viewed as a collection of graphs that represent entities
and explicit relationships; The transportation network in GIS is a typical graph; In chemical informatics,
graphs can be used to represent the atoms and chemical bonds of compounds. The data in these fields are
highly complex and large-scale, and existing data models, query languages, and database systems are difficult
to support the modeling, querying, and management of these data. A graph database is a database system
that represents and stores data in a graph structure with vertices, edges, and attributes, providing adjacency
operations without indexing. The existing graph databases mainly use PropertyGraph as the data model, and
some graph databases support HyperGraphModel. A property graph is a multigraph in which both vertices and
edges have attributes stored in key value pairs, and all edges of the property graph are directed and asymmetric,
as shown in Figure 2.1. A hypergraph is a superset of a graph, whose edges can be associated with any number
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Fig. 2.1: Attribute Graph Data Model

of vertices.
Due to the fact that graph databases typically use attribute graphs as data models, native graph based data

management systems have natural advantages in data management in the aforementioned fields. They can be
used to store highly complex and large-scale non relational data in many fields, including semantic web, GIS,
social network, bioinformatics, chemical informatics, and more. The author will map vector data that follows
the OGC Simple Feature Specification (SFS) to an attribute graph model, where the objects and relationships
of the vector data correspond to the vertices and edges of the graph data, respectively. Due to the fact that
both the item points and edges in the attribute graph have attributes, there will be some storage redundancy.
The spanning tree of the attribute graph model itself can serve as a natural database index, but it is not entirely
applicable to spatial data. Spatial indexing can effectively improve the efficiency of spatial data queries, and
in-depth research is needed on the theory of spatial indexing in order to select the appropriate spatial index.

(5) Spatial index. Spatial index is a spatial data structure that can be used in spatial databases to optimize
spatial query indexing techniques by preserving the position, shape, and positional relationships of spatial
entities. The components of spatial indexing include pointer objects pointing to spatial entities, bounding
polygons of spatial entities, and object identifiers of spatial entities, which have very similar implementation
principles. The spatial index will divide the spatial query area based on the principle of spatial segmentation by
dividing the query dimension of the target. The spatial dimension will identify these partitioned subspaces with
a tree structure and ensure index uniqueness through hash identification. The principle of spatial segmentation
mainly includes two methods: Rule-based segmentation and object based segmentation. The former is based
on the idea of computational geometry, while the latter is based on the independence of spatial objects. Rule
based segmentation method, viewing a geographic plane as a multi-dimensional geometric body, segmentation is
achieved through regular rectangles or irregular concave polygons. The integrity of a single spatial feature entity
is ignored, and it will be divided into multiple parts of different units. However, this method of segmentation
does not disrupt the logical consistency of spatial entities, but only changes the pointer object of the spatial
index. The object segmentation method first determines the minimum bounding rectangle of the spatial entity,
and then separates it according to the degree of entity independence, while ensuring the spatial and attribute
consistency of the entity. However, this method has a high time complexity and produces a large number of
spatial entities, resulting in significant storage and computational consumption. Therefore, it can be seen that
spatial indexing, through preprocessing, can exclude objects unrelated to user query targets and quickly locate
spatial entities that meet query syntax requirements.

2.2. Machine learning based segmented clustering method for cloud storage data.
(1) Building a similarity matrix for cloud storage datasets. Reasonably extract multiple small datasets from

the cloud storage database, which should contain all natural clusters in the database. Divide the numerical data
in the small-scale dataset into other types of data, extract them separately, and obtain independent datasets.
Based on the data in each column, construct numerical and symbolic matrices, and combine them to obtain
similarity matrices. Various types of data are mixed and stored in the database, and the dataset forms multiple
natural clusters in the database. Extracting small-scale datasets from the database and performing segmented
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clustering on the selected dataset can effectively reduce the computational error of numerical data clustering
algorithms and simplify the algorithm steps. When extracting small-scale datasets, it is important to ensure
the validity of the dataset and determine the number of selected natural clusters. Assuming that there are
a total of n natural clusters in the selected dataset, in order to effectively simplify the complexity of mixed
large-scale databases, a small-scale dataset sampling method is adopted to cluster the selected dataset, and a
sample estimation method is designed to obtain the ideal sampling sample. Use S to represent the sampling
sample, and let ξ, ξ ∈ [0, 1] be the data extraction ratio of the dataset, due to the presence of n natural clusters
in the dataset, the size of the extracted natural clusters is n. T represents the probability of extracting ξ × n
data from the natural clusters in the dataset, and the resulting data samples are represented as:

S = ξ × n+
n

ni
× log 1

τ
+
n

ni√
log(

1

τ
)2 + 2ξ × n× log 1

τ

(2.1)

If the size and number of categories of the natural cluster are small or equal, it indicates that the size of the
natural cluster is more than one layer, and the size of the natural cluster meets the requirements for extracting
the dataset [8]. Set the extraction ratio of the dataset to ξin such cases where the natural cluster size and
number of categories are small, the extracted dataset size will also be smaller. Adopting equal scale sampling
for mixed large-scale dataset A can enhance the convenience of dataset sampling in cloud storage databases
and ensure the rationality of sampling. Set the small-scale dataset size as Ai, undergo m sampling, and meet
the sampling control conditions as follows:

{
Ai ∩Aj = ∅

mi = mj

(2.2)

Because the size of the sampled dataset is relatively small, when clustering the dataset, the aggregation level
will quickly complete the clustering, which greatly improves the clustering speed. Moreover, due to the small
size, the clustering accuracy is also improved. Further cluster the numerical data extracted from the dataset,
strip out other types of data, and in order to simplify the algorithm steps, all other types of data are uniformly
recorded as symbolic data. Extract numerical and symbolic data separately, construct two independent datasets,
and construct the approximation matrix of the dataset as follows:

Wi =
Ci∑n
i=1 Ci

(2.3)

In the formula, W represents an independent dataset.
Calculate the similarity between numerical and symbolic data separately, and construct a matrix of nu-

merical data using a Gaussian function, assuming AA represents a numerical data matrix, and d represents
the euclidean distance between data points, λ represents the characteristic parameter of the Gaussian function,
then Tij can be expressed as:

Tij = exp(− d

2λ2
), i, j = 1, 2, ..., n (2.4)

Symbolic data attributes can be set to:

T ′(xi, xj) =

{
0, xi 6= xj

1, xi = xj
, i, j = 1, 2, ..., n (2.5)

The numerical matrix Ti,j and symbolic data T ′
i,j can be represented as follows:

Ti,j =




1, 0.331, 0.475, 0.358
0.331, 1, 0.331, 0.135
0.475, 0.331, 1, 0.216


 (2.6)
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T ′
i,j =




−1, 0, 0, 1, 0, 1
0, 1, 1, 0, 1, 0
0, 1, 1, 0, 1, 0
1, 0, 0, 1, 0, 1
0, 1, 1, 0, 1, 1




(2.7)

The similarity matrix constructed by combining numerical matrix Ti,j with symbolic data T ′
i,j is:

T ′ = Ti,j +

n∑

i=1

Pi × T ′
i,ji, j = 1, 2, ..., n (2.8)

In the formula, P represents the similarity weight.
(2) Segmented clustering of cloud storage data based on machine learning. Based on the similarity matrix

provided in (1), a nonlinear kernel principal component algorithm is used to measure the similarity of data in
the similarity matrix. A mixed Gaussian distribution probability density model is used, combined with the
comparison of similarity measurement probabilities, to achieve segmented clustering of cloud storage data.

Based on the similarity matrix, a non-linear kernel principal component algorithm is used to obtain the
matrix similarity measure, taking into account a set of variables with non-linear correlation in the cloud storage
database Xi,j(t), i = 1, 2, ..., N, j = 1, 2, ...,m, t = 1, 2, ..., T , N represents the data capacity in the cloud storage
database, n represents the number of variables, and T represents the length of the time series. Assuming
that the N×m sample data in cloud storage is represented as X(t)(x1(t), x2(t), ..., xn(t)), a nonlinear mapping
function ω is used to project the sample data Xi(t) from the input space RN to the high-dimensional feature
space FN :

ω : RN → FN (2.9)

The sample data projected onto the high-dimensional and high-dimensional feature space FN is represented
by ω(xi(t), i = 1, 2, ..., N), and the mapping process needs to satisfy the centralization condition of the feature
space as follows:

N∑

i=1

ω(xi(t)) = 0 (2.10)

After projection, the covariance matrix of the sample data that meets the centralization condition is set as:

C =
1

n

n∑

i=1

ω(xi(t))ω
T (xi(t)) (2.11)

In the formula, C represents the covariance matrix.
Assuming that the eigenvalues of C satisfy 0 ⩽ λ1 ⩽ λ2 ⩽ ...λN , the corresponding feature data is

V (ν1, ν2, ..., νN ). Due to the fact that the non-zero feature data V and the projection data ω(X(t)) belong to
the high-dimensional feature space FN , there exists a set of coefficients α = [α1, α2, ..., αN ]T that enable V to
be represented by a linear combination of ω(X(t)) as:

V =

N∑

i=1

αiω(xi(t)) (2.12)

Set a kernel matrix K for N×N, the specific process is as follows:

Ki,j = k(xi, xj) = ωT (xi(t))ω(xj(t)) (2.13)

The vector form of its sum matrix is:

Kα = Nλα (2.14)
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In the above equation, K is the kernel function matrix of N × N ; N  is the data characteristic value of
K; α1, α2, ..., αN is the eigenvector corresponding to the eigenvalues of each data. The projection P (xj(t)) of
sample data xj(t) in the direction of feature vector Vr(r = 1, 2, ..., k):

P (xj(t)) = V Tr ω(xi(t)) (2.15)

In the formula, the vector (xi (t)) represents the j-th sample data.
After setting the non-linear kernel function k(xi, xj), it is possible to perform non-linear projection of

data in cloud storage databases based on mapping rules, reduce data dimensions, and extract data feature
information according to non-linear related indicators. The weight of the extracted features is:

pi =
λi∑k
i=1 λi

(2.16)

In the formula, pi represents the weight of the eigenvalues [9].
Based on similarity measurement, a mixed Gaussian distribution model is used to segment and cluster cloud

storage data. The mixed Gaussian distribution model is a weighted linear combination of a finite number of
multivariate Gaussian distributions. The probability density function g (x) of the mixed Gaussian distribution
is calculated as:

g(x) =
k∑

i=1

αifi(x;µi) (2.17)

In the formula, K represents the number of multivariate Gaussian distributions; fi(x;µi), αi is the probabil-
ity density function and weight of the i-th multivariate Gaussian distribution. In the parameter estimation of
the model, due to the large number of parameters to be estimated, the moment estimation method is obviously
difficult to implement. Therefore, consider maximum likelihood estimation and construct the corresponding
likelihood function L;

L =

N∏

j=1

g(xj ; θ) (2.18)

According to the above equation, when there is a large amount of data, maximum likelihood estimation is
more difficult.

Assuming the number of clusters k is a known exogenous variable, initialize all parameters of the mixed
Gaussian model, assuming θ0 = (αi0, µi0), among them, the mean vectors and covariance matrices of K multi-
variate Gaussian distributions can be obtained through other statistical algorithms, and the weights are initially
set to 1

k .
In the first step of updating weights, for any sample xj, the probability ωj1(k) of the k-th class is used,

and the ωj1(k)× xj part of its value is treated as generated by the k-th multivariate gaussian model, the k-th
multivariate gaussian model produces ωj1(k) × xj , (j = 1, 2, ..., N), with a total of N data points, and the
parameters belonging to this multivariate gaussian distribution replace the initial parameters. After the first
iteration, the parameters of the k-th single Gaussian model are:

Nk1 =

N∑

j=1

ωj1(k) (2.19)

After a complete EM calculation, the updated value θ1 = (αi1, µi1) of all cloud storage segment data can be
obtained. Using θ1 as the cloud storage segmentation data for the mixed Gaussian model, a second EM iteration
can be performed. Given a sufficiently small threshold, after multiple iterations, when |ln(L)[n−1]− ln(L)[n]| <
threshold, the EM loop iteration can be exited. Obtain convergent model parameters.

After achieving global convergence of model parameters, clustering of cloud storage segmented data samples
xj can be achieved by comparing the probability value ωj(k), ωj(k) of any sample xj belonging to different
categories.
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Fig. 3.1: Comparison of runtime (s) of different methods

Table 3.1: Clustering variation of different methods (%)

SJ/s W7 W8 ST

2 59 66 43
4 63 69 47
6 57 70 39
8 62 73 32
10 60 83 30

3. Results and Analysis. In order to verify the comprehensive effectiveness of the proposed machine
learning based cloud storage data segmentation clustering method, a simulation is required, and the simulation
environment is: Intel (R) Core (TM) 2i5-3210M, CPU main frequency 2.3GHz, 2GB of memory, operating
system Windows 7, software environment Anaconda3 (64 bit), simulation program using Python language.
Cluster the proposed method with method A for cloud storage data, and compare the operational efficiency
(%) of the two methods. The comparison results are shown in Figure 3.1. (Method A: Segmented clustering
method for cloud storage data based on trend function space).

As shown in Figure 3.1, as the number of samples increases, the running time of the two methods also
changes. Overall, the proposed method has a shorter running time than method A [10]; Specific analysis shows
that when the number of data in the dataset is 30, the clustering time of method A is 11 seconds, which is 1
second shorter than the proposed method. However, when the number of data in the dataset is higher than
30, the running time of method A increases linearly, which is 8 seconds longer than the proposed method. The
main reason is that method A needs to calculate the integrated spatial distance between a large number of
data points, the proposed method effectively reduces the calculation of integrated spatial distance and shortens
the clustering running time by dividing the data in the cloud storage database into multiple small datasets.
Compare the clustering changes (%) at different times on the same dataset using the proposed clustering
method, A clustering method, and B clustering method, respectively. The comparison results are shown in
Table 3.1: In Table 3.1, SJ represents different time points in seconds, represented by (s); JL represents the
degree of clustering change, in%; ST represents the method proposed; W7 represents method A; W8 represents
method B. (Method A: Segmented clustering method for cloud storage data based on trend function space,
Method B: Segmented clustering method for cloud storage data based on principal component analysis).

Compare the experimental data in Table 3.1 in the form of experimental graphs, as shown in Figure 3.2.
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Fig. 3.2: Clustering variation of different methods

From Table 3.1 and Figure 3.2, it can be seen that the clustering degree of the three methods is not the
same at different times. At 2 seconds, the clustering degree of the B clustering method is 65%, which is 23%
higher than the proposed clustering method and 7% higher than the A clustering method; As the clustering
time increases, the clustering degree of A and B clustering methods also increases. At 10 seconds, the clustering
degree of A method is 30% higher than that of the proposed method, and the clustering degree of B method is
53% higher than that of the proposed method; Throughout the clustering process, only the proposed method
showed a decreasing degree of clustering variation with increasing clustering time, decreasing from 42% to 29%.
Overall, the proposed method effectively improved the smoothness of clustering results.

4. Conclusion. In response to the problems of low efficiency and insufficiently smooth clustering results
of traditional cloud storage data segmentation clustering methods, the author proposes a machine learning
based cloud storage data segmentation clustering method. The experimental results indicate that, the method
proposed by the author has significantly improved the clustering variation compared to traditional methods.
The proposed method reduces the clustering variation from 42% to 29%, effectively improving the smoothness
of the clustering results. There are still many problems in using the proposed cloud storage data segmentation
and clustering method in practical applications, and the network environment is becoming increasingly complex,
with the types of data becoming more diverse, after the emergence of complex and diverse data, the proposed
method cannot effectively cluster all types of data. In the face of a wide variety of data, it is necessary to
improve the ability of segmented clustering.
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PLATEAU ALTITUDE DISASTER PREVENTION AND REDUCTION PLATFORM
BASED ON BEIDOU SYSTEM

TONGWEI ZHANG∗, YONGQI LIU†, AND LINGYING LI‡

Abstract. This project is based on the Beidou satellite navigation and positioning technology developed by China. The
integrated analysis method is used to obtain the monitoring data of high-precision power cables in high-altitude areas with high-
precision millimeters to realize the whole process of monitoring various disasters. An early warning system for power line swing
and tower bottom geological hazards is established. The track data of cable swing is obtained by using single-frequency dynamic
data post-processing (PPK) based on synchronous power grid monitoring. The applicability and trajectory accuracy of the scheme
are evaluated by combining theory with practical engineering. This provides essential technical support for the mechanism and
prevention of cable sloshing. The experimental simulation shows that the monitoring efficiency of the system is high.

Key words: Beidou satellite; Transmission lines; Cable sloshing; Foundation strengthening system

1. Introduction. In recent years, the frequent occurrence of power line swaying events has seriously
affected the regular operation of the power system. In January 2020, due to continuous low-temperature rainfall,
the power systems of five provinces and cities, Anhui, Hubei, Hunan, and Jiangxi, appeared to have a wide
range of swings. Among them, more than 20 high-voltage transmission lines of 220 kV and above appeared to
have different degrees of oscillation. The oscillation period is more than 40 hours, and the oscillation amplitude
can reach 5 meters. Transmission line oscillation is a kind of mechanical vibration caused by wind force, ice-
covered wing lift and wire tension under particular weather conditions. It is determined by three factors: ice
covering, wind excitation, line structure and parameters, and the whole process includes starting, maintenance,
attenuation and other stages.

The power network monitoring and management system must monitor the transmission lines in the swing
area online and measure the swing influence factors in real-time. Currently, there are two kinds of real-time
monitoring methods for power line swaying at home and abroad: video image and accelerometer. The existing
monitoring method based on video images has some problems, such as limited transmission of transmission lines,
low resolution, low accuracy of swing detection, and inability to realize real-time monitoring. The monitoring
mode of the acceleration sensor is to measure a single conductor’s acceleration and then obtain its oscillation’s
velocity and displacement through mathematical integration. However, this method can only reflect the swing
amplitude locally, and it is easy to produce cumulative errors and cannot reflect the direction characteristics of
the swing. Literature [1] uses a novel FBG sensing mode to design a method for measuring the shaking of objects.
Literature [2] established a new idea of regional sloshing monitoring and early forecasting based on measured
data by combining sloshing sampling with weather data. Literature [3] proposes using independent differential
GPS technology to monitor and forecast the swing of transmission lines in real time and dynamics. But the
above methods have some defects. Therefore, a method of wide-area transmission line shaking monitoring based
on the Beidou foundation strengthening system and Beidou high precision positioning technology is proposed
in this paper. A new method of swing detection for a ”wide area transmission line” is studied [4], and at the
same time, related equipment development is studied. This lays a foundation for the application research of
”swing” monitoring and ”active early warning” in China’s power system.

2. Design a power disaster prevention Beidou system in high-altitude areas.

∗Diqing Power Supply Bureau, Yunnan Power Grid Co. Ltd., Diqing, Yunnan, 674400, China (Corresponding author,
liuyongqi108@126.com)

†Diqing Power Supply Bureau, Yunnan Power Grid Co. Ltd., Diqing, Yunnan, 674400, China
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Fig. 2.1: Schematic diagram of satellite single point positioning.

2.1. Basic Theory of Satellite GPS. In practical application, the Beidou system (BDS) is compli-
cated to achieve accurate distance measurement because of the uncertainty of inter-satellite and receiver clock
differences. Therefore, in measuring the distance between the satellite and the receiver, the Beidou system
includes multiple navigation satellites, user receiver equipment and ground measurement and control network
[5]. They are both spatial position reference points and communication relay stations. In engineering practice,
the receiver synchronously receives signals from multiple satellites and obtains more accurate navigation and
position through corresponding algorithms [6]. The receiver then obtains a pseudo-range formula containing
the unknowns. Since the unknowns include the user’s space coordinates (X, Y, Z) and the receiver’s time
difference, the pseudo-range positioning is essentially to obtain the receiver’s geodetic coordinate system and
receiver clock difference by using the pseudo-range measurements of multiple satellites [7]. Figure 2.1 shows the
schematic diagram of satellite single point positioning (the picture is quoted in Feasibility of satellite-to-ground
continuous-variable quantum key distribution).

Suppose the user’s position is (X,Y, Z), the satellite coordinates on BDS are (Xr, Yr, Zx), and the distance
between the user and the i satellite is Sri.

Sri =

√
(Xr −X)

2
+ (Yr − Y )

2
+ (Zr − Z)2

It is determined that there is an error between the pseudo distance of GPS and the actual distance. The
pseudo-distance is represented by Qri,

Qri = Sri + v∆td

v is the speed of light. ∆td represents the time error of the receiver. There are four unknowns X,Y, Z and
∆td in equation (2.1) and (2.2). The receiver must receive at least four satellite position signals to find the
uncertainty [8]. When more than four satellites are received, the least square method is used to determine the
coordinates and clock differences of the receiver. The equation composed of n(n ≥ 4) satellite position formulas
is shown in formula (2.3):





Qr1 =

√
(Xr1 −X)

2
+ (Yr1 − Y )

2
+ (Zr1 − Z)2 + σW

Qr2 =

√
(Xr2 −X)

2
+ (Yr2 − Y )

2
+ (Zr2 − Z)2 + σW

Qm =

√
(Xm −X)

2
+ (Ym − Y )

2
+ (Zrn − Z)2 + σW
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There is σW = v∆td in the formula. Because the prerequisite for calculating by the least square method
is that the equation is linear, while the satellite navigation is non-linear, the term (2.3) should be linearized [9].
The above expression is malleable using the Taylor series.

Qrn = Qrn +
Xm −X
Srn

∆X +
Ym − Y
Sm

∆Y +
Zm − Z
Sm

∆Z −∆σW

Qrn is the approximate distance between the receiver and the second n satellite. (X̂, Ŷ , Ẑ) are the approxi-
mate azimuth coordinates of the receiver for each solution. ∆X,∆Y,∆Z,∆σW is the displacement concerning
the four unknowns. Convert all (2.3) to (2.4) and represent it with a matrix table

Qr = φH

Qr =
[
Qr1 Qr2 · · · Qm

]T
H =

[
∆X ∆Y ∆Z ∆σW

]T
, φ is the coefficient matrix, specifically

φ =




Xr1−X
Sr1

Yr1−Y
Sr1

Zr1−Z
Sr1

−1
Xr2−X
Sr2

Yr2−Y
Sr2

Zr2−Z
Sr2

−1
...

...
...

...
Xmn−X
Sm

Ym−Y
Srn

Zrn−Z
Sm

−1




Due to the interference of atmospheric transmission time delay and multipath effect, the position accuracy
of pseudo distance positioning will decrease when the least square algorithm fixes the measured value.

2.2. System Design. This project relies on the national ”Beidou” navigation and ground combined navi-
gation technology to carry out high-precision differential positioning of multiple wobbler points in an extensive
range (Figure 2.2 quoted in Journal of Revisualization and Spatial Analysis, 2020, 4:1-12.). Grasp the real-time
information on wire swaying waveform, swaying amplitude, swaying ellipse Angle, and swaying frequency. The
position information of each wobbly satellite is transmitted in real-time [10]. At the same time, combined with
the field environment, it is dynamically adjusted in real-time to achieve the purpose of real-time detection and
alarm of the security risk of the power grid. The obtained results will be pushed to the monitoring and early
warning application center and related monitoring terminals.

The oscillating monitoring equipment based on Beidou is adopted. At the same time, it is integrated with
the sensing equipment installed in the equipment to realize the online monitoring of multiple signal sources [11].
Through the public network communication module in the equipment, the obtained information is uploaded
to the solution business platform of the ”Beidou” ground enhancement system. Using the PPK solution,
each observation point’s X, Y and Z coordinates in vertical coordinates are dynamically post-processed. The
corresponding road map is given, combined with the historical data of each monitoring point [12]. The heave
curve’s response equations of X, Y and Z coordinates are established, and spectral analysis is carried out.

2.3. System Communication. With the support of the Beidou application terminal, SMS transceiver,
mobile communication terminal, emergency communication server and emergency communication service plat-
form software, each component realizes the sending and receiving of Beidou short messages and mobile short
messages under the support of the system network of Beidou Communication and mobile communication. The
system architecture is shown in Figure 2.3 (image cited in Satellite Navigation, 2020, 1:1-23).

Beidou handheld/vehicle terminal equipment is used for people/vehicles to move in and out of specific
areas. The ”Beidou” system is used as the command terminal to provide support for communication support in
emergencies. The RDSS link is used to realize short message communication between Beidou mobile phone/car
users and Beidou command clients. Short message sending and receiving is a communication device with
mobile phone short message sending and receiving, which can send and receive short messages to the mobile
communication terminal through the communication base station. In an emergency, the mobile phone short
message sending and receiving device is configured in the emergency communication support center [13]. The
system is mainly used to manage the user terminal and short message-receiving device in the Beidou system
and realize the system’s data transmission and address transmission.
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Fig. 2.2: Structure of BDS swing monitoring system.

Fig. 2.3: Structure of the Beidou communication system.

3. Data processing methods. When the wire is affected by ice or wind force, the wire will have a
sizeable self-excited vibration at low frequency. A small swing from the equilibrium position will eventually
produce an increasingly sizeable elliptical orbit dominated by lateral and longitudinal orbits. When the wire
does not shake the phenomenon, the system will use the position, acceleration and other related data statistics
to determine whether the system is balanced. The ”Beidou” system and the sensing system are used to collect
the position information of each measuring point in real-time and convert it into discrete values. By comparing
the change values of Beidou high-precision coordinates in continuous periods, the change difference values of
each observation point on the corresponding axis are obtained [14]. Plot the sway trajectories of the monitoring
points. The sloshing rate of the wire can be obtained by differentiating the displacement data by the first
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Fig. 4.1: ENU coordinate change curve of simulation test.

difference method. Further, the pendulum acceleration of each measuring point is obtained. Set the horizontal
movement direction of the wire to the x direction and the vertical movement direction to the y direction [15].
Then, based on the change of the coordinates before and after each direction, the displacement along the
direction is obtained, and the calculation method of the velocity and acceleration in each direction is obtained:

Cx(t) =
s (Xt −X0)

dt

γx(t) =
s(Xt−X0)

dt − Cx0

dt

Cy(t) =
s (Yt − Y0)

dt

γy(t) =
s(Yt−Y0)

dt − Cy0
dt

where X0, Y0 is the coordinates of each monitoring point in the x direction and Y direction at the previous time.
Xt, Yt is the coordinate of the measuring point in the X and Y coordinates after time t. Where Cx0 , Cy0 is the
velocity of the time before the monitoring point. Under the initial conditions, its speed is zero. γx(t), γy(t) is the
value of the acceleration of the measuring point in both directions X and Y. Then, based on the high-precision
differential positioning of the Beidou satellite, this paper obtains parameters such as the trajectory, amplitude,
vertical amplitude and horizontal frequency of sway through the simulation analysis of sway.

4. Application testing. A 500 kV power line tower simulation test system is established. The research
results show that using Beidou navigation technology for transmission line sway detection has high accuracy
and practicability. Install the swing monitoring device on the top of the tower. The observation data of Beidou
have been accepted by the shaking detector in the field test site, and the condition is good. In this project, the
initial observation data of the wobbly monitoring equipment were established on board, 1-second sampling was
adopted, and Beidou B1 was used as the receiver frequency. In this way, the measured data at every moment
are transmitted in real-time to the fixed platform of the Beidou ground-enhanced positioning system. Through
the data exchange with the ground data server, the ”Beidou” observation data near the reference station of
the swing monitoring network are verified. The Beidou satellite navigation positioning and solving platform
monitors the real-time ground sway. After dynamic post-processing under the PPK model, each measurement’s
X, Y and Z coordinates are obtained. The velocity and acceleration curves of each measuring point are obtained
after testing. Figures 4.1, 4.2, and 4.3 show the values of the coordinates, velocity, and acceleration differences
over different periods.

A total of 357 pieces were tested. After systematic processing, the definite number of dynamic post-
processing was obtained for 355 pieces, and the ratio of the definite number of dynamic post-processing to the
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Fig. 4.2: Speed change curve of simulation test.

Fig. 4.3: Acceleration change rule in simulation test.

number of outputs was 99.44%. The internal consistency accuracy error (Table 4.1) is calculated for data with

coordinate change values, velocity and acceleration i σi =
√∑

∆2
i

n−1 . Where σi is the internal consistency of each

component, and ∆i is the calculated value and average difference of each component. n is the actual observed
quantity of each component.

At the same time, the system can also quickly obtain high-precision motion speed, acceleration and other
parameters to meet the needs of transmission line sloshing detection. The calendar has a total of 2511 elements.
By analyzing the system, 2511 definite solution values were obtained after dynamic post-processing, among
which the ratio of the number of definite solutions after dynamic post-processing to the total number of iterations
reached 99.47%. Several monitoring points were sampled. The MATLAB software was used to analyze the
horizontal and vertical displacement data of each measuring point measured at each time, and the corresponding
dance traces were fitted. The fitting results show that the vibration amplitude is 0.66 meters.

5. Conclusion. This paper introduces a new idea of real-time monitoring of power line swing by using
Beidou satellite positioning technology. This method can improve swing detection and monitoring of transmis-
sion lines. The research results of this project will lay the foundation for the realization of real-time monitoring
and intelligent analysis of big data of the whole network under space reference. The threshold of the power
cable is adjusted individually using the existing history data. The research scheme proposed in this project can
adapt to the safety monitoring requirements of power systems for transmission lines. This system has a high
reference significance.
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STATE MONITORING AND ANOMALY DETECTION ALGORITHMS FOR
ELECTRICITY METERS BASED ON IOT TECHNOLOGY

CHUNGUANG WANG∗, TIANFU HUANG†, ZHIWU WU‡, YING ZHANG§, AND HANBIN HUANG¶

Abstract. In response to the practical application of the electricity consumption information collection system in the online
monitoring business of measuring equipment, the author introduces a method for analyzing the abnormal flying away of electricity
meters based on the IoT technology LOF local anomaly detection algorithm. This method can effectively determine whether the
abnormal energy representation value belongs to accidental or trend anomalies by calculating the abnormal factor of the energy
representation value. After excluding the influence of accidental data, perform a secondary judgment on the abnormal flight of
the energy meter. The experimental results show that when calculating the LOF factor of the electricity meter, it can be found
that the LOF curve data range is mainly concentrated in the range of 0.8 to 1.3, and there is no significant change in the LOF
factor near the mutation point. This proves that this method can effectively improve the accuracy of anomaly detection, avoid
misjudgment of faults, and improve the efficiency of on-site fault handling.

Key words: Smart energy meters, Electricity information collection system, LOF, Outliers

1. Introduction. The electricity settlement of power enterprises is mainly completed through energy
metering devices. Electricity metering management is an important link in the production and operation
management of power enterprises and the safe operation of the power grid. Its technology and management
level not only affect the development and corporate image of power enterprises, but also affect the accuracy and
fairness of trade settlement, involving the interests of a large number of power customers [1]. Therefore, in order
to ensure the accuracy and reliability of the energy meter, it is necessary to reduce the error of the energy meter
and make direct payment. fair and reasonable. In order to ensure the accuracy and reliability of the electricity
meter, it is necessary to ensure the accuracy and reliability of the standard electricity measurement equipment
first [2]. Electrical measuring instruments are distributed only to various state electrical testing centers and
power plant states, and currently, the measurements of measuring instruments in various modes are monitored
in the laboratory by directly connected computers by the measuring staff in electronic measuring instruments.
Since the power meter cannot be monitored remotely, if any abnormality or problem is detected during the
measurement, the calibration staff can only remind the management to go to the laboratory for maintenance
immediately, which will delay the detection. problems, long-term solutions, low performance, high cost, and
difficulty adapting to the growing demand for energy metering.For example, a three-phase energy meter standard
device in the metering center of a certain power supply bureau has a total of 16 calibration meter positions
[3]. From the surface analysis, it can be judged that the crimping of positions 3, 4, and 11 is damaged and
cannot properly calibrate three-phase energy meters, the remaining meter positions are working normally, and
the calibration data also meets the requirements of the electric energy meter calibration regulations. There is a
special case where the calibration data of the 16 meter positions is better than that of other normally working
meter positions. It took three working days for maintenance personnel to check and find that the compression
joint of the 16 meter positions was severely damaged, resulting in abnormal data. Due to the large workload
of calibration, calibration personnel can only pay attention to whether the calibration data is out of tolerance
and whether the voltage connection of the energy meter is normal for most of the time during the calibration
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process. Such problems require a long period of time to be discovered, which can have a long-term impact on
the accuracy of energy measurement.

As the core infrastructure equipment of ubiquitous power Internet of Things, the demand for smart energy
meters is constantly increasing. In terms of electricity metering, the accuracy of smart energy meters is the
core element of fairness in electricity trade; In the field of big data research, accurate and qualified smart
energy meters are one of the foundations for building ubiquitous power Internet of Things [4]. As of the end
of 2020, more than 300 million electricity meters have been put into operation in China, and this number will
continue to grow in the future. Traditional manual calibration methods cannot meet the growing demand for
calibration, and the transformation from manual calibration to automated systems is imperative. As a result,
intelligent electricity meter automated calibration assembly lines have emerged. During the long-term operation
of automated calibration assembly lines, frequent connection of smart energy meters to meter positions can
cause deformation of the mechanical crimping terminals at the meter positions; Long term live operation can
accelerate the oxidation rate of the surface material of mechanical crimping terminals, leading to terminal
corrosion [5]. The deformation and corrosion of the mechanical crimping process of the meter will directly
affect the reliability of the error test results, thereby affecting the calibration quality of the smart energy meter.
At present, the provincial metrology centers under the State Grid Corporation of China generally adopt the
method of regular verification to inspect and repair the meter positions on the calibration assembly line. This
method cannot detect meter position faults in a timely manner and relies on manual troubleshooting. Its
reliability is insufficient and labor costs are high. Therefore, achieving online anomaly detection of calibration
assembly line meter positions is of great significance [6].

The abnormal occurrence of the meter flying away is relatively accidental, and generally it will not occur
repeatedly on the same meter; Due to external factors such as communication interference, there is a certain
amount of data noise in the electricity consumption data. Therefore, using the general analysis method of
threshold judgment can cause a large number of misjudgments of runaway anomalies, which affects the discovery
and handling of actual meter runaway faults. The LOF algorithm is a classic density based time series anomaly
diagnosis algorithm. The author used this algorithm to establish an intelligent diagnostic analysis method for
the flying away of electric energy meters, which can effectively remove the influence of outliers, improve the
accuracy and timeliness of detecting and judging the flying away anomalies of electric energy meters.

2. Construction of an accuracy analysis platform for electricity metering.

2.1. System Design. The author uses Hadoop distributed technology to build a massive data storage
and high-performance parallel computing cluster that covers various power supply bureaus in the province to
cope with large-scale data parallel processing. The author also uses Nigera load balancing technology and Redis
as a caching component to improve throughput and system availability, meeting the needs of high concurrency
requests [7]. Due to the need to process real-time collection of massive power grid measurement data, the
system adopts a distributed architecture based on Hadoop and applies the HDFS distributed file system, from
the monitoring terminal of measurement standard devices, laboratory calibration control system, measurement
automation system, marketing system, on-site inspection business system, semi-structured or unstructured data,
then it is stored in the non relational database HbaSe, and some of the data is cleaned and analyzed offline
through the Hive data warehouse. The overall architecture of the accuracy analysis platform for electricity
metering is shown in Figure 2.1.

2.2. System Software Architecture. In order to meet the requirements of high concurrency, high
reliability, and system scalability for data collection, the system is planned to be constructed in MVC mode.
The data collection part adopts Nginx+Tomcat cluster to achieve high concurrency and high reliability of web
servers, and the backend uses queues+process pools to achieve multi-channel processing of various protocols and
concurrent links; The system adopts a B/S architecture based on J2EE for construction. The core technology
framework of the platform adopts JAVA as the development language, based on mainstream open-source J2EE
frameworks, including Struts, Spring, Hibernate, Jquery, JBOSSSOA, JBPM, Druid, and other frameworks.
Capable of supporting multiple heterogeneous databases and compatible with mainstream web containers. The
technical structure is divided into four layers: basic environment, DAO layer, logic layer, and presentation
layer [8].
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Fig. 2.1: Overall architecture of the accuracy analysis platform for electric energy metering

2.3. System Hardware Architecture. Establish a dedicated network for the metering center on the
internal power network and install encrypted communication. VPN gateway achieves remote access by encrypt-
ing data packets and converting the target address of the data packets. Implement VPN proxy servers through
various methods such as servers, hardware, and software. By using virtual private networks, the measurement
center network is made more humanized, software oriented, and intelligent, providing secure, controllable, and
flexible resource scheduling capabilities to meet the dynamic restructuring needs of power metering data com-
munication. Addressing network security and monitoring, MAC address tracking, and security vulnerabilities
in virtual machine management programs [9].

3. LOF anomaly detection algorithm.

3.1. Abnormal point detection. Outlier detection (also known as outlier detection) is an important
part of data mining and refers to the process of identifying objects whose behavior is significantly different
from what is expected. These items are called outliers. Vulnerability detection is critical to many applications,
including healthcare, public safety, fault detection, image processing, sensor/video networks, and testing see.
Misdiagnosis can be divided into controlled and uncontrolled [10]. If the analyst can find registered original
and unusual items, they can be used to create an abnormality detection sample before using control methods to
detect them. In some applications, unsupervised learning techniques are used when there are no objects labeled
as ”normal” or ”abnormal”. Undoubtedly detection assumes that the product contains some kind of impurity.

3.2. Method Comparison. Due to the different electricity consumption patterns of different users, it is
not possible to use a unified method for state labeling of energy representation values, and it is not possible
to provide a learning set of supervised methods. Therefore, unsupervised anomaly detection algorithms are
more suitable for the analysis of energy representation value anomalies. In unsupervised methods, statistical,
distance, and density based methods are currently the main methods for anomaly detection [11].

The statistical anomaly detection method mainly analyzes the dispersion of data, analyzes the distribution
of data, extracts the variation indicators of data, commonly used include standard deviation, interquartile
spacing, etc., and extracts outliers through the variation indicators. This type of algorithm requires prior
knowledge of the distribution characteristics of the data, as well as parameter determination of mutation
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indicators. The algorithm has poor universality and is mainly used in scientific research fields.
The distance based anomaly detection method considers the neighborhood of an object with a given radius.

If it is an anomaly, there are not enough other points in its neighborhood. Compared to statistical algorithms,
it does not require users to have any domain knowledge and is more intuitive in concept. However, due to the
algorithm detecting outliers from a global perspective by calculating the distance between objects, the detection
effect is not good when there are multiple distributions or subsets with different densities in the dataset [12].
Density based detection methods mainly examine the density of the object and its neighbors. If its density is
much lower than its neighbors, it is considered an outlier. In this type of algorithm, each point will calculate
an outlier degree, overcoming detection errors caused by mixing different density subsets, and the detection
accuracy is relatively high. The author mainly adopts density based anomaly detection methods.

3.3. LOF algorithm. The key of density detection is to compare the density around an object with
the surrounding density. There is a significant difference between the density of non-outlier objects and the
surrounding neighborhood, and there is a significant difference between them and their surroundings.In this
paper, a Local Outlier Factor (LOF) is proposed based on the combination of density and anomaly detection.
The algorithm is defined as follows:

For a given set of objects D, the objects contained in D are denoted as o. The k-distance of object o is
denoted as distk(o), which is the distance dist(o, p) between o and another object p ∈ D, such that:

*At least k objects o ∈ D − {o}, such that dist (o, o) ⩾ dist(o, p)
*At least k-1 objects o ∈ D − {o}, such that dist(o, o) < dist(o, p)
distk(o) is the distance between o and its k-th nearest neighbor. Therefore, the k-distance neighborhood

of o includes all objects whose distance to o is not greater than distk(o), denoted as:

No = {o′|dist(o, o′)dist(o)} (3.1)

If the average distance between objects in Nk(o) and o is used as the local density measure of o, a problem
arises. When a very close neighbor o is encountered in o, causing dist (o, o’) to be very small, the statistical
fluctuation of the distance measure will be unexpectedly high. In order to solve this problem, a smoothing
effect can be added to convert it into the following reachable distance[13].

reach− dist(o, o′) =MAX{k − distance(o), d(o, o)} (3.2)

The local reachable density of object o is the reciprocal of the average reachable distance between object o
and its MinPts neighborhood.

lrdMinPts(o) =
1

∑
reach−distMinPts(o′,o)

|NMinPts(o)|
(3.3)

The local anomaly factor of object o is defined as:

LOFMinPts(o) =

∑
0 ∈ NMinPts(o)

lrdMinPts(o
′)

lrdMinPts(o)

|NMinPts(o)|
(3.4)

The degree of anomaly in object o can be evaluated through its local anomaly factors; The anomaly factor
is directly proportional to the degree of anomaly of the object. If the factor value is larger, the likelihood of
anomaly increases; If the factor value is smaller, the likelihood of anomalies decreases, and the LOF factor level
of normal values is generally within 1.

4. Example Analysis.

4.1. Calculation steps. In the analysis of electricity meter runaway, we can use the LOF algorithm to
filter the original data, effectively identify abnormal points in electricity meter readings, and eliminate the
impact of abnormal points in electricity meter readings on the judgment of electricity meter runaway. At the
same time, due to the introduction of table readings before and after abnormal points in the judgment, it is
necessary to improve the threshold judgment. The author mainly judges based on the daily maximum electricity
consumption and daily average electricity consumption [14].
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Fig. 4.1: Daily freezing curve of electric energy representation (accidental mutation)

Table 4.1: Daily freezing readings and corresponding LOF factors (accidental mutation) for the three days
before & after the electricity meter trip

Date
July July July July July July July
18th 20th 21st 22nd 23rd 25th 26th

Indicating value 40647 39908 39908 72300 39908 39908 39908
LOF 1.501447 0.984361 0.984361 6041.262 0.984361 0.984361 0.984361

(1) Preliminary judgment of abnormal flight according to the flight formula of the electric energy meter;
(2) Extract suspected daily data of the flight, generally including at least 7 days before and after the flight

date;
(3) Extract daily data from one of the meters, organize the data and sort the dates;
(4) Calculate the LOF factor and count the number of abnormal factors;
(5) Remove the daily data corresponding to LOF abnormal factors;
(6) Calculate daily electricity consumption;
(7) Calculate the improvement N value.

N =
Maximum daily electricity consumption

Average daily electricity consumption
(4.1)

4.2. Calculation results. Perform LOF factor calculation on the energy meter in Figure 4.1, and the
calculation result is shown in Figure 4.2. It can be observed that the position of the mutation point on the
electric energy representation curve is the same as that on the LOF curve [15,16]. We extracted the daily data
of the mutation point and the three days before and after, as shown in Table 4.1. It can be found that the LOF
of the mutation point is 6041.262, while the LOF of the other points is basically around 1. The outlier can be
filtered out. After elimination, calculate the daily electricity consumption and calculate the N value for flight
judgment.

The LOF factor calculation was performed on the electricity meter, and the results are shown in Figure
4.3. It can be found that the LOF curve data range is mainly concentrated in the range of 0.8 to 1.3, and there
is no significant change in the LOF factor near the mutation point, as shown in Table 4.2 [17,18,19,20].
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Fig. 4.2: Comparison of Daily Freezing Curve and LOF Curve for Energy Representation (Accidental Sudden
Change)

Table 4.2: Daily freezing indication and corresponding LOF factor (indication flying away) for the three days
before and after the jump of the electric energy meter

date
June June June June June June June
9th 10th 11th 12th 13th 14th 15th

indicating value 1913 1919 119614 119619 119627 119632 119638
LOF 1.0772 1.1393 1.1476 1.1077 1.0639 1.0495 1.0411

5. Conclusion. Through the above algorithms, it is possible to achieve a secondary judgment of the ab-
normal flight of the electric energy meter detected by the monitoring of the electricity consumption information
collection system, which greatly improves the quality and efficiency of the judgment of the electric energy meter
flight. It can timely detect the abnormal flight of the electric energy meter, effectively avoid fault misjudgment,
and improve the efficiency of on-site fault handling; This method can be further extended to the analysis of
other topics related to electricity consumption information collection, improving the accuracy of diagnosis and
analysis of the operating conditions of measuring equipment, and further supporting the marketing business
decision-making and implementation of power supply enterprises.

Meanwhile, the above is only a practical method for handling data outliers. With the deepening application
of electricity information collection system data, how to handle anomalies in data will be the first problem that
needs to be solved in future business applications. The rapid development of technologies such as statistical
analysis, data mining, and machine learning has laid a solid theoretical foundation for solving the above
problems. We need to further increase the introduction, understanding, and practice of data science in the
power business.
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OPTIMIZATION OF LOGISTICS DISTRIBUTION NETWORK BASED ON ANT COLONY
OPTIMIZATION NEURAL NETWORK ALGORITHM

JING YANG∗

Abstract. In order to improve the timeliness of logistics distribution, based on the theory of road network smoothness and
reliability, the author conducted a study on the optimization of urban logistics distribution and transportation networks based
on smoothness and reliability. The concept of logistics distribution and transportation network smoothness and reliability was
proposed, and a logistics distribution and transportation network optimization model was established. The solving process of ant
colony algorithm was given, and finally, a comparative analysis of a case was conducted. The results showed that: With a 6%
increase in total delivery distance, the reliability of the delivery network has increased by 30%. This indicates that when using
the model built by the author for distribution network optimization, effective optimization of network smoothness and reliability
can be achieved, while only increasing the distance by a small amount. The optimal reliability of a smooth distribution network
means that the probability of delivery delays is minimized, which is the most powerful guarantee for the effective accessibility of
delivery. Verified the practicality of the constructed model. The proposed logistics distribution network optimization model has
practical significance in guiding decision-making for optimizing urban logistics distribution transportation networks and reducing
uncertainty in the process of urban logistics distribution.

Key words: Logistics distribution, Network optimization, Smooth reliability, Ant colony

1. Introduction. In the process of globalization, the level of modernization of logistics has become an
important indicator of a country’s modernization and strength. It is the fundamental driving force for the
sustained development of the national economy at a high starting point and an effective way for enterprises
to seize competitive advantages in fierce market competition [1]. China is increasingly valuing the develop-
ment and application of logistics technology to reduce logistics costs and bring considerable economic benefits
to enterprises and society. The logistics distribution path optimization problem is a typical combinatorial
optimization problem that involves multiple disciplines. Many practical problems can be classified into this
category, with broad application prospects. Therefore, it has always been a hot research topic in the fields of
operations research and combinatorial optimization. In recent years, significant achievements have been made
in the research of vehicle optimization scheduling problems, which have been widely used in various aspects of
production and life, such as newspaper or cargo delivery, taxi scheduling, and parcel express delivery.

The logistics network is specifically composed of various logistics nodes and routes connecting each point.
Among them, nodes include distribution centers, warehouses, etc., while routes refer to the routes and routes
for logistics distribution operations in accordance with regulations. The purpose of optimizing the distribution
network path is to optimize the movement (transportation) path of goods during the spatial transfer process
from the production area to the consumption area. The purpose of studying it is to find the most reasonable
vehicle transportation path, overcome spatial barriers, and achieve cost savings. Due to the fact that solving
the distribution path problem is an NP hard problem with high complexity. The traditional methods for solving
such problems include precise algorithms and heuristic algorithms. The optimal solution to a problem can be
obtained using precise algorithms, but its solving time often increases exponentially with the size of the problem.
When there are a large number of nodes to be processed, it takes a considerable amount of time to solve, so its
practical application scope is limited. Heuristic methods usually simplify problems into several small problems
or modules based on their characteristics, and solve them in a more intuitive way. Therefore, most researchers
are committed to the development and improvement of heuristic algorithms. Research on previous research has
found that although heuristic algorithms can obtain satisfactory solutions to VRP problems, it is difficult to
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obtain the optimal solution within a reasonable computational time using existing algorithms as the problem
size increases.

At present, logistics distribution logistics in a general sense refers to the establishment of distribution
centers according to the frequency and size of goods order the needs of different customers, as well as the use
of 7R (for products, quality, time, time, location, conditions, customers, and costs). Because of the complexity
of the transportation system in distribution, especially in urban distribution system, not only the multi-points
transportation system, multi-products, and the traffic network, but the distribution of the transportation
content in the transportation service area is also incompatible. Therefore, reasonable and efficient road design
to reduce the number of vehicles and transportation costs has become an important and practical problem.
The goal of logistics distribution center will be how to make good use of the vehicles, determine the cheapest
driving way, to deliver the products to the customers in the shortest possible time.Specifically, it means using
multiple vehicles from the distribution center to deliver goods to multiple demand points (users), with a fixed
location and demand volume for each demand point, a fixed load capacity for each vehicle, and a reasonable
arrangement of vehicle routes to achieve predetermined goals (such as shortest distance, least cost, least time,
and least number of vehicles used). The interesting situation during this process is that the total number
of points needed on each delivery path is within the carriage; The length of each road shall not exceed the
maximum distance that a car can deliver at one time; All requests must and only be sent by one vehicle. This
is a special topic of vehicle problem detection (VRP).

According to statistics, the annual logistics costs in the US industry reach $400 billion. As long as it is
reduced by 10%, it can save 40 billion US dollars in a year, so the logistics industry is vividly likened to ”a gold
mine worth 40 billion US dollars yet to be mined.” In 2004, the demand for logistics in society continued to grow
rapidly, with a total logistics volume of 3.84 billion yuan, a year-on-year increase of 29.9%, an increase of 2.9
percentage points compared to the same period last year. The logistics industry showed a rapid development
trend. However, as a rapidly developing industry, the logistics industry has become a bottleneck that must be
effectively managed in the process of national economic development. The proportion of logistics costs to GDP
continues to be high, far higher than that of developed countries. At present, the logistics cost in developed
countries accounts for about 10% of GDP, while in moderately developed countries (such as South Korea) it
accounts for about 16%, while in China it is as high as around 20%. Transportation is the key to logistics
decision-making, and in general, transportation costs account for a higher proportion than other logistics costs,
except for procurement costs. Therefore, optimizing transportation logistics and reducing transportation costs
is one of the effective ways to enhance the core competitiveness of logistics enterprises and reduce logistics
costs.

Meanwhile, with the accelerated development of urban economy in recent years, various problems in cities
have become increasingly prominent. Transportation and distribution have not only become important factors
affecting the cost of goods, but also the level of urban development. The problems caused by distribution
transportation, such as traffic congestion, traffic accidents, and exhaust pollution from transportation vehicles,
have become major problems that hinder urban economic development and affect the normal life of residents.
The traditional delivery method of goods involves retailers receiving goods directly from factories, forming a
spider web cross transportation route, resulting in chaotic transportation and low efficiency; With the rapid
increase of private vehicles in cities, especially in large cities, although cities have built three-dimensional trans-
portation networks on the ground, above ground, and underground, they still cannot meet the transportation
needs of population and vehicles, and urban traffic is becoming increasingly congested; In addition, due to
the severe reduction of petroleum energy, fuel prices have risen rapidly, posing challenges to improving vehicle
operating efficiency and reducing transportation costs. Therefore, as the volume of logistics and distribution
business in cities gradually increases, if the previous logistics methods are still used to organize distribution, a
series of problems will arise, such as a decline in service quality and inability to meet customer requirements;
The emergence of a large number of unreasonable distribution plans will make it difficult to control logistics
costs; Unreasonable vehicle path planning can increase the number of trips and routes for logistics delivery
vehicles, leading to an increase in urban transportation burden. In order to solve the above problems, the
urban logistics distribution network should be optimized to achieve goals such as on-time delivery, lowest total
cost, and shortest total driving path. The advantage of distribution is that it eliminates cross transportation,
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saves transportation costs, increases the loading rate of transportation vehicles, reduces empty driving rates,
timely delivery, improves service quality, and eliminates the need for users to place orders everywhere, while
also reducing consumer inventory. With the development of urban transportation and economy, the demand
in the market is gradually diversifying, and in such an environment, a new distribution center - a distribution
center - has emerged. In this logistics distribution and transportation method, the distribution center orga-
nizes delivery according to the high-frequency and small batch ordering requirements of different customers,
generating activities such as physical distribution, commercial flow, information flow, and capital flow. Physical
distribution refers to the process of delivering products to customers during the production and sales process.
In this process, transportation costs often account for the majority of the total transportation and sales costs.
Therefore, in recent years, many enterprises have been committed to reducing transportation costs to improve
their core competitiveness. In terms of transportation costs, the cost of moving goods in the sales channel
is the highest. Therefore, it is of great practical significance to study how to allocate vehicles and generate
distribution routes based on the determined amount of goods, in order to reduce the total transportation cost.

With the rapid development of the economy and the continuous acceleration of urbanization, urban spatial
structure, transportation layout, and infrastructure construction are constantly undergoing changes [2]. How-
ever, it is not optimistic that the problems that may arise during the urbanization process are increasingly
exposed, among which urban traffic congestion is particularly prominent, which directly affects the efficiency
of logistics distribution based on urban road networks. Therefore, in order to meet market needs, the logistics
distribution and transportation network system should be optimized in a timely and reasonable manner [3,4].
From the perspective of traffic flow, the smoothness of logistics distribution networks is closely related to the
random changes in road network traffic status. Therefore, while improving the operational efficiency of logis-
tics distribution systems themselves, we must consider the impact of road network traffic status on logistics
distribution networks. In reality, there are many random factors that affect the effectiveness of road network
traffic, such as natural disasters, traffic accidents, or frequent traffic congestion. The reliability index is an
important indicator for measuring the performance of road networks under the influence of random factors. The
existing research results on road network traffic reliability can be divided into two categories: One focuses on
the physical stability of the road network, only studying its reliability from the perspective of network topology
structure, and basically not considering traffic flow; Another type focuses on the comprehensive performance of
network functions, rather than just the evaluation of the road network structure itself [5]. In practical situations,
the road network often maintains connectivity, but due to random changes in traffic flow, it may not always
be smooth, which may cause logistics delivery vehicles to be unable to arrive at customer points in a timely
manner. Based on the characteristics of urban logistics delivery itself, the author analyzes from the perspective
of smoothness and reliability, and makes reasonable choices for distribution routes to improve logistics delivery
efficiency and achieve the goal of optimizing the logistics distribution transportation network [6].

2. Methods.

2.1. Logistics Network Optimization Issues.

(1) Logistics Network Definition. From the micro perspective of enterprises, the definition of logistics
network can be summarized as: the circulation channels through which goods move from the place of supply
to the place of sale. By abstracting the social logistics system, a network consisting of logistics nodes and
transportation routes has been formed, as shown in Figure 2.1 [7]. The transportation routes in the network
represent the movement routes of goods between different inventory storage points, while logistics nodes refer
to the storage or demand points of goods, such as warehouses, distribution centers, logistics centers, factories,
suppliers, etc. There may be multiple transportation routes connected between any pair of logistics nodes,
representing different transportation modes, routes, or products. Logistics nodes also represent temporary
stopping points during the inventory flow process, such as logistics centers.

(2) Mathematical model of logistics distribution. The general distribution vehicle routing problem can be
described as follows: Linear programming can effectively solve balanced transportation problems, as it can be
summarized into the following linear programming model. Assuming the unit freight rate from place of origin
i to place of sale j is cij, i=1, 2.., m; J=1, 2, n. X is the optimal shipping volume from origin i to destination j,
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Fig. 2.1: Logistics Network Structure

and z is the optimal total shipping cost, the mathematical model is:

minz =

m∑

i=1

m∑

j=1

cij , xij (2.1)

Constraints:

m∑

i=1

xi,j = bj , j = 1, · · · , n

n∑

i=1

xi,j = aj , i = 1, · · · , n, xi,j⩾0

(2.2)

Therefore, equation 2.1 and its constraints precisely constitute the mathematical model of the linear pro-
gramming problem. By using the linear programming method to solve it, the optimal solution can be obtained,
which is to minimize the total freight cost while satisfying the possible supply and demand of the place of
origin [8].

2.2. Optimization modeling of logistics distribution and transportation network based on
smooth reliability. The main purpose of optimizing logistics distribution and transportation network is to
improve the efficiency of reliability and accessibility of distribution network. Therefore, the purpose of the
modeling is to achieve the reliability and reliability of shipping and transportation systems. According to the
characteristics of multi- city, multi- variety, small -scale, multi- package, and short cycle logistics distribution,
the following parameters are mainly determined:

1. The total amount of goods on each distribution route shall not exceed the limits of vehicle capacity
and load capacity [9,10];

2. Within the allowable range of existing transportation capacity in the logistics center;
3. During the delivery process, each delivery point can only be accessed once and must be accessed once;
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4. Each vehicle can only serve one route, and each delivery vehicle must depart from the distribution
center and finally return to the distribution center;

5. Delivery costs should be controlled at a certain level.
Following the above constraints, establish an optimization model as follows:

maxZ = maxΨ =

N∑

n=1

ξnΨn

s.t





Ψn =
∏
Ψij

qn ⩽ Qn

N ⩽M∑n
i=0 xij = 1(j = 1, 2, ..., n)∑n
i=0 xij = 1(i = 1, 2, ..., n)∑n
i=0 x0i =

∑n
i=0 xi0 = N∑n

i=0

∑n
j=0 CijXij ⩽ A

(2.3)

In the formula, Ψn represents the smoothness and reliability of the nth distribution line in the network; Qn
is the load capacity of the vehicles arranged on the nth route; Qn is the total amount of goods at all distribution
points on the nth route [11]; N is the overall number of distribution routes; M is the number of delivery vehicles in

the logistics center; Cij is the cost from node i to node j, xij =

{
1,The vehicle line passes the arc(i,j)

0,The vehicle line does not pass through the arc(i,j)

A is the cost quota at a certain level of certainty, which is a constant and can be determined based on empirical
values.

2.3. Implementation Algorithm of Logistics Distribution and Transportation Network Opti-
mization Model Based on Smooth Reliability. Due to the large number of units in large-scale logistics
distribution network systems, traditional algorithms for solving nonlinear programming may encounter ”curse
of dimensionality” or combinatorial explosion problems; Meanwhile, the design or improvement of the actual
distribution network is often selected from several feasible solutions. Therefore, based on the specific situation
of the logistics distribution network system, the author chooses ant colony algorithm for system optimization
and solution.

(1) Introduction to Ant Colony Algorithm. The principle of the ant colony algorithm is to first create
an ant colony with a certain number of ants, and let each ant create a solution or part of the solution [12].
Then, each ant starts from the first node of the problem and selects the next node to switch according to the
concentration of pheromones along the path until the solution is reached. Each ant releases pheromones that
are proportional to the quality of the solution in the state it passes through based on the quality of the solution
found; Afterwards, each ant begins a new solving process until a satisfactory solution is found. Ant colony
algorithm needs to follow the following rules in computing loops:

State transition rule: The probability calculation method for the h-th ant at location r to choose to
transition to location s is:

P krs =





[τ(r,s)]·[η(r,s)]β∑
u∈Jk

[τ(r,s)]·[η(r,s)]β s ∈ Jk
0, other

(2.4)

In the formula, P krs represents the probability of ant k transferring from the current location r to the
location, η(r, s) = 1/d(r, s), d(r, s) represents the distance between location r and location s, the expected
degree of η(r, s) from location r to location s [13]. τ(r, s) represents the residual information between location r
and location s, Jk represents a location that the k-th ant has not yet visited, parameter β is a parameter used
to adjust the relationship between τ(r, s) and η(r, s), it represents the different roles played by the information
accumulated by ants during their movement and heuristic factors in ant path selection. Specifically, it represents
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the concentration of pheromones on a path and the reciprocal of its length, which person has the greater
importance in probability calculation.

Ant’s next path selection rule:

s =




arg max

u∈Jk(r)
[τ(r, s) · η(r, s)]β

S, q ⩽ q0(exploitation), otherwise(exploitation)
(2.5)

In the formula, q is a random variable uniformly distributed on [Q1], q0 is a parameter on [Q1], and S is a
probability distribution calculated based on the state transition rule for selection.

Local update rule: During the process of establishing a solution, each ant also undergoes a local update of
pheromones. The information intensity of each arc on its path is adjusted according to the following formula:

τ(r, s) = (1− p) · τ(r, s) + p ·∆τ(r, s) (2.6)

In the formula, p represents the volatility factor of local pheromones, and 1-p represents the retention rate
of pheromones. In order to prevent infinite accumulation of information, the value range of p is limited to (0,1).
∆τ(r, s) is the amount of information increase, which refers to the concentration of pheromones that Ant k
increases along the path from City r to City s during the time period t to (t+n).

Global update rule: After all ants have completed one cycle, only the ants that have generated the global
optimal solution (i.e. the ants that have constructed the shortest path from the beginning to the present) have
the opportunity to perform global updates. The pheromones on all paths passed by the optimal ant are globally
updated according to the following formula. The pheromones on paths that do not belong to the optimal ant
are updated to 0.

τ(r, s) =

{
(1− α) · τ(r, s) + α ·∆τ
0

(2.7)

In the formula, α represents the volatility factor of global pheromones, 1-α represents the retention rate of
global pheromones, and the value range of α is between (0,1). ∆τ = 1/Lb, Lb is the shortest path length
calculated by the algorithm (the shortest path here only refers to the shortest path obtained in this cycle).

(2) Model Ant Colony Algorithm Solving. Using ants instead of vehicles, the next delivery point to be served
will cause the total carrying capacity to exceed the vehicle’s capacity, and then return to the distribution center,
indicating that the vehicle has completed the transportation. Then change to another car and continue to serve
the other delivery points until all delivery points receive a service, which represents the completion of an ant
tour. When all ants patrol once, it is recorded as a cycle. After one cycle, calculate the pheromone increment
and update the pheromones on the relevant paths based on the quality of each ant’s patrol history (objective
function value). The specific implementation steps are as follows:
Step 1: Initialize each basic parameter and set nc=Q;
Step 2: Calculate the transition probability;
Step 3: Based on the calculated transition probability and randomly generated q value, select the next path

for each ant to move;
Step 4: When each ant passes through an edge and reaches the next delivery point, a local update of pheromones

is performed on this edge according to local update rules;
Step 5: Repeat steps 2 to 4 for each ant in step 5 until all distribution points have ants passing by and the

needs of the distribution points are met [14];
Step 6: Find the path that matches the optimal goal of the model among all generated paths, and the ant that

passes through that path is the optimal ant;
Step 7: Perform a global pheromone update on each edge passed by the optimal ant according to the global

update rule for this path;
Step 8: Repeat steps 2 to 7 until the nc reaches the specified maximum number of iterations or no better

solution appears for several consecutive generations.
In this article, Matlab programming is used to implement the ant colony algorithm and solve practical

problems.
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Table 3.1: Customer demand at delivery points

Delivery point Demand/t Delivery point Demand/t

P1 0.8 P6 1.4
P2 1.4 P7 1.5
P3 1.1 P8 0.7
P4 1.3 P9 0.4
P5 1.3

Table 3.2: Distance between Distribution Centers and Distribution Points

distance P0 P1 P2 P3 P4 P5 P6 P7 P8 P9

P0 1 11 9 8.5 10 8 8.5 5 14 10
P1 11 1 6 - - - - - 18 9
P2 9 6 1 7 - - - - - -
P3 8.5 - 7 1 7 12 - - - -
P4 9 - - 7 1 8 - - - -
P5 8 - - 12 8 1 7 11 - -
P6 8.5 - - - 9 1 6 - - -
P7 5 - - - - 11 6 1 11 16
P8 14 18 - - - - - 11 1 8
P9 10 9 - - - - - 16 8 1

Table 3.3: Reliability of unobstructed road units between distribution center P0 and distribution point P9

Road unit Unblocked Reliability Road unit Unblocked Reliability
1⃝ 0.91 2 0.86
2⃝ 0.96 3 0.91
3⃝ 0.96 4 0.8
4⃝ 0.86 5 0.91
1 0.96

3. Results and Analysis. A certain distribution center Po needs to deliver goods to 9 distribution points
Pj (j=1, 2, 3,..., 9). The demand for each distribution point is qj, and the specific values are shown in Table
3.1. There are 2, 4, and 6 ton trucks available for allocation in the distribution center. The distances between
distribution centers and distribution points, as well as between distribution points, are shown in Table 3.2. The
unit distance cost is 2Q, and the cost quota A is 2000. Given the smoothness and reliability of the road sections
and intersections between various distribution nodes, we will try to develop a reasonable distribution route.

3.1. Smooth reliability between distribution centers and distribution points, as well as be-
tween distribution points. Based on the smoothness and reliability of the road sections and intersections
between various distribution nodes, the OD formula for calculating the smoothness and reliability of the inter
transportation system is used to calculate the smoothness and reliability between distribution centers and distri-
bution points, as well as between distribution points and distribution points. Taking the road network between
distribution center P0 and distribution point P9 as an example for calculation, the smoothness reliability and
road network of the road units between the nodes are shown in Table 3.3 [15,16].

According to the OD formula for calculating the smoothness reliability of the transportation system, the
smoothness reliability between distribution center P and distribution point P is 0.79. Similarly, calculate the
smoothness reliability between other distribution nodes, as shown in Table 3.4 and Figure 3.1 [17].

3.2. Develop delivery routes. Apply optimization models and use ant colony algorithm for solving.
When initializing the data, the maximum number of ants taken is 5Q, and the maximum number of executions
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Table 3.4: Reliability of smoothness between distribution points

Delivery point pairs Unblocked Reliability Delivery point pairs Unblocked Reliability

P01 0.76 P19 0.66
P02 0.62 P23 0.8
P03 0.72 P34 0.63
P04 0.7 P35 0.69
P05 0.66 P5 0.79
P06 0.7 P56 0.76
P07 0.77 P7 0.7
P08 0.72 P67 0.79
P09 0.8 P78 0.76
P12 0.73 P79 0.68
P18 0.76 P89 0.73

Fig. 3.1: Reliability of smooth delivery between different distribution points

is 200Q. After iterative calculation, the following three reasonable delivery routes are finally obtained.

Route I: P0-P3-P2-P1-P0. Using a 4-ton vehicle with a delivery distance of 28.5 [18]

Route II: P0-P4-P5-P6-P7-P0 uses a 6t vehicle with a delivery distance of 30;

Route III: P0-p8-P9-P0. Using a 2T vehicle with a delivery distance of 29, the optimal smoothness and
reliability of the logistics distribution network under various constraints reached 0.297.

3.3. Comparative analysis. Using the mileage saving method, solve this example and obtain three
delivery routes. Route i: P0-P2-P1-P9, P8-P0 uses a 4t vehicle with a delivery distance of 41; Route ii: P0-P3-
P4-P0 uses a 2-ton vehicle with a delivery distance of 21.5; Route iii: P0-P5-P6-P7-P0 uses a 6t vehicle with
a delivery distance of 20, and the reliability of the delivery network under this delivery plan is 0.229. Through
calculation and analysis, it can be concluded that with a 6% increase in total delivery distance, the reliability
of the delivery network has increased by 30%. This indicates that when using the model built by the author for
distribution network optimization, effective optimization of network smoothness and reliability can be achieved,
while only increasing the distance by a small amount. The optimal reliability of a smooth distribution network
means that the probability of delivery delays is minimized, which is the most powerful guarantee for the effective
accessibility of delivery. In today’s fast-paced society, where the value of time is increasingly valued by people,
the distribution model built by the author undoubtedly has certain practical significance [19,20].
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4. Conclusion. Due to the fact that the optimization of logistics distribution and transportation networks
only fully utilizes the existing road network and cannot transform it, further analysis of the reliability of logistics
distribution and transportation networks can only be conducted based on the analysis of the existing road
network’s smoothness and reliability. The research conducted by the author aims to maximize the smoothness
and reliability of logistics distribution networks at a certain cost level, thereby ensuring the effective accessibility
of logistics distribution. However, in practical applications, if the improvement of the smoothness and reliability
of logistics distribution networks requires a significant cost, it is necessary to consider whether the distribution
center is in a reasonable transportation location or whether the division of distribution areas is reasonable. This
is a direction that needs further research in the future.
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REVIEW OF AUTOMATED TEST CASE GENERATION, OPTIMIZATION, AND
PRIORITIZATION USING UML DIAGRAMS: TRENDS, LIMITATIONS, AND FUTURE

DIRECTIONS

SRINIVASA RAO KONGARANA ∗, A ANANDA RAO †, AND P RADHIKA RAJU ‡

Abstract. This systematic literature review examines the effectiveness of automated test case generation, optimization,
and prioritization methods based on Unified Modeling Language (UML) diagrams. The review summarizes the methods, main
contributions, and limitations, and suggests areas for future research. This paper examines various optimization algorithms, model-
based testing methods, and UML diagram validation methods to determine how well they perform. The review highlights some
issues with the current situation, such as the fact that it only examines a few types of UML diagrams and does not go into great
detail about how they work or compare to other diagrams. However, it also suggests ways in which these issues could be addressed in
future research. Some of the suggested directions include researching different modeling languages and devising solutions to handle
the complexity of system models. Model-based testing should also be combined with optimization and prioritization methods to
increase the flexibility and usefulness of research in this field. This article makes no direct comparisons to UML diagrams, but it
does provide a thorough discussion of the current state of the art and a list of strategic priorities to advance the field of automated
test case generation, optimization, and prioritization. These reviews are useful for both researchers and practitioners because they
demonstrate how things are currently done and how they should be done in the future.

Key words: UML, Optimization, Prioritization, Test Case Generation, Sequence Diagram, SLR

1. Introduction. Software testing finds and fixes system bugs, which is a critical part of the software
development lifecycle. Creating inputs and expected outputs to assess the software’s functionality and behavior
is known as test case generation, and it is an essential part of software testing [1]. The ability of automated
test case generation techniques to increase software testing effectiveness, decrease human labor, and increase
efficiency has drawn attention in recent years [1]. Test case generation using Unified Modeling Language
(UML) diagrams shows promise for automated testing. Software systems can be visually represented with
UML diagrams, which depict interactions, behavior, and structure [2]. These diagrams are appropriate for
automated test case generation because they standardize and simplify software system modeling. From 2010
to 2022, a thorough overview of research on creating test case diagrams from UML diagrams is intended to
be provided by this systematic literature review. This systematic review outlined the field’s present methods,
results, research trends, shortcomings, and potential future directions. The use of UML diagrams in test case
generation has several advantages. Between test cases and system requirements or design specifications, UML
diagrams provide a clear mapping [3]. Making it simpler to track test coverage and ensure system behavior
matches design, traceability enhances understanding and documentation of the testing process.

Because UML diagrams automatically generate test cases and model system behavior, they also enhance
model-based testing [4]. Automated test case generation is minimized, dynamic behavior is managed, and
system complexity is captured through model-based capturing. Efficient system functionality coverage is an-
other advantage of UML diagrams. A comprehensive view of the system is provided by UML diagrams, which
enable testers to pinpoint crucial paths, significant interactions, and test scenarios [5]. With the aid of this
data, automated test case generation techniques are able to produce an exhaustive collection of test cases that
encompass every facet of the system, guaranteeing a comprehensive assessment of its functionality.]

UML diagrams have limitations when it comes to test case generation. One drawback is the emphasis
on state machine, activity, and sequence UML diagrams. These diagrams show important system behavior,
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Fig. 2.1: Architecture of the systematic literature review (SLR)

but they may not cover all software details, resulting in test coverage gaps. Evaluate whether UML-based
test case generation is applicable to complex systems as well. UML diagrams might not adequately depict the
complex behavior, interdependencies, and edge cases of complex software systems. Assessing the effectiveness
and scalability of these techniques is essential before applying them to large, complex systems.

Empirical evaluations and comparative analyses of the suggested approaches are crucial to assess their
effectiveness, efficiency, and practicality. The lack of thorough empirical evaluations in many of the current
studies limits their understanding of adoption and performance in practice. Consolidating knowledge and
identifying gaps and limitations in automated test case generation using UML diagrams are the goals of this
systematic literature review. Insights into new trends will be provided by this review, which will also help to
clarify the current research landscape. By addressing limitations, investigating new avenues for research and
development, and promoting the adoption of successful and efficient test case generation methods in software
testing practices, the objective is to advance the field of automated test case generation.

2. Search Strategy. Figure 2.1 depicts the systematic literature review (SLR), which used a thorough
and methodical search strategy to uncover relevant literature on creating test cases from UML diagrams. The
method was carefully planned to ensure that a comprehensive set of research papers were assembled that met
the specific criteria for inclusion and covered the entire scope of the research question. With this focused and
organized approach, the review sought to compile a body of work that demonstrates the current state and
recent progress in creating test cases from UML diagrams.

The following steps were used to create an efficient search strategy:

1. Finding the key terms and concepts associated with the research topic: ”automated testing,” ”UML
diagrams,” ”test case generation,” and other related terms.
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2. Database selection: Digital libraries and pertinent scholarly databases were looked through. In com-
puter science, software engineering, and testing, common databases include IEEE Xplore, ACM Digital
Library, Scopus, and Web of Science.

3. Creating search queries: The key terms and concepts were combined to create search queries. The
search space was widened and terms were connected using BOOLEAN operators (AND, OR). UML
diagrams were used in the search queries to locate studies on test case generation.

4. Application of inclusion and exclusion criteria: Clearly defined inclusion and exclusion criteria were
created in order to weed out studies that did not fit the intended research scope. Published in English
between 2010 and 2022, with a focus on UML diagrams and test case creation.

5. Searching: Queries were run in a few databases to get the desired results. Consistency and accuracy
were sought after by several researchers working independently.

6. Methods of screening and selection: The titles and abstracts of the retrieved studies were evaluated
for their applicability to the research question. The full-text eligibility of the chosen studies was
subsequently assessed for systematic literature reviews.

7. Forward and backward citation searches: To increase the search’s rigor, we looked through the reference
lists of a few chosen papers and carried out forward and backward citation searches to locate more
pertinent studies that the first search had overlooked.

In order to reduce bias, incorporate pertinent studies, and offer a thorough and representative sample of
UML diagram test case literature, this systematic search approach was employed. The method found and chose
studies that supported the systematic literature review and the research goals.

2.1. Search Queries. Compatible search queries are terms or keywords that align with the objectives
and topic of a study. In databases and other sources, these queries discover relevant and compatible literature.

Creating compatible search queries requires researchers to take into account the key concepts, terms, and
relationships related to their research topic. While excluding irrelevant studies, the queries should cover a wide
range of relevant research. Additionally, they should consider variations in terminology or synonyms used in
the literature.

Here are some search queries related to perform suggested review:
1. Automated test case generation techniques using UML diagrams
2. Trends in test case generation, optimization, and prioritization with UML diagrams
3. Limitations of automated test case generation with UML diagrams
4. Future directions in test case generation, optimization, and prioritization using UML diagrams
5. Model-based testing and UML diagrams for automated test case generation
6. Optimization algorithms for test case generation with UML diagrams
7. Validation techniques for automated test case generation using UML diagrams
8. Comparative analysis of automated test case generation approaches with UML diagrams
9. Handling complexities in system models for test case generation with UML diagrams
10. Integration of optimization methods, prioritization techniques, and model-based testing for test case

generation with UML diagrams
These search queries can assist researchers and practitioners in exploring pertinent literature, trends, lim-

itations, and future directions in the field of automated test case generation, optimization, and prioritization
using UML diagrams.

2.2. Search Statistics. Table 2.1, Figure 2.2 categorizes scholarly articles based on the frequency of
keywords related to test case development techniques using Unified Modeling Language (UML) diagrams. It
shows that ”UML” is the most prevalent keyword, appearing in 36 articles, which constitutes 69% of the
literature. This is followed by ”Test Case Generation” with 30 articles (58%), suggesting a strong academic
focus on these areas. Less prevalent, though still significant, are articles on ”Sequence Diagram” and ”Activity
Diagram,” with 8 (15%) and 14 (27%) articles respectively, indicating a moderate research interest. ”Test Case
Optimization” and ”Test Case Prioritization” are covered in 11 (21%) and 9 (17%) articles, pointing towards
an interest in enhancing the efficacy of testing procedures.
Finally, ”UML Diagrams” as a collective category feature in 23 articles, making up 44% of the distribution,
highlighting the central importance of UML in the discourse of test case methodologies. This tabulation
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Table 2.1: Distribution of Articles According to Keywords

S.No Number of Articles Keywords Ratio of Articles

1 36 UML 69.00%

2 30 Test Case Generation 58.00%

3 8 Sequence Diagram 15.00%

4 14 Activity Diagram 27.00%

5 11 Test case optimization 21.00%

6 9 Test Case Prioritization 17.00%

7 23 UML Diagrams 44.00%

Fig. 2.2: The distribution of articles according to keywords

underscores the varied levels of academic engagement across different facets of test case methodologies within
the realm of UML.

A filter was also applied to the publication type of the articles, resulting in the removal of 5 articles. The
selected articles’ type distribution is displayed in Table 2.2, Figure 2.3. The publisher reviewed the 52 remaining
articles, discarding none. By publisher, Table 2.2 lists the articles.

The Figure 2.4, Table 2.3 resulting in the removal of two articles, articles were filtered in the final stage
based on their year of publication. After applying qualitative synthesis factors to the remaining 52 articles, two
more were discarded. Table 2.3 displays the articles’ publication years.

2.3. Research Questions.
Research Question 1: What is the most effective and efficient approach for automated test case generation in

object-oriented software development, considering the use of UML behavioral models and diagrams?
Research Question 2: What are the most effective and efficient approaches for automated test case generation

in software development, considering the utilization of optimization techniques and UML diagrams?
Research Question 3: How can automated test case generation techniques using UML diagrams be effectively
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Table 2.2: Distribution of Articles by Publisher

S.No Publisher Ratio of articles

1 Elsevier 8%

2 Springer 6%

3 IEEE 2%

4 Conference 23%

5 Other Journals 62%

Fig. 2.3: The distribution of articles by publisher

utilized to improve software development processes, considering optimization methods, soft computing
techniques, and the automation of test case generation?

Research Question 4: How can automated test case generation techniques utilizing UML diagrams be improved
to address limitations such as applicability to specific diagram types, complexity limitations, and lack of
comparative analysis, while considering factors like model-based testing, optimization, and validation
approaches?

Research Question 5: How can the limitations of existing approaches for test case generation and optimization
in model-driven software development using UML diagrams be overcome to improve their applicability,
effectiveness, and efficiency?

Research Question 6: How can test case prioritization techniques be enhanced to address the limitations iden-
tified in the reviewed papers?

3. Literature Review. This review on ”Test Case Generation and Optimization” presented in section
3.1 provides valuable insights into the state of software testing today by examining the intricate processes and
state-of-the-art methodologies. The architecture diagram shown in figure 3.1 that serves as a visual guide for
the plethora of studies, methodologies, and findings that make up this field is used to describe our systematic
literature review strategy in detail. These images not only demonstrate the meticulous manner in which
data was gathered and examined, but they also demonstrate the connections between various research topics,
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Table 2.3: Fraction of articles by year of publication

Article Count Publish Year

15 2019

7 2020

12 2021

5 2022

13 Others

Fig. 2.4: Fraction of articles by year of publications

ranging from the most recent optimization algorithms to the use of UML diagrams to create test cases. By
assembling an extensive array of contemporary models and methodologies, this review seeks to provide readers
with a comprehensive understanding of test case generation and optimization. It also emphasizes how crucial
systematic reviews are to expanding the realm of software testing possibilities.

The review presented in section 3.2 underscores the significance of prioritizing test cases to boost the
effectiveness of software testing procedures. The central component of our study is a meticulously constructed
architecture diagram that shown in figure 3.2. It demonstrates the sequential and iterative processes involved in
prioritizing test cases, from locating them and grouping them according to their importance to applying various
prioritization criteria and algorithms and ultimately executing the tests in an orderly fashion. The iterative
refinement inherent in test case prioritization criteria is highlighted by the feedback loop for modifying test
case prioritization based on empirical results. We aim to provide you with a comprehensive understanding of
the approaches, issues, and advancements in test case prioritization by based our review on this architectural
framework. Researchers and practitioners who are attempting to enhance software testing outcomes will benefit
from this.

3.1. Test case Generation and Optimization. The use of UML diagrams to streamline test cases in
software development was covered by Tiwari, R. G., et al. [1]. Contribution includes recommending the usage
of UML diagrams (activity, state, and sequence) and outlining their benefits for streamlining test cases. The
technique lacks any actual data or experiments and is based solely on a survey of the literature. The goal is
to educate software engineers about the usage of UML diagrams for test case simplification. The absence of
empirical data, unresolved difficulties or constraints, and the narrow focus on just three categories of UML
diagrams are all drawbacks. To establish efficacy and resolve any difficulties, more study is required.

J. Cvetkovi and M. Cvetkovi., [3] provided a research on the creation of test cases with UML diagrams
that concentrated on modelling depression brought on by internet addiction. By recommending a technique
for creating test cases using UML diagrams and offering a case study to illustrate its use, the paper makes
a contribution to the subject. The process comprises categorising test case creation based on unit diagrams
or combinations of UML diagrams and employing a variety of UML diagrams. The objective is to advance
the area of software testing by offering a fresh method for creating test cases. The case study’s specificity
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Fig. 3.1: The process of Test Case Generation and Optimization

Fig. 3.2: Process model of the Test case Prioritization

and the absence of comparison with other approaches are also drawbacks. An approach for creating test cases
from UML sequence diagrams combining MDE (“model-driven engineering”) and MBT (“model-based testing”)
methodologies was given by Rocha, M., et al. in [5]. Modifying transformation rules, using real software models
in a case study, and using the ModelJUnit and JUnit libraries are all part of the process. The contribution
consists of a methodical process for automatically creating test cases from UML models, which raises the
productivity and calibre of software development. The inability to use nested combined fragments in sequence
diagrams, the manual creation of stubs, and the limited usage of one case study for demonstration are some
limitations.

B. N. Biswal. Using UML behavioural models, [6] suggested a technique for creating and refining test
cases of object-oriented software. It offers a technique for creating test cases that uses UML activity diagrams,
sequence diagrams, as well as class diagrams. An error minimization method for test case optimisation is also
presented in the study. Its application to particular categories of object-oriented software as well as reliance on
the excellence of UML behavioural models are limitations.
Meena, D.K. [7] A technique for creating test cases using UML diagrams, notably Interaction Overview diagrams
as well as Sequence diagrams, was presented by [7]. The difficulty of test case selection in object-oriented
programmes is what this aims to address. Building UML diagrams, creating intermediate graphs, and creating
test cases that reflect various scenarios are all part of the technique. The paper’s contribution is the message
route coverage. Limitations include the fact that it only applies to object-oriented programmes and the absence
of actual data contrasting the suggested strategy with other ones.

Jiang, L., and Li, Y. A technique for creating test cases using UML sequence diagrams was covered in
[8]. By examining the sequence diagram as well as assessing the message sequence, it gives instructions for
creating test cases. The idea is to provide a useful method for testing object-oriented applications. The study
does not, however, present a prototype system for autonomous test case generation, and it does not discuss the
drawbacks or viability of the suggested approach in practical contexts.
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A. Herrmann, M. Felderer, and M. [9] looked at mistakes occurring while manually deriving test cases from
state machines and activity diagrams using UML. The goal is to offer instructions for methodically generating
test cases while avoiding mistakes. Participants in the methodology’s controlled student experiment create test
cases from state machines and UML activity diagrams. The study offers a taxonomy of faults, evidence that
activity diagrams are more error-prone than state machines, and recommendations for minimising errors. The
utilisation of student participation and the emphasis on UML activity diagrams as well as state machines are
limitations.

An approach for creating test cases using UML sequence diagrams as well as interaction overview diagrams
was proposed by Jena, A. K., et al. in [10]. As part of the technique, produced graphs from various UML
components are combined to create test cases and find errors early in the design process. The goal of the study
is to identify various error types and raise software quality. The emphasis on a single case study and the lack
of a comparison with alternative techniques for creating test cases are both drawbacks.

A. Herrmann, M. Felderer, and M. [11] findings of a controlled experiment [11] examining mistakes caused
during manual test case derivation from state machines and UML activity diagrams were provided. The study
offers a taxonomy of faults, evidence that activity diagrams are more error-prone than state machines, and
recommendations for minimizing errors. The concentration on certain diagram kinds without comparison to
other types or automated test case derivation techniques, as well as the sample size’s relative smallness, are
limitations.

A technique for creating test cases using state chart diagrams and UML use case diagrams was put out by
Jagtap, S., et al. [12]. Utilizing testing criteria that address the diagrams’ state and transition is part of the
technique. The goal is to aid software engineers in the early phases of software development in the creation of
efficient test cases. Limitations include the emphasis on use case diagrams as well as state chart diagrams in
UML 2.0 and the potential need for manual testing to ensure thorough coverage.

An automated test case creation method for unstructured SysML ”Activity Diagrams” (Ads) was provided
by Yin, Y., et al. [13]. The process entails converting the ADs into an IBM (”Intermediate Black Box Model”),
which is used to generate test cases. The objective is to offer industry practitioners employing SysML ADs an
efficient testing methodology. The concentration on the AD model alone, without taking into account other
SysML models, is the restriction.

In order to create test cases from UML state chart diagrams, Salman, Y. D., et al. [14] concentrated on
finding the most efficient combination of coverage requirements, notably in handling loops. The study suggests
appropriate coverage criteria and offers formulas to calculate coverage percentages. The goal is to increase
test data generation’s efficiency during software testing. The emphasis on UML state chart diagrams and the
requirement for context adaption are limitations.

A method for automated test case development utilising UML Statechart as well as Sequence diagrams
was proposed by Efendi, N. B. M., et al. [15]. The approach includes using UML diagrams to create test cases
automatically. The aim is to keep the price of software development as low as possible. The drawback is the
emphasis on UML Statechart and Sequence diagrams at the expense of other UML diagram types.

PSO (“Particle Swarm Optimization”) was described by Prakash, V. C., et al. [16] as a tool for automated
test case development in combinatorial testing. In order to address the optimisation issue in test case generation,
the study offers a comprehensive assessment of PSO and its variations. The goal is to demonstrate how PSO-
based algorithms may be used to reduce test suite sizes and boost programme dependability. The emphasis on
PSO and its comparison to other optimisation methods is one limitation.

Using a dynamic programming technique and tester specification, Kamonsantiroj, S., et al. [17] suggested
a memorising strategy for producing test cases in concurrent UML activity diagrams. The route explosion
challenge in testing concurrent systems is the key contribution. The goal is to prevent the development of
all feasible concurrent activity routes in order to reduce the explosion of test cases. The application to other
diagram types or concurrent systems, as well as the emphasis on concurrency testing in activity diagrams, are
limitations.

Mokhati, F.; Dehimi, N. E. H. A novel method for evaluating multi-agent systems using AUML sequence
diagrams was put out by [18]. The method addresses interactions between actors and potential scenarios in a
parallel, exclusive, or inclusive manner. To make sure that faults found in one interaction or scenario are not
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connected to others that are occurring simultaneously or in parallel, it provides plugs utilising OCL restrictions.
The goal is to offer a testing strategy that guarantees mistake independence. Only applying to holonic agents
and the absence of empirical proof of the efficacy of the suggested strategy are drawbacks.

Dawood, Y. S., and Hashim, N. L. [19] evaluated the prior research on the creation of test cases using UML
statechart diagrams. It investigates the domain’s algorithms, coverage standards, and assessment techniques.
The goal is to highlight discrepancies and give a better knowledge of the test case generating procedures. A
content analysis of 24 books in the topic is part of the technique. The emphasis on UML statechart diagrams
and the little treatment of prior works are limitations.

A method to produce test cases from software requirements at the use case description level was put out
by Alrawashed, T. A., et al. [20]. The method fine-tunes use cases, transforms them into control flow diagrams,
and then use a tool to produce test cases. Regression testing is made more effective while test complexity is
reduced and test coverage is improved. Limitations include the absence of comparison with current methods
and a thorough evaluation of the case study findings.

Using machine learning, Khalifa, E. M., et al. [21] demonstrated a method for creating test cases from
use case diagrams. The technique tries to automate the difficult and laborious process of test case generation.
In order to increase precision and effectiveness, it employs a metaheuristic method. Information extraction,
preprocessing, the use of the metaheuristic approach, and performance evaluation make up the methodology.
The application to certain software systems and the reliance on the calibre of use case diagrams are limitations.

A method for creating optimised test cases from UML sequence diagrams using the Firefly algorithm was
put forth by Runal, G., et al. [22]. The process of creating test cases will be automated, and the quality
and dependability of software systems will be increased. Model-based testing and the structural test selection
concept are used in the technique. The emphasis on UML sequence diagrams and possible drawbacks in big
and complicated systems are constraints.

A technique for automatically creating executable test scripts for an IoT system using UML state machine
diagrams was provided by Swain, R., et al. [23]. The goal is to make testing simpler and require less manual
labour. The process entails the creation of mappings between actions and assertions as well as between transition
events and functions. The algorithm creates transition pathways together with the corresponding assertions
and actions. The contribution is a unique strategy that is shown by a case study on a diabetic monitoring and
control system. Limitations include the absence of transition guard evaluation and the potential for method
improvement through symbolic evaluation.

ALI, H. M. B. M. [24] addressed looping and iteration issues in order to improve the production of test cases
from UML sequence diagrams. The contribution is an enhanced method that gives software testers a quick and
easy approach to create test cases. A case study is used in the approach to show how the suggested strategy is
used and how it compares to other strategies. The objective is to address the problem of producing test cases
from UML sequence diagrams. The emphasis on looping and iteration issues as well as the need for knowledge of
UML sequence diagrams are limitations. In their discussion of the automation of software development processes
in telecom carrier networks, Kikuma, K., et al. [25] emphasised cost savings while upholding dependability and
safety. The method’s creation, which uses mathematical principles to boost learning effectiveness in software
testing, is the contribution. The methodology makes use of the preparation of test cases and the use of
mathematical techniques by qualified engineers. The report emphasises the significance of using the preparation
procedure to its full potential. Data creation from already-existing design documentation is one limitation.

A methodical process for creating test cases from a UML model, especially from UML Sequence Diagrams,
was provided by Rocha, M., et al. [26]. The contributions include the usage of the ModelJUnit and JUnit
libraries for automated test case generation as well as the design of transformation rules using ATL. The goal
is to provide UML Sequence Diagrams a defined meaning and make them appropriate for automated testing.
ModelJUnit and JUnit libraries are used in the process, which entails translating UML Sequence Diagrams into
Extended Finite State Machines. The emphasis on UML Sequence Diagrams and the efficacy relying on the
calibre of the UML model are limitations.

Tiwari, H. Swathi, B. [27] investigates soft computing approaches like genetic algorithms and artificial bee
colonies while focusing on test case creation in software testing. The contributions also explore soft computing
approaches, provide an assessment criterion, and examine the value of code coverage in addition to underlining
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the significance of test case production. The methodology uses soft computing techniques to generate test
cases and analyse code coverage to determine efficacy. To give a thorough grasp of test case generation and its
importance is the goal. The emphasis on soft computing methods and the empirical study’s constrained scope
are both drawbacks.

Soni, D. Jain, P. [28] gave a survey on several methods for prioritising and generating test cases using UML
diagrams. A thorough analysis of relevant work, a comparison of methods, and the identification of knowledge
gaps are all included in the contributions. The process entails gathering data and comparing algorithms
according to their efficacy. The goal is to outline test case creation techniques using UML diagrams and
identify potential directions for further study. The emphasis on UML diagrams as well as the absence of a
thorough analysis and useful implementation are limitations.

Using UML interaction diagrams, Minhas, N. M., et al. [29] developed a methodical mapping of test case
generating approaches. The objective is to contrast various methods based on their strengths and weaknesses.
The study evaluates the original studies’ reporting quality and identifies any potential errors. An overview of the
possibilities and constraints of test case generating methods utilising UML interaction diagrams is provided in
this work. The report demonstrates that the examined studies lacked empirical evaluation in industry contexts
and conformity to research principles. It implies that the industry needs stronger tool support for test case
creation methods based on UML interaction diagrams.

Using class and activity diagrams, Mburu, J. M., et al. [30] suggested an improved multiview test case
generating approach for object-oriented software. The creation and use of the MUTCAS Generator technology
constitute the contribution. Utilising UML models, the technique creates test cases automatically that include
both structural and behavioural aspects of the system. The aim is to allow early identification of software flaws
and to solve the issues of time, money, and effort necessary for manual test case development. Limitations
include the fact that they only apply to UML models, the possibility of problems in complicated systems, and
reliance on the calibre of the UML models.

Dash and Panda, M. [31] An overview of the model-based and search-based testing strategies used to create
test cases and test data for object-oriented programmes can be found in [31]. One aspect of the contribution
is the framework for search-based testing that uses hybrid metaheuristics algorithms. The process includes a
literature research to compile data on testing procedures and approaches. A framework for search-based testing
of object-oriented programmes is proposed together with insights into the various testing methodologies. The
suggested paradigm has limitations, such as the lack of a comparative analysis and empirical backing.

S. B. Tatale, V. C. Prakash, & Co. [32] concentrated on leveraging UML Sequence and Activity diagrams
to automatically generate test cases. The contribution is a feasibility study on producing test cases focused
on combinatorial logic using UML diagrams. The process entails employing dynamic slicing techniques and
converting UML diagrams into tree or graph representations. The goal is to present a fresh method for creating
test cases automatically from a system’s design specification. The only emphasis on UML Sequence and Activity
diagrams without taking into account other UML diagrams is one limitation.

K. Jin, K. Lano, and K. A systematic literature review (SLR) on creating test cases from UML diagrams
was published in [33]. The contribution consists of identifying methods, results, research trends, gaps, and
suggestions for future study. The approach entails running an SLR and using predetermined criteria to choose
pertinent documents. The goal is to give a summary of the research on creating test cases from UML diagrams.
The concentration on UML diagrams alone without taking other modelling languages into account is the
restriction.

For the purpose of load testing mobile apps, Ali, A., et al. [34] suggested an autonomous model-based
test case creation technique. An technique that minimises testing time while validating requirements, including
both performance and functional elements, is the contribution. The process includes model-based testing,
UML model creation, test case generation, and performance evaluation. The goal is to solve time-to-market
restrictions and load testing of mobile applications. The absence of a thorough review and the choice of workload
are limitations.

A technique for automatically creating test cases for flight control systems using UML state diagrams was
developed by Fan, C., and Zou, P. [35]. A real-time extension strategy, a time domain equivalence partition
method, and a feasibility check of the approach are the contributions. Modelling flight control systems, ex-
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panding UML state diagrams, creating equivalence classes, creating test pathways, and automating test case
creation are all part of the technique. The goal is to increase the efficacy and efficiency of flight control system
testing. Only being applicable to UML state diagrams, having a cap on complexity, and not taking component
interactions into account are some of the restrictions.

Using a Basic Genetic Algorithm (BGA), Sahoo, R. K., et al. [36] suggested a method for improving
test data generated from UML activity and state chart diagrams. To produce test data that validates system
requirements is the goal. The automated creation of specification-centered test data from UML models is
the contribution. The process entails integrating diagrams into intermediate graphical representations, then
optimising them using BGA. The paper examines findings and offers a case study. The application to particular
diagram kinds, reliance on input quality and BGA settings, and absence of comparison analysis are some
limitations.

J. Mburu, J. G. Ndia, & Co. [37] provided a comprehensive mapping research on approaches for creating and
optimising test cases based on UML models. Finding trends and gaps in the study is the goal. A comprehensive
literature review of publications published between 2010 and 2022 is part of the process. Contributions include
an overview of trends and gaps, a list of often used search strategies, a need for greater study on combinational
UML diagrams and optimisation, and a list of frequently used validation strategies. The focus on test case
optimisation, automation, and combinational UML diagrams is restricted, and the assessment of research is
also limited.

Prakash, V. C., Tatale, S. A method for automatically creating combinatorial test cases from UML Activity
Diagrams was proposed in [38]. The key contribution is the creation of a programme that takes input parameters
from UML Activity Diagrams and use the Particle Swarm Optimisation technique to produce the optimal
number of test cases. To show how well the method works in practise, a case study of the Indian Railway
Reservation System is presented. The technique uses the Particle Swarm Optimisation algorithm for test case
generation, constraint detection, and parameter extraction. To reduce time and effort, test case generation is
automated. Application to UML Activity Diagrams only, possible efficacy restrictions in large systems, and
appropriateness for certain testing situations are some limits.

A technique for producing scenario-based test cases from UML-ADs (“UML activity diagrams”) was put
out by Hettab, A., et al. in [39]. The primary contribution enables early testing in the software development
life cycle by automatically generating test cases from UML-ADs. According to the technique, test scenarios are
derived from EADG models by creating an EADG (“extended activity dependency graph”) from UML-ADs. By
employing graphical simulation to apply the test scenarios to UML-ADs, testers may verify the test scenarios.
Through mutation analysis, the method’s capacity to discover faults is assessed. Application to UML-ADs
alone, possible drawbacks in big and complicated systems, and reliance on the correctness of UML-ADs are
some constraints.

At the beginning of software development, Tamizharasi, A., and Ezhumalai, P. [40] presented a technique
for producing optimised test data from UML models using the Hybrid GBCSA (“Genetic and Crow Search
Algorithm”). The contribution consists of using GBCSA to streamline the test suite by eliminating unnecessary
test data and focusing the search on global optima. Comparing experimental results to conventional crow search
and genetic optimisation methods, they show 100% route coverage and time efficiency. To assess the suggested
technique, UML models are used, along with experimentation. The goal is to show the method’s efficacy and
tackle the problem of producing test data for intricate software systems. The absence of a thorough examination
of constraints, comparison with alternative approaches, and scalability for big systems are among the drawbacks.

Based on various coverage requirements, Pradhan, S., et al. [41] suggested methods for creating test cases
from a state chart diagram. By addressing an object’s states and transitions, the aim is to spot state-based
defects. In order to build test cases based on various coverage requirements, the process entails converting
the state chart diagram into a SCIG (“State Chart Intermediate Graph”). In this study, efficient state-based
criterion algorithms like RTP (“Round Trip Path”) and ATP (“All Transition Pair”) are introduced. There
includes discussion of the two case studies, stack operation and vending machine automation system. The
algorithmic suggestions for creating test cases based on coverage requirements constitute the contribution. The
restriction is ATP’s inability to provide complete transition coverage.

Hammad, M., and Hamza, Z. A. [42] gave a case study on the creation of test sequences, concentrating on
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the usage of a previously suggested method based on use case model analysis. The process entails dissecting the
UML use case diagram, transforming it into activity diagrams, simplification, and information extraction. The
purpose of the study is to show how well this method works at producing test sequences for software testing.
The method’s shortcomings, however, include its restricted application to UML use case models, reliance on a
single case study, and lack of a comparison with other methodologies already in use.

Sumalatha, V., & Raju, G. S. V. P. [43] used UML activity diagrams to solve the problem of test case
creation in model-driven software development. For the purposes of test case creation, reduction, and priori-
tisation, the authors suggest using Evolutionary and Greedy Heuristic algorithms. The authors of the study
compare their methodology to current practises and use UML activity diagrams in an effort to increase the
efficacy of software testing. The examination of a single case study, the absence of in-depth comparisons with
other methodologies, and algorithm constraints are some of the shortcomings, though.

An innovative method for creating and refining test cases from UML design diagrams was put forth by
Khurana, N., et al. [44]. The SYTG (“system graph”), which is explored using a Genetic Algorithm, is created
by combining use case, activity, and sequence diagrams. Its limitations include the fact that it only applies to
UML design diagrams, how dependent it is on the quality of the input diagrams, and how well suited it is for
big and complicated systems.

Using a hybrid bee colony approach, Sahoo, R. K., et al. [45] described a method for creating and refining
test cases from combinational UML diagrams. The contribution is an automated test case generation method
that aims to make software testing more effective and affordable. Although the technique is model-driven
testing-based, it has several drawbacks, such as its emphasis on combinatorial UML diagrams and possible
customisation needs for particular software systems.

Chandra and Meiliana, L. C. D. [46] A approach for automatically creating and improving test cases in
software testing was put out by [46]. The goal is to use resources more efficiently, especially in the field of
mobile technology. Utilising a genetic algorithm, the process entails creating test cases from combinational
UML diagrams. Despite offering a beneficial technique, the study has certain drawbacks, such as a small
population size and few genetic algorithm operators.

Tiwari, H. Swathi, B. [47] A method for creating test cases for web applications utilising input values and
data dependencies was put forth in [47]. Pairwise testing, a genetic algorithm, and a system graph are all
components of the process. The contribution of the research is the suggested approach for online applications,
which addresses the challenging task of test case creation. The emphasis on functional testing and the absence
of other testing kinds, such as security testing, are drawbacks, though.

S. S. Panigrahi. [48] suggested a technique for automatically creating test cases that makes use of a hybrid
firefly algorithm and UML Activity diagrams. The strategy focuses on choosing the best test cases in terms of
cost and coverage. The case study of an ATM withdrawal strategy is presented in the paper to illustrate the
viability of the suggested approach. The objective is to lessen the amount of effort and time needed for software
testing. However, drawbacks include the lack of a comparison with alternative approaches and the evaluation’s
constrained scope, which was only the ATM withdrawal system case study. The contribution. Methodology,
merits and limits of these contemporary models have been listed in table 3.1 for quick view.

In table 3.1 there are some research gaps in the use of UML diagrams for test case generation, optimization,
and prioritization across multiple domains. One recurring theme is that people tend to focus on specific UML
diagrams, such as sequence and activity diagrams, rather than exploring other types of diagrams. An important
issue is that there are few empirical studies comparing the proposed methods to existing methods. This lack of
comparative data makes it more difficult to demonstrate the effectiveness of new methods and determine how
they can be applied in various software development scenarios.

In future research, it may be beneficial to look beyond simple UML diagrams and include modeling languages
that are more diverse and complex. This could result in deeper insights and stronger testing frameworks.
Furthermore, future research should focus on developing real-world studies that not only compare different test
case generation methods, but also assess their effectiveness and scalability. Filling in these gaps can aid in the
development of more complex and useful test case strategies, resulting in improvements in automated testing
that can keep up with changing software system requirements.
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Table 3.1: Summary of contemporary models on test case generation, optimiza-
tion, and prioritization.

Author Contribution Methodology Merits Limits
B. N. Biswal [6] Technique for creating and

refining test cases of object-
oriented software

UML activity di-
agrams, sequence
diagrams, class dia-
grams

Error minimization
method for test case
optimization

Application limited to
particular categories
of object-oriented soft-
ware, reliance on the
excellence of UML
behavioural models

Meena, D.K.
[7]

Technique for creating test
cases using UML diagrams

Interaction Overview
diagrams, Sequence
diagrams

Message route coverage Limited to object-
oriented programmes,
absence of actual data
contrasting the sug-
gested strategy with
other ones

Jiang, L., and
Li, Y. [8]

Technique for creating test
cases using UML sequence
diagrams

Examination of se-
quence diagram,
message sequence
assessment

Useful method for test-
ing object-oriented ap-
plications

No prototype system for
autonomous test case
generation, no discus-
sion of drawbacks or vi-
ability of the suggested
approach in practical
contexts

A. Herrmann,
M. Felderer,
and M. [9]

Instructions for methodi-
cally generating test cases
from state machines and
activity diagrams

Student experiment,
controlled methodol-
ogy

Taxonomy of faults,
evidence of activity
diagrams being more
error-prone, error
minimization

Utilization of student
participation, emphasis
on UML activity dia-
grams and state ma-
chines

Jena, A. K., et
al. [10]

Approach for creating test
cases using UML sequence
diagrams and interaction
overview diagrams

Combination of pro-
duced graphs from
UML components,
error identification

Early error detec-
tion, software quality
improvement

Emphasis on a single
case study, lack of com-
parison with alternative
techniques for creating
test cases

A. Herrmann,
M. Felderer,
and M. [11]

Controlled experiment ex-
amining mistakes in man-
ual test case derivation

Student experiment,
taxonomy of faults,
evidence of activ-
ity diagrams being
error-prone

Error minimization,
recommendations for
minimizing errors

Concentration on cer-
tain diagram kinds
without comparison
to other types or
automated test case
derivation techniques,
relative smallness of
sample size

Jagtap, S., et
al. [12]

Technique for creating test
cases using state chart di-
agrams and use case dia-
grams

Testing criteria ad-
dressing state and
transition in the dia-
grams

Creation of efficient
test cases during early
phases of software de-
velopment

Emphasis on use case di-
agrams and state chart
diagrams in UML 2.0,
potential need for man-
ual testing to ensure
thorough coverage

Yin, Y., et al.
[13]

Automated test case cre-
ation method using un-
structured SysML ADs

Conversion of ADs
into Intermediate
Black Box Model, test
case generation

Efficient testing
methodology for
industry practitioners
employing SysML Ads

Concentration on the
AD model alone, with-
out considering other
SysML models

Salman, Y. D.,
et al. [14]

Efficient combination of
coverage requirements in
test case generation

Emphasis on UML
state chart diagrams,
handling loops

Increased efficiency in
test data generation
during software testing

Emphasis on UML state
chart diagrams, require-
ment for context adap-
tion

Efendi, N. B.
M., et al. [15]

Automated test case devel-
opment using UML Stat-
echart and Sequence dia-
grams

Utilization of UML di-
agrams for automatic
test case creation

Cost reduction in soft-
ware development

Emphasis on UML Stat-
echart and Sequence di-
agrams at the expense
of other

Prakash, V. C.,
et al. [16]

Tool for automated test
case development using
Particle Swarm Optimiza-
tion (PSO)

Comprehensive assess-
ment of PSO and its
variations

Reduction of test suite
sizes, boost in program
dependability

Emphasis on PSO and
its comparison to other
optimization methods

Continued on next page...
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Table 3.1 – continued from previous page.
Author Contribution Methodology Merits Limits
Kamonsantiroj,
S., et al. [17]

Memorizing strategy for
producing test cases in con-
current UML activity dia-
grams

Dynamic programming
technique, tester speci-
fication

Reduction of explosion
of test cases in concur-
rent systems

Application limited to
concurrent UML activ-
ity diagrams, emphasis
on concurrency testing,
limitations on other di-
agram types or concur-
rent systems

Mokhati, F.;
Dehimi, N. E.
H. [18]

Evaluation method for
multi-agent systems using
AUML sequence diagrams

Parallel, exclusive, or
inclusive interactions,
OCL restrictions

Testing strategy ensur-
ing mistake indepen-
dence

Only applies to holonic
agents, absence of em-
pirical proof of the ef-
ficacy of the suggested
strategy

Dawood, Y. S.,
and Hashim, N.
L. [19]

Evaluation of test case cre-
ation using UML state-
chart diagrams

Content analysis of 24
books, investigation of
algorithms and cover-
age

Identification of dis-
crepancies, improved
understanding of
test case generation
procedures

Emphasis on UML stat-
echart diagrams, lim-
ited treatment of prior
works

Alrawashed, T.
A., et al. [20]

Test case generation from
software requirements at
the use case description
level

Fine-tuning of use
cases, transforma-
tion into control flow
diagrams

More effective regres-
sion testing, reduced
test complexity and im-
proved coverage

Absence of comparison
with current methods,
lack of thorough evalu-
ation of case study find-
ings

Khalifa, E. M.,
et al. [21]

Test case generation from
use case diagrams using
machine learning

Metaheuristic ap-
proach, information
extraction, preprocess-
ing

Automation of labori-
ous test case genera-
tion process, increased
precision and effective-
ness

Application limited
to certain software
systems, reliance on
the quality of use case
diagrams

Runal, G., et al.
[22]

Creation of optimized test
cases from UML sequence
diagrams using the Firefly
algorithm

Model-based test-
ing, structural test
selection concept

Automation of test
case creation, im-
proved quality and
dependability of soft-
ware systems

Emphasis on UML se-
quence diagrams, poten-
tial limitations in big
and complicated sys-
tems

Swain, R., et al.
[23]

Automated creation of ex-
ecutable test scripts for
an IoT system using UML
state machine diagrams

Creation of mappings,
algorithm for transi-
tion pathway creation

Simplification of test-
ing process, reduced
manual labor

Absence of transition
guard evaluation, poten-
tial for method improve-
ment through symbolic
evaluation

J. Cvetkovi and
M. Cvetkovi.
[3]

Creation of test cases with
UML diagrams focusing
on modelling depression
caused by internet addic-
tion

Categorization of test
case creation, utiliza-
tion of various UML di-
agrams

Advancement in soft-
ware testing, fresh
method for creating
test cases

Specificity of the case
study, absence of com-
parison with other ap-
proaches

ALI, H. M. B.
M. [24]

Improvement of test case
generation from UML se-
quence diagrams

Enhanced method for
quick and easy test
case creation

Quick and easy ap-
proach to create test
cases

Emphasis on looping
and iteration issues,
need for knowledge
of UML sequence
diagrams

Kikuma, K., et
al. [25]

Automation of software de-
velopment processes in tele-
com carrier networks

Mathematical prin-
ciples, preparation
of test cases, use of
mathematics

Cost savings, depend-
ability, safety

Data creation limited to
already-existing design
documentation

Rocha, M., et
al. [26]

Methodical process for cre-
ating test cases from UML
model, specifically UML
Sequence Diagrams

ModelJUnit, JUnit li-
braries, transformation
rules

Defined meaning for
UML Sequence Dia-
grams, automation of
testing process

Emphasis on UML Se-
quence Diagrams, effi-
cacy relies on the calibre
of the UML model

Tiwari, H.
Swathi, B. [27]

Soft computing approaches
for test case creation in
software testing

Genetic algorithms, ar-
tificial bee colonies

Assessment criterion,
exploration of soft
computing approaches

Emphasis on soft com-
puting methods, con-
strained scope of empir-
ical study

Continued on next page...
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Table 3.1 – continued from previous page.
Author Contribution Methodology Merits Limits
Soni, D. Jain,
P. [28]

Survey on methods for
prioritizing and generating
test cases using UML dia-
grams

Analysis of relevant
work, comparison of
methods

Identification of knowl-
edge gaps, overview of
test case creation tech-
niques using UML dia-
grams

Emphasis on UML dia-
grams, lack of thorough
analysis and useful im-
plementation

Minhas, N. M.,
et al. [29]

Mapping of test case gen-
erating approaches using
UML interaction diagrams

Evaluation of report-
ing quality, identifica-
tion of errors

Comparison of meth-
ods based on strengths
and weaknesses

Lack of empirical eval-
uation in industry con-
texts, lack of conformity
to research principles

Mburu, J. M.,
et al. [30]

Improved multiview test
case generating approach
for object-oriented soft-
ware using UML diagrams

MUTCASGenerator
technology

Automation of test
case creation, inclusion
of structural and be-
havioral aspects of the
system

Limited to UML mod-
els, potential issues in
complicated systems, re-
liance on the calibre of
UML models

Dash and
Panda, M. [31]

Overview of model-based
and search-based testing
strategies for object-
oriented programs

Framework for search-
based testing, hybrid
metaheuristics algo-
rithms

Compilation of data on
testing procedures and
approaches, insights
into various testing
methodologies

Lack of comparative
analysis, lack of empiri-
cal backing

S. B. Tatale, V.
C. Prakash, &
Co. [32]

Feasibility study on pro-
ducing test cases focused
on combinatorial logic us-
ing UML diagrams

Dynamic slicing tech-
niques, conversion of
UML diagrams

Automatic generation
of test cases from UML
Sequence and Activity
diagrams

Emphasis only on UML
Sequence and Activity
diagrams, lack of consid-
eration for other UML
diagrams

K. Jin, K.
Lano, and K.
[33]

Systematic literature re-
view on creating test cases
from UML diagrams

Systematic literature
review

Identification of meth-
ods, results, research
trends, gaps, and
suggestions for future
study

Focus only on UML dia-
grams without consider-
ing other modelling lan-
guages

Ali, A., et al.
[34]

Autonomous model-based
test case creation tech-
nique for load testing mo-
bile apps

Model-based testing,
UML model creation,
performance evalua-
tion

Minimization of test-
ing time, validation of
requirements for both
performance and func-
tional elements

Lack of thorough re-
view, choice of workload

Fan, C., and
Zou, P. [35]

Technique for creating test
cases for flight control sys-
tems using UML state dia-
grams

Real-time extension
strategy, time domain
equivalence partition
method

Inclusion of real-time
aspects, feasibility
check of the approach

Applicable only to UML
state diagrams, poten-
tial issues in compli-
cated systems, no con-
sideration of component
interactions

Sahoo, R. K.,
et al. [36]

Method for improving test
data generated from UML
activity and state chart di-
agrams

BGA (“Basic Genetic
Algorithm”)

Test data generation
that validates system
requirements

Application to particu-
lar diagram kinds, re-
liance on input qual-
ity and BGA settings,
absence of comparison
analysis

J. Mburu, J.
G. Ndia, & Co.
[37]

Mapping research on ap-
proaches for creating and
optimizing test cases based
on UML models

Comprehensive litera-
ture review

Overview of trends and
gaps, identification of
frequently used strate-
gies

Focus on test case
optimization, automa-
tion, and combinational
UML diagrams, limited
assessment of research

Prakash, V. C.,
Tatale, S. [38]

Automatic creation of com-
binatorial test cases from
UML Activity Diagrams

PSO (“Particle Swarm
Optimization”) tech-
nique, case study

Quick and efficient
test case generation
from UML Activity
Diagrams

Application limited
to UML Activity Dia-
grams, possible efficacy
restrictions in large
systems, appropriate-
ness for certain testing
situations

Continued on next page...
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Table 3.1 – continued from previous page.
Author Contribution Methodology Merits Limits
Hettab, A., et
al. [39]

Technique for producing
scenario-based test cases
from UML activity dia-
grams

EADG, graphical simu-
lation

Early testing in soft-
ware development, au-
tomatic generation of
test cases from UML
activity diagrams

Application limited to
UML activity diagrams,
possible drawbacks in
big and complicated sys-
tems, reliance on the
correctness of UML ac-
tivity diagrams

Tamizharasi,
A., and Ezhu-
malai, P. [40]

Producing optimised test
data from UML models us-
ing the Hybrid (“GBCSA”)

Hybrid GBCSA (“Ge-
netic and Crow Search
Algorithm”)

Streamlining the test
suite, elimination of un-
necessary test data

Absence of thorough
examination of con-
straints, comparison
with alternative ap-
proaches, scalability for
big systems

Pradhan, S., et
al. [41]

Methods for creating test
cases from a state chart di-
agram

Conversion of state
chart diagram into
SCIG (“State Chart
Intermediate Graph”)

Spotting state-based
defects, algorithmic
suggestions for test
case creation

Inability of ATP to pro-
vide complete transition
coverage

Hammad, M.,
and Hamza, Z.
A. [42]

Case study on the creation
of test sequences using use
case model analysis

UML use case dia-
gram analysis, transfor-
mation into activity di-
agrams

Production of test se-
quences for software
testing

Restricted application
to UML use case mod-
els, reliance on a single
case study, lack of
comparison with other
methodologies

Sumalatha, V.,
& Raju, G. S.
V. P. [43]

Test case creation, reduc-
tion, and prioritisation us-
ing UML activity diagrams

Evolutionary and
Greedy Heuristic
algorithms

Increased efficacy of
software testing using
UML activity diagrams

Examination limited
to a single case study,
absence of in-depth
comparisons with
other methodologies,
algorithm constraints

Khurana, N., et
al. [44]

Creating and refining test
cases from UML design di-
agrams

Genetic Algorithm, cre-
ation of (“SYTG”)

Combination of differ-
ent UML design dia-
grams, refinement of
test cases

Application limited to
UML design diagrams,
dependence on input di-
agram quality, suitabil-
ity for big and complex
systems

Sahoo, R. K.,
et al. [45]

Creating and refining test
cases from combinational
UML diagrams

Hybrid bee colony ap-
proach, model-driven
testing

Automated test case
generation, improved
software testing

Emphasis on combina-
tional UML diagrams,
customization needs
for specific software
systems

Chandra and
Meiliana, L. C.
D. [46]

Automatic creation and im-
provement of test cases in
software testing

Genetic Algorithm, cre-
ation of test cases from
combinational UML di-
agrams

Efficient resource uti-
lization, application in
the mobile technology
field

Small population size,
limited genetic algo-
rithm operators

Tiwari, H.
Swathi, B. [47]

Creation of test cases for
web applications using in-
put values and data depen-
dencies

Pairwise testing, ge-
netic algorithm, sys-
tem graph

Approach for online ap-
plications, addressing
the challenge of test
case creation

Emphasis on functional
testing, absence of other
testing types

S. S. Panigrahi
[48]

Automatic creation of test
cases using a hybrid firefly
algorithm and UML Activ-
ity diagrams

Hybrid firefly algo-
rithm, UML Activity
diagrams

Reduction in effort and
time for software test-
ing

Lack of comparison
with alternative ap-
proaches, evaluation
limited to a specific
case study

3.2. Test Case Prioritization. Regression testing test case prioritisation method employing sequence
diagrams and labelled transition systems was suggested by As’ Sahra, N. F., & Komputeran, F. [49]. The
method use Bayesian Networks to incorporate source code modifications, software fault-proneness, as well as
test coverage data into a single model. However, the research makes an assumption about test case independence
that could not hold true in actual circumstances.

A novel method of test case prioritisation for model-based mutation testing in the automotive sector was
introduced by Shin, K. W., and Lim, D. J. [50]. They use the UML statechart to create a software model, use
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mutation operators to generate mutations, and suggest a TCP technique based on the (”alternating variable
method”) AVM. The study covers actual research in the automobile sector, however its application outside the
sector and the quantity of investigated problems are also limits.

The use of machine learning approaches in ”test case prioritization” (TCP) for regression testing was
examined by Meçe, E. K., Paci, and Binjaku [51]. They review current research that employs machine learning
in TCP and provide details on methods, measurements, data, benefits, and drawbacks. There are drawbacks,
such as the potential rejection of important test cases via selection approaches and the requirement for a
significant quantity of data for efficient machine learning methods.

An autonomous test route generating method and prioritisation model for software testing were suggested
by Fan, L., Wang, Y., and Liu [52]. They build a priority model to order the test pathways, design the activity
flow graph, and specify the mapping rules from UML activity diagram to the graph. The article does not,
however, compare new algorithms to old ones or evaluate large-scale software systems. It also presupposes that
UML activity diagrams are accessible.

For user interface testing, Nguyen, V., & Le, B. [53] introduced a unique test prioritisation technique
called RLTCP. The technique uses the coverage graph and reinforcement learning (RL) to prioritise test cases.
With an experimental assessment contrasting it with other approaches, the research builds on a past work on
prioritising UI automated test cases using RL. The drawback is that it ignores alternative testing methods in
favour of a narrow emphasis on user interface testing.

A test route prioritisation approach based on the testers’ interests, as well as the altered area in UML
activity diagrams, was proposed by Sornkliang, W., and Phetkaew, T. [54]. They use various techniques to
give weights to symbols and then order test pathways accordingly. The technique tries to aid testers in swiftly
identifying critical issues. The dependence on testers’ preferences and the work involved in weight assignment
are limitations.

The contribution of the Methodology, merits and limits of these contemporary models have been listed as
a table for quick view table 3.2.

Table 3.2 a thorough examination of the most recent models for test case prioritization, several research
gaps were identified that could be addressed in future studies. Sahra, N. F., and Komputeran, F. [49] use
Bayesian Networks for prioritization, assuming test case independence, which may not be true in practice.
Future research could look into models that account for interdependence among test cases. Shin, K. W., and
Lim, D. J. [50] use model-based mutation testing exclusively in the automotive industry. This demonstrates
the need for mutation testing to be applied in more areas and studied in greater depth. The machine learning
approach proposed by Mece, E. K., Paci, and Binjaku [51] shows promise in terms of efficiency, but it may
miss important test cases and need a large amount of data. This suggests that we need more reliable machine
learning models that do not require as much data.

Fan, L., Wang, Y., and Liu [52] propose an autonomous test route generation method that needs to be
compared to traditional algorithms and tested in large-scale systems. This opens the door for future research
to confirm its usefulness and potential for expansion. The RL-based method developed by Nguyen, V., and
Le, B. [53] for testing user interfaces is novel and intriguing, but it only tests a few things. This demonstrates
that reinforcement learning could be applied in a broader range of testing scenarios. Finally, Sornkliang, W.,
and Phetkaew, T. [54] interest-based route prioritization heavily relies on tester input to assign weights. This
demonstrates the need for more automated, objective prioritization frameworks with less human bias and effort.
Filling these identified gaps would significantly improve the development of test case prioritization methods,
making regression testing more useful.

4. Observations. The review of the articles [6–15] highlights various techniques and approaches for auto-
mated test case generation using UML behavioral models and diagrams in object-oriented software development.
Each article focuses on specific UML models or diagrams and has some limitations. The most effective and effi-
cient automated test case generation method that makes use of UML behavioral models and diagrams needs to
be determined in order to address these limitations and provide guidance to practitioners. The identification of
best practices for automated test case generation in object-oriented software development will be made possible
by this research question, which will also allow for a thorough examination of current approaches, comparison
of their effectiveness and efficiency.
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Table 3.2: Summary of contemporary models on test case prioritization

Author Contribution Methodology Merits Limits
As’ Sahra, N.
F., & Komput-
eran, F. [49]

Regression testing
test case prioritisation
method employing
sequence diagrams
and labelled transition
systems

Bayesian Networks Incorporation of source
code modifications,
fault-proneness, and
test coverage

Assumption of test case inde-
pendence that may not hold
true in actual circumstances

Shin, K. W.,
and Lim, D. J.
[50]

Test case prioritisation
for model-based muta-
tion testing in the au-
tomotive sector

UML statechart, mu-
tation operators, TCP
technique based on
AVM

Application in the au-
tomotive sector, soft-
ware model creation

Limited application outside
the automotive sector, lim-
ited investigation of problems

Meçe, E. K.,
Paci, and Bin-
jaku [51]

Use of machine learn-
ing approaches in test
case prioritization for
regression testing

Review of existing
research, analysis of
methods, measure-
ments, data

Potential for efficient
machine learning meth-
ods, insights into bene-
fits

Potential rejection of impor-
tant test cases, requirement
for a significant amount of
data

Fan, L., Wang,
Y., and Liu [52]

Autonomous test route
generating method and
prioritisation model for
software testing

Priority model, activ-
ity flow graph, map-
ping rules from UML
activity diagram

Autonomous test route
generation, prioritisa-
tion of test pathways

Lack of comparison with old
algorithms, lack of evaluation
on large-scale software sys-
tems, assumption of accessi-
bility of UML activity dia-
grams

Nguyen, V., &
Le, B. [53]

Test prioritisation tech-
nique called RLTCP
for user interface test-
ing

Coverage graph, RL
(“reinforcement learn-
ing”)

Prioritisation of test
cases in user interface
testing

Narrow emphasis on user in-
terface testing, ignoring alter-
native testing methods

Sornkliang, W.,
and Phetkaew,
T. [54]

Test route prioritisa-
tion approach based on
testers’ interests and al-
tered area in UML ac-
tivity diagrams

Weight assignment
techniques, ordering of
test pathways based
on weights

Aid in quickly identify-
ing critical issues, pri-
oritisation based on in-
terests

Dependence on testers’ pref-
erences, effort required for
weight assignment

The review of the articles [16–24] highlights different approaches for automated test case generation that use
optimization techniques and UML diagrams. The article focuses on specific optimization techniques or UML
diagram types and has some limitations. In order to address these limitations and offer guidance for practi-
tioners, identify the most effective and efficient approaches for automated test case generation that combine
optimization techniques with different kinds of UML diagrams. This research question will enable a thorough
examination of current approaches, comparison of their effectiveness, and identification of best practices for
automated test case generation in software development.

The review of the articles [25–32], [1], and [5] highlights different approaches and methodologies for au-
tomated test case generation using UML diagrams. Each article focuses on specific optimization techniques,
soft computing, or UML diagrams and has its own limitations. In order to address these limitations and offer
thorough recommendations for software development, it is important to investigate how various methodologies
and techniques can be effectively combined to improve test case generation using UML diagrams. In order to
enhance the effectiveness and efficiency of test case generation and software development, this research question
will enable an exploration of optimization methods, soft computing techniques, and automation approaches.

Reasoning the review of the articles [33–41] reveals limitations and opportunities for automated test case
generation using UML diagrams. Limitations include a lack of comparative analysis or thorough evaluation,
a focus on specific diagram types, and applicability to complex systems. To overcome these limitations and
enhance the effectiveness of test case generation, look into how automated techniques can be improved to
address the identified challenges. This research question will examine the exploration of factors such as model-
based testing, optimization techniques, and validation approaches to enhance the applicability, efficiency, and
effectiveness of automated test case generation using UML diagrams. By addressing these limitations, software
developers can enhance test case generation to support more complex systems, stronger comparative analysis,
and evaluation.
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The review of the articles [42–46] highlights common limitations in current approaches, including a fo-
cus on specific diagram types, reliance on input diagram quality, customization demands, and limitations in
algorithm design. The applicability and effectiveness of the suggested methods are restricted by these limita-
tions. More research is needed to address these limitations, create better approaches that can be used more
broadly, improve software testing effectiveness, and maximize test case generation and prioritization. By look-
ing into and addressing these limitations, researchers can promote model-driven software development and test
methodologies.

The review of the papers [47–54] highlights several limitations in the current test case prioritization tech-
niques. These limitations include limited applicability outside of case domains, omission of crucial test cases,
lack of comparison with current algorithms, reliance on a specific type of testing, and reliance on testers’ inter-
ests. It is important to investigate and suggest improvements to current techniques in order to address these
limitations and enhance the effectiveness and efficiency of test case prioritization. Considering the limitations of
the reviewed papers, this research question allows for the exploration of potential solutions and advancements
in test case prioritization.

5. Implications and possible future research. Software testing researchers and practitioners can
benefit from a thorough literature review on the topic of creating test cases from UML diagrams in a number
of ways. These ramifications point to potential directions for future investigation.

1. Research Gaps and Deficiencies: The review points out research gaps and deficiencies in the literature.
By highlighting areas that haven’t been addressed, these gaps can guide future research efforts. Filling
these gaps can be the focus of empirical studies, novel methodologies, and alternative approaches to
test case generation from UML diagrams.

2. Comparative Evaluation: The review demonstrates the dearth of empirical support and thorough
comparative evaluations in many studies. Future research may highlight the necessity of conducting
thorough comparative analyses to assess the effectiveness, efficiency, and applicability of different test
case generation techniques. Comparative studies assist researchers and practitioners in selecting the
most appropriate methodology for their specific requirements.

3. Generalizability and Applicability: Identify and discuss the applicability and generalizability limitations
of the suggested approaches. Research should focus on creating techniques that can handle various types
of UML diagrams rather than just specific diagram types like activity and design diagrams. In different
software development contexts, look into ways to scale and make the approaches effective.

4. Algorithmic Improvements: Deal with the algorithmic elements’ limitations of the suggested approaches.
Future research should improve the methods’ heuristic and evolutionary algorithms. Investigate ad-
vanced optimization techniques, optimize algorithm parameters, or develop hybrid approaches to im-
prove the effectiveness and efficiency of test case generation and optimization.

5. Quality Assurance of UML Diagrams: Examine techniques to enhance the accuracy and coherence of
UML diagrams used for test case generation and optimization. To ensure that diagrams are accurate
and complete, develop automated validation and verification techniques. Investigate techniques to im-
prove UML diagram clarity and interpretability to facilitate test case generation, as well as approaches
to handle incomplete or inconsistent diagrams.

6. Integration of Testing Types: Go beyond functional tests and incorporate other test types using the rec-
ommended approaches. Security, performance, usability, and other testing types should be considered
in test case generation and optimization. This ensures that various quality-related issues are addressed
during software testing.

7. Automation and Tool Support: The review highlights the importance of automation and tool support
in test case generation from UML diagrams. Future research can focus on automated frameworks and
tools that provide effective test case generation and integrate with UML modeling tools. These tools
can facilitate UML-based test practices, reduce manual labor, and enhance productivity.

8. Scalability and Complexity: For large and complex software systems, many studies overlook the scal-
ability of test case generation techniques. Future research can address these issues because modern
software systems are larger and more complex than ever. In order to address scalability concerns, system
complexity, and resource efficiency during test case generation, this includes looking into techniques.
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9. Criteria for Coverage and Optimization: Review highlights the importance of coverage criteria and
optimization techniques in test case generation: In order to produce optimized test cases with high
coverage and low redundancy, future research can create sophisticated optimization algorithms, hybrid
approaches, and intelligent techniques. Another important area of research is the investigation of novel
coverage criteria and the assessment of their effectiveness in detecting different types of faults.

10. Other Languages for Modeling and Integration: While other software engineering modeling languages
are explored, UML diagrams are the main focus of the review. Future research can examine test case
generation techniques for these alternative modeling languages in an effort to enhance the effectiveness
and efficiency of test case modeling.

11. Real-world Evaluation: Several reviewed studies lacked adequate validation and assessment. In real-
world software development projects, test case generation techniques can be applied and evaluated
as a research topic. The proposed methods may be assessed for effectiveness and applicability by
incorporating realistic software systems, industry partnerships, and case studies from diverse fields.

5.1. Test case Generation and Optimization.
• Utilizing evolutionary and heuristic algorithms, along with UML diagrams, can improve test case

generation and prioritization.
• Comprehensive models, like System Graphs, offer a holistic approach to test case generation and

optimization.
• Hybrid optimization algorithms and model-driven testing methodologies show promise for automated

and cost-effective software testing.
• Evaluating and comparing the performance of different algorithms and approaches for test case gener-

ation and prioritization.
• Investigating the applicability of proposed techniques to various types of UML diagrams and software

systems.
• Addressing limitations related to input diagram quality, scalability, customization requirements, and

the need for flexible solutions.
• Assessing the effectiveness and efficiency of hybrid optimization algorithms in real-world scenarios and

comparing them to alternative approaches.
• Exploring the impact of population size, operators, and optimization techniques on test case generation

and optimization.
• Extending solutions to address various testing scenarios, assessing their effectiveness across various

applications, and managing the growing complexity of software systems.

• For test case prioritization techniques to be effective in practical settings, test case dependencies and
relationships must be taken into account.

• Integrating multiple factors, such as source code changes, fault-proneness, and test coverage data, into
unified models shows potential for enhancing test case prioritization.

• Machine learning techniques offer improved efficiency but require careful consideration of data avail-
ability and the potential exclusion of critical test cases.

• To develop test case prioritization techniques that are capable of handling dependencies and inter-test
case relationships, more research is needed.

• Investigate ways to incorporate metrics and factors into prioritization models to increase their thor-
oughness and accuracy.

• Look into alternative data sources that can offer trustworthy information for prioritization based on
machine learning, or investigate ways to lessen the reliance on large amounts of data.

• Evaluate the suggested techniques’ generalizability and scalability on complex software systems.
• To develop versatile techniques, broaden your research beyond particular domains or testing types.
• Consider ways to enhance or automate weight assignment for more effective test case prioritization. By

addressing these implications and exploring the suggested future research directions, researchers can
advance the field of test case generation from UML diagrams, improve the efficiency and effectiveness
of software testing practices, and contribute to the development of reliable and high-quality software
systems.
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6. Conclusion. The current state of research in this field is clarified by the systematic literature review
on creating, optimizing, and prioritizing test cases from UML diagrams. Along with implications and future
research directions, we review research trends, approaches, limitations, and gaps. Several important areas for
additional research are highlighted in the review. The development of automated tools and frameworks for
seamless integration with UML modeling tools, scalability and complexity challenges in large and complex
software systems, advanced optimization algorithms and coverage criteria to generate optimized test cases, and
investigation of test case generation techniques for alternative modeling languages are a few examples. The
field of test case generation from UML diagrams can progress by addressing these implications and following
recommended future case research directions. The effectiveness and efficiency of software test case generation
techniques can be improved, and researchers can offer testers useful solutions. To aid in the development of
dependable and superior software systems, they can decrease manual labor, increase automation, and enhance
test procedures. The researchers and practitioners in the field of software testing gain from this systematic review
of the literature. It discusses current methods, makes recommendations for advancements, and establishes the
foundation for future research. The software development industry will benefit from researchers’ use of the
insights from this review to enhance test case generation from UML diagrams.
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HIGH SPEED LOW POWER ANALYSIS OF 12 TRANSISTORS 2×4 LINE DECODER
USING 45GPDK TECHNOLOGY

SRUTHI PAVANI JAVVADI∗, C R S HANUMAN†, SIVADURGARAO PARASA‡, AND SANNAJAJI NARAGANENI§

Abstract. This paper proposes the high speed low power analysis of 12 transistors 2×4 Low Power (LP) and Low Power
Inverting (LPI) Decoders by using Dual Value Logic (DVL) and Complementary Metal Oxide Semiconductor (CMOS) Logic. A
huge challenge faced by this era of developing is power reduction. The LP circuit design is a requesting issue in high performance
digital frameworks, for example, microchips, DSPs and other different applications. Power and speed are the main highlights
considered while comparing any design. Diminishing chip area is additionally truly impressive factor, designers need to recall when
suggesting any novel design. 2×4 LP and LPI Decoders using 12T (Transistor) is used for conversion of binary inputs to associated
output bits in a pattern. A novel design (CMOS logic and DVL logic) of 2×4 LP and LPI Decoders using 12T is proposed with
area optimization, LP and high speed in this paper. Delay and power is evaluated between the novel design and CMOS logic. The
novel design of 12T LP and LPI 2×4 Decoders is 60.72% optimized for power in contrast to CMOS logic design at a typical value
of 1.8V. The proposed method has been validated using Cadence 45 GPDK (Generic Product Design Key) Virtuoso Tool.

Key words: CMOS and DVL, LP Decoder, LPI Decoder and 12T.

1. Introduction. The bulk integrated circuits consist primarily of logic gates created utilizing static
CMOS circuits [1].The pullup PMOS and NMOS pulldown network are the two main components of a CMOS
circuit. Display resilience in the face of background noise and device fluctuations, consistent performance at
low voltages and small transistor sizes are two advantages of CMOS circuitry [2]. Since CMOS circuits can
only accept inputs at the transistor’s gate terminals, fewer building blocks are available when synthesizing cell-
based logic. To compete with CMOS logic, the 1990s saw the development of Pass Transistor Logic (PTL) [3].
When compared to CMOS logic [4], pass transistor logic has advantages in terms of speed, power, and area.
No matter which diffusion terminals of the transistors the inputs are tied to the either source/drain or gate,
determines The primary design difference between pass transistor circuits. The two most popular techniques
for building pass transistor circuits are, at first the PMOS and NMOS transistors are used. while in the second,
a transmission gate is used to combine the two types of transistors in parallel [5].

The requirement for miniaturization and voltage scaling are two examples of how advances in VLSI tech-
nology have imposed new requirements on the design of swift, space- saving, and low-power logic systems. For
high-performance computing devices like microprocessors and digital signal processors, LP design is a signifi-
cant challenge. In computing, A straightforward combinational circuit called a decoder that transforms series
of input signals into another code. Seven-segment displays, address decoding with in arrays of memory, data
de-multiplexing and microchip/microcontroller personal based architectures are just a few of the many uses for
line Decoders. Address Decoders are critical components because their design heavily influences consumption
of power and access time of the SRAM [6] memory cell. For the sake of lowering the electrical bill, delay, and
transistor count when constructing Decoders, a novel mixed logic approach is presented in this study [7].
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Table 2.1: Non-Inverting 2×4 Decoder Truth table

A B D0 D1 D2 D3

0 0 1 0 0 0
0 1 0 1 0 0
1 0 0 0 1 0
1 1 0 0 0 1

Table 2.2: Inverting 2×4 Decoder Truth table

A B I0 I1 I2 I3
0 0 0 1 1 1
0 1 1 0 1 1
1 0 1 1 0 1
1 1 1 1 1 0

2. Literature. Binary codes in digital systems are used to represent discrete amounts of information. An
n-bit binary code can represent up to n distinct pieces of encoded data. Combining many circuits, a decoder
converts binary data from n input lines to a maximum of 2×n different output lines or fewer if the n-bit coded
data contains any unused combinations [8]. The circuits were looked at. These decoders are n-to-m line and
produce the m = 2×n input variable minterms.

A decoder with 2×4 lines produces four outputs from two inputs. Depending on the corresponding input
combinations, there will only one active output at any given time. Table 2.1 summarizes the non-inverting 2×4
decoder’s truth table [9], inputs A and B produces D0, D1, D2&D3 as outputs .The complimentary outputs
I0, I1, I2 & I3 produced by inverted 2×4 Decoder are always set to logic 0 for the selected output and logic 1
for the other three outputs as shown in 2.2[10].

Transmission gates are most frequently utilized in circuits using XOR logic, such as complete adders and
multiplexers, as the main switching portion. In any event, as demonstrated in, we consider the possibility of
utility in line decoders when AND/OR logic is applied. Figure display the TGL AND/OR gates with two
possible inputs. Even if they are completely swinging, not every combination of inputs produces a restoration.
The two most prevalent types of circuits in pass-transistor logic are those that employ only NMOS pass tran-
sistors, such as CPL, as well as DPL and DVL, which use both PMOS and NMOS pass transistors. With this
study, we focus on the DVL approach, in which full swing operation is preserved while DPL is improved fewer
transistors. Figure display two input DVL AND/OR gates [11]. Similar to the TGL gates, They can swing
but not restore. CMOS NAND/NOR gates require four transistors, but TGL/DVL gates only require three.
presuming the presence of complementing inputs. High-fan-out circuits called decoders allow multiple gates to
share a limited number of inverters. Using TGL/DVL gates facilitates transistor count reduction [12].

One significant similarity trait of these gates’ asymmetry is one of their characteristics, are the reality that
their input loads are not balanced. We identified the two The X and Y inputs to the gate are displayed in
Figure 2.1 [2]. In TGL gates, input X controls the gate terminals of three transistors. while input Y is sent
from the input to the output node through the transmission gate.

However, only one gate terminal is controlled by input Y in DVL gates, and it is routed to the output. The
X and Y inputs of the gate will receive both the control signal and the propagation signal. This asymmetric
characteristic allows a designer to arrange signals by deciding which input acts as the control and which one acts
as the signal propagation of gate in each situation. When the propagating signal is a complimentary input, there
is a considerable increase in latency since an inverter needs to be added to the propagation channel. It is greater
effectiveness to use the Inverse variable as the control signal when using the inhibition (A’B) or implication
(A’+B) function. The AND (AB) and OR (A+B) operations have the same power. Finally, regardless of
whether you’re working with A’+B’ in NAND or A’B’ in NOR any picking to make will unavoidably result in
a complementing propagation signal [12].
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Fig. 2.1: (a) TGL AND gate , (b)TGL OR gate , (c) DVL AND gate ,(d) DVL OR gate

NAND and NOR gates have an advantage over AND and OR in typical CMOS architecture because they
can express logic operations more efficiently with 4 transistors as compared to 6 transistors. It is possible to
construct a 2×4 decoder using two inverters and four NOR gates. In contrast, an inverting decoder needs four
NAND gates and two inverters which together produce “20” transistors.

Similarly the 16 min terms D0D15 of the four input variables A, B, C, and D are produced by a Decoder
with 4×16 lines, while the corresponding min terms I0I15 are produced by inverted 4×16 line decoder. A
predecoding approach, which divides blocks of n address bits into 1-of-2n pre decoded lines [12] that act as
inputs to the final stage decoder, can be used to create such circuits. Pre decoding may be used to create such
circuits [14]-[15]. As a result, two 2-four inverting decoders and sixteen 2-input NOR gates can be used to
build a 4×16 decoder and two 2-four decoders and sixteen 2-input NAND gates can be used to implement an
inverting one. These designs require eight inverters and twenty-four 2-input gates in CMOS logic, which adds
up to “104” transistors per design [10].

2.1. 14T LP Topology for 2×4 Decoder (Non-Inverting). Developing a plan based on multiple
logics A 2×4 decoder would require sixteen transistors altogether, two inverters, four TGL or DVL AND/OR
gates, and two inverters. A 14 transistor decoder architecture is created by merging TGL and DVL AND gates
in this design, which eliminates one of the two inverters, by carefully utilizing control and propagation signals.

In Figure 2.2 [1], the Decoder has two inputs A and B which produces the 4 min terms D0, D1, D2&D3,with
the intention of removing inverter B. DVL AND gates are utilized to put into practice the min terms D0 means
(A’B’) and D2 means (AB’),where Signals A and B are transmitted .The TGL AND gate is employed to realize
the min terms[12]. D1 means (A’B) and D3 means (AB), with B functioning as the propagate signal for D1

means (A’B) and D3 means (AB) each .The elimination of the B inverter is made possible by the choice of
inputs and gates, resulting in a topology with 14T for the Decoder.

Figure2.3, demonstrates the simulation of 14T LP Topology 2×4 Decoder. When A=B=0,D0 will enabled
[14], when A=0 and B=1,D1 will be enabled, when A=1 and B=0, D2 will be enabled, when A=1 and B=1,
D3 will be enabled.

2.2. 14T LPI Topology for 2×4 Decoder (Inverting). Similarly, a 14T architecture with inverting
2 inputs 4 outputs Decoder can be built out of an inverter and four TGL/DVL OR gates.TGL /OR gates are
utilized for min terms I0 and I2,while DVL OR gates are utilized to put into practice for min terms I1 and I3
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Fig. 2.2: 14T LP Topology for 2×4 Decoder (Non-Inverting)

Fig. 2.3: Simulation result of 14T LP 2×4 Decoder (Non- Inverting)

are the output signal [16].The terms”2×4 LP” and ”2×4 LPI,” which ”2×4 LP” stand for ”Low power” and
”2×4 LPI, stand for” Low Power Inverting” respectively, describe two LP Decoder architectures are used. These
are shown Figure 2.2 and Figure 2.4.

Figure 2.5[1], demonstrates the simulation of 14T LPI Topology for 2×4 Decoder (Inverting). When
A=B=0, I0 will enabled, when A=0 and B=1, I1 will be enabled, when A=1 and B=0, I2 will be enabled,
when A=1 and B=1, I3 will be enabled.

2.3. 15T HP Topology for 2×4 Decoder (Non-Inverting). Due to the complimentary propagate
signal utilized in minterms D0 and I3, One drawback of the above-discussed 14 transistor low power decoder
topologies is their maximum latency. Due to their lack of requirement for complementary inputs, these minterms
may be implemented using normal CMOS logic gates, which overcomes this disadvantage. minterm D0 is
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Fig. 2.4: 14T LPI Topology for 2×4 Decoder (Inverting)

Fig. 2.5: Simulation result of 14T LPI 2×4 Decoder (Inverting)

put into practice using a CMOS NOR gate, while I3 is constructed using a CMOS NAND gate. One more
transistor is added to each structure. The resultant decoder structure, known as High Performance (HP)
topology, comprises three distinct logic types in a single circuit(CMOS, TGL, and DVL) [17], improving power
and delay performance are both excellent. The schematics of 2×4 HP decoder is as illustrated in Figure 2.6.
This modification resulted in a Decoder architecture that has three distinct logic types in a single circuit(CMOS,
TGL, and DVL) into a single circuit that improves power and timing efficiency. The HP topology describes
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Fig. 2.6: 15T HP Topology for 2×4 Decoder (Non-Inverting)

Fig. 2.7: Simulation result of 15T HP 2×4 Decoder (Non-Inverting)

this configuration specifically for its high throughput [9].

Figure 2.7[1], Shows the simulation of 15T HP Topology for 2×4 Decoder (Non-Inverting). When A=B=0,
D0 will enabled, when A=0 and B=1, D1 will be enabled, when A=1 and B=0, D2 will be enabled, when A=1
and B=1, D3 will be enabled.
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Fig. 2.8: 2×4 HP Mixed Logic Decoder with Enable (Non-Inverting)

2.4. 2×4 HP Mixed Logic Decoder with Enable (Non-Inverting). This section covers the design
of decoders with enable input. The use of 2×4 decoder blocks can reduce the number of transistors in a n: 2n
decoder. Since they don’t need any extra logic gates, 2×4 decoders can be used to build higher stage decoders,
which reduces design complexity. There are a number of benefits to logic gates are used in the post-decoder
phases [18]– [22], including a reduction in wire delays and cross-talk caused by connections. However, the area
overhead increases linearly with the number of logic gates needed. Only decoders without enable input are
designed in every previous decoder study utilizing method of mixed logic design. This work uses the method
of mixed logic design to construct decoders with enable input. The regulated functioning of decoder circuits is
achieved with the addition of an enable input. In other words, only when the enable input is set to ”on” does
the decoder function, which also lowers dynamic power dissipation. Furthermore, instead of implementing at
the transistor or gate level, it is always advised in contemporary techniques for chip design to construct macros
or minor circuits that can be reused based on requirements.

A total of 30 transistors are needed for the non-reversing standard CMOS 2×4 decoder which includes
enable, which also needs three NOR gates with three inputs and three inverters. DVL AND gates can be used
to implement D0 and D2 in the 2×4 LP decoder which includes enable. A is used as the propagation signal,
while EN and B are the signs of control; EN is the enable input. TGL AND gates are used to implement the
minterms D1 and D3, with B serving as the propagation signal and A and EN serving as the signs of control.2×4
LP decoder which includes enable input requires 26 transistors. Similarly for 2×4HP decoder which includes
enable input requires “27” transistors use a CMOS NOR gate with three inputs to replace D0 minterm as shown
In Figure 2.8

Figure2.8 [1], Shows the mixed logic line Decoder with enable. Inputs A and B produces D0, D1, D2&D3

as outputs. Figure 2.9, Shows the simulation of Mixed Logic 2×4 HP Decoder with Enable (Non- Inverting).
When A=B=0, D0 will be enabled, when A=0 and B=1,D1 will be enabled, when A=1 and B=0, D2 will be
enabled, when A=1 and B=1, D3 will be enabled.

3. Proposed Methodology. A novel 2×4 Decoder with only 12T Transistor is proposed with area op-
timization in this research. CMOS logic is additionally used for execution of 2×4 Decoder. Delay and power
is used for evaluation between the novel design and CMOS logic. The novel design of 2×4 Decoder [1] is Less



High speed Low power analysis of 12 Transistors 2×4 line Decoder using 45GPDK Technology 3681

Fig. 2.9: Simulation of New Mixed-Logic 2×4 HP Decoder with Enable (Non-Inverting)

Table 3.1: Truth table for 2×4 LP Decoder

A B D1 D2 D3 D4

0 0 1 0 0 0
0 1 0 1 0 0
1 0 0 0 1 0
1 1 0 0 0 1

optimized for power in contrast to CMOS logic design at a typical value of 1.8V.

The LP circuit designs is a requesting issue in high performance digital frameworks, for example, microchips,
DSPs and other different applications. Power and speed are the main high lights considered while comparing
any circuit or design. Diminishing chip area is additionally truly impressive factor, creators need to recall when
suggesting any novel design. Decoder is used for conversion of binary inputs to associated output bits in a
pattern. There are wide range of applications of Decoder such as seven-segment display, data de-multiplexing,
etc. Numerous studies using sequential and combinational circuits are currently being conducted different
logics.

3.1. 12T LP Topology for 2×4 Decoder (Non-Inverting). Decoders are crucial circuits, for the
most part utilized in the hardware involving collections of RAM [19]. In this study, we propose an innovative
approach to putting them into practice, which rapidly decreases the amount of transistors in 2×4 Decoder
circuit. Power and area efficient Decoders with less number of transistors plays a very significant role in circuit
designing and act as elementary units. Figure 3.1 Shows proposed non inverting 2×4 Decoder generates 4 min
terms D1, D2, D3&D4 with two inputs A and B and its truth table is shown in below Table 3.1.

The proposed circuit for implementation of 12T LP 2×4 Decoder designed using CMOS and Dual Value
Technique is shown in Figure 3.6. One of the four outputs is choosen and set to 1 depending on the input
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Fig. 3.1: Proposed 2×4 Decoder with 12T

Fig. 3.2: 12T LP Topology for 2×4 Decoder with ”D1” data output

combination, while the other three are set to 0 [7].

3.1.1. 12T LP Topology for 2×4 Decoder with ” D1” data output. The proposed circuit for
implementation of 12T LP 2×4 Decoder designed using CMOS and Dual Value Technique is shown in Figure
3.6. First term ”D1” using proposed design as shown in Figure 3.2 is both PMOS and NMOS gates has been
connected with input A, PMOS drain has connected with one of the input complement of B. ”D1”. will be
formed by the combination of the PMOS and NMOS linked to the output

3.1.2. 12T LP Topology for 2×4 Decoder with ”D2” data output. The proposed circuit for imple-
mentation of 12T LP 2×4 Decoder designed using CMOS and Dual Value Technique is shown in Figure 3.6.
Second term ”D2” using proposed design as shown in Figure 3.3 is both PMOS and NMOS gates has been
connected with input complement of B, PMOS drain has connected with one of the input complement of A.
PMOS and NMOS combined with their connections to the output will result in a ”D2”.

3.1.3. 12T LP Topology for 2×4 Decoder with ”D3” data output. The proposed circuit for im-
plementation of 12T LP 2×4 Decoder designed using CMOS and Dual Value Technique is shown in Figure
3.6. Third term ”D3” using proposed design as shown in Figure 3.4 is both PMOS and NMOS gates has been
connected with input B, PMOS drain has connected with one of the input A. A ”D3” will be produced by
connecting PMOS and NMOS.
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Fig. 3.3: 12T LP Topology for 2×4 Decoder with ”D2” data output

Fig. 3.4: 12T LP Topology for 2×4 Decoder with”D3” data output

3.1.4. 12T LP Topology for 2×4 Decoder with ”D4”data output. The proposed circuit for imple-
mentation of 2×4 Decoder designed using CMOS and Dual Value Technique is shown in Figure 3.6. Fourth
term ”D4” using proposed design as shown in Figure 3.5 is both PMOS and NMOS gates has been connected
with input complement of A, PMOS drain has connected with one of the input B. The combination of the both
PMOS and NMOS linked to the output will produce data
” D4”.

The proposed circuit 12T LP Topology for 2×4 Decoder has been validated with Cadence Virtuoso with
45GPDK Technology. The entire technology designed with CMOS and Dual Value Methodology shown in
Figure 3.6.

Figure 3.7 Shows the simulation of Non-Inverting 12T LP Topology for 2×4 Decoder with CMOS and DVL
topology. When A=B=0, D1 will enabled, when A=0 and B=1, D2 will be enabled, when A=1 and B=0, D3

will be enabled, when A=1 and B=1, D4 will be enabled.

3.2. 12T LPI Topology for 2×4 Decoder (Inverting). Figure 3.8 shows 12T 2×4 Decoder in inversion
mode. It contains two inverters that will produce complement of A and complement of B. i.e A’ and B’. A 2×4
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Fig. 3.5: 12T LP Topology for 2×4 Decoder with ”D4” data output

Fig. 3.6: Non-Inverting 12T LP Topology for 2×4 Decoder
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Fig. 3.7: Simulation result of Non-Inverting 12T LP 2×4 Decoder

Fig. 3.8: 12T LPI Topology for 2×4 Decoder (Inverting)

Table 3.2: Truth table for 2×4 LPI Decoder (Inverting)

A B I1 I2 I3 I4
0 0 0 1 1 1
0 1 1 0 1 1
1 0 1 1 0 1
1 1 1 1 1 0

LPI Decoder generates the 4 minterms I1, I2, I3&I4 of two inputs A and B and its truth table is shown in Table
3.2.

3.2.1. 12T LPI Topology for 2×4 Decoder (Inverting) with ”I1” data output. The proposed
circuit for implementation of 12T LPI 2×4 Decoder designed using CMOS and Dual Value Technique as shown
in Figure 3.13. First term ”I1” using proposed design as shown in Figure 3.9 is both PMOS and NMOS gates
has been connected with complement of B, NMOS drain has connected with one of the input A. PMOS source
is connect with VDD. The combination of the both PMOS and NMOS connected to the output will produce
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Fig. 3.9: 12T LPI Topology for 2×4 Decoder (Inverting) with ”I1” data output.

Fig. 3.10: 12T LPI Topology for 2×4 Decoder (Inverting) with ”I2” data output.

data ”I1”.

3.2.2. 12T LPI Topology for 2×4 Decoder (Inverting) with ”I2” data output. The proposed
circuit for implementation of 12T LPI 2×4 Decoder designed using CMOS and Dual Value Technique as shown
in Figure 3.13. Second term ”I2” using proposed design as shown in Figure 3.10 is both PMOS and NMOS
gates has been connected with complement of A, NMOS drain has connected with one of the input complement
of B. PMOS source is connect with VDD. The combination of the both PMOS and NMOS connected to the
output will produce data ”I2”.

3.2.3. 12T LPI Topology for 2×4 Decoder (Inverting) with ”I3” data output. The proposed
circuit for implementation of 12T LPI 2×4 Decoder designed using CMOS and Dual Value Technique as shown
in Figure 3.13. Third term ”I3” using proposed design as shown in Figure 3.11 is both PMOS and NMOS gates
has been connected with input A, NMOS drain has connected with one of the input B. PMOS source is connect
with VDD. The combination of the both PMOS and NMOS linked to the output will produce data ”I3”.
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Fig. 3.11: 12T LPI Topology for 2×4 Decoder (Inverting) with ”I3” data output.

Fig. 3.12: 12T LPI Topology for 2×4 Decoder (Inverting) with ”I4” data output.

3.2.4. 12T LPI Topology for 2×4 Decoder (Inverting) with ”I4” data output. The proposed
circuit for implementation of 12T LPI 2×4 Decoder designed using CMOS and Dual Value Technique as shown
in Figure 3.13. Fourth term ”I4” using proposed design as shown in Figure 3.12 is both PMOS and NMOS
gates has been connected with input B, NMOS drain has connected with one of the input complement of A.
PMOS source is connect with VDD. The combination of the both PMOS and NMOS connected to the output
will produce data ”I4”.

The proposed circuit 12T LPI Topology for 2×4 Decoder has been validated with Cadence Virtuoso with
45GPDK Technology. The entire technology Designed with CMOS and Dual Value Methodology as shown in
Figure 3.13.

Figure 3.14, Shows the simulation results of 12T LPI Topology for 2×4 Decoder with CMOS and DVL
Topology. When A=B=0, I1will enabled, when A=0 and B=1, I2 will be enabled, when A=1 and B=0, I3 will
be enabled, when A=1 and B=1, I4 will be enabled.

4. Results and Discussion. Every simulation is run using the 45 GDPK technology Cadence Virtuoso
tool. The Table 4.1 shows that when comparison with the proposed 12T 2×4 LP LP and LPI Decoders, with
existing 2×4 LP Decoders, Since the suggested approaches increase power with a delay overhead and fewer
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Fig. 3.13: Inverting 12T LPI Topology for 2×4 Decoder

Fig. 3.14: Simulation result of Inverting 12T LPI 2×4 Decoder
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Table 4.1: Comparison of Results

S.No Method AVG Static Dynamic Delay
Decoder Power (w) Power (w) Power (w) (sec)

1 14T LP 509.8E-9 721 p 80.69 µ 100.7E-9
2 14T LPI 530.8E-9 680.47 p 992.41 p 211.8E-12
3 15T HP 572.5E-9 730.5 p 87.143 µ 50.23E-9
4 15T HPI 16.81E-6 680.04 p 54.15 µ 210.6E-12
5 26T LP 726.8E-9 1.07 n 82.97 µ 149.5E-9
6 26T LPI 32.82E-3 1.39 n 66.44 µ 100.3E-9
7 26T HP 724.0E-9 1.12 n 83.91 µ 150.3E-9
8 26T HPI 32.82E-3 1.474n 66.44 µ 100.9E-9
9 12T LP Proposed 1.129E-6 105.28 p 5.36 µ 631.2E-12
10 12T LPI Proposed 651.9E-9 1.053 n 37.51 µ 50.34E-9

transistors, they are suitable for scenarios where size and power loss are the main design issues. The two
innovative topologies (CMOS and DVL) used in the design of the proposed decoders are low power and low
power inverting, respectively. The propagation delay, the circuit’s static and dynamic powers, and the overall
average power are computed in each scenario. For simulation, an operating voltage of 1.8V is utilized. When
compared to their typical CMOS predecessors, All of the Applied decoders can swing freely and have fewer
transistors. The suggested 12T 2×4 LP decoder consumes average power of 1.129 µw, static power of 105.28
pw, dynamic power of 5.36 µw and delay of 631.2 ps and 12T 2×4 LPI decoder consumes average power of
651.9 nw, static power of 1.053 nw, dynamic power of 37.51 µw and delay of 50.34 ns. The results for 12T LP
2×4 and 12T LPI 2×4 Decoders are tabulated in Table 4.1

5. Conclusion. The design in this research was validated using Cadence Virtuoso 45GPDK Technology.
An efficient Decoders deigned by blending DVL Topology with static CMOS. Simulation results prove that,
when comparison with the proposed 12T LP, LPI Decoders with existing 2×4 LP, LPI Decoders provides the
upgrade in power with an upward on delay with diminished quantity of transistors and are acceptable for
operations in area and power dissipation are the crucial device consideration. The 2×4 Decoders implemented
has essentially less number of transistors so it will inhabit less on chip area as compared to CMOS logic which
can be observed from 4.1. The novel design is 60.72% optimized for power as compared to CMOS Logic design
at a typical value of 1.8V which can also be observed from the Table 4.1. these Implemented Decoders have
full swing capacity and diminished quantity of transistors count in contrast to usual CMOS counterparts.
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MULTI OBJECTIVE DATA TRANSFORMATION IN HYBRID CLOUDS NETWORKS FOR
OFFLOADING DATA

V SRIDHAR REDDY∗, N. JAYANTHI†, SHARON ROSE VICTOR JUVVANAPUDI‡, SRINIVAS BACHU§, AND

MADIPALLI SUMALATHA¶

Abstract. Recently hybrid cloud solutions integrating public and private cloud is proposed to address the privacy and security
concerns faced by Enterprises in their data offloading decisions. In these solutions, the transformed data is kept in public cloud while
transformation keys are kept in private cloud. The existing works for data transformation used in hybrid clouds does not address
multiple objectives of privacy, security, fine grained access control, utility preservation for mining and data retrieval efficiency. This
work proposes a multi objective data transformation technique for hybrid cloud to address all these objectives. The proposed
solution is built on attribute based hierarchical data access control with hierarchy selection based on joint consideration of security,
utility preservation and retrieval efficiency. The proposed solution is able to provide 5% higher security strength, 1.34% higher
clustering accuracy over perturbed data and 29.95 % higher data retrieval efficiency over perturbed data compared to existing
works.

Key words: Multi objective data transformation, Hybrid cloud, Hierarchical data access control, Generalization control .

1. Introduction. Enterprises are adopting cloud for offloading both storage and computations. The
adoption is triggered due to various benefits like CAPEX and OPEX reduction, high availability and mobility
etc. With increasing cloud adoption rate, there is also increasing cloud security breaches. The recent security
survey by IDC and Ermetic [1] reports that almost 98% of enterprises suffer atleast one security breach. The
average total cost of data breach globally is estimated about 4.24 million USD. Data breaches and leakage
can create huge financial loss for the Enterprise, lose to competitors and sometimes wipe out from market.
Thus ensuring security and privacy of data has become a important requirement for enterprises in their cloud
offloading and vendor selection decisions. Though there are various data protection mechanisms, enterprises are
adopting multi cloud and hybrid clouds to reduce the risk. Flexera’s 2021 State of the Cloud Report [2] found
that almost nine out of ten enterprises are adopted multi cloud approach and eight in that nine enterprises are
adopting hybrid cloud to reduce security risks. Hybrid cloud solutions are also not full proof. Though they
have reduced risks and breach cost compared to public and private cloud, they could not completely eliminate
the data breach cost as evident from the IBM and the Ponemon Institute’s 2021 Cost of a Data Breach Report
Figure 1.1

This data breach cost could be avoided in hybrid cloud with more effective security and privacy enforcement.
The data must be prevented from compromise either directly or through inference. Many works have been
proposed in category of anonymization, randomization, cryptography, diversification and aggregation to address
the security and privacy concerts. In addition to security and privacy, the data transformation techniques must
also address other requirements like differential access control, utility preservation and retrieval efficiency. Most
solutions as discussed in Section II do not address all these requirements. This work proposes a multi objective
data transformation technique which jointly addresses all the five requirements of privacy, security, differential
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Fig. 1.1: Data breach report (Courtesy: IBM and Ponemon Report 2021)

access control, utility preservation and retrieval efficiency. Attribute based hierarchical data transformation
with mix of anonymization, aggregation and diversification is adopted in this work with hierarchy selection fine
tuned to address the five requirements.

The rest of paper is organized as follows. Section II provides the survey of data transformation techniques
used in cloud and their shortcomings. Section III details the proposed multi objective data transformation
technique. Section IV provides the results of the solution and its comparison to existing works. Section V
provides the concluding remarks and the scope for future work.

2. Related Work. A survey of data transformation techniques for cloud is presented in this section. Yang
et al [3] proposed a data transformation technique addressing security and privacy for data in cloud. The data
is partitioned vertically and transformed using cryptographic primitives. The keys for transformation are kept
at the private cloud and transformed data at public cloud. The transformation is not distance preserving and
the method is not able to provide differential privacy to users. Kao et al [4] proposed a reversible privacy
contrast mapping (RPCM) algorithm for data transformation.

Data is transformed by replacing two adjacent values by a new value. The mapping between adjacent
values to new value is kept separately in private cloud. By grouping the values, anonymity is created among
the records. But without consideration for distance preservation in transformation, the utility of data for
data mining becomes infeasible. Yun et al [5] proposed a faster data perturbation algorithm using tree travel
strategy.

A multi tier tree structure is built, which is able to transform a numeric attribute to another attribute.
Though the retrieval efficiency is ensured, the differential privacy is not considered in this work. Zhang et [6]
proposed a data transformation technique called as Cocktail.

This technique applied quasi identified partitioning with differential privacy strategy. The data transfor-
mation is lossless. But the retrieval efficiency is low in this approach. Zhou et al [7] proposed a data partition
strategy. The strategy is application independent. The sensitive attributes are detected based on entropy with
the identifier. The sensitive columns are kept in private cloud. The insensitive columns are moved to public
cloud. Though retrieval efficiency is high in this approach, it distorts the data mining utilization. Lyu et al
[8] transformed the data using repeated Gompertiz (RP) followed by random projection (RP). The data is
transformed to less dimension space with distance preserving property so that utility is not affected. But the
retrieval efficiency is poor and it is not possible to execute any query operations on transformed data. Security
is strong this approach. The transformed data is secure against estimation and component analysis attacks.
Chen et al [9] proposed geometric data perturbation scheme. The geometric perturbation has three steps of
rotation, translation and noise addition.

The mechanism has tighter security and privacy, bit retrieval efficiency is low for higher dimensional datasets.
The same author in [10] proposed a random projection perturbation extension to geometric perturbation. The
method is able to achieve faster geometric perturbation for multi dimensional datasets. Yuan et al [11] used
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Fig. 2.1: Multi objective data transformation

compressive sensing based data transformation and fast indexing to improve retrieval efficiency. Due to violation
of distance preservation, the transformed data becomes unsuitable for data mining operations like clustering
and classification. Majeed et al [12] proposed a data transformation technique based on data anonymization.
The attribute values in fixed interval are replaced with their averages. This method affects the original data
and suitable only for certain data publishing requirements. Li et al [13] proposed two K-anonymity algorithm
for data transformation. The data is transformed in way not to affect the classification capability. It is done by
checking the entropy after transformation and choosing the level of transformation based on entropy. Begum
et al [14] proposed data transformation scheme by removing sensitive items based on support and confidence
values. The minimum number of items is removed in such a way to remove sensitivity.

Though the method is able to reduce the security leakages, it reduces the utility of data for data mining
operations. Sridhar et al [15] clustered the data and passed the clustered data to geometric data perturbation.
The solution considered security, privacy and utility preservation but did not consider retrieval efficiency. The
solution did not consider differential privacy and query matching. Kodhai et al [19] proposed a secure fuzzy
keyword search technique for data stored in cloud. But the technique cannot used for the case of differential
privacy and fine grained access controlled search problem considered in this paper work. Gheisari et al [20]
used four different techniques of data micro aggregation, sampling, swapping and random noise to perturb data.
But these schemes do not consider fine grained access control and differential privacy. Jafar et al [21] used
public key cryptosystem for providing security to data but the scheme does not support differential privacy,
fine grained access control and search over perturbed data.From the survey, it can be seen that most of the data
transformation technique focused on privacy and security, but they have not considered multi objectives of pro-
viding differential privacy, fine grained access control over data, retrieval over perturbed data and preservation
of utility mining etc. In addition, the existing works have not considered efficiency in data transformation on
hybrid cloud platform. This work considers this problem of multi objective data transformation and efficiency
in data transformation for hybrid cloud environment.

3. Multi objective data transformation. The architecture of the proposed multi objective data trans-
formation is given in Figure 2.1. As seen from figure, the proposed solution has three important functionalities:
generation of hierarchical generalization tree, data transformation and retrieval. Each of the functionalities is
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Fig. 2.2: Generalization tree for categorical variable

detailed below.

3.1. Generation of hierarchical generation tree. The data uploaded by data owner is in table format
in which each column is an attribute. The attributes are marked as sensitive or in-sensitive by the data owner.
For each of the sensitive attributes, a hierarchical generalization tree is constructed. This generalization tree
is constructed to transform the data values of the corresponding attribute. The transformation using the
generalization tree provides a differential view on the data after retrieval as desired by owner. Generalization
is the key to the differential view. A sample generalization tree is shown in Figure 2.2. The attribute values
are at the leaf nodes. The intermediate nodes in the tree are the generalization labels. It is not possible to
construct a semantically correct generalization label for categorical variables as it requires domain knowledge.
Thus data owner must provide the translation for each of the categorical variable in terms of numbers. The
number must be provided in such way that if two categorical variables a and b are semantically close by degree
d1, then the distance between their corresponding numerical variables must be in proportion to d1.

|N(a)−N(b)| ∝ d1 (3.1)

Also if there is order in categorical variable, then if

a < b then N(a) < N(b) (3.2)

The generalization tree for attributes is constructed automatically by normalized the attribute values and
repeated binary split till the maximum level allowed by data owner is achieved. The generalization tree is
constructed in way to maximize the data mining utilization. The attribute value is fist normalized in range of
0 to 1 from their actual value to decide the hierarchy. The normalization is done as

NV =
AV

(MaxV −Minv + 1)
(3.3)

where NV is the normalized value, AV is the actual value, MaxV is the maximum value of the attribute and
Minv is the minimum value of the attribute.

A Gaussian kernel density function is plotted with the normalized values. The minima of kernel density
estimation for normalized values are taken the partitions as shown in Figure 3.2. In the Figure 3.2, minima of
kernel is at < 0, 0.4, 0.5, 0.9, 1 >. Thus 4 clusters need to created with values from (0 to 0.4), (0.4 to 0.5), (0.5
to 0.9), (0.9 to 1).

Once the normalized ranges are identified, they can again brought back to actual value.

AV = NV × (MaxV −Minv + 1) (3.4)
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Fig. 3.1: Gaussian Kernal Density

Fig. 3.2: Access tree

The cluster ranges are now in actual values. The mean of the values in those cluster is taken as next level
generalization label. The generalization label is calculated for next level in same way till the maximum level
specified by the owner is achieved. Once the generalization trees for the attributes are constructed, access
control tree is provided by data owner for each level. A sample access tree for each generalization label is given
in Figure 4.1.

The access tree is generated for each level based on the user attributes by data owner and access tree is
uploaded to private cloud.

3.2. Data transformation. Each attribute value (V) is encoded into all its level generalization as
En=V,L1 (V),L2 (V),…Ln (V) where Lx (V) is the level x generalization of V and n is the number of lev-
els. A homomorphic encryption (HE) key (k) is generated for each data owner. The encoding En is then
homomorphically encrypted using the k, the encrypted En is given as

E(En) = HE(V, k), (HE(L1)(V ), k), .(HE(Ln)(V ), k) (3.5)

The control to the particular level in the E(En) is enforced using AHAC (Attribute based Hierarchical
Access Control) CP-ABE (Cipher policy Attribute Based Encryption) [16]. The access tree for each level and
E(En) is passed as input to the AHAC CP-ABE encryption algorithm. The encryption algorithm provides a
transformed E(En) as output. The algorithm for transformation of attribute value is given in Algorithm 1.

Algorithm 1: Encoding
Input: attribute value (V) , HG tree of Attribute, HE key k, access control tree( T)

1. En=V
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Table 4.1: Clustering accuracy

K RG+RP GP SFAC-SHC Proposed
[8] [15] [17]

2 66.23 65.89 68.52 70.12

3 66.56 71.25 75.62 77.14

4 73.33 74.59 78.85 79.89

5 67.22 79.58 82.34 83.56

2. for x=1: num of level(HG)

En = En ∪HE(Lx(V ), k)

3. EV AH ACCP-ABE.Encrypt(En,T) [16]
4. upload EV to public cloud
5. upload HG, k,T to private cloud

Each of the attribute value in the data is transformed using Algorithm 1.The transformed data is then
uploaded to private cloud.

3.3. Data retrieval. When user requests the data for data mining utilities like clustering, the transformed
must be decoded at first stage. The user attributes and transformed attribute value as input and provides the
value at index of E(En) corresponding the access provided for the user. Since the value is homomorphically
encrypted , distance preservation is maintained and the data is suitable for data mining operations like clustering
without any need for decryption. Since the HE(Lx(V ), k) is provided only for the level x matching the user
access control credentials, it is difficult for user to learn any data characteristics beyond his access rights. The
decoding algorithm for de-transformation of each attribute value in transformed data is given as Algorithm 2.

Algorithm 2: Decoding
Input: Query User (U).
Ouput: Decoded Value (DV).

1. EV ← downloadfromprivatecloud
2. QV ← Download user attributes from public cloud(U)
3. DV ← AHACCP −ABE.Decrypt(EV,QV ) [16]
4. return DV

Each of the attribute value in transformed data is decoded using Algorithm 2. This de-transformed data
is then used for data mining utilities like clustering analysis.

4. Result. The performance of the proposed solution is tested against Arrhythmia dataset [18] in UCI
machine learning repository. The performance is measured in terms of: (i) clustering accuracy (ii) data storage
overhead (iii) retrieval efficiency and (iv) security against attacks. The performance of proposed solution is
compared against geometric data perturbation (GP) [15], RG+RP [8] and searchable fine access control on
secure hybrid clouds (SFAC-SHC) [17].

The clustering accuracy is calculated by measuring the differences between clusters of original and perturbed
data. K-means algorithm is used for clustering the original and perturbed dataset.
The clustering accuracy is calculated as

ACC =
1

N

N∑

i=1

| − Clusteri(P )| − |Clusteri(P ′)| (4.1)

where P is the original data, is the transformed data, k is the number of clusters and N is the number of items
in the dataset. The value of ACC is measured for different values of K and result is given in Table 4.1.

The value of ACC in proposed multi objective transformation is 9.3% higher compared to RG+RP , 4.87%
higher compared to GP and 1.34% higher compared to SFAC-SHC . With the increase in K value, the ACC
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Fig. 4.1: Comparison of clustering accuracy

Table 4.2: Data upload time

Size Upload time (sec)
(MB) Proposed SFAC-SHC[17] GP [20] RG+RP [8]

20 13 14 19 22

40 18 24 35 38

60 24 43 61 64

80 30 78 112 122

Average 21.25 39.75 56.75 61.5

increases in the proposed solution. ACC value increases by 13.82 % for K value increase from 2 to 5. Distance
preservation is ensured using Homomorphic encryption in proposed solution. This has increased the accuracy
in the proposed solution.

The data storage time is measured as the time taken for transformation of data and uploading of transformed
data to cloud. The data storage time is measured for various volumes of data and result is given in Table 4.2.

The storage time in proposed multi objective transformation is atleast 20.36% lower compared tp GP and
36.93% lower compared to RG+RP. While storage time increases exponentially with increase in data volume
in existing works, it is linear in proposed solution. This is because generalization tree construction and data
transformation are linear operation in proposed solution.

The data retrieval efficiency is measured by varying the volume of data and the result is given in Table
4.3. The data retrieval efficiency is on average 29.95% lower compared to GP and 35.36% lower compared to
RG+RP. Like storage time, retrieval time also increases exponentially with increase in data volume in existing
works, but it is linear in proposed solution. The data de transformation using AHAC CP-ABE is linear in
proposed solution and due to this retrieval time increases linearly with increase in data volume.

The security strength is measured in terms of difficulty in predicting the original data from perturbed data,
provided the attacker has access to the perturbed data. The difficulty level is estimated in terms of measure
called Variance of difference (VoD).

Let Xi be a random variable representing the column i, X ′
i be the estimated result of Xi and difference

Di = X ′ − X. Let mean of D be E(Di) and variance be V ar(Di). VOD for column i is V ar(Di). VOD is
measured for each column and average VOD is given as privacy measure(pm)

pm =

N∑

i=1

V ODi

N
(4.2)

A guess is launched for 5 hours on the perturbed data and the privacy measure (pm) is measured for every
1-hour interval and plotted in Figure 4.4.

Higher the value of VoD, the effort to predict the original data is difficult. VoD in proposed solution is
very high in proposed solution. It is almost twice compared to GP and RG+RP and it is on average 5% higher
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Fig. 4.2: Storage time

Table 4.3: Data retrieval time

Size Upload time (sec)
(MB) Proposed SFAC-SHC[17] GP [20] RG+RP [19]

20 14 15 18 21

40 20 26 34 37

60 27 48 59 63

80 33 87 110 120

Average 23.5 44 55.25 60.25

Fig. 4.3: Comparison of retrieval time

Fig. 4.4: VOD over time
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compared to SFAC-SHC. Two level of encryption – first with Homomorphic encryption, followed by AHAC
CP-ABE has made it difficult to predict the original data in the proposed solution.

5. Discussion. The data transformation technique proposed in this work addressed multiple objectives
of privacy, security, differential access control, utility preservation and retrieval efficiency. The private data
were perturbed using homomorphic encryption (HE) with access control over the keys for HE. The privacy and
security was measured in terms of VOD and it is found that it is harder to infer any private information by
launching brute force attacks. The security is higher by 5% compared to existing works. The higher security is
due to differential privacy provided over data. Existing works used same keys without considering differential
privacy. The proposed solution preserved distance based statistics in data even after perturbation. This has
increased the accuracy for clustering operations on perturbed data by atleast 1.34% compared to existing works.
Distance preservation in proposed solution is due to HE based transformation. The data retrieval efficiency
is also higher in proposed solution as the transformation is light weight and easy to reverse the data. But
existing works based geometric transformation had higher overhead during the stage of data retransformation.
The proposed solution had fine grained access control over the data which was not considered in earlier works.
The access control was using hierarchical access tree and the tree itself was secured by keeping it in private
cloud. Thus the proposed solution performed better compared to existing works in terms of privacy, security,
fine grained access control and retrieval efficiency.

6. Conclusion. A multi objective data transformation function for hybrid cloud is proposed in this work.
The solution addressed multi objectives of privacy, security, differential access control, utility preservation and
retrieval efficiency in data transformation specific to hybrid cloud environment. A generalized hierarchical tree
is constructed from the data and data transformation is done based on generalization labels and access control
rights for the users in the proposed solution. The proposed solution also provides differential privacy and access
control to different users without affecting the utilization of data for data mining operations. The proposed
solution provides atleast 5% higher data security, 29.95% higher data retrieval efficiency and 1.34% higher
clustering accuracy over perturbed data compared to existing works. Adaption of solution for streaming data
is in scope of future work.
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OPTIMIZING TASK SCHEDULING: EXPLORING ADVANCED MACHINE LEARNING
IN DEW-POWERED CLOUD ENVIRONMENTS

A. GANESH∗, K SREE DIVYA†, CHINTHAKUNTA SASIKALA‡, E. POORNIMA§, NIDAMANURU SRINIVASA RAO¶,

A.V.L.N SUJITH∥, AND G.RAMESH∗∗

Abstract. Research into Dew computing environments has recently emerged as a result of the increasing prevalence and
processing power of mobile and IoT devices. In these settings, even low-powered devices can share some of their computational
resources with their neighbors. This paper proposes a novel approach to workflow scheduling in dew enabled cloud computing
environment, called Deep Q-learning (DQN) + Chronological Geese Migration Optimization (CGMO). DQN is a deep learning-
based method for scheduling workflows, while CGMO is a hybrid optimization algorithm that combines the chronological idea and
the Wild Geese Migration Optimization (GMO) algorithm. The proposed approach aims to optimize multiple objectives, including
predicted energy, Quality of Service (QoS), and resource usage, by scheduling workflows in the cloud. The approach also takes
into account the current state of the Virtual Machine (VM) and the job. The assessment measures employed for DCGM include
maximum QoS, minimum energy usage, and maximum resource utilization. The results show that DCGM achieved the highest
QoS (0.865), lowest energy usage (0.0322), and highest resource utilization (1.000) compared to other approaches.

Key words: Dew computing, deep learning, task scheduling

1. Introduction. In recent years, resource-constrained devices have been under severe computational
strain due to the meteoric rise of computationally expensive jobs in mobile applications. Smartphones and
Internet of Things devices, unfortunately, typically fall short of such requirements. Dew computing is a solution
that offers moving computationally expensive tasks to more capable (nearby) machines [1, 2, 3, 4, 5]. A device
is considered nearby if it is on the same local network as another device. The concept is that you may use
your phone to delegate tasks to your computer, saving battery life on both devices. However, learning how to
efficiently divide tasks across adjacent devices is a major hurdle for Dew computing to be useful in practice.
The issue of scheduling tasks in Dew settings is investigated in this paper. The term "Dew environment" refers
to a network of interconnected gadgets. Different devices may have different storage capacities, sensor arrays,
processing speeds, wireless connectivity options, and battery life. Furthermore, consumers may engage with
various gadgets at various moments. All these considerations are necessary for efficient task distribution in
a Dew setting. Existing solutions for distributing work in Dew settings adhere to human-designed policies.
By adhering to a predetermined set of rules, these policies attempt to distribute the workload evenly across
the devices. The Simple Energy-Aware Scheduler (SEAS) [6], the Batch Processing Algorithm (BPA) [7], and
the Round Robin (RR) [8] are all examples of such schedulers. Due to their inflexibility, these approaches
consistently produce bad decisions and wasteful resources when applied to a Dew context.

In this study, we suggest utilizing RL to figure out how to allocate tasks in a Dew ecosystem [9]. Learning
optimal behavior by interaction with an environment is the focus of RL, a branch of AI that investigates how
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to create such creatures. Every action the agent takes results in some form of reward signal that it then tries to
maximize. This is done by the agent learning from its past mistakes and adjusting its present policy (a mapping
from observations to actions). Research in fields as diverse as robotics [10], conversational agents [11], and drug
discovery [12] have all shown success using RL agents to address complicated decision-making problems powered
by deep learning. We propose letting an RL agent figure out how to divide up work in a Dew system through
experience. The use of RL for task distribution in Edge and Cloud computing has been investigated in previous
research [13, 14, 15, 16]. However, no one has yet implemented RL on a Dew system. The unique difficulties of
Dew computing cannot be compared to those of Cloud or Edge computing. Some gadgets in Dew computing,
for instance, may experience battery drain or user interaction. Further, it has not been investigated in prior
publications if RL agents may acquire rules that generalize well to novel contexts. Our results demonstrate
that, when tested in novel scenarios, deep RL agents outperform state-of-the-art heuristic approaches in their
ability to learn to offload tasks.

Workflow, a relatively new technology, has been widely used to keep tabs on the best apps’ performance.
In the context of scientific disciplines, a workflow is the collection of individual actions that are interconnected
by data [7, 8]. Workflow applications have expanded in recent years to include domains as diverse as e-
commerce, biology, astronomy, and physics. The workflow’s tasks, in general, need time- and resource-intensive
operations to be carried out effectively [9]. Multi-objective scheduling-based techniques are broken down into
two distinct types: QoS-inhibited algorithms and QoS-optimization algorithms [10]. Several approaches rely on
QoS constraints to transform this problem into a single-objective optimization problem [2]. In order to influence
QoS, extensive procedures are often designed and implemented in widely disseminated large-scale evaluation
settings. How to coordinate the jobs has been a focus of the inquiry for a while now [9, 11]. Workflow scheduling
solely considered the amount of investigations based on price and timeliness. When asked about how to reduce
costs without sacrificing quality of service, they often recommend something called multi-objective scheduling,
which is used to derive the pricing. The precaution was included into the workflow scheduling of certain recent
studies based on cloud infrastructure. The impact of communications between tasks and virtual machines on
cloud security as a whole was not adequately examined [3].

The allocation of jobs to relevant resources in CC [12] may either be insufficient or optimized to meet the
needs of users depending on QoS. Cost, time, security, load, and success rate are all integrated into the QoS
requirement based on process scheduling [13]. Nonetheless, many studies in this field have only optimized a
few or a few QoS factors. A great deal of planning, plans, and improvements went into the framework of cloud
security, all of which work together to guarantee the safety of data stored in cloud architectures [12]. The
researchers developed many workflow scheduling strategies in which the technical word was associated with CC
[5]. Due to the importance of the applications, a large number of studies have been conducted to develop a model
for workflow management in clouds in line with scheduling schemes. These studies include Condor Dagman
[14], Gridbus toolkit [15], Iceni [16], and Pegasus [17]. By hiding their orchestrations and implementations,
the aforementioned structures may be seen as a kind of platform service that aids the network and cloud-
based computerization of technical and commercial applications [4]. Workflow scheduling uses data mining
and regression based methods. In addition, researchers often try new approaches to workflow scheduling in an
attempt to fix the issues that have plagued the ones they’ve used before. Due to its easy convergence qualities,
flexibility, and error-tolerance abilities, the Firefly algorithm stands out as the best of all the swarm-based
models used in workflow scheduling [5].

In dew-powered cloud environments, efficiently scheduling microservice-enabled tasks is crucial for optimiz-
ing resource utilization and minimizing energy consumption. Traditional scheduling methods often fall short
in adapting to the dynamic nature of these environments. To address this challenge, we propose a novel ma-
chine learning algorithm tailored for task scheduling. Our algorithm leverages advanced predictive models to
dynamically allocate resources based on workload patterns and environmental conditions, thereby improving
system performance and energy efficiency. This paper presents a comprehensive discussion on the applicability
and benefits of our approach, bridging the gap between theoretical concepts and practical implementation in
dew-powered cloud environments. In this paper, we provide a new framework, DQN+CGMO, based on multi-
objective and DL for scheduling cloud-based workflows. In this study, we focus on two processes: multi-objective
workflow scheduling and workflow scheduling using DL. Predicted energy, QoS, and resource consumption, ac-
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tual task running time, bandwidth utilization, memory capacity, makespan equivalent of total cost, and task
priority are all taken into account to determine the fitness of workflow scheduling in multi-objective-based
workflow scheduling. Workflow scheduling is done with consideration for CGMO, which is derived from the
combination of the GMO algorithm with the chronological idea. At the same time, DQN is fed the incoming
task in the DL-based workflow scheduling process. Workflow scheduling also takes into account VM and task
settings in real time. In the end, the combined product is what we get.

2. Literature Review. The concept of EMO (Evolutionary Multi-objective Optimization) was created
by Zhu, Z., et al. [2]. This approach was motivated by the Amazon EC2 on-demand instance kinds. If only we
could simply include IaaS’s resourcing choices and cost estimate tools into the suggested paradigm! The term
"regressive" was coined by the researchers G. Narendrababu Reddy and S. Phani Kumar [5]. RWO optimization
(Whales optimization). The RWO model maximized resource efficiency with minimum expenditure of time,
money, and energy. The original presentation of the Whale optimization algorithm (WOA) may be found in
the work of Strumberger (I.), et al. [18]. In this work, we improve the implementation of the unique whale
optimization and explore various approaches to solving CC’s resource scheduling problem. Stephanakis, I.M.,
et al. [19] developed particle swarm optimization (PSO). It was a dividing line in the scheme’s design, and it
helped many individuals in the population agree on the best course of action.

A new paradigm called as Mobile Edge Computing has arisen to deal with the latency and network traffic
problems that plague Mobile Cloud Computing systems [23]. Khan et al. [24], stating that "Edge Computing"
refers to "a model that allows a cloud-based computing capacity providing services making use of the infras-
tructure that is on the edge of the network." Mobile Edge Computing is the practice of deploying more robust
applications by using local servers or workstations inside a network to minimize latency and maximize data
processing efficiency. This paradigm allows for the implementation of more reliable and efficient applications
[25, 26] by enabling Edge servers to collaborate with neighboring nodes or with Cloud services. Despite the
fact that Edge computing helps to ease network challenges, the network backbone may not be accessible or
available while working with IoT devices in, say, mines and on ships, in deserts, or when traveling.

In dew computing, nearby machines on a network take turns processing data. This suggested design [27]
aims to reduce network latency, the energy cost of transferring data over great distances, and the expenses
associated with utilising Cloud infrastructure. Dew computing does this by enhancing functionality in two
fundamental areas of mobile and IoT device performance. To begin, it treats mobile devices as clients inside the
network architecture, offloading their duties to other devices on the same network. Second, in Dew computing,
mobile and IoT devices are seen as resources that may be exploited to improve the performance of the existing
system. This method enables one device in the network to use the capabilities of another (including mobile
and IoT devices) to accomplish a goal [29,30, 31]. Ramesh et al. [32] explored machine learning algorithms
with conventional network defense mechanisms offers a proactive and flexible strategy to protect systems from
Distributed Denial of Service (DDoS) attacks, ensuring robust security measures that can adapt to evolving
threats in real-time.

Jia, Y.H., et al. [9] developed the method now known as Ant Colony Optimization (ACO). This strategy
received a flawless score in both the cost and efficiency categories. Time was lost because precise methods were
not documented, even though they were used by numerous workflow programs. F. Abazari et al. created a
method called multi-objective workflow scheduling (MOWS). The strategy’s better security and risk in a wide
range of workload characteristics led to an overall improvement in the building’s integrity. Additionally, it
demonstrated that the developed system successfully predicted attacks in cloud environments. A significant
advancement in both cost and energy utilization was achieved by the development of Dynamic Voltage and
Frequency Scaling with Multi-objective Discrete Particle Swarm Optimization (DVFS-MODPSO) by Yassa, S.,
et al. [4]. However, issues of trust and safety were not addressed. Kakkottakath Valappil Thekkepuryil et al.
presented Ant Lion optimization (ALO) in [12]. ALO had a great convergence rate and was very searchable.
However, there was a lack of multi-cloud collaboration integration in various clouds, therefore just one service
was provided.

3. System Model. With the help of CC, the on-demand services are furnished on the basis of the
necessities of user where the operation will be conducted. Therefore, numerous applications of workflow in
CC may be operated with the available on-demand is the critical task in the scheduling of workflow. An
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Table 2.1: Literature Analysis

Optimization Technique Origin Motivation/Application Limitations/Gaps
Evolutionary Multi-objective
Optimization (EMO)

Zhu, Z., et al. [2] Inspired by Amazon EC2
on-demand instance kinds;
aims to optimize resourcing
choices and cost estimates in
cloud environments.

Limited documentation on
precise methods used; poten-
tial gap in methodological
transparency.

Whale Optimization Algo-
rithm (WOA)

Strumberger (I.), et al. [18] Focuses on maximizing re-
source efficiency with min-
imal expenditure of time,
money, and energy; applied
to solve cloud computing’s re-
source scheduling problem.

Lack of consideration for
multi-cloud collaboration in-
tegration; limited to single-
service provisioning.

Particle Swarm Optimization
(PSO)

Stephanakis, I.M., et al. [20] Facilitates collaboration
among individuals in the
population to determine the
best course of action; used
for optimization tasks in
cloud environments.

May face challenges in han-
dling complex optimization
landscapes; potential for pre-
mature convergence.

Ant Colony Optimization
(ACO)

Jia, Y.H., et al. [9] Achieves high scores in cost
and efficiency categories; ap-
plied to workflow scheduling
problems in cloud environ-
ments.

Limited documentation on
the precise implementation
details; potential for replica-
tion issues.

Multi-objective Workflow
Scheduling (MOWS)

F. Abazari et al. Improves security and risk
management while enhancing
building integrity; effectively
predicts attacks in cloud en-
vironments.

Limited consideration for
trust and safety aspects;
potential gaps in addressing
security vulnerabilities.

Dynamic Voltage and Fre-
quency Scaling with Multi-
objective Discrete Particle
Swarm Optimization (DVFS-
MODPSO)

Yassa, S., et al. [4] Enhances cost and energy uti-
lization efficiency; addresses
challenges in cloud comput-
ing resource management.

Does not address trust and
safety concerns; potential lim-
itations in real-world scalabil-
ity and applicability.

Ant Lion Optimization
(ALO)

Thekkepuryil et al. Demonstrates high conver-
gence rate and searchabil-
ity; primarily focused on op-
timization tasks with single-
cloud services.

Limited integration for multi-
cloud collaboration; potential
gaps in addressing diverse ser-
vice requirements.

effectual scheduler should be required for the proper scheduling with the consideration of available resources.
In addition to that, in order to process the sensitive data to control the safety and reliability of data sharing is
the significant part in the secure infrastructure. Hence, the finest scheduling of workflow in the CC is designed
with the advancement of safety measures that is illustrated in figure 3.1. The pre-processing data in CC has
physical machines (PM) and VM, which offers the service to the user on the basis of demand. the scheduling
of workflow is utilized finely in the presented model on the basis of multi-objective function in accordance
with six attributes namely, resource utilization, QoS, bandwidth utilization, makespan equivalent of total cost,
predicted energy, and memory capacity.

Consider the PMs employed in CGMO is illustrated by,

P = {P1, P2, ...Pu, ..., Pv} (3.1)

The Directed Acyclic Graph (DAG) is employed for the illustration of the scheduling of workflow and it is
expressed as Q = (G, L) . The factor G signifies the task equivalent to the workflow that is computed as,

G = {G1, G2, ...GK , ..., GJ} (3.2)

4. Proposed DQN+CGMO. The fundamental purpose of this study is to develop DQN+CGMO, a
multi-objective and DL-based hybrid optimization for workflow scheduling in CC. In this setup, CGMO sched-
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Fig. 3.1: Systematic View of workflow scheduling in cloud within the interval.

ules workflows based on many objectives, whereas DQN schedules workflows using deep learning. Predicted
energy, QoS, and resource consumption, actual task running time, bandwidth utilization, memory capacity
[20], makespan equivalent of total cost [21], and task priority are all used to determine the fitness of workflow
scheduling in multi-objective-based workflow scheduling. CGMO, a hybrid of the GMO algorithm and the
chronological idea, is used to schedule workflows [22]. The incoming job is also supplied to DQN [23] in the
DL-based workflow scheduling process. Workflow scheduling also takes into account real-time VM and task
characteristics. Here, both the tasks’ parameters, such as average computation cost, earliest start time, ear-
liest finish time, duration, and priority, and the VMs’ parameters, including bandwidth utilization, memory
utilization, capacity, and central processing unit (CPU), are taken into account. Last but not least, the total
production is what matters most. Schematic representation of CGMO for DQN-based multi-objective workflow
scheduling is shown in Figure 2. Combining Deep Q-learning (DQN) with Chronological Geese Migration Op-
timization (CGMO) could yield an innovative approach for optimizing task scheduling in dew-powered cloud
environments. Here are the steps involved in this hybrid algorithm:

Initialization

• Set up the environment with historical data on task execution, resource utilization, and environmental
conditions.
• Initialize the DQN and CGMO components of the algorithm.

Data Preprocessing

• Normalize and preprocess the input data to ensure consistency and remove noise.
• Feature engineering may be applied to extract relevant information, such as workload patterns and

environmental factors.

Deep Q-learning (DQN) Exploration

• Utilize the DQN component to explore the state-action space and learn optimal task scheduling policies.
• Train the DQN model using historical data to estimate the Q-values, which represent the expected

future rewards for taking specific actions in given states.
• Employ techniques such as experience replay and target network updates to stabilize training and

improve convergence.

Chronological Geese Migration Optimization (CGMO)

• Implement the CGMO component inspired by the behavior of geese migrating in chronological order.
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Fig. 4.1: Modeled view of CGMO for multi-objective and DQN based workflow scheduling

• Define migration paths as potential solutions to the task scheduling problem, where each path represents
a sequence of task assignments over time.

• Use CGMO to iteratively update and optimize the migration paths based on historical patterns and
environmental conditions.

• Leverage the collective intelligence of the population of "geese" (i.e., candidate solutions) to guide the
search towards promising regions of the solution space.

Hybridization and Policy Integration
• Integrate the learned policies from the DQN with the optimized migration paths generated by CGMO.
• Combine the strengths of both algorithms to adaptively adjust task scheduling decisions in response

to changing conditions and uncertainties.
Evaluation and Fine-Tuning

• valuate the hybrid algorithm’s performance using simulation or real-world experiments.
• Fine-tune the algorithm parameters and hyperparameters based on performance metrics such as re-

source utilization, energy efficiency, and task completion time.
Deployment and Continuous Learning

• Deploy the optimized scheduling algorithm in the dew-powered cloud environment.
• Monitor system performance and collect feedback data to facilitate continuous learning and adaptation.
• Update the algorithm periodically to accommodate evolving workload patterns and environmental

dynamics.

4.1. Multi-objective based task scheduling. The system of task scheduling is significant for the en-
hancement of resources and the effectualness of server and also by improving the assessment of the analyzed
nodes. In the multi-objective task set, the numerous tasks of multi-objective are defined time during the time
processing of CC. In accordance with the execution time, the entire tasks of multi- objective on VM evaluate
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SL. NO. Pseudo Code of CGMO
1. Input: Population size M , maximum iteration Maxiter

2. Output: Ar+1
j

3. Begin
4. Initialize the population
5. for r = 1: Maxiter

6. for n = 1: K
7. for j = 1: M
8. Generate the migration groups using Eq. [17]
9. end for
10. end for
11. if rand > 0.5
12. for n = 1: K
13. for ( j = a *(n -1)+1: (a * n))
14. Upgrade the new solution employing Eq. [24] and Eq. [25]
15. end for
16. end for
17. else
18. for n =: K
19. for ( j = a *(n -1)+1: (a * n))
20. Evaluate free foraging utilizing Eq. [26]
21. end for
22. end for
23. else
24. Compute the radius of migration group by Eq. [27]
25. end for
25. Return
25. Terminate

the load balance difference of task scheduling of multi-objective and create the intent function of CC scheduling
of multi-objective task.

4.2. Deep Learning based task scheduling. Recurrent Neural Networks (RNNs) and long short-term
memories (LSTMs) (RNN-LSTMs) are used to process incoming tasks for DL-based task scheduling. VM and
task settings will determine which job is chosen. Let’s assume for the time being that the task’s computing
cost, EST, EFT, duration, and priority are all fixed. Memory, CPU, and ram are the virtual machine settings.

5. Comparative Discussion. In this section, the effectiveness of the provided technique is shown in
relation to earlier models. Maximum Qos (0.785), minimum energy usage (0.022), and maximum resource
utilization (1.000) were all reached using the assessment methods used for DQN+CGMO. Table 5.1 presents
the results of a comparative analysis of DQN and CGMO.

5.0.1. Deep Learning based task scheduling. Recurrent Neural Networks (RNNs) and long short-
term memories (LSTMs) (RNN-LSTMs) are used to process incoming tasks for DL-based task scheduling. VM
and task settings will determine which job is chosen. Let’s assume for the time being that the task’s computing
cost, EST, EFT, duration, and priority are all fixed. Memory, CPU, and ram are the virtual machine settings.

In DQN [23] the basic procedure is to allow the initial state to the Neural network (NN). Moreover, NN
precedes the entire tasks at the output stage. When the current value and deep-TD target values are similar,
the upgrade regulations of

J(Z,ψ) is not able to upgrade the values. Therefore, J(Z,ψ) congregates to the original values and observes
the preferred objective.

6. Results and Discussion. This section discusses not just the end result of DQN+CGMO, but also
the experimental setup, simulation settings, metrics used, and comparative evaluation. The quality of service
(QoS), energy consumption (EC), and resource utilization (RU) are the metrics used by the proposed DCGM
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Table 5.1: Comparative Discussion (*DQN+CGMO)

Dataset Metrics RWWO_D
MN+DRL

RWO
+DRL

WOA
+DRL

PSO+
DRL

ACO
+DRL

RWWTD
O+DRL

Proposed*

PM=5, VM=10 QoS 0.174 0.273 0.501 0.529 0.574 0.673 0.750
PM=5, VM=10 Energy Consumption 0.485 0.399 0.043 0.040 0.039 0.038 0.035
PM=5, VM=10 Resource utilization 0.947 0.960 0.961 0.964 0.974 0.975 0.979
PM=10, VM=15 QoS 0.179 0.279 0.526 0.538 0.579 0.679 0.761
PM=10, VM=15 Energy Consumption 0.489 0.405 0.045 0.040 0.037 0.0297 0.022
PM=10, VM=15 Resource utilization 0.953 0.961 0.963 0.975 0.977 0.980 0.989
PM=15, VM=20 QoS 0.194 0.294 0.525 0.550 0.589 0.693 0.771
PM=15, VM=20 Energy Consumption 0.507 0.408 0.047 0.041 0.038 0.030 0.021
PM=15, VM=20 Resource utilization 0.963 0.968 0.970 0.971 0.980 0.983 0.987
PM=20, VM=25 QoS 0.204 0.305 0.529 0.565 0.599 0.704 0.785
PM=20, VM=25 Energy Consumption 0.508 0.420 0.048 0.042 0.040 0.031 0.22
PM=20, VM=25 Resource utilization 0.968 0.997 0.997 0.998 1.000 1.000 1.000

Fig. 5.1: Structure of DQN

method. The RWWO_ DMN+DRL [27] [28], RWO+DRL[5], WOA+DRL[18], PSO+DRL[19], ACO+DRL[9],
and RWWTDO+DRL [3] comparison methods are used for DQN+CGMO.

The assessment of DCGM for varied job sizes with PM=5, VM=10, is shown in Figure 6.1,6.2,6.3. The
DCGM based on QoS are discussed in Figure 6.1. While the previous approaches, namely RWWO_ DMN+DRL,
RWO+DRL, WOA+DRL, PSO+DRL, ACO+DRL, and RWWTDO+DRL, obtained 0.174, 0.273, 0.501, 0.529,
0.574, and 0.673, the DCGM achieved the QoS of 0.750 when the task size=400. Figure 6.2 shows how much
energy DCGM uses. The classic techniques such as RWWO_ DMN+DRL had 0.485, RWO+DRL had 0.399,
WOA+DRL had 0.043, PSO+DRL had 0.040, AC+DRL had 0.039, and RWWTDO+DRL had 0.038 with
400 as the energy consumption if the DCGM obtained 0.035. Figure 6.3 explains the DCGM in terms of
resource consumption. The traditional techniques achieved 0.947, 0.960, 0.961, 0.9640.974, 0.975 for RWWO_
DMN+DRL, RWO+DRL, WOA+DRL, PSO+DRL, ACO + DRL, and RWWTDO +DRL, while the DCGM
earned 0.979 based on resource utilization with a work size of 400.

6.1. Assessment of DCGM based on task size with PM=20, VM=25. Figure 6.4,6.5,6.6 shows
the worth of DCGM for different work sizes (PM=20, VM=25). Figure 6.4 depicts the assembly of a DCGM
supporting QoS. When the task size was 400, the gains for the conventional methods were 0.204, 0.305, 0.529,
0.565, 0.599, and 0.704, respectively. The DCGM reached an all-time high of 0.785. The use of energy by
DCGM is shown in Figure 6.5. For comparison, the energy consumption results for the RWWO_ DMN+DRL,
RWO+DRL, WOA+DRL, PSO+DRL, ACO+DRL, and RWWTDO+DRL were 0.508, 0.420, 0.048, 0.042,
0.040, and 0.031, respectively, for a task size of 400. The DCGM achieved 0.022. Figure 6.6 depicts the typical
approaches next to the DCGM with resource utilization at 1.000, including RWWO_ DMN+DRL = 0.968,
RWO+DRL = 0.997, WOA+DRL = 0.997, PSO+DRL = 0.998, ACO+DRL = 1.000, and RWWTDO+DRL
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Fig. 6.1: Valuation of DCGM altering task size with PM=5, VM=10 QoS

Fig. 6.2: Valuation of DCGM altering task size with PM=5, VM=10 Energy Consumption

= 1.000.

7. Comparative Discussion. In this section, the effectiveness of the provided technique is shown in
relation to earlier models. Maximum Qos (0.785), minimum energy usage (0.022), and maximum resource
utilization (1.000) were all reached using the assessment methods used for DQN + CGMO. Table 1 presents
the results of a comparative analysis of DQN and CGMO.

7.1. Applications of Proposed algorithm in Real-world environment: An illustrative Scenario.
Envision a sophisticated city infrastructure with numerous IoT sensors used to monitor several elements of
urban life, including traffic flow, air quality, and energy use. Various technologies, including as sensors on
lampposts and smart meters in residences, produce large volumes of data that must be processed and evaluated
immediately to allow city officials to make well-informed decisions. Dew computing is a promising approach
that utilizes the computational capabilities of IoT devices to analyze data closer to the source, hence decreasing
latency and bandwidth usage. Scheduling workflows effectively in a changing context is a major difficulty.
Introduce the suggested method, DQN + CGMO, which aims to optimize workflow scheduling in Dew-enabled
cloud computing settings. Let’s examine a real-life situation: To enhance traffic flow by evaluating live data
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Fig. 6.3: Valuation of DCGM altering task size with PM=5, VM=10 Resource utilization

Fig. 6.4: Valuation of DCGM altering task size with PM=20, VM=25 QoS,

from traffic cameras, vehicle sensors, and GPS systems in automobiles.

• Data Collection: Traffic data is gathered from a variety of IoT devices located across the city, such as
traffic cameras, car sensors, and GPS devices.
• Data Processing: The gathered data must undergo processing to identify traffic congestion, recognize

traffic trends, and forecast traffic flow in various metropolitan locations.
• Workflow scheduling utilizes the DQN + CGMO algorithm. It efficiently organizes processes by taking

into account aspects like anticipated energy use, Quality of Service (QoS), and resource usage.
• Implementation: Workflows are carried out using a distributed network consisting of IoT devices, cloud

servers, and edge computing nodes. Tasks are assigned in real-time according on the devices’ present
status and the workload.
• Feedback and Optimization: The system continuously adjusts to evolving traffic circumstances and

device capabilities. It modifies the schedule of workflow to provide the best performance and efficiency.

The proposed hybrid algorithm combining Deep Q-learning (DQN) with Chronological Geese Migration Opti-
mization (CGMO) holds significant potential for addressing various challenges in real-world industry settings.
Let’s explore some concrete examples of its applications across different domains:
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Fig. 6.5: Valuation of DCGM altering task size with PM=20, VM=25 b) Energy Consumption

Fig. 6.6: Valuation of DCGM altering task size with PM=20, VM=25 Resource utilization

7.1.1. Cloud Computing and Data Centers.

• Dynamic Resource Allocation: In cloud computing environments, where resource demands fluctuate
frequently, the hybrid algorithm can dynamically allocate resources based on workload patterns and
environmental conditions. For example, in a data center serving multiple clients with varying process-
ing requirements, the algorithm can optimize resource utilization by intelligently scheduling tasks on
available servers, ensuring efficient use of computing resources while minimizing energy consumption.
• Fault Tolerance and Load Balancing: The algorithm can also enhance fault tolerance and load balanc-

ing in distributed systems. By continuously monitoring the health and performance of servers, it can
redistribute tasks in response to failures or overloads, ensuring high availability and reliability of ser-
vices. For instance, in a web hosting environment experiencing sudden spikes in traffic, the algorithm
can automatically scale resources and distribute incoming requests across servers to maintain optimal
performance.

7.1.2. Manufacturing and Supply Chain Management.

• Production Scheduling: In manufacturing facilities, the algorithm can optimize production schedules by
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intelligently allocating resources (e.g., machines, workers) to different tasks based on demand forecasts
and production constraints. For example, in a manufacturing plant producing automotive parts, the
algorithm can dynamically adjust production schedules in response to changes in demand, inventory
levels, and machine availability, optimizing throughput and minimizing production costs.
• Inventory Management: The algorithm can also improve inventory management in supply chain net-

works by optimizing order fulfillment and logistics operations. For instance, in a retail distribution
center managing inventory across multiple warehouses, the algorithm can optimize the routing and
scheduling of delivery trucks to minimize transportation costs and ensure timely delivery of goods to
customers.

7.2. Implications and Potential Limitations of Proposed Work.

7.2.1. Implications.
• Improved Efficiency and Resource Utilization: The hybrid algorithm has the potential to significantly

enhance efficiency and resource utilization in cloud environments by dynamically optimizing task
scheduling decisions based on real-time data and environmental conditions. This can lead to cost
savings, energy efficiency improvements, and better overall performance.
• Enhanced Scalability and Flexibility: By leveraging the capabilities of both DQN and CGMO, the

algorithm can adapt to a wide range of workload patterns and system dynamics, making it well-suited
for highly scalable and flexible cloud environments. It can handle diverse workloads and dynamically
adjust scheduling policies to accommodate changing demands and resource availability.
• Better Resilience and Fault Tolerance: The algorithm’s ability to dynamically adapt to changing condi-

tions and redistribute tasks in response to failures or overloads can enhance system resilience and fault
tolerance. It can help mitigate the impact of hardware failures, network outages, or sudden spikes in
demand by quickly reallocating resources and rerouting tasks to unaffected components.

7.2.2. Potential Limitations.
• Complexity and Computational Overhead: Implementing and fine-tuning the hybrid algorithm may

require significant computational resources and expertise, particularly in training the DQN model and
optimizing CGMO parameters. The algorithm’s complexity could pose challenges in real-time decision-
making and scalability, especially in large-scale cloud environments with high workload variability.
• Sensitivity to Environmental Factors: The algorithm’s performance may be influenced by the accuracy

and reliability of environmental data, such as temperature, humidity, and renewable energy availability.
Inaccurate or noisy data could lead to suboptimal scheduling decisions, highlighting the importance of
robust data preprocessing and quality assurance mechanisms.

7.2.3. Evolution and Adaptability.
• Continuous Learning and Optimization: The hybrid algorithm can evolve over time through continuous

learning and optimization, leveraging feedback data to refine its decision-making policies and adapt to
evolving workload patterns and system dynamics. By incorporating reinforcement learning techniques,
the algorithm can autonomously improve its performance and adaptability over time without manual
intervention.
• Customization for Different Cloud Environments: The algorithm can be customized and fine-tuned

to meet the specific requirements and characteristics of different cloud environments, such as public
clouds, private clouds, and hybrid clouds. By adjusting model parameters, optimization objectives,
and decision-making criteria, the algorithm can adapt to diverse deployment scenarios and optimize
performance in various operational contexts.

8. Conclusion. DCGM is an innovative approach for scheduling workflow in CC that uses multi-objective
and DL. This study incorporates two processesmulti-objective workflow scheduling using DL, and vice versa.
The fitness of workflow scheduling is measured using nine criteria in multi-objective scheduling. CGMO, which
is derived from the combination of the GMO algorithm with the chronological idea, is taken into account
throughout the workflow scheduling process. At the same time, DQN is fed the incoming task in the DL-based
workflow scheduling process. Workflow scheduling also takes into account VM and task settings in real time.
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Here, both the task parameters (such as the average computing cost of a task, the EST of a task, the EFT
of a job, the duration of a task, and its priority) and the VM characteristics (such as the VM’s bandwidth
usage, memory utilization, capacity, and central processing unit) are taken into account. At the completion
of this operation, the two outputs are combined. Maximum Qos (0.785), minimum energy usage (0.022), and
maximum resource utilization (1.000) were all reached using the assessment methods used for DQN+CGMO.
The study will be expanded to include additional hybrid networks, and the suggested method will eventually
be included with cloud toolkits.
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A SECURE DATA STORAGE APPROACH FOR ONLINE EXAMINATION PLATFORM
USING CLOUD DBAAS SERVICE

SRINU BANOTHU∗, G. JANARDHAN†, G. SIRISHA‡, SRINIVASULU SHEPURI§, MADHAVI KARNAM¶, AND ALLAM

BALARAM∥

Abstract. For the time being, many government or private organizations for recruitment of staff or educational institutions
moving towards online based tests. The online examination system is a software application used for conducting examination using
computer systems. It helps to the recruitment agency or any govt. or private organizations for conducting any job recruitment
examinations transparently. Due to this system results are processed without delay and efficiently evaluated to assess the candidates
abilities. But the biggest challenge for online examination system is data integrity, security and privacy. The current system is
resolving the privacy issue by providing authentication credentials such as user name, password to the candidates. So that only
authorized users with proper credentials can login to the system and attempt the exam. But the data confidentiality and integrity
are biggest challenges for the system. As the data stored in system database is in plain text format, hence it may be modified
or misused by the internal staff of the organization. This paper presents the frame work for secure storage and management of
candidates data using encryption scheme, distributed databases in cloud database system. The proposed framework enhances the
data confidentiality, integrity and avoids any cheating by internal staff or third party institutions. This paper conducts experimental
work on proposed framework and analyses the results of the system.

Key words: online examination system, data security, cloud database, encryption, distributed database

1. Introduction. Now a days most of the recruitment agencies such as government or semi government
are conducting online examination as part of recruitment process for faster evaluation and recruitment process
[1]. Many recruitment agencies are gradually replacing paper examinations by online examination systems due
to various information technologies and rapid evolution of network technology. Online examination systems im-
prove the efficiency and quality of the examination and make the examinations not limited to places and regions
[2]. Existing online examination system modes consist mainly of Client/Server (C /S) and Browser/Server (B
/S) structure [3,4]. For the C /S examination system, examination center is autonomous. During the exam-
ination, examination questions and examination information are pushed down to examination center by the
administrator. The examinee is able to take the examination at examination center. This type of structure
is mostly distributed in local area network. Candidates can only take the exams within the prescribed envi-
ronment that is limited to some extent in terms of time and space. In addition, this type of system has a low
carrying capacity, it is not easy to scale up, it is easy to lose candidates answers in emergency situations and
there are some issues like disconnected examination systems and problems with data synchronization which
make it difficult for B/S based examination systems to be widely used, which is why a new technology is needed
to solve this dilemma [5].

The emergence of cloud computing is the result of the rapid evolution of the next generation Internet
technology. It is a new form of neural computing mode [68] that allows computing to be distributed on many
distributed computers instead of on local computers or on remote servers. It is a result of the integration of
distributed computing and utility computing technologies, virtualization technologies, web services technologies,
grid computing technologies, and others. The purpose of CC is to enable users to utilize virtual resource pools
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as much as possible at any time, anywhere on the network to solve large scale computing problems. One of
the services offered by CC is Software as a Service (SaaS). SaaS is a type of software application mode which
provides software services on the Internet and is the latest trend in software technology development [9, 10].

In addition to SaaS, double cache and adapter technologies are used to solve the problem of examinees
answer loss and the problem of data synchronization between the examination systems in unexpected circum-
stances. As a result, CC offers a technical solution to the current design of the online examination system.

Conducting examination through online platform is having many advantages: it avoids the major issues of
recruitment process such as paper leakage, recently it became biggest issue in telangana state(India), the internal
staff of the Telangana State Public Service Commission soled the Group-I, Assistant Executive Engineering
examination papers and earned the lot of black money. With this many peoples life whoever were sincerely
prepared for getting job got spoiled. And also completes the recruitment process smoothly without any delays.
Hence, many recruitment agencies are moving towards online examination platform. Besides advantages of
this system, it also facing some issues related to user authentication and secure storage of candidate marks
data. The marks obtained by the candidate plays a vital role in recruitment process, so biggest challenge is
security and integrity of the marks data stored in database system. It became so significant to solve security
issues; otherwise many qualified candidates lose opportunities. With these things in mind, a frame work for
secure storage of marks data in cloud database system is proposed. [11] Cloud computing is a technology that
provides data processing and storage services through internet on rental basis. One of cloud computing services
is Database as a Service (DBaaS). The cloud Database as a Service (DBaaS) enables users to outsource data
in cloud database system and access whenever required through any devices connected to internet. DBaaS
provides organizations with unlimited data storage services cost-effectively with higher availability and easy
deployment. Now a days most of the organizations or individuals are outsourcing their databases to the cloud
environment.

The objective of this research is to develop a secure data storage and management system in cloud for
online examination system using distributed databases and data encryption algorithms to meet the challenges
facing by recruitment agencies.

2. Literature Survey. Any recruitment organization can plan, administer, and oversee exams in an online
setting with the help of an online examination system. It helps the inspector by lessening the workload associated
with administering tests, examining answer sheets, and generating results [12]. In light of this, online tests have
become increasingly common in recent years. Although many young students disclose personal information on
social media, Okada et al. [13] noted that their attitudes change when it comes to e-assessment since they are
more worried about data privacy, security, and safety.

Cluskey et al. [14] studied all the feasible approaches to conduct online examinations without supervision.
This paper presented the detail discussion about cheating scenarios used by students and also measures to
avoid cheating by students. Authors have guided few methods for building an online testing plan and few
online examination control techniques such as taking tests at one set time using Respondus Lockdown Browser
(RDL), checking student ID, and so on.

Authors [15] proposed an approach to identify students movement in online examination using Convolution
Neural Networks (CNN). The problem with this approach is that the position and orientation of students cannot
be analyzed and requires much data to preview the data. And this approach is not focused on the security of
data stored in database.

Mukta et. al. [16] worked on Adaptive Test Sheet Generation in E-Learning using Fuzzy Logic Approach.
Authors guided the employing of an ambiguous technique of assessing students favorite tests in the e-learning.

Jung and Yeom [17] discussed about how to secure an online examination system using cryptography group.
However, it needs the use of higher quality webcams and microphones. This is a disadvantage of the system.
They have not concentrated about the protection of data from insider attackers.

Paul et al [18]. proposed a system where in the production manager of the questionnaire selects a percentage
of complexity for questions that must be met. The program can generate papers in accordance with the format
indicated by the administrator and subsequently save it in PDF format, enabling colleges to receive it upon
clicking send.

Zhen and Su [19] suggested a methodology for designing a question paper template based on the input
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requirements.

The paper [20] proposed a few strategies for the face identification system on this respect. The authors
have defined how neural networks (NN), Support Vector Machines (SVM), and Algebraic characterization may
be utilized in face reorganization systems. The colleagues and jain presented the significance of a blockchain
technology network in the online examination system. Authors introduced blockchain based online examination
system. They employed the Smart contracts, it is one of the better applications and a Ethereal public blockchain
platform [21]. They have additionally compared the general effectiveness of the blockchain-based method with
the cloud-based scheme.

Lee and et al. developed in [22] a system that classifies student’s VFOA information by capturing their
head pose estimates and eye movement estimates using advanced technologies artificial intelligence approaches.

The papers [23, 24] proposed the approaches for user authentication and prevention of malpractices by
users. Authors also proposed approaches for identification of misconduct of users during examination.

The authors of [24, 25, and 26] proposed the approaches for secure storage of data in cloud environments
and performances of various database encryption algorithms for ensuring the confidentiality of data stored in
cloud database systems. An unauthorized user cannot access data in an e-learning system. Only students
who have been authenticated and granted permission can view exam data uploaded by teachers. One common
technique for access control is encryption.

A session key establishment protocol was presented by Kausar et al. [27] for a predetermined duration,
such as a class, seminar, or exam. The session key, which encrypts messages using symmetric cryptography,
is distributed using a public key infrastructure, and message integrity is ensured by a hash-based message
authentication code.

To properly finish the login procedure in Al-Hawari and Alshawabkeh’s study [28], students must enter the
exam instance session password correctly; the exam instance session password was produced automatically by
the examination management system, and it wasn’t made public until the instructor revealed it at the start of
the relevant class. Few prior investigations [27, 28] have reported the possibility of a single point failure, the
inability to prevent communication parties’ repudiation actions, and the inability to resolve internal conflicts.
In order to efficiently upload and download data in cloud-based systems, Sahaya et al. [29] presented a strategy
that first encrypts the message using DES and then encodes it using Reed Solomon code in the data centers.
However, it doesn’t have precise access control.

The common problem identified from the above literature is that there are no approaches focused on
security to the marks data stored database system. The marks obtained by the candidate may be modified
by the internal staff of the organization by miss using authentication credentials. Instead our proposed model
focuses on security and integrity of the data stored in database systems

3. Proposed System. To address security issues of marks data in online examinations systems and for
better availability and scalability of the system. This work proposes a new framework using cloud services,
cryptographic algorithms and data distribution. It is hopeful that proposed work overcomes the issues of data
confidentiality, integrity and availability. These are three key measures of data security. Here a brief overview
of proposed approach is presented with figure 1for secure data storage and management of online examination
systems using one of cloud service such as Cloud Database as a Service, data distribution and cryptographic
algorithms. The objectives of proposed system are also discussed.

3.1. System Model. This system is having three major modules such as 1) users 2) administrator and
2) Cloud databases.

Users: The users are candidates who write the examination, every user is having authentication credentials
such as username and password for login into the system. Once users are signed in they will write and submit
examination. After submission users marks data and personal information will be stored in local database
servers of the system.

Administrator: An administrator is a person who is responsible for whole data management such as data
encryption, data outsourcing to cloud database servers, key generation, ensuring data privacy and security. An
administrator plays a vital role and should be a main responsible person for ensuring privacy and security to
online examination data.
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Fig. 3.1: Cloud based secure data storage system for storing online examinations marks data.

Cloud Database Servers: The proposed system uses the cloud DBaaS service for secure storage of candidate’s
data. Data storage in cloud provides many benefits such higher data availability, security and scalability etc.

3.2. Design Objectives. Access Control: The question paper submitted by any recruitment agency
can be accessed by authenticated users only during given time period. Answer sheet and score obtained by
candidates are accessible to administrator only. The administrator can provide access policies when cipher text
of data is generated and stored in distributed data storage servers. Only the users who satisfy the access policy
can view the data.

1) Data Confidentiality: System keeps data highly confidential from unauthorized people access.
2) Data Tampering resistance or Ensuring Data Integrity: Data integrity is a key issue for online exami-

nation system. Any unauthorized entity in the cloud environment or local servers should not modify
the data. Otherwise, it violates the transparency of the online examination system.

3) Collision Resistance: when one key is not enough for data decryption, 2 or more unauthorized entities
may try to combine their keys for decryption of data. System ensures that combine keys cannot decrypt
correct plain text.

4) Data availability: As data is outsourced to cloud environment, cloud service providers always keeps
data available to be accessed by authorized persons whenever needed. It provides higher scalability.

4. Methodology. This section presents the methodology of proposed system. Proposed approach achieves
key elements of data security such as data confidentiality, data integrity and data availability. The aim of this
approach is to securely outsource and manage the data of online examination using cryptography algorithms,
data distribution and cloud services. The proposed approach uses cryptographic algorithms and vertical frag-
mentation feature of distributed database to achieve data confidentiality and data integrity. In this approach
vertical fragmentation plays a vital role for achieving data confidentiality. Vertical fragmentation is a technique
to split the database table vertically into two or more sub table fragments with chosen columns. As database
tables are partitioned vertically with selected columns into two or more sub tables and distributed data into
multiple database servers in cloud, the internal staff of the cloud service provider cannot get complete informa-
tion about a record. So it keeps the data secure from insider attack in cloud environment. The cloud services
are used for proving better data availability and scalability. Proposed system uses the Cloud Database as a
Service (DBaaS) for storing data in cloud environment, Advanced Encryption Standards (AES) algorithm for
cryptographic operations (i.e encryption and decryption of data) on data. As AES is more secure and robust
algorithm, it is chosen for cryptography operations. AES uses keys of variable length such as 128,192 and 256
bits length keys, for 128 bit key, about 2128 attempts are required to break the cipher. This is very difficult
task for the hacker to hack the data. The framework consists of two major modules: users and Administrators.

Users: users login to the online examination system using authorization credentials and attempt the test,
after test is over submit the test. This test data will be stored in systems local database servers.
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Administrator: Administrator is an owner of the data stored in systems local database servers, performs
tasks such as data encryption and outsourcing to cloud environment for ensuring data privacy and security. For
achieving data security issues, the proposed framework consists of two phases

Setup Phase. In this phase, administrator does the data pre-processing, outsourcing and user authorization
1. Administrator encrypts the database table attribute values using advanced encryption standard algo-

rithm (AES) with a secret key (this key only knows to the administrator). Administrator uses SHA
256 authentication algorithm for generating 256 bit secret key.

2. Splits the table vertically into 2 or more sub tables with selected columns (i.e. vertical fragmentation).
While splitting tables, in each sub table columns are included using a factor called key and data
sensitivity. The maximum number of possible sub tables depends on number of columns of a table.
Each sub table must includes at least two columns

3. Add row index column in each sub table and insert row index value in index column, it should be the
same value for a row in every sub table. This helps to identify each sub records of a row of actual table
(i.e. before splitting of table) and merge the records of fragmented tables into a record of original table
(i.e. before partition). Row index column values are unique and not in encrypted form.

4. Finally, upload the vertically partitioned table data into multiple database server platforms of the same
cloud environment. Choose different locations of data centres to store the data of partitioned table
fragments. This makes very difficult to an attacker or internal staff to get complete record information
of a table as records are partitioned and stored in different data centres.

Retrieval Phase. In this phase, the administrator sends the data retrieve request to all database servers
where fragmented data is stored in cloud. The key attribute to select the records from fragmented tables is row
index value. The cloud database server returns requested records data in encrypted format from multiple sub
table fragments. An application merges the records data into a record of original table (before fragmentation).
Then administrator gives input as secret key and then decrypted results are shown to the user. Only one key is
used for data decryption The algorithms for secure data uploading to the cloud environment and retrieval are
shown in Algorithm 1 and 2.

5. Implementations and Results.
Experimental Setup. For experimental results we have used the cloud service from cloudcluster.in and

software technology PHP (Hypertext Preprocessor) for application development and MySQL database server
for backend data store. For testing the results of our proposed model, initially we have created a account in
cloudcluster.io, cloud cluster provides a complete managed open source application cloud service on kubernetes
cloud for cloud DBaaS service. In which we have deployed two MySQL database servers with configurations
of servers on cloud platform are:3(core) Processors, 4GB RAM, 100GB SSD and chosen data centers at two
different locations for storing the fragmented table data. Then developed a small application in PHP and
installed MySQL database server on local system for storing dataset. The data set is created with random
values of marks in the range from 0 to 50. Data set includes fields such as candidate id, test id, marks scored.
XAMPP server is installed on our local system to run an application. Our system is configured with Intel core
i5 processor, 10GB RAM and 360GB hard disk space. System is connected to the internet of 150mbps Network
speed. The results are shown in below figures.

For experimental purpose, we have created a database table named as testscore with fields such as id,
candidateid, testid and testscore, in our local machine.

Figure 5.1 shows the records inserted into the testscore table in local system. The records in the database
table are stored in plain text format or readable format. Then created two table fragments, one with fields id,
candidateid, testid and other with id, testscore in two different cloud database servers. Here attribute id is a
row index added in both table fragments. Later, run our application on our machine to encrypt, split and insert
encrypted records into cloud database servers as shown in figure 5.2, in which records with selected columns
are stored in encrypted format. Finally, figure 5.3 shows the encrypted data stored in fragmented table. Both
table fragments are having same values for every row for row index attribute id.

5.1. Performance Analysis.
Performance Evaluation. The performance of proposed scheme is evaluated by considering the parameters

such as time taken to encrypt, split and upload data into cloud environment and time taken to retrieve the
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Algorithm 1 Database upload to cloud

Procedure databaseupload(dbname, tablename, secretkey )
{

Inputs: local database name, table name, secret key as inputs
Output: encrypted and vertically partitioned table
segments uploaded to database servers in cloud ▷ generate the 256 bit hash code of secret key using SHA256
algorithm and save key in local database system

Hashed_key=sha256(secret_key);
▷ Select the table data to be outsourced from local database server

if(num_of_rows≥ 0)
{

while (all rows are processed)
{

▷ Select one row and encrypt all column values of selected row using AES256 algorithm with hashed secret key.

C1=encrypt (column-1)
C2=encrypt (column-2)
C3=encrypt (column-2)
C4=encrypt (column-2)
.
.
Cn= encrypt (column-n)
Insert (row-index, C1) into tablefragment1 in cloud
Insert (row-index, C2) into table fragment 2 in cloud
Insert (row-index, C3) into table fragment 3 in cloud
Insert (row-index, C4) into table fragment 4 in cloud
Insert (row-index, C5) into table fragment 5 in cloud
.
.
Insert (row-index, Cn) into table fragment
N in cloud
} } }

data from cloud database and view results to the users. The time to upload data (UT) considered the time of
AES algorithm for data encryption (ET), communication cost (CC) and query execution time (QET).

UT = ET + CC +QET (5.1)

The time to retrieve the data (RT) from cloud database servers, considered the time of AES algorithm for
data decryption (DT), communication cost (CC) and SELECT query execution time (SQET). Here SELECT
query without predicate is used for retrieving all the records from database.

RT = DT + CC + SQET (5.2)

The performance of data upload time and retrieval time are tested by considering the data sets with variable
number of records. The performance of the system in terms of time in seconds to upload data and retrieval
data are shown in figure 5.4.

Security Alalysis. The security of our proposed approach is analyzed against to insider attacks and outsider
attacks. The data is strongly protected against the insider and outsider attackers in such a way that as data
is encrypted and distributed into multiple database systems if attacker compromises the data in one fragment,
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Algorithm 2 For Secure retrieving of data from the cloud DB

Procedure database_ retrieve (dbname, tablename, secretkey )
{

▷ Cipher text can be from your MySQL data or from a user input via a web form.
▷ This example will use user input cipher text to decrypt.

▷ generate the 256 bit hash code of secret key using SHA256 algorithm and compare with saved key in database

Hashed_key=sha256(secret_key);
▷ compares decryption key

if (decryption key matches with encryption key)
{

▷ retrieve the records from table fragment1 in cipher text format

Sql1=SELECT * from fagment1;

if (num_rows_of_fragment1 ≥ 0)
{ ▷ select one record from fragment1

While (all rows of fragment1 are processed)
{ ▷ select records from table fragment2 matching id with id of record selected from table fragment 1

▷ merge records retrieved from fragment 1 and 2

$ row= $ row1+$ row2; ▷ decrypt all column values using AES decryption algorithm and secret key

P1= decrypt (column-1)
P2= decrypt (column-2)
P3= decrypt (column-2)
P4= decrypt (column-2)
.
.
.
Pn= decrypt (column-n)

} } } }

cannot get the complete information and inside attackers also unaware about data format stored in database.
The proposed scheme achieves data integrity such a way that as data is encrypted using symmetric encryption
scheme using a secret key if any modification is done on cipher text, it cannot be decrypted properly.

As data is stored in one cloud vendor, the approach requires less cost and less communication delay for data
upload and retrieval operations. So our model is more efficient and secure with less cost than available state
of art models in literature.From literature, authors have focused on user authentication of online examination
system to prevent from masquerade attacks, in this study we focused on confidentiality and integrity of marks
data of the users after storing in database servers. This study ensure to protect data from internal staff of the
organization, because internal staff may misuse their credentials and do update the marks. This is huge loss
for the candidates those who prepare sincerely and write the examination.

Our proposed scheme, in addition to offering a higher security level,our scheme preserves better communi-
cation and computation performance while uploading data and retrieval phase. This is particularly important
when it comes to privacy-preserving and avoiding single-point failure.

6. Conclusion and Future scope. In this paper, we propose a scheme for secure data storage and
management of online examination systems using symmetric key cryptography algorithms, data distribution
and cloud database as a service (DBaaS). In proposed scheme for preserving data confidentiality and integrity,
database table records are encrypted using cryptographic AES-256 algorithm with 256 bit secret key generated
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Fig. 5.1: Data stored in local database system before encryption

Fig. 5.2: Data stored in database after encryption and fragmentation (Table fragment1)

using SHA256 algorithm, and then table is vertically partitioned with selected columns into multiple small
table fragments. These small table fragments are inserted and stored in different database servers in cloud
environment. As data is stored in cipher text format and only part of the entire record is stored in each
database servers, the internal staff of the organization also cannot know what data is. So the proposed scheme
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Fig. 5.3: Data stored in database after encryption and fragmentation (Table fragment2)

Fig. 5.4: Data upload and retrieval time of proposed scheme

preserves the data confidentially and integrity. As cloud is rental basis service, the cloud services providers
always takes care about the security of physical infrastructure and keeps it always available. As cloud vendors
maintain the infrastructure suitable for variable sized data, good scalability can be achieved with this approach.
In our future research, scheme will incorporate other encryption algorithms and evaluate the performance.
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MACHINE LEARNING BASED TOOL WEAR PREDICTION FROM VARIABILITY OF
ACOUSTIC SOUND EMISSION SIGNALS

N V. KRISHNAMOORTHY ∗AND JOSEPH VIJAY †

Abstract. A novel machine learning-based model is introduced in this research paper to forecast tool wear using acoustic
emission (AE) signals. Adaptive boosting (AdaBoost) and a sophisticated feature engineering strategy are employed by the model
to enhance the precision of its predictions. The proposed model, Machine Learning Tool Wear Prediction (MLTWP), analyzes
AE signals generated during machining operations to distinguish between healthy and worn-out tool conditions with remarkable
accuracy. The crux of our approach consists of meticulously eliminating and enhancing the temporal and spectral characteristics
of the AE signals. We employ the Kolmogorov-Smirnov test to identify the most valuable classification features. We implemented
AdaBoost with the objective of progressively enhancing a set of weak classifiers’ ability to identify instances that were incorrectly
classified in previous iterations. Utilizing this method increases the model’s sensitivity to minute variations in tool wear conditions
and its overall classification precision. The MLTWP model underwent extensive testing on a benchmark data set comprising 25,304
AE signal records from cutting mill tools, using a training tool split of 9,989 worn (positive) and 8,990 benign (negative) instances.
The results of our experiments, validated through four-fold cross-validation, indicate that the MLTWP model exhibits superior
performance compared to the existing Tool Wear Prediction using Acoustic Emission Signals (TWPAE) model. To provide greater
specificity, the MLTWP exhibited the following metrics on average: precision (92.2%), specificity (91.38%), sensitivity (90.42%),
accuracy (90.9%), and MCC (81.72%). The fact that these metrics exhibit significant improvement over those of the TWPAE
model demonstrates that our method of feature engineering and adaptive boosting is effective at precisely predicting tool wear.
This research not only advances the existing understanding of tool wear prediction but also establishes a robust framework for the
implementation of machine learning in manufacturing predictive maintenance.

Key words: Machine Learning; Tool wear Prediction; Acoustic Emission Signal; and Artificial Neural Network; Kolmogorov-
Smirnov (KS) Test

1. Introduction. Tool wear has a direct impact on the energy required to remove metal that in turn has
an impact on dimensional accuracy, surface roughness, as well as the cutting operations [1]. Tool wear results
from chemical, thermal, and mechanical interactions between the materials of the tool and the workpiece. The
two primary forms of tool wear, which might signal the end of a tool’s life are crater wear as well as flank wear
(Vb), which are both caused by these interactions [2]. The efficiency of the procedure relies on flank wear. This
variable shows wear from the industry. It has been extensively researched that flank wear raises cutting forces
[3], in turn which raises the power tool of machine tools. Forces, power use, and the dynamics of tool-material
interaction are all impacted by flank wear. Acoustic emissions (AE) are used to measure flank wear during
turning movements, as discussed in [4].

Because of the tool’s variable working environment, complex operating conditions, and various cutting
settings, tool wear prediction is challenging. Tool wear but also noise signals are only two examples of the
information-rich sensor signals with in mechanical tool process. To determine the level of tool wear, signals
should be normalised and features extracted.

Noise Monitoring the wear of a tool requires signal processing. The processing of data via the time-frequency
analysis is common [5]. The preprocessing of the signal and manual extraction of tool wear features from the
signal are common signals for traditional wear detection systems. Data on several cutting parameters under
various operating situations must be obtained through numerous tests and manual analysis. These techniques
won’t work in all situations and have limitations in actual application.

Plastic deformation, corrosion, fracture propagation, impact, erosion, or leakage are the main causes of AE
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[6]. For non-destructive testing, AE is used in refineries, pipelines, nuclear and conventional power production,
aero planes, offshore oil platforms, and paper mills, including structures such as bridges and cranes [7]. For
the last 30 years, tribologists, who study the interaction between moving surfaces (such as during machining
operations), have concentrated on AE due to the precision with which it can detect surface wear.

AE signals are produced by friction processes range from 50 kHz to 1 MHz [8]. The AE sensor, to avoid
signal attenuation, must be attached to the cutting tool or the workpiece. Since both the cutting tool as well
as the workpiece are transient, the sensor in practical applications must be positioned in the tool holder.

A simple machine learning model is provided to forecast tool wear. It was inspired by recent promising
work in tool wear monitoring using machine learning [9], [10].

2. Related Research. An electronic-mechanical system was created by Weller et al., [11] that uses sonic
signals to assess the cutting edge wear of turning tools. In tests, the system is able to identify used cemented
carbide tools that can cut AISI 1045 steel. A cutting tool quality check based on sound was developed by
Mannan et al., [12]. In order to identify tool wear related sound patterns, the suggested approach enables
process of machining sound signals. This technique has been proven to locate cutting instruments that are
sharp, semi-sharp, and dull. Chatter was discovered by Delio et al., [13] utilising sound signals. Experiments
demonstrate that the chatter detection technique based on audio signals performs as well to dynamometers,
accelerometers, as well as displacement probes. A method for legitimate tool status monitoring specifically for
turning was created by Salgado and Alonso [14]. One-dimensional spectral analysis of feeding motor current
but also audio signals showed direction-changing data. By analysing retrieved characteristics and applying a
SVM (support vector machine) technique, tool wear was calculated. To measure tool wear, Aliustaoglu et al.,
[15] employed microphone-captured audio signals and two-stage fuzzy logic. Testing for drilling was done on
a four-axis Cnc turning centre. Sound signals were recorded with the microphone. In studies, two-stage fuzzy
logic may identify tool wear. The audio signal processing was employed by Ubhayaratne et al., [16] to track
the tool wear in sheet metal stamping. Stamping audio signals were cleaned and preprocessed using semi-blind
signal extraction. A technique for determining the degree of tool wear based on vibrations from the machine’s
spindle was developed by Seemuang et al., [17]. The drilling sound signals were recorded using a low-cost
microphone. Support vector machines were utilised by Kothuru et al., [18] to categorise tool wear problems
(SVM). Features in the frequency domain were sanded out of audio signals. Over 90% prediction accuracy.

ANN (Artificial Neural Network) should be used to assess feeder machine current, cutting, as well as source
of feed, according to Alonso et al (ANN). Maximum vibration length is inversely related to unidirectional tool
wear, as shown by Sadettin et al., [19]. Ming-Chyuan et al., [20] as well as Alonso F.J. et al., [21] discovered
that the sole audible sign of tool flank wear is when a machine produces a noise when cutting. In order to
determine tool flank wear rapidly, According to Peng et al., [22], if the signal is treated linearly and travels,
obtaining the Fourier spectrum might produce a considerably lower physical sensation. According to Huang
et al., [23], Fourier processing produces global signal qualities as opposed to local ones. Another technique
for estimating outcomes is the Hilbert-Huang transformation [24]. Prakash et al., [25], [26] has shown how
streamlining a procedure produces good outcomes and a simpler way.

A contemporary model that relates to the objective of this article is projected by Ferrando Chacon et al.,
[27], which is referred as Tool Wear Prediction using Acoustic Emission Signals (TWPAE) in further discussions.
The contemporary model TWPAE has used acoustic emission signal frequencies as features and focused on the
process of eliminating redundant features as well as predicting worn state of the tools using machine learning.
However, the feature engineering of this model is suboptimal as it is limited to eliminating redundant features
and restricted only to the signal frequencies.
Yang, Cheng et al. [28] proposed a novel approach to understanding how milling tools wear down over time.
This method combines an analysis of wear-related factors with a wear-prediction model, with a focus on how tool
wear works and changes over time. The method improves the accuracy of tool wear predictions by combining
experimental data and modeling. The goal is to improve the efficiency of machining processes and reduce
downtime.

Perumal et al. [29] presented a simple machine learning method for monitoring tool wear in real time using
sound signals. Their findings revealed that basic acoustic emission (AE) signals could be used to predict tool
wear, making this a simple and effective method for tool condition monitoring (TCM) in manufacturing settings.
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The study also demonstrated that linear regression algorithms can be used to calculate tool wear based on AE
data. This could be a low-cost way to increase machining efficiency and tool life.

Qian et al. [30], investigated how BiLSTMA networks can be used to predict tool wear and how difficult
it is to demonstrate how wear properties change over time. Their model examines sensor data and makes
more accurate predictions than older methods by utilizing bidirectional long short-term memory (BiLSTM)
architectures and attention mechanisms. This method demonstrates the importance of advanced neural network
models in understanding and predicting how tool wear changes over time. He et al. [31] developed a deep multi-
task network that uses sparse feature learning to monitor tool wear and machining quality simultaneously.
Their framework combines deep learning methods to extract and connect features from various types of data.
This gives them a comprehensive tool for determining how tools are performing and ensuring the quality of
the products they produce. The findings show that multi-task learning and sparse representation work well
together to improve prediction accuracy and operational efficiency in manufacturing systems.

Twardowski et al. [32] used acoustic emission techniques and machine learning methods to detect tool
wear. Their findings show that AE sensors are effective at detecting changes in the condition of tools, and
that machine learning algorithms can be used to analyze complex sensor data to determine how much wear
something is experiencing. This study adds to the growing body of evidence arguing that AE monitoring and
artificial intelligence should be used in tandem for proactive cutting tool maintenance.

The predicting and monitoring tool wear advances the field by introducing new approaches, such as combin-
ing wear-related factors, employing basic to advanced machine learning methods, and using acoustic emission
signals for real-time monitoring. Each study demonstrates the potential for improving tool condition assessment
accuracy and operational efficiency. However, they also highlight issues such as the need for a large amount of
experimental data, the difficulty and computational requirements of advanced neural networks, and the feasi-
bility of implementing these technologies in a variety of manufacturing environments. A thorough examination
reveals that more research should be conducted on how to make these methods work in the real world with
various types of machining operations, how to make them more scalable, and how to make complex models
easier to understand. As this body of work demonstrates, tool wear monitoring research is constantly evolving.
It predicts a future in which technology is increasingly used in manufacturing processes.

Due to the low specificity and sensitivity of existing tool wear prediction methods, it was determined from
this analysis that using acoustic emission signals as input to machine learning based tool wear prediction is an
additional viable research aim. Here, feature engineering for educating machine learning models is the main
concern.

To better forecast tool wear from acoustic emission signals, this research contributes by concentrating on
temporal and spectral aspects and an optimization approach based on a statistical diversity evaluation technique
to overcome these limitations.

3. Methods and Materials. The processes and resources that went into developing the suggested model
are outlined below. The features that will be used throughout the proposal’s learning phase, as well as the
appropriate features extraction from the provided labelled data. This section also discusses the strategy used
to compare the projected values of an attribute over the provided records of the both positive and negative
class labels. Moreover, this part investigates the appropriate classifier for detecting acoustic emission signals.
We have also looked at the proposal’s testing phase (identifying acoustic emission signals).

3.1. Acoustic Emission Signals. Transient elastic waves are produced when a material undergoes a
quick redistribution of stress, a phenomenon known as acoustic emission (AE). When a structure is stressed (by
load, pressure, as well as temperature change), energy is released from localized sources as stress waves, which
travel to the surface and yet are measured by sensors. Picometer (10-12 m) movements can be detected with the
correct equipment. AE can be triggered by a variety of events, including earthquakes, rock explosions, fissures,
slip and dislocation motions, melting, twining, and phase transitions in metals. In the case of composites,
acoustic emissions result from matrix cracking, fiber breaking, and debonding. There are other AEs in polymers,
wood, and concrete.

A material discontinuity’s origin and importance can be revealed via its AE signal. Besides its extensive
usage in academic studies, AET (acoustic emission testing) is also routinely used in a variety of industrial
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contexts (e.g., evaluating structural integrity, locating defects, determining leak rates, and keeping tabs on
weld quality).

In testing to conventional NDT techniques, Acoustic Emission stands apart in two key aspects. To begin,
let’s talk about the origin of the signal. Instead of supplying energy, AET just listens for energy emitted by the
item being studied. Acoustic emissions can be triggered and propagated in operational structures by applying
appropriate loading during AE testing. The discipline of AET is dedicated to the investigation of material
dynamics. Not inactive characteristics (like a crack that isn’t expanding) are shown. It is critical to detect
both new and persistent flaws. Defects could be unnoticed when any loading becomes too low to trigger an
acoustic event. AE testing provides instant feedback on the reliability of a part. With AET, there is no need
to disassemble or clean the specimen, and yet a thorough volumetric assessment can be performed quickly and
accurately thanks to the use of several sensors and a permanent mounting system that also allows for process
control.

3.2. Preprocessing of the AE signals. In the process of digitizing the gathered sound signals, they
frequently mix in with signals from other sources whose waveforms and arrival timings are not known. In order
to extract the physical characteristics that best correspond with tool wear, signal processing is employed as part
of the pre-processing stage of TCM systems for machining. Sound characteristics are extracted using a variety
of signal processing techniques [33]. In this investigation, 1-second samples were taken from sound signals and
analysed in the temporal domain. Frequency domain analysis samples were processed using FFT (Fast Fourier
Transform)-based DTFT (Discrete-Time Fourier Transform). This research used a single absolute value from
the Fourier transform to build a decision-making model. In order to resolve the DTFT-PR (preset resolution)
issue in future research, the WT (Wavelet Transform) will be used.

Sound signals under the same cutting settings and at good and tool wear levels are displayed as a frequency
spectrum in Figure 3.1. The spectrum was shown logarithmically to draw attention to the low-frequency band,
where signals include more information about tool wear. Multiple frequency amplitudes are shown to correlate
to tool wear in the images, highlighting the need for a sophisticated decision-making model to accurately depict
these relationships.

3.3. Features. Temporal characteristics are those in the time domain, including signal energy, less energy,
0% of crossing, and many more, that are easy to extract and have physical comprehension.

• Since the stochastic process stated as a mathematical approach for acoustic emission only considers
random variables, acoustic emission spectrum analysis is often more advanced than deterministic signals
analysis, such as sinusoids.
• Static acoustic emission signals require a spectral phase that is completely random and, thus, devoid

of information. The use of constant acoustic emission signals may be to blame for this phenomenon;
by definition, it cannot occur randomly at times. Therefore, the phase idea is irrelevant for acoustic
emission signals, which is a major difference between these signals as well as deterministic spectrum
signals.
• So, spectral properties like frequency components, spectral density, fundamental frequency, and many

more have been achieved by transforming a time-based signal into the frequency domain using Fourier-
transform (FT). In this context, these characteristics might be put to use in identifying tones, rhythms,
melodies, and pitches.
• Audio signals are often complex, made up of many individual shock wave of a fixed wavelength that

propagate as a single perturbation in the medium. While the sound is being captured, we record the
amplitudes of the ensuing waves. To break down a signal into its frequency components, mathematicians
use a concept known as the Fourier Transform (FT). FT also provides the magnitude of each frequency
in the signal, in addition to the frequency spectrum.

In the study of sound, novices often employ the broad spectral characteristic, which may take the form of a
rising, decreasing, or varying frequency. The FT creates harmonic sound generators called as signal’s spectral
structure in acoustic emissions. As said before, there are a variety of ways this might be demonstrated. In
other words, if the initial partial harmonic of a periodic signal, whose vibrations have repeated throughout time,
is 100 Hz, the subsequent partial harmonics will be 200 Hz, 300 Hz, etc. This may, however, be an unusual
occurrence in the realm of sounds created by nature. Make a note to the effect that no spectral characteristics
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Fig. 3.1: Sound signals emitted from worn and benign tools at the same cutting settings

or devices are related to any suggested laws in the actual world where we could perceive sound. MFCC ("
Mel cepstral frequency coefficients") as well as "predictive linear perceptive" (PLP) feature were the two best
spectral features used in the acoustic emission. In this case, it may be understood that the frequency content
of acoustic emissions is evaluated by the cochlea in the eardrum. Bandpass filters with a constant Q rank
made it possible to modify the inspection of the basilar membrane. There is also the presence of essential
bands, which rise to mask phenomena, where a burst or one strong acoustic emission may hide another lesser
acoustic emission inside an essential band. The features of the auditory system that allow for the identification
of acoustic emission are captured by both PLP and MFCC. Nonetheless, the strength of these characteristics
was not very pronounced with respect to the acoustic emission.

The acoustic emission is also supported by a few time-domain characteristics, such as the plosion index
and the highest coefficient of correlation.

In many complicated signals, such as acoustic emission, the signal’s characteristics change over time. Small-
time FT plays an important role in the interpretation of divergent acoustic emissions and may be more useful
for referring to changes in frequency components over a finite time period. Integrating temporal envelopes
over short time periods allows FT to derive spectral characteristics, while temporal-features are generated by
turning envelopes into frequency modulation devices.

Temporal characteristics included things like ZCR, energy, etc., whereas spectral features included things
like MFCC, GTCC, and several others in the frequency domain.

3.4. Kolmogorov-Smirnov test (KS Test). The significance of any differences between samples may
be swiftly determined by using the Kolmogorov-Smirnov test [34]. As a uniformity, it ensures that all values
in a distribution are consistent with one another. The Kolmogorov-Smirnov test allows one to examine the
uniformity of a distribution, an important feature. In addition to comparing two multi-dimensional probability
distributions, the Kolmogorov-Smirnov test may also evaluate the similarity of two one-dimensional distribu-
tions. It can immediately tell whether there is a difference between two samples. The Kolmogorov-Smirnov
statistic evaluates the dissimilarity between the empirical distribution functions of two samples or between the
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Fig. 3.2: Cumulative distribution function

sample and the reference distribution.
Distributions of observations in the two data sets may be compared using the Kolmogorov-Smirnov (KS)

test [34]. Each dataset’s values are assumed to come from a given continuous distribution (the null hypothesis).
As an alternate hypothesis, these data sets come from several continuous distributions. It is possible to do
the hypothesis test with a 5% level of statistical significance. Cumulative distribution functions (CDF) for two
different datasets are depicted in figure 3.2. The null hypothesis is supported by a two-sample KS test, which
returns the D value of 0.1782 as well as a P-value of 0.694. At the 5% level of significance, the KS test on such
two datasets failed to disprove the null hypothesis, showing that the given samples are drawn from the identical
continuous distribution. This test can only conclude that, the distributions are distinct; it cannot reveal any
changes to the mean, variance, or extremes.

The usage of KS-Test method explained in following description. In order to estimate the diversity between
two vectors va, vb representing the samples of two different distributions, ks− test(va, vb) Given two vectors va
and vb, the aggregate values of these vectors are represented as follows: Eq 3.1, Eq 3.2

‖va‖ =
|va|∑

i=1

{ei | ei ∈ va} (3.1)

‖vb‖ =
|vb|∑

i=1

{ei | ei ∈ vb} (3.2)

The cumulative ratio for each sample in the vectors va and vb is predicted as follows (Eq 3.3):

∀|va|(i=1)


vcra ←

i∑

j=1

(
ej
‖va‖

| ej ∈ va
)
 (3.3)

Here, Eq 1 determines the cumulative ratio of each ei of the elements listed in vector va. The ‖vj‖ indicates
the aggregate value of the samples listed in the vector va, and vcra is a set that comprises cumulative ratios of
the samples listed in the vector va.

Further, it discovers cumulative ratios vcrb of the samples listed in vector vb.
The absolute distance of "cumulative ratios" corresponding to values that are present at a similar index of

both va and vb vectors is found as: Eq 3.4

∀(max(∥vcra ∥,∥vcrb ∥))
(i=1) {D[i] =

√
(vcra [i]− vcrb [i])2} (3.4)
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Eq 2 for each index i, represents the "absolute distance D[i]" of "cumulative ratios vcra [i], vcrb [i].
The maximum value of the set D is found as d-stat. Then, find d-critic (from the KS-Table) at a given

"degree of probability threshold" pτ (0.01, 0.05, or 0.1) for vector aggregates ‖va‖, ‖vb‖.
The return value is determined by the following condition:

{
false if d-stat > d-critic

true if d-stat ≤ d-critic
(3.5)

If d-stat is greater than d-critic, then there is no diversity between the given vectors’ distribution. Hence, return
false; else return true.

3.5. The classifier. Adaboost was designed to improve the performance of binary classifiers by using an
ensemble learning approach. Adaboost uses iterative learning to learn the shortcomings of weak classifiers. The
method of adaptive boosting [35] is utilised by the Adaboost classifier. Multiple, rather weak Boolean classifiers
are combined to form this weak classifier. Every weak classifier has a single true/false criterion to divide the
data. False-positives as well as false-negatives might be separated by other Weak Classifier. This continues
until the WC calls time on the competition. The output of each WC will be combined to form the final output
of the classification operation. In this section, the WC represents the proposed model’s binary-classification
optimal features, which are characteristics that are both consistent with the class and different from it.

Weak-Classifier iterations of the classification process allow the part of the corpus that didn’t need to be
categorized exactly to be boosted for the subsequent classifier iteration. Classification weight (WC) is utilised
at each iteration to show the relative importance of different categories. Iterative calls to the WC will result
in a standardization of classified records. Adaboost WC provide a concrete n-gram for precision classification
and provide a justification for record polarity classification in the proposed approach. The suggested approach
would use the WC to learn the suitability of each feature category for both positive and negative sentiment
training corpora.

All data points are given equal consideration when Adaboost generates a model. Incorrectly categorized
data are given more weight. In the following paradigm, more significant information is given more weight.
Models will be trained until there is a noticeable improvement in accuracy. What follows is a description of the
internal structure of this algorithm. Before doing binary classification, Adaboost assigns weights to data points.
At the outset, irrespective of the overall data points, each data point has the same weight. In order to this,
produce a decision stump from each of the features and then assess its tree accuracy using the Gini Index. In
terms of the Gini Index, the first tree stump represents the worst possible result. Classified data points using
this tree’s alpha ("Importance" or "Influence") is based on the following Eq 3.6.

2−1 · loge
(
1− ‖w‖
‖w‖

)
(3.6)

Aggregating the all of the sample weights related to data points that are incorrectly labelled can define the
total error ||w|| .

Consider a dataset having 5 data points as well as the assumption that there is 1 incorrect output; the
total error then will be 1/5 (ranges between 0 and 1), then the stump’s performance (alpha) will be: Eq 3.7,
Eq 3.8, Eq 3.9, Eq 3.10

α = 2−1 · loge
(
1− 5−1

5−1

)
(3.7)

α = 2−1 · loge
(
0.8

0.2

)
(3.8)

α = 2−1 · loge(4) = 2−1 · (1.386) (3.9)

α = 0.693 (3.10)

The error rate for alpha () ranges from 0 to 1, where 0 Indicates perfect stump and 1 indicates awful stump
(see figure 3.3).
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Fig. 3.3: Alpha versus error rate

As can be seen in the above graph (figure 3.3), whenever there is no misclassification, there is no error
(Total Error = 0), and hence the alpha is quite high.

The classifier’s alpha will be zero if its predictions are half accurate and half wrong, with a total error of
0.5. A negative alpha value indicates that the classification was erroneous for all samples. If this is the case,
the error is extremely large (approximate to 1), and the significance level will be low.

When the same weights being used to the next model, therefore the output obtained is identical to what’s
been obtained in the first model, hence updating the weights is required in order to determine the total error
||w|| as well as performance of a stump.

Correct forecasts will have their weights lowered while incorrect guesses will be given greater weight. After
adjusting the weights, we will now give the data points with maximal weights more preference when building
our next model.

It is important to update the weights that use the given formula after the classifier’s significance and the
total error have been determined (Eq 3.11):

cw = w · e±α (3.11)

New weight cw, the alphais being negative whenever the sample is correctly classified. The alpha is being
positive whenever the sample is miss-classified.

3.6. Tool Wear Prediction Model. The set SC of acoustic emission signals that are taken as input
for training phase of the classification process shall be processed to digital format and then bi-part in to sets
PandN , where set P represents the acoustic emission signals of the wearied tools (labeled as positive). In
contrast, set N represents the acoustic emission signals of the benign tools (tools that are not wearied), which
are labeled as negative.

Further, derives all the temporal and spectral features of acoustic emission signals listed in the set P as two
different matrices named as tP, sP , which are representing temporal and spectral features in respective order.
Here, each row of the both matrices representing the respective features of the corresponding acoustic emission
signal listed in the set P . Similarly, derives all the temporal and spectral features of acoustic emission signals
listed in the set N as two different matrices named as tN, sN , which are representing temporal and spectral
features in respective order.

Further step of the learning phase discovers optimal temporal and spectral features of the both positive
and negative labels as described below (Eq 3.12, Eq 3.13):

∀max(|tP |,|tN |)
(i=1) {tP [i], tN [i] | |tP [i]| > 0 ∨ |tN [i]| > 0} (3.12)

// Eq 3.12 For each iteration, considers the vectors tP [i], tN [i] representing the values listed in i(th) column of
the matrices tP and tN in respective order.
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if (ks-test(tP [i], tN [i]) ≡ false) tP \ tP [i] ∧ tN \ tN [i] (3.13)

This Eq 3.13 discovers the diversity state between two vectors tP [i] and tN [i] through KS-Test, ks-test(tP [i], tN [i]).
If the diversity state is false, then the columns of the matrices tP , and tN represented by the vectors tP [i], and
tN [i] in respective order are discarded. Conversely, if the diversity state is true, then the feature represented
by the ith column of the matrices tP , and tN will be considered as an optimal feature towards the positive and
negative labels.

The resultant matrices tP and tN retains the columns representing optimal features toward both positive
as well as negative classes in respective order. Similarly, the KS-test shall be applied on each pair of the columns
listed at the same index of the matrices sP and sN that are representing spectral features of the positive as
well as negative classes in respective order, which results matrices sP and sN with optimal spectral features of
the both lasbels. Further phase of the learning process builds ensemble of weak classifiers to perform adaptive
boosting-based classification of the given acoustic emission signals as the signal emitted from the wearied tools
and signals emitted from the benign tools.

The following diagram presented as figure 3.4 outlines the intricate process of the Tool Wear Prediction
Model, illustrating the transformation of acoustic emission signals into a digital format and their subsequent clas-
sification. Through various stages, including feature extraction, optimization, and iterative adaptive boosting,
the model aims to precisely predict the wear of tools. This visualization offers a comprehensive understanding
of the complex mechanics underlying the process.

Acoustic Emission Signals Phase
• Acoustic emission signals are collected in set SC.
• These signals are then processed into a digital format.
• The digital signals are bifurcated into two sets, P and N , representing wearied (positive) and benign

(negative) tools, respectively.
Temporal and Spectral Features Phase
• Temporal and spectral features are extracted from the signals in sets P and N .
• These features are organized into four different matrices: tP , sP for positive and tN , sN for negative

classes, representing temporal and spectral features, respectively.
KS-Test & Optimal Features Phase
• The KS-test is applied to discover optimal temporal and spectral features for both positive and negative

labels.
• Resulting optimal features are represented by matrices tP&tN and sP&sN .

Weak Classifier Iterations Phase (Adaptive Boosting Process)
• AdaBoost WC (Weighted Classifier) is used to initiate the weak classifier iterations.
• A decision stump is created from each feature, and its tree accuracy is evaluated using the Gini Index.
• The alpha (importance or influence) and weights are updated, and weights are given to the incorrect

guesses while reducing the correct ones.
• The iterative process continues, building upon the previous model and adjusting weights to give more

preference to data points with maximal weights.
• The final model is created through iterative calls to the weak classifier, progressively emphasizing the

importance of certain features.
Additional Notes
• There is an iterative updating of weights using a specific formula: cw = w · e(±α). This allows for the

progressive adjustment of the model based on correctly and incorrectly classified samples.

3.7. MLTWP Algorithm Flow. Given a set of acoustic emission (AE) signals, the following algorithm
outlines the steps to predict tool wear:

1. Collect AE signals into a set SC and process them into a digital format.
2. For positive set P and negative set N ,

• Extract temporal and spectral features, and store in matrices tP , sP , tN , and sN respectively.
3. Apply the Kolmogorov-Smirnov (KS) test to identify optimal features for each ith feature:
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Fig. 3.4: The flow diagram of the MLTWP

• if KS_test(tP [i], tN [i]) is significant, retain tP [i] and tN [i].
• if KS_test(sP [i], sN [i]) is significant, retain sP [i] and sN [i].

4. Initialize AdaBoost with weak classifiers derived from the optimal features.
5. For each iteration k, perform:

(a) Create a decision stump hk from the features.
(b) Calculate the error errk of hk.
(c) Compute the weight αk of hk:

αk =
1

2
log

(
1− errk
errk

)
.

(d) Update weights w for each data point:

w ← w · e−αkyhk(x),

where y is the true label of x.
6. Combine the weighted decision stumps to form the final model M :

M(x) = sign

(∑

k

αkhk(x)

)
.

7. Predict the wear condition of a new AE signal x using M(x).
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Table 4.1: Assumptions for Experimental Setup

Description of Assumption

Assumption 1 All acoustic emission signals are accurately recorded without data loss.

Assumption 2 The dataset is fully representative of all possible states of tool wear.

Assumption 3 The labeling of the dataset into ’positive’ and ’negative’ is error-free.

Assumption 4 The temporal and spectral feature extraction processes are lossless.

Assumption 5 The Kolmogorov-Smirnov test reliably identifies the optimal features.

Assumption 6 The training and testing datasets are randomly partitioned to avoid bias.

Assumption 7 The four-fold cross-validation provides an unbiased estimate of performance.

Assumption 8 The AdaBoost algorithm converges to an optimal set of weights and stumps.

Assumption 9 The Gini Index is an adequate measure of decision stump performance.

Assumption 10 The MLTWP and TWPAE models are implemented under the same conditions.

Assumption 11 The performance metrics (precision, specificity, etc.) are computed without computational errors.

Assumption 12 The underlying distribution of the data remains stationary during the experiment.

The algorithm utilizes iterative boosting to refine the classification model, enhancing its predictive accuracy
for tool wear based on AE signals.

4. Experimental Study. Experiments have been conducted on benchmark dataset to scale the perfor-
mance of the proposed model MLTWP. The dataset adopted is a set of acoustic emission signals recorded
from cutting mill tools both wearied and benign. Here, the acoustic emission signals of the wearied tools
have been labelled as positive and the acoustic emission signals of the benign tools have been labeled as nega-
tive. The experimental data produced from the proposed model MLTWP and the state-of-the-art model Tool
Wear Prediction using Acoustic Emission Signals (TWPAE) [27] have been compared in order to estimate the
performance of the proposed model MLTWP. The dataset statistics have been explored in following section.

4.1. The dataset. The total records of the cutting mill dataset [36] are 25304, which possess the records
of acoustic emission signals obtained from worn and benign tools. The acoustic emission signals of worn tools
have been positive, which are of total 13318. The acoustic emission signals of unworn tools have been labeled
as negative, which are of total 11986 records. 8990 negative records have been utilised for training, while there
are 9989 positive records for training. Additionally, 2996 negative records and 3329 positive records have been
tested. Further, each of the both positive and negative record sets will be partitioned in to four parts, such that
3 parts of the records from each label will be used to train the proposed model MLTWP and contemporary
model TWPAE. The rest partition of the both positive and negative records will be used in testing phase. A
table of assumptions for the experimental setup is as follows in Table 4.1

The table 4.1 summarizes the foundational assumptions made during the experimental phase of the study,
ensuring clarity and transparency for replication and validation purposes.

4.2. The Performance Analysis. The performance of the proposed model MLTWP has been scaled
through the results obtained for cross validation metrics from four-fold cross validation as shown in table 4.2,
which have been compared with results of the fourfold cross validation metrics obtained from the experiments
carried on the contemporary model TWPAE. The following discussion analyses the performance of the both
proposed MLTWP and contemporary model TWPAE.

The obtained results for cross validation metrics demonstrate that the anticipated MLTWP model out-
performs the existing TWPAE model. The precision statistic represents the percentage of correctly identified
positive records relative to the total number of positive records. The accuracy of the predicted MLTWP model,
as measured by four-fold cross validation, as 93%, 92%, 92, and 91%, in that sequence. On the other hand, the
observed precision for the current technique TWPAE as 89.09%, 89%, 89%, and 88%. When comparing the
suggested model MLTWP to the state-of-the-art TWPAE, the proposed model performs better on the cross
validation metric called precision (see Figure 4.1).

Specificity might be defined as the fraction of records that were correctly categorised as negative relative
to the total number of negative-records. Here, we see that the specificity for the MLTWP model were 92%,
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Table 4.2: Statistics of cross validation metrics obtained from 4-fold classification scheme

PRECISION

FOLD#1 FOLD#2 FOLD#3 FOLD#4

MLTWP 0.9256 0.9201 0.9231 0.9191

TWPAE 0.8909 0.8851 0.8872 0.8839

SPECIFICITY

MLTWP 0.9188 0.9132 0.9197 0.9118

TWPAE 0.8789 0.8714 0.8732 0.87

SENSITIVITY

MLTWP 0.9085 0.8994 0.9022 0.9016

TWPAE 0.8908 0.8903 0.8975 0.8894

ACCURACY

MLTWP 0.9134 0.9059 0.9089 0.9064

TWPAE 0.8851 0.8814 0.886 0.8803

F-MEASURE

MLTWP 0.9222 0.9166 0.9199 0.9154

TWPAE 0.8849 0.8781 0.8801 0.8769

MCC

MLTWP 0.8266 0.8118 0.8178 0.8127

TWPAE 0.7695 0.7621 0.7713 0.7599

Fig. 4.1: Precision observed from four fold cross validation performed on MLTWP and TWPAE

91%, 92%, and 91% for four-fold cross validation; the corresponding figures for the TWPAE model were 88%,
87%, 87%, and 87%. In this case, it is assumed that the MLTWP approach outperforms the TWPAE model
(see Figure 4.2).

In contrast to the actual number of delivered positive records for the testing, the test sensitivity measures
the proportion of correctly identified positive records. Furthermore, sensitivity was observed from the MLTWP
model over four-fold cross validation on different sets of records to be 91%, 90%, 90%, and 90% in that sequence,
demonstrating optimal MLTWP performance when compared to the TWPAE technique (89%, 89%, 90%, and
89%) (see Figure 4.3).

The ratio of correctly identified positive and negative records relative to the total number of test records is
an indicator of accuracy. The MLTWP method’s accuracy was shown to be optimum through four-fold cross
validation (91%, 90%, 90%, and 90%), outperforming the accuracy of the other method TWPAE (89%, 89%,
89%, and 88%, respectively) (see Figure 4.4).

In Figure 4.5, we see a graph depicting a 4-fold increase in the F-measure metric between the anticipated
MLTWP model and the existing TWPAE model. According to the results, the F-measure for the MLTWP
model is 92%, 92%, 92%, as well as 92% after being subjected to four fold of cross-validation. In this case, the
F-measures for the TWPAE model are as follows: 88%, 89%, 89%, and 88%. As a result, the F-measure for
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Fig. 4.2: Specificity observed from four fold cross validation performed on MLTWP and TWPAE

Fig. 4.3: Sensitivity observed from four fold cross validation performed on MLTWP and TWPAE

Fig. 4.4: Accuracy observed from four fold cross validation performed on MLTWP and TWPAE

the predicted MLTWP model is more significant than the conventional TWPAE technique.
Matthew’s correlation coefficient (MCC) graph produced from four-fold cross validation of projected MLTWP

model and current TWPAE model is shown in Figure 4.6. Using this data, we can determine that the MCC for
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Fig. 4.5: F-measure observed from four fold cross validation performed on MLTWP and TWPAE methods

Fig. 4.6: Matthewss correlation coefficient observed from four fold cross validation performed on MLTWP and
TWPAE methods

the MLTWP model is, in sequence, 83%, 81%, 82%, and 81%. For the TWPAE model, the MCC is as follows:
77%, 76%, 77%, and 76%. It foresees unambiguously that MCC for the proposed MLTWP model is much more
significant than the current TWPAE technique.

5. Conclusion. The Machine Learning Tool Wear Prediction (MLTWP) model, employing temporal and
spectral features of acoustic emission signals, has demonstrated a marked improvement in predicting tool wear.
Quantitatively, MLTWP has shown enhanced precision, specificity, sensitivity, accuracy, and Matthews cor-
relation coefficient compared to the Tool Wear Prediction using Acoustic Emission Signals (TWPAE) model.
In four-fold cross-validation, the MLTWP model has consistently outperformed TWPAE, affirming its robust-
ness and efficacy. The significant gains in signal detection accuracy underscore the effectiveness of the feature
selection and machine learning techniques implemented in the MLTWP model. Future work will delve into
the analysis of quasi-identifiers from the optimal attributes identified by MLTWP to further refine tool wear
prediction.

Data Availability Statement. The proposed Machine Learning based Tool Wear Prediction (MLTWP)
from Variability of Acoustic Sound Emission Signals have been evaluated through cross validation using the
benchmark data of cutting Mill dataset available at: [36]. https://www.kaggle.com/datasets/shasun/tool-wear-
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detection-in-cnc-mill
The results have been presented in the manuscript. The data used in this study is available publicly. How-

ever, the python code used to conduct the experiments is not publicly available. Nevertheless, the methodology
and experimental setup used in this study have been described in detail, allowing for replication by other
researchers using similar simulation tools or experimental setups.

Data and Materials Availability. The data and materials used in the proposed model, "Machine Learn-
ing based Tool Wear Prediction (MLTWP) from Variability of Acoustic Sound Emission Signals," have been
described in detail in the manuscript. The study was conducted using the publicly available benchmark data,
and the proposed model’s performance was evaluated using 4-fold cross validation. The data and materials
used in the proposed model are available in the manuscript.
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RETRIEVAL OF TELUGU WORD FROM HAND WRITTEN TEXT USING
DENSENET-CNN

RAJASEKHAR BODDU ∗AND EDARA SREENIVASA REDDY †

Abstract. The recognition of telugu hand written text is been one of the problems in many applications. To overcome the
problem a deep learning technique is proposed in this work i.e. a Dense convolutional neural network (DCNN) model. A telugu
dataset which is taken form IIIT-HW-Telugu is utilized to perform the proposed model. In this paper a four stage telugu word
retrieval is performed, initially thinning of image is performed using morphological operation, secondly Densenet-CNN is applied
for thinning image, thirdly perform OCR based image segmentation, finally two models like HARRIS and BRISK features to
extract the features and evaluate information from the given input HWT images. The parameters evaluated are hamming distance,
PSNR, MSE, Noise Sensitivity and rate of thinning. The proposed model outperformed well compared to other methods. The
PSNR obtained using proposed model is 54.74, hamming distance is 1.2.

Key words: OCR, Morphological operations, Hilditch transform, CNN, DenseNet

1. Introduction. The never-ending desire to liberate information to flow in a digital format for easier
access, dependence on archiving and preserving for longer term makes hand written text based word retrieval
a highly intriguing subject of research. A large variety of digital libraries are emerging for the archiving of
multimedia documents, including Universal Library (UL), Digital Library of India (DLI), and Google Books.
These documents cannot always be saved as text. This increases the difficulty of finding pertinent papers. The
cost of storage devices has decreased, and imaging devices are rising in popularity. This encourages scientists to
work hard on creating effective methods for digitising and archiving massive amounts of multimedia material.
Text, audio, picture, and video are all included in the multimedia data. Most of the items that have been
archived so far are in books printed, while digital libraries are currently collections of document pictures. More
specifically, digital material is saved as pictures that match to book pages.

Daily existence requires the use of images [1]. Every day, a large amount of data is created in the form of
photographs by technological devices. The two main categories of image retrieval [2] are approaches based on
text and second one is based in content. Each strategy has distinctive qualities [3] that may be applied to a
variety of applications depending on the circumstance. Search by image content is discussed by author in [4]
and is termed as content-based image retrieval (CBIR). With this method, the search examines the image’s
visual content rather than the keyword descriptions linked to it. Text-based image retrieval (TBIR) [5] relies
only on keywords based on text and input to be descriptors, with text keywords also employed in the index
pictures. The matched photos are fetched from the image repository by comparing the index images keywords
with the supplied keywords. This strategy has the benefits of being simple to implement, quick retrieval, and
web picture search. It is difficult to manually search through a vast collection of photographs for any image.

The author in [6] discussed about the study of computer vision and machine learning, where machine
learning helps in developing the automated system of identification of scene from the text. This recognition of
text in natural settings is a big challenge. English has been the primary language of research in the field of
text categorization and domain identification. Regional languages, particularly Indian languages, have had far
less of an impact. Telugu is a member of the Dravidian language family and is one of language which is older
and traditional of Indians. Telugu is the sixteenth most spoken language in the world, with 93 million native
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Fig. 1.1: Gap Analysis of Telugu Text Recognition [21]

speakers, according to the Ethnologic list. The gap analysis for any language is same as shown in figure 1.1.

It became a difficult process to retrieve telugu words from handwritten writing. Compared to other lan-
guages, telugu has a particular set of writing curves and strokes for its handwritten text. One of the cutting-edge
methods for addressing issues in the sector of concern is deep learning. With the use of massive quantities of
data and the Deep Learning technology, the nodes of one layer are connected to those of adjacent layers. The
network is assumed to be more complex due to the number of tiers. Since deep learning systems handle massive
volumes of data and perform challenging mathematical operations, they demand strong hardware. In this pa-
per the utilization of DenseNet CNN is considered for effective retravel of telugu word from hand written text.
Further in section 2 the discussion is about different techniques used previously. In section 3, the suggested
framework is implemented and in section 4 the results obtained using proposed model is discussed.

2. Related Work. For the characterisation or acknowledgement of word pictures for different dialects,
several writings are accounted for. When compared to the typical scanned texts in English writing, acknowledg-
ment of terms from Telugu writings has not been studied as extensively. A part of the approaches mentioned
are briefly discussed. The most popular highlights for creating bag-of-words (BoW) representation are those
processed at interest focuses in scale-invariant feature transform (SIFT) [7] highlights. A histogram of the
visual words serves as the word image’s visual representation. "Data is lost when the highlights are quantized
to a visual word. This is frequently believed to exhibit some measure of power (or invariance). In fact, there is
still no consensus on how to select the vocabulary’s range and retention techniques. Given a language, creating
a BoW representation requires two key steps one is Coding and the other is pooling. With the use of the
vocabulary words’ histograms of repeated incidents, reports are properly expressed. The categorization and
recovery of records are then carried out using these histograms.

Spatial pyramid matching (SPM) [8], which divides pictures into vertical and flat bearings, provides spatial
request in common scene images. Word pictures are divided vertically into three portions and then recorded to
provide order in representation. In [9], word pictures are shown as profile highlights, and Euclidean separation
is unintentionally employed to imply comparison. Dynamic time wrapping (DTW) is used to coordinate word
pictures in order to account for the variance in word image lengths. However, the focus of this study is to
deduce an enforcement conspiracy using a back-end file structure. Due to this, DTW-based systems are not
rational. Versatility in report recovery has also recently received significant attention. A list of 10 million
pages using locally likely arrangement hashing (LLAH) was published in [10]. Recent efforts to recover strong
records use the visual Bag of Words (BoVW) to represent and organise word pictures. One may quickly find
significant papers from a million documents using BoVW representation and a reversed ordering scheme [11].
For the picture representation, feature points will be quantized, and a versatile representation is created by
proposing a "vocabulary" over an element space. Ideally, code is generated from raw descriptors using vector
quantization (VQ). The difficult issue of translating code words from the vocabulary to the feature vectors of
an image is one limitation of the code-book technique. The challenging assignment presents the two problems
of codeword credibility and vulnerability. The problem of selecting the proper codeword from at least two
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Fig. 3.1: Block Diagram of Proposed Work

significant candidates is known as codeword vulnerability. The VQ technique disregards the significance of
several candidates and selects the most effective visual word. The problem of picking a codeword without a
plausible hope in the lexicon is known as "codeword believability." The codebook method assigns the best-fitting
codeword, although it is not a true representation. Authors in [12] proposed a soft assignment coding approach
to overcome this restriction, in which each visual word is assigned a local characteristic based on its location.

In [13] author represented a spotting system of a Telugu word with improved performance over traditional
system. It is based on correlation and hidden markov model (HMM) technology. In order to outperform
BoVW and SIFT + BoVW, an algorithm is developed based on sped-up robust features (SURF) with the
aid of BoVW. However, the word picture retrieval techniques described in the literature have some drawbacks,
including inefficiency, increased complexity, and decreased precision with big data bases.

Contrarily, people in the south Telugu, an Indian alphabet, is composed of several elements, making
the use of high-level feature extraction algorithms more difficult. On Indian languages, several techniques
for domain identification and text classification have been developed, however only a small number of these
studies have been reported on Telugu. This section provides an overview of a few strategies and approaches
for text classification and domain identification. Automated text classification with a focus on Telugu is been
developed in recent times. In his research, 800 Telugu news items were classified using supervised classification
with the Naive Bayes classifier. KNN, Naive Bayes, and decision tree classifiers as text mining approaches
to represent and categorise papers written in Indian. Telugu text documents can be categorised using the
language-dependent and independent models suggested. Telugu texts were classified using a model for document
organisation and categorization of texts using the word frequency ontology. The robustness of LSTM and CNN
are combined in an attention-based multichannel CNN for text classification. In this network, CNN tracks word
relationships while Bi-LSTM records word history and future information [14]. The author in [15] suggested a
novel heuristic advanced neural network based telugu text categorization model (NHANNTCM) for extraction
of telugu word and achieved an accuracy of 99%.

3. Methodology. In this paper thinning of the input image is the main concept. The thinning is per-
formed using DenseNet CNN and followed by OCR based segmentation of letters and finally extraction of
features using Harris and Brisk. The major goal of this study is to take use of the DL-CNN’s robust perfor-
mance in order to extract useful features with the least amount of time and effort possible. The convolutional
phase known as CNN extracts features from pictures by acting as a visual descriptor. Each image is altered by
the application of a series of filters, resulting in new image types known as convolution maps. The proposed
model is shown in figure 3.1.

3.1. Input Dataset. Handwriting recognition (HWR) in Indic scripts is a challenging problem due to the
inherent subtleties in the scripts, cursive nature of the handwriting and similar shape of the characters. Lack
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Fig. 3.2: Example of input words

Fig. 3.3: Concept of Thinning

of publicly available handwriting datasets in Indic scripts has affected the development of handwritten word
recognizers. In order to help resolve this problem, 2 handwritten word datasets: IIIT-HW-Dev, a Devanagari
dataset and IIIT-HW-Telugu, a Telugu dataset [16]. In this paper, Telugu Dataset (IIIT-HW-Telugu) with a
file size of 3.7 GB is considered to evaluate the proposed model. The samples of images considered as input is
shown in figure 3.2.

3.2. Image Normalization. To extract various features from a picture on the same structure for image
normalisation, all randomly sized images are downsized into the same size images. Here, using a bilinear
standard transformation, photos of arbitrary sizes are normalised to be 100x200 size and the aspect ratio
of image should not get disturbed. The numerous distortions, including missing segments with distortion,
distortion caused randomly, effects of noise, and the segments which are missing in query terms, are also
calculated, and analysed using this normalisation procedure.

3.3. Thinning of Image. Thinning is the technique of removing unused pixels from an image in order
to recover the skeletons. It is also known as the Skeletonization process. Black foreground pixels are removed
repeatedly, layer by layer, in this morphological procedure until a one-pixel-wide skeleton is reached. It entails
reducing something to its tiniest size. Typically, binary pictures made up of black (foreground) and white
(background) pixels are subjected to skeletonization. It accepts a binary picture as input and outputs another
binary image, as seen in Figure 3.3.

The use of a deep convolutional neural network to thin an input picture is covered here. When compared to
other algorithms, DCNN-based image thinning produces accurate Skelton estimates of the input picture. The
deep network utilized in this work is densenet.

3.4. DenseNet CNN. Following is an explanation of how CNN operates: using the two-dimensional layer
of convolution given input is paired up with sliding filter. The convolution of layers for the input is computed
using the dot products of weights and input, in this process the set of filters are moved in vertical direction and
horizontal direction towards the input. Threshold process is done in the ReLU layer by converting the values
to zero which are lower than zero. Later down sampling is performed in the max pooling layer by identifying
the maximum level of every zone by splitting the input into a rectangle pooling region. Bias vector is added
to the fully connected layer, before performing this addition the input is multiplied by a weight matrix. Figure
3.4 depicts the overall architecture of deep CNN.

Here, we will provide a summary of the DenseNet design for convolutional networks, which stands for
densely linked convolutional networks. The issue that the convolutional neural network is seeking to address
with the density of the design is to deepen it. Dense nets are networks of convolution with plenty of connections.
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Fig. 3.4: Architecture of DCNN

Fig. 3.5: DenseNet Architecture [16]

It is quite like a ResNet, with a few key differences. While ResNet employs an additive technique and accepts
a previous output as an input for a subsequent layer, DenseNet utilizes every previous output as a source for a
new layer. Figure 3.5 conveys the detailed structure of DCNN.

The drawback of this network is that it gets sort of unsustainable as we go further into it. For example, if
the second layer is set for moving towards third layer, then the third layers need to be sourced with the second
layer and the other layers from the initial state. In this network dense blocks are created for which different
filters are created at every block but the size of feature map are well in constant for every block internally.
The layer present in dense network is transition layer, these layers are handled by down sampling. This down
sampling is performed by applying normalization of batch, one to one convolution and two to two layers of
pooling.

The thinning of input image is performed deeply by carrying every layer of the telugu hand written word
to the next layer until a better output is achieved. Figure 3.6 the densenet performance helps in thinning the
image with more accurate output based on the working performance of densenet.

3.5. Image Segmentation. In this section, we will go over the segmentation techniques, which are yet
another crucial stage of the OCR system. Simply divided into smaller segments for subsequent processing,
segmentation is the act of taking a whole picture. Using word level segmentation, a picture is segmented. The
input is divided into separate letters, making it easier to recognise the word.

We are given an image with a single line made up of a string of letters at this level of segmentation. As
seen in Figure 3.7, the goal of word level segmentation (WLS) is to separate the picture into its component
letters.

3.6. Feature Extraction. Feature extraction forms an important part of in retrieval of words from hand
written text. In many applications, the speed of feature detection in a picture is critical. To compute the
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Fig. 3.6: DenseNet Description [20]

Fig. 3.7: OCR Image Segmentation

correspondence between numerous perspectives effectively and accurately, the detected feature points must
be represented independently. Fast feature recognition, description, and matching are necessary for real-time
processing of the pictures. The points used to characterise the images must meet two crucial requirements
in order to achieve better feature matching of image pairs: first, the feature points of the same strokes in
various perspectives, viewpoints, or lighting conditions must be the same; second, the points must have enough
information to match with one another. The finest characteristics for matching are corners. The most crucial
aspect of a corner is that if one exists in a picture, the surrounding area will abruptly alter in intensity.

The information of pixels which is present locally are explained using local feature descriptors. These local
features which are need to be evaluated meet various criteria like blurriness, presence of noise, translation
invariant, rotation, scale and transformation based on affline. An effective feature detection operator that has
seen widespread application is the Harris corner detector and Brisk corner detection. The rotation invariant
Harris corner detector has sufficient data for feature matching.

Due to the Harris corner detector’s great invariance to rotation, scale, illumination fluctuation, and noise
in image it is a well-liked interest point detector. The local autocorrelation function of a signal serves as the
foundation for the Harris corner detector, which monitors local variations in the signal with patches that have
been slightly displaced in various directions. The Harris approach looks at the intensity which is average and
to be directional, to locate the corners in the input picture. The approach of detecting corners mathematical
formulation essentially determines the intensity difference in every direction using a displacement of (u, v).

For the pixel with displacement (u,v) the grey intensity is termed as I(x,y). Here the variation of the pixel
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Table 4.1: Requirement of Design Environment

Description Requirement

RAM 8GB

Processor Intel i7

Matlab version 2021a

Image format JPEG

that is gray is (x,y) with a shift range of (u,v) is given by equation (3.1).

H (u, v) =
∑

x,y

wf (x, y) [I (x+ u, y + v)− I (x, y)]2 (3.1)

The term wf (x, y) denotes the windowing function, the shifted intensity value which is termed as I (x+ u, y + v)
and the intensity value is termed as I (x, y).

Key point descriptor with scale Scale-spacing and binary description are both handled by the BRISK
approach [17]. In the picture pyramid’s octave layers, key points are found. Quadratic function fitting is used
to translate the coordinates and scale of each key point into representation of a continuous domain. The BRISK
descriptor is generated as a binary string in two steps after the BRISK characteristics have been detected. The
first stage aids in the creation of a rotation-invariant description by estimating the key points’ orientation.
To effectively and quickly construct a description that captures regional attributes, the second stage utilises
rigorous brightness comparisons. The BRISK descriptor uses a concentric circle sampling method to specify N
locations.

The smoothing of intensity at every point spi is done performed using a gaussian function for preventing
of effects like aliasing. The sample points with N number are paired into (spi, spj) and are bifurcated into two
degrees of classes: one is short pair in which the distance condition should be (spi, spj) < Tmax and the other
one is long pair with a distance condition of (spi, spj) > Tmin. These two pairs perform individual action like
estimation of rotation using the short pair and building of descriptor after correction of rotation is performed
using the long pair. The computation of local gradients of BRISK descriptor is given by

∇ (spi, spj) = (spj − spi)
I (spj − σj)− I(spi, σi)

‖spj − spi‖2
(3.2)

The local gradient is termed as ∇ (spi, spj) which is the sampled pair and the intensity that is smoothed at x
at scaling factor σ. In the average gradients of x and y direction the rotation angle θ is calculated. To get
the descriptor that is rotation-invariant, the short pairs are rotated by an angle of −θ. The binary descriptor,
which serves as a description for each keypoint, is an encoded binary string.

Algorithm
Step1. Loading the image from the dataset
Step2. Resize all the images and reduce noise
Step3. Removing unused pixels from an image in order to recover the skeletons.
Step4. Using DCNN for extraction of features
Step5. Divide the letters for the given input word
Step6. Evaluate the BRISK features and HARRIS corner points
Step7. Calculate all the parameters like hamming distance between the pixels of the word, MSE, PSNR etc..

4. Experimental Results. The analysis of suggested model is detailed with the help of matlab simulation.
The entire simulation is performed using the image of hand written telugu words. The results shown below
gives the effectiveness of the proposed model. The consideration for performing simulation is shown in table
4.1 and some of the assumption in simulation environment is shown in table 4.2.
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Table 4.2: Assumption in Simulation Environment

Assumption Description

Stability in performance The evaluation does not undergo any adverse changes that effect the exper-
imental findings

Range of Consistency The environment of simulation remains consistency and do the parameters

Constant parameters The parameters used for evaluation are same for all set of input images

No Interference from external source As there is not external interference the simulation results will be accurate

Fig. 4.1: Input Image

Fig. 4.2: Thinning Image

Fig. 4.3: DenseNet based thinning

The input is normalised and sent for next stage of processing that is thinning can be considered from Figure
4.1. The tinning image which is obtained using different techniques is shown in Fig. 4.2 and Fig. 4.3. In this
process the front end of the image is highly viewed for achieving better set of features in next stage.

Every letter in the word is been segmented using OCR word segmentation model and the results achieved
is shown in fig 4.4.

Harris features and Brisk features are been extracted and is shown in fig 4.5. The features are extracted for
the image which is thinned using DenseNet CNN. The duration of telugu data retrieval is less when compared
to other extraction of thinning image. The performance will be improved when the features are extracted for
DCNN thinned image.

Certain parameters are considered for showing the performance of the suggested model with other existing
techniques. The parameters are measure of connectivity, MSE, PSNR, Rate of thinning, RMSE, time of
execution, Noise sensitivity and hamming distance. These parameter values are shown in table 4.3.
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Fig. 4.4: Segmentation of DCNN thinned image

Fig. 4.5: Outputs of feature extraction

One of the crucial metrics for assessing the effectiveness of the employed strategies is PSNR. The PSNR,
which affects pixel quality, is the ratio of the highest pixel value to the noise (MSE). The error’s value, which
is expressed on a logarithmic decibel scale, decreases with increasing PSNR. Figure 4.6 shows the contrast in
PSNR.

5. Conclusion. In this study, an efficient model for Telugu word recognition is presented through the
testing of several neural network designs. The provided input is first normalised and thinned before being
submitted to the deep convolutional neural network model to extract the feature maps. Using DenseNet
convolutional neural networks, a model for Telugu text extraction and identification is built in this article.
Additional corner characteristics are retrieved using the Harris and Brisk techniques. The simulation research
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Table 4.3: Performance measures using different techniques

Measure Evaluted Hilditch
Algorithm

Morphological
operations

RNCNN-
BRHA [18]

Proposed HWTR-DCNN

Measure of Connectivity 4.0 4.0 4.0 4.01

Rate of Thinning (pixels) 1.0 1.0 1.0 1.0

MSE 0.022 0.025 0.0007 0.00018

PSNR 16.49 15.95 51.84 54.74

RMSE 0.149 0.159 0.0025 0.00135

Time for executing (Sec) 2.19 0.608 0.102 0.094

Noise Sensitivity 0.63 0.388 0.50 1

Hamming Distance (pixels) 7.15 6.20 2.71 1.20

Fig. 4.6: PSNR Comparison

showed that in terms of PSNR, MSE, Noise sensitivity, and execution time, the new technique outperformed
the traditional retrieval system. Additionally, the suggested HWTR-DCNN system’s performance evaluation is
shown using mAP and mAR and is contrasted with the current systems.
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UAV PATH PLANNING MODEL LEVERAGING MACHINE LEARNING AND SWARM
INTELLIGENCE FOR SMART AGRICULTURE

ROBERTO E. ROQUE-CLAROS∗, DEIVI P. FLORES-LLANOS†, ABEL R. MAQUERA-HUMPIRI‡, VIJAYA KRISHNA

SONTHI§, SUDHAKAR SENGAN¶, AND RAJASEKAR RANGASAMY∥

Abstract. Smart agriculture, through precision farming, is revolutionizing traditional farming methods by optimizing resource
use and enhancing yields. With the integration of technology, especially the advent of Unmanned Aerial Vehicles (UAVs) or drones,
modern agriculture has attained new heights in efficient crop management, real-time data collection, and sustainable practices.
UAVs play a pivotal role, offering aerial insights into crop health, soil conditions, and targeted resource application, promoting
sustainable farming. However, navigating UAVs efficiently across dynamic agricultural terrains presents challenges, particularly in
path planning. While traditional grid-based models have their merits, the complexities of modern farms demand more adaptive
models. This work introduces a hierarchical path planning framework for UAVs, combining the “Enhanced Genetic Algorithm using
Fuzzy Logic” for global planning and the “Improved D* Algorithm” for real-time local adjustments. This dual-layered approach
ensures efficient, safe, and energy-conserving UAV trajectories, marking a significant advancement in UAV-based smart agriculture.

Key words: Unmanned Aerial Vehicles, Precision Farming, Grid-Based Models, D* Algorithm, Smart Agriculture

1. Introduction. Smart agriculture has reshaped the way we perceive and practice traditional farming.
Through the lens of precision farming, the nuances of crop management are being meticulously addressed, lever-
aging data-driven insights to optimize resource utilization and maximize yields. The influence of autonomous
vehicles in this domain underscores the potential of technology to enhance and streamline agricultural opera-
tions, bringing about a seamless integration of mechanization and intelligence [11]. This synergy promises to
lead the farm sector toward unprecedented efficiency and sustainability. Unmanned Aerial Vehicles (UAVs),
commonly known as drones, have emerged as revolutionary tools in modern agriculture. Their ability to swiftly
traverse vast expanses of land, capturing high-resolution imagery and providing real-time data, has redefined
precision farming. UAVs can efficiently monitor crop health, assess soil moisture levels, and detect pest in-
festations, all from an aerial vantage point. This bird’s-eye view enables farmers to make informed decisions,
leading to reduced input costs and increased crop yields. Furthermore, UAVs facilitate targeted applications
of pesticides and fertilizers, ensuring that resources are used judiciously, minimizing environmental impact
[12]. The integration of UAV technology in agriculture optimizes farm management practices and paves the
way for sustainable and environmentally-conscious farming, marking a significant stride toward the future of
agriculture.

In the growing field of smart agriculture, integrating UAVs offers immense potential but is not without
challenges. One of the paramount issues is the intricacy of path planning for UAVs. Given agricultural land-
scapes’ diverse and dynamic nature, plotting an efficient and safe drone route necessitates advanced algorithms
and real-time data processing [7]. Factors like varying crop heights, obstacles like trees or infrastructures, and
changing weather conditions can significantly influence the UAV’s trajectory. While the objective is to cover
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maximum ground efficiently to gather data, avoiding collisions and ensuring the UAV’s energy conservation be-
comes equally vital. Therefore, a practical path planning mechanism is imperative not only for the operational
success of UAVs in smart agriculture but also to ensure the safety and sustainability of their application in such
a crucial sector.

In addressing the path planning challenge for UAVs in smart agriculture, several existing models have been
proposed and explored. Traditional approaches have primarily revolved around grid-based methods, where the
agricultural field is divided into uniform cells, and the UAV’s path is determined by traversing these cells based
on predefined algorithms. A* and Dijkstra are classic examples renowned for their efficiency in obstacle-free
environments. However, the need for adaptive and dynamic models grew as agricultural terrains became more
complex. Genetic Algorithms (GAs) and Particle Swarm Optimization (PSO) have been introduced as heuristic
methods to navigate intricate landscapes [8]. These algorithms simulate natural processes and behaviors to find
optimal or near-optimal paths, making them more resilient to dynamic environmental changes. More recently,
machine learning techniques, particularly deep learning, have been incorporated to predict and adjust UAV
paths in real-time, leveraging vast datasets from past flights. While these models have highlighted promising
results, a comprehensive solution that seamlessly integrates responsiveness, accuracy, and efficiency remains a
subject of ongoing research.

The challenge of UAV path planning in smart agriculture demands a model that is accurate and adaptive
to the varying nuances of an agricultural landscape. To tackle this, this work introduces a novel, hierarchical
framework. Firstly, the farm terrain is meticulously represented through a grid environment. This grid is
formed by discretizing the field into a two-dimensional lattice, where distinct cells denote either navigable or
obstructed zones. To enhance clarity and reduce computational overhead, morphological operations refine this
grid, highlighting only essential path-planning elements. This dynamic grid adjusts to changing agricultural
conditions, ensuring the UAV’s viability throughout different agricultural phases. Following the grid formation,
our model sequentially integrates two sophisticated algorithms to provide optimal UAV navigation.

The first phase involves “Global path planning”, utilizing the “Enhanced Genetic Algorithm using Fuzzy
Logic for Global Path Planning". This algorithm evaluates various pathways throughout the grid, identifying
the most efficient route from the beginning point to the target by selecting the paths with the highest fitness
values. This ensures that the UAV is provided with an efficient and energy-conserving trajectory. Following
the global path planning, critical path nodes are extracted, marking significant waypoints or transitions in the
path. Subsequently, the “Improved D* Algorithm for Local Path Planning" is applied in the second phase. This
algorithm focuses on the UAV’s immediate surroundings, adjusting its real-time trajectory based on detected
obstacles or unforeseen environmental changes. By doing so, the UAV can adapt quickly to ensure safe and
effective local maneuvering. The culmination of these two processes yields “The optimal trajectory", guiding
the UAV seamlessly from its initial point to its destination. Once this trajectory is successfully followed, the
model confirms Path finding success.

The article is framed as follows: Section 2 presents the literature review, Section 3 presents the proposed
model, Section 5 presents the experimental analysis, and Section 6 presents the conclusion of the work.

2. Literature Review. The arena of UAV path planning has seen extensive research and development in
recent years, focusing primarily on optimization, collision avoidance, and adaptability to the varying complex-
ities of the UAVs’ environment. Aggarwal et al., comprehensively analyzed various path-planning techniques
used for UAVs over the years [1]. They broadly classified these techniques into representative, cooperative, and
non-cooperative, emphasizing the path’s optimality, shortness, and collision-free nature. An essential contribu-
tion of their work is the exhaustive comparative tables and identification of open research problems in UAV
path planning, emphasizing factors such as energy efficiency, time efficiency, and robustness.ents.

Bai et al., proposed a path-planning algorithm harmoniously integrated with the A and DWA algorithms
[2]. Their approach gave prominence to global path optimization while considering UAVs’ security and speed
requirements. By preprocessing the map for obstacles, they addressed inherent limitations of the standard
algorithms, ensuring the UAV path is efficient and safe. Delving into the potential of reinforcement learning in
UAV path planning, Tu et al., highlighted its application in aquaculture cage detection [13]. They employed
the Q-learning algorithm, comparing it with the SARSA algorithm. Their use case underscored the importance
of energy conservation and efficiency, given the vast expanse of the sea and the scattered nature of net cages.
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Fig. 3.1: Grid Representation

Chen et al., addressed challenges in agricultural irrigation by introducing an intelligent irrigation robot [3].
Their work is pivotal for its emphasis on precision in irrigation using an improved path planning algorithm
leveraging Bayesian theory. They aimed for full irrigation coverage in the complex agricultural environment,
ensuring no area was inspected. Li et al., brought forward an innovative integration of the improved artificial
fish swarm algorithm with Bézier curves for mobile robot path planning and smoothing [6]. Their method
promises enhanced planning accuracy and path continuity, meeting the kinematic demands of mobile robots.

Highlighting the potential of reinforcement learning in multi-layered path planning, Cui et al., introduced
a unique algorithm that assimilated local and global information for superior performance [4]. Their approach
utilized B-spline curves for real-time path smoothing, proving its efficacy through various simulations. Qu et al.,
proposed a hybrid algorithm, HSGWO-MSOS, by combining the strengths of the simplified grey wolf optimizer
and the modified symbiotic organism’s search [9]. Their algorithm emphasized efficiency in exploration and
exploitation, offering an enhanced route for UAVs that is feasible and effective. Yan et al., ventured into Deep
Reinforcement Learning (DRL) for UAV path planning in dynamic and potentially threatening environments
[14]. Their model simulated the UAV’s survival probability against threats like missile attacks, using the
D3QN algorithm for improved performance. Shao et al., tackled the issue of autonomous UAV formation
system path planning, proposing a comprehensively enhanced particle swarm optimization technique [10]. Their
methodology emphasized rapidity and solution optimality, addressing terrain and threat constraints. Lastly,
Han et al., concentrated on UAV indoor path planning in complex environments [5]. They introduced a set of
grid-optimized algorithms that considerably reduced computational complexity, efficiently tackled dead zone
airspaces, and assured efficient and flyable path planning in intricate 3D indoor airspace.

3. Proposed Model.

3.1. Task Model. In configuring the computational representation of the agricultural terrain for UAV
path planning, a meticulous grid structuring process is undertaken. This grid acts as a virtual model, aiding
the UAV in discerning navigable paths from obstructed zones within the agricultural landscape. The field is
discretized into a two-dimensional grid, G, where each cell, Cij , corresponds to a specific area in the farmland.
Cells that represent obstacles are assigned a value of O, indicating areas that are off-limits for the UAV. In
contrast, cells expressing free space are assigned a value of 1, delineating safe flight zones (Figure 3.1). The
binary values create a stark contrast on the grid, forming a map of passable and impassable regions for the
UAV.

To ensure the UAV path planning model does not become overburdened by environmental intricacies,
a combination of morphological operations, specifically dilation and erosion, is applied. These operations
facilitate feature extraction, resulting in a refined grid, G′, which highlights critical path planning information
while negating redundant details. For the UAV to accurately locate itself within the grid, each cell is indexed
with a unique coordinate pair, (xi, yj). The relationship between a cell’s linear index, k, and its two-dimensional
coordinate pair is governed by EUQ (3.1) and EQU (3.2)

xi =

⌊
k − 1

Nx

⌋
+ 1 (3.1)
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yj = ((k − 1) mod Ny) + 1 (3.2)

where Nx and Ny represent the total number of rows and columns in the grid, respectively. The functions [·]
and mod denote the floor operation and modulus operation, instrumental in mapping the linear index to the
grid coordinates. The grid environment, G′, is designed to be dynamic, accommodating changes in agricultural
conditions, such as seasonal crop growth or temporary obstructions like farming equipment. This dynamic
aspect ensures that the path planning model remains viable throughout varying stages of the agricultural
lifecycle.

3.2. Objective Function Formulation. In smart agriculture, the path-planning model aims to blend
global and local methodologies to derive an optimal trajectory for UAVs. The quantification of this trajectory’s
optimality is captured in the objective function, Fobj .

Formally, this function is given by EQU (3.3)

Fobj(P ) = w1 · Lglobal (P ) + w2 · Eglobal (P ) + w3 · Tlocal (P )− w4 · Clocal (P ) (3.3)

where:

• P represents the UAV’s path.
• Lglobal (P ) signifies the total length from the global path planning perspective.
• Eglobal (P ) corresponds to the energy consumed during the global path traversal.
• Tlocal (P ) denotes the time taken to focus on finer, local path intricacies.
• Clocal (P ) captures the coverage of specific areas of interest from a local planning standpoint.
• w1, w2, w3, and w4 are weighting coefficients reflecting the relative significance of each component to

the holistic path planning objectives.

The optimal path, while considering both global and local aspects, should satisfy the following constraints:

• Safety Constraints: The UAV’s trajectory must bypass obstacles, notably the 0value cells in the grid
environment.

• Flight Dynamics Constraints: Considering the UAV’s inherent physical capabilities, the path is limited
by its turning radius and maximum flight speed.
• Coverage Constraints: Ensuring complete and detailed coverage of agricultural areas is pivotal, espe-

cially zones marked for close monitoring. The route must minimize overlaps and redundancies.

3.3. Optimization Strategy. For the global path planning phase, a fuzzy-based Genetic Algorithm (GA)
is employed to navigate the broader aspects of the agricultural terrain. The GA’s intrinsic evolutionary process,
when enhanced with fuzzy logic, provides a robust mechanism to discern optimal paths by considering the
global dynamics of the agricultural landscape. In the local path planning phase, Swarm Intelligence is utilized.
Swarm Intelligence, inspired by the collective behavior of decentralized systems, excels in refining trajectories.
It accounts for intricate details and unexpected hindrances in the agricultural setting, ensuring the UAV can
navigate tighter spaces and rapidly adjust its trajectory when faced with unforeseen challenges. Formally, the
proposed model optimizes the objective function Fobj using these methods, targeting the following goal:

P ∗ = argmin
P

Fobj(P ) (3.4)

With this optimization strategy, the hierarchical UAV path planning model seeks to determine the best
possible trajectory. This trajectory balances the broad strokes of global path planning with the finer nuances of
local planning, ensuring the UAV meets the demands of smart agriculture. The emphasis is firmly on precision,
efficiency, and adaptability.

3.4. Proposed Enhanced Genetic Algorithm Using Fuzzy Logic for Global Path Planning. In
UAV-based smart agriculture, achieving comprehensive field coverage while minimizing energy consumption
and traversal time is paramount. The Genetic Algorithm (GA) has been a popular method for this task due to
its inherent ability to search vast solution spaces efficiently. However, to better address an agricultural field’s
dynamic and often uncertain environment, integrating fuzzy logic into GA can offer significant advantages.
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3.4.1. Representation and Initial Population. For the given agricultural grid, denoted as G, of di-
mensions M × N , each chromosome in the GA represents a potential path P that the UAV can follow. This
path starts at a designated point S and ends at a predetermined destination D. Utilizing the principle of
random walks, we initialize our population of chromosomes. In this approach, each UAV path is generated
by letting it ‘walk’ randomly across the grid from the start point S to the destination D, ensuring it stays
within the boundaries and constraints of the grid. Through this stochastic method, many diverse pathways are
conceived, providing a broad spectrum of starting solutions for the GA to refine and optimize. These random
walks, while unguided, produce routes that capture the vast complexities of the agricultural landscape, laying
a strong foundation for the subsequent genetic algorithm optimization.

3.4.2. Fuzzy-based Fitness Evaluation. The fitness of each path is determined by several factors: path
length L(P), energy consumed E(P), and the agricultural area covered A(P). Instead of rigid thresholds, fuzzy
logic can handle the imprecision in measurements. This includes the unpredictability of dynamic obstacles
that may suddenly block the path, uncertain wind conditions affecting energy consumption, and varying crop
heights impacting the coverage assessment. The fuzzy-enhanced fitness function may be expressed as (3.5)

Ffitness (P ) = w1 × µlength (L(P )) + w2 × µenergy (E(P )) + w3 × µarea (A(P )) (3.5)

Here, µ denotes the membership function in fuzzy logic, defining the degree of truth of each component.

3.4.3. Fuzzy-enhanced Selection. Given a set of chromosomes C = {c1, c2, . . . , cn}, each chromo-
some ci has an associated fitness value Ffitness (ci). In the fuzzy-enhanced GA, a fuzzy membership function
µsuitability (ci) evaluates the suitability of chromosome ci for selection. The uncertain factor, such as obstacle,
is represented as ω. If the challenges are uncertain, the adjusted fitness can be defined as EQU (3.6)

F ′
fitness (ci) = Ffitness (ci) + α× µwind (ω) (3.6)

where α is a factor determining the effect of obstacle uncertainty.

3.4.4. Fuzzy-enhanced Selection. For two parent chromosomes cp and cq, the compatibility for a
crossover at a gene gi is given by µcompatibility (cp [gi] , cq [gi]).

The crossover point(s) X is determined as EQU (3.7)

X = argmax
i
µcompatibility (cp [gi] , cq [gi]) (3.7)

This ensures that genes around point X have the highest compatibility between parents.

3.4.5. Fuzzy-enhanced Selection. For a chromosome ci, the mutation likelihood for a gene gj is deter-
mined by µeffectiveness (ci [gj ]). If the mutation threshold is θ, a gene gj is mutated if: µeffectiveness (ci [gj ]) > θ.
This ensures targeted mutations based on the effectiveness of individual genes in the chromosome.

3.4.6. Optimization and Convergence. Optimization and Convergence: Let the optimal path after
k generations be P ∗ and the fuzzy-adjusted path quality be Q(P ) considering the specific challenges and
requirements of smart agriculture. As the generations progress, the optimal path is refined as EQU (3.8)

P k+1∗ = arg max
P∈Ck+1

Q(P ) (3.8)

The algorithm converges when the quality difference between consecutive generations is below a predefined
threshold, EQU (3.9)

∣∣∣Q
(
P k

∗
)
−Q

(
P k+1∗

)∣∣∣ < ϵ (3.9)

The following algorithm presents the steps in the proposed enhanced GA algorithm.
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Algorithm 1: Enhanced Genetic Algorithm (EGA) using Fuzzy Logic
Inputs:

• Agricultural grid G of dimensions M ×N .
• Start point S.
• Destination point D.
• Population size: PopSize.
• Maximum number of generations: MaxGen,
• Crossover probability: Pc.
• Mutation probability: Pm.
• Convergence threshold: ε.

Output: Optimal path P ∗.
Algorithm:

1. Initialization
(a) Set generation to 0.
(b) Initialize an empty set Population.
(c) For i from 1 to PopSize:

i. Generate a path Pi using random walks from S to D within grid G. 1.3.2
ii. Add Pi to Population.

2. Evaluation
(a) For each path Pi in Population:

i. Compute the fitness value:

Ffitness (Pi) = w1 × µlength (L (Pi)) + w2 × µenergy (E (Pi)) + w3×
µarea (A (Pi))

3. Selection
(a) For each chromosome ci in Population:

i. Evaluate the suitability using µsuitability (ci).
ii. Adjust fitness considering uncertain obstacles:

F ′
fitness (ci) = Ffitness (ci) + α× µobstacle (ω)

4. Crossover
(a) For two parent chromosomes cp and cq :

i. Determine compatibility for crossover at a gene gi by µcompatibility (cp [gi] , cq [gi]).
ii. Choose crossover points X maximizing compatibility.

5. Mutation
(a) For Each chromosome ci :

i. Determine mutation likelihood for a gene gj by µeffectiveness (ci [gj ]).
ii. If µeffectiveness (ci [gj ]) > θ, mutate gene gj .

6. Optimization and Convergence
(a) Determine the optimal path after k generations as P ∗

k and the fuzzy-adjusted path quality as
Q(P ).

(b) Refine the optimal path:

P ∗
k+1 = arg max

P∈ Population k+1

Q(P )

(c) Check for convergence: If
∣∣Q (P ∗

k )−Q
(
P ∗
k+1

)∣∣ < ε, end the algorithm.

4. Improved D* Algorithm for Local Path Planning. In the context of UAV-based smart agriculture,
while global path planning designs an optimal route for comprehensive field coverage, local path planning adapts
to dynamic obstacles and sudden environmental changes. The traditional D* algorithm has been effective for
this purpose, but we propose an enhanced approach incorporating refined UAV safety distance determination.
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• Enhanced Cost Function: While the basic D relies on a static cost between nodes, our improved
model integrates dynamic costs influenced by numerous factors:
• Energy Cost: Borrowing from our global path planning model, the energy E required to traverse a

path segment is included in the cost function.
• Safety Cost: Given that a UAV requires a safe distance from obstacles, especially in unpredictable agri-

cultural terrains, a cost component S that penalizes paths too close to detected obstacles is introduced.
This is determined as EQU (4.1)

S = k × e−d (4.1)

where k is a constant, d is the distance from the obstacle, and e is the base of the natural logarithm.
This ensures a higher cost for paths closer to blocks and vice versa. The final cost C for an edge can
be represented as EQU (4.2)

C = w1 × L+ w2 × E + w3 × S (4.2)

where w1, w2, and w3 are weighting factors, and L denotes path length.
• UAV Safety Distance Determination: The safety distance determination ensures that the UAV

maintains a safe distance from obstacles (Figure 4.1). This involves geometric calculations to determine
the distance between the UAV’s path and nearby obstructions.
Given:

– Coordinates of a current node P are (xp, yp).
– Coordinates of the destination node Q in its path are (xq, yq).
– Coordinates of an obstacle node R are (xr, yr).

The projection of obstacle R onto the path segment PQ is denoted by R′. The ycoordinate, yr′ of this
projection can be determined as EQU (4.3)

yr′ =
(yq − yp)
xq − xp

(xr − xp) + yp (4.3)

The angle θ between the path segment PQ and the x-axis can be found as EQU (4.4)

θ = arctan

(
yp − yq
xp − xq

)
(4.4)

Now, the distance s from the obstacle R to its projection R′ on the path, PQ is EQU (4.5)

s = |yr − yr′ | (4.5)

• Safety Threshold and Path Consideration: A predefined safety threshold, T , is essential. If s is
less than T , the path might be too close to the obstacle and should be reconsidered. However, con-
sidering environmental factors and UAV specifications, a dynamic adjustment factor, ∆, is introduced.
This adjustment factor modifies the safety threshold based on real-time data, EQU (4.6)

T ′ = T +∆ (4.6)

Now, if s < T ′, the UAV should reconsider the path. Otherwise, it can continue on the path PQ.
The above equation, ∆, represents the dynamic adjustment factor influenced by UAV speed, wind
conditions, and obstacle mobility. For instance, the safety threshold should be increased if an obstacle
moves.

• Path Smoothing Optimization: One of the challenges with any path planning algorithm is that
the generated path might not always be smooth. Sharp turns or zigzag patterns may be introduced in
the path, especially when navigating through dense obstacle environments. Such paths are inefficient
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Fig. 4.1: Determining Safety Distance

for a UAV, leading to rapid battery drain, instability, and reduced safety. Thus, path smoothing opti-
mization ensures that the UAV’s path is as streamlined as possible, reducing unnecessary movements
and providing a more efficient trajectory.
Bezier curves are a mathematical tool in computer graphics designed to generate smooth curves. By
employing Bezier curves, we can transform a series of linear segments into a smooth curve that preserves
the original waypoints and reduces inflections. Given two control points A and B and two endpoints,
P0 and P1, the Bezier curve B(t) is defined as EQU (4.7)

B(t) = (1− t)3P0 + 3(1− t)2tA+ 3(1− t)t2B + t3P1 (4.7)

where 0 ≤ t ≤ 1. A cost function can be defined to evaluate the smoothness of a path. The cost is
higher for paths with sharp turns or abrupt changes in direction. Given a path segment s, the cost
C(s) could be related to the derivative of the path concerning distance, squared, EQU (4.8)

C(s) =

∫

path

(
d2s

dt2

)2

dt (4.8)

The goal is to minimize C(s) to achieve the smoothest path. Often, a single pass of optimization might
not yield the best results. Iterative refinement involves running the smoothing algorithm multiple
times, tweaking parameters, and adjusting waypoints as needed until a desired level of smoothness and
efficiency is achieved.

• Collision Check after Smoothing: Path smoothing optimizes UAV trajectories, eliminating abrupt
changes and ensuring energy-efficient movement. However, as trajectories are modified, the risk of
infringing upon safety margins around obstacles may inadvertently increase. Thus, postsmoothing
collision checks are indispensable. A UAV operating in a cluttered environment may encounter multiple
obstacles, static (e.g., infrastructure) and dynamic (e.g., other UAVs). As the UAV’s path undergoes
smoothing, ensuring that it remains collision-free at every point becomes paramount. To this end, we
introduce a distance function, D. For any point p on the UAV’s trajectory, D calculates the shortest
distance to the closest obstacle, facilitating instantaneous hazard proximity assessment. Let O denote
the set of all obstacles in the environment, and d(p, o) represent the Euclidean distance between point
p and obstacle o. Then, the distance function D(p) is articulated as, EQU (4.9)

D(p) = Mino∈o d(p, o) (4.9)

To ensure safety, for all points p on the smoothed path: D(p) > Rsafe ; where Rsafe is not merely
a predefined radius. Instead, it is dynamically computed based on the UAV’s relative positioning to
nearby obstacles, considering both distance and angular considerations.



3760 R.E. Roque-Claros, D.P. Flores-Llanos, A. R. Maquera-Humpiri, V. Krishna Sonthi, S. Sengan, R. Rangasamy

Given the UAV’s position as pUAV , and the angle α (pUAV , o) between its heading direction and an
obstacle o, we compute distances and angles to all obstacles, EQU (4.10) and EQU (4.11)

D(o) = d (pUAV , o) ∀o ∈ O (4.10)

A(o) = α (pUAV , o) ∀o ∈ O (4.11)

This work introduces weighting factors, wd and wα, which dictate the significance of distance and
angular considerations. Rsafe is then defined as EQU (4.12)

Rsafe =

∑
o∈O wd ·D(o) + wα ·A(o)

|O| (4.12)

This approach ensures that the UAV maintains an adaptive safety radius, considering its distance from
and orientation to potential obstacles. Should any point on the smoothed path breach the condition
mentioned above, the path is deemed unsafe and requires further refinement. This rigorous framework
guarantees that the UAV’s route is not only visually smooth but also technically secure for traversal.
The following steps present the proposed local path algorithm.

Algorithm 2: Improved D* for Local Path Planning
Inputs:

• Start node S
• Goal node G
• Global Path Planning Model
• Weights w1, w2, w3

• Safety factor k
• Safety threshold adjustment ∆

Output:
• The smoothed path from S to G or “UNSAFE” notification.

Steps:
1. Initialization:

(a) Current node ← S
(b) Initialize open_list = {} and closed_list = {}

2. Enhanced Cost Function:
(a) Compute E, which represents the energy from the Global Path Planning Model.
(b) Calculate the safety cost as: Safety_Cost (n) = k × exp (distance to nearest obstacle (n) )
(c) Determine the path length from node n to the goal node: Path_Length (n) = distance(n,G)
(d) Return w1× Path_Length (n) + w2 × EE + w3× Safety_Cost (n)

3. UAV Safety Distance Determination
(a) Calculate Safetv a Distance (P,Q,R) :

R′ = projection of R onto segment PQ

s = distance (R to R′)

(b) Return s
4. Safety Threshold and Path Consideration:

(a) Check_Safety_Threshold (s, T ):

T ′ = T+∆

(b) If s < T ′ Then return “UNSAFE”
(c) Else, return “SAFE”.

5. Path Smoothing Optimization:
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(a) Bezier Smoothing(path):
i. For each segment s in the path: Apply Bezier curves using control points and endpoints If

C(s) (based on the derivative) is too high, refine segment s
ii. Return smoothed path

6. Collision Check after Smoothing:
(a) Collision Check (path):

i. For each point p in the path:
Calculate D(p) as the shortest distance to the closest obstacle If D(p) < Rsafe , return “UN-
SAFE”

ii. Return “SAFE”
7. Path Planning Procedure:

(a) While current node is not goal node:
(b) Find neighbors of current node
(c) For each neighbor:

i. Calculate cost using Calculate Cost_Cost
ii. Calculate safety distance using Calculate Safettocos _Distance
iii. Check safety threshold using Check_Safety_Threshold
iv. If the node is safe and has a reasonable cost, add to opena list

(d) Move current node to closed list
(e) Set the node with the lowest cost in open list as current node

8. After Reaching Goal_Node:
(a) Traceback path from goal node to start node
(b) Apply Bezier. Smoothing to the path
(c) Conduct Collision Check on the smoothed path
(d) If the path is “UNSAFE”, reiterate path planning or refine the smoothing
(e) Else, execute the path.

Having delved into the intricacies of both the Enhanced Genetic Algorithm using Fuzzy Logic for global path
planning and the Improved D* Algorithm for local path planning, it is crucial to understand their harmonized
implementation in UAV navigation. The Enhanced Genetic Algorithm using Fuzzy Logic, renowned for its
adeptness in combining genetic algorithms with fuzzy logic principles, sketches an optimal path from the start
point to the goal by evaluating multiple routes and selecting the best fitness value. This provides the UAV with
a broad overview of its trajectory, ensuring efficient and energy-conservative navigation. However, the ever-
changing nature of real-world scenarios requires a more adaptive approach to immediate obstacles and dynamic
environments. This is where the Improved D* Algorithm comes into play. It operates in the UAV’s immediate
surroundings, dynamically adjusting its real-time trajectory based on the sensed obstacles and environmental
changes. By rapidly updating the robot’s path as the environment changes, the Improved D* Algorithm ensures
safe and adaptive local maneuvering. When these two algorithms are sequentially integrated, the UAV benefits
from the foresight of the Enhanced Genetic Algorithm using Fuzzy Logic for long-range planning while relying
on the agility and responsiveness of the Improved D* Algorithm for short-range adjustments. The synergy of
these algorithms equips the UAV with a comprehensive and adaptable navigation blueprint, ensuring safe and
efficient flight.

5. Experimental Analysis. The principal simulation platform for our experimental analysis was config-
ured around an Intel R⃝ Core TMi7− 9700 K CPU @ 3.60GHz with Windows 10 as the operating system. The
algorithm’s performance was evaluated using MATLAB simulation tools. We designed a comprehensive path
planning domain measuring 90 km by 90 km. The environment is partitioned into cells, each encompassing a
10 km by 10 km area. This results in a grid configuration of 9× 9 cells.

Key simulation parameters were adjusted as follows:

• The UAV’s maximum permissible turning angle was set to π/6 to account for a more agile flight
profile, enhancing the fidelity of the simulation in representing the dynamic maneuvering capabilities
of contemporary UAVs.

• The grid granularity was established with a resolution of N = 0.5 km, improving the precision of our
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Fig. 5.1: Initial airspace setup

Fig. 5.2: Route length analysis

spatial analysis and the solution of the path-planning process.
• A safety margin was defined at 1 km, ensuring a conservative operational envelope for the UAV to

prevent potential collisions with obstacles.
• The UAV’s initial and target coordinates were plotted at (10, 10) and (90, 90), respectively, providing

a diverse range of trajectory planning scenarios across the simulation space.

These simulation adjustments have been carefully chosen to test the boundaries of the proposed UAV
path planning model, ensuring robustness, adaptability, and a high degree of environmental fidelity. Through
this altered configuration, the model is subject to a wider range of test scenarios representative of complex
agricultural terrains. Figure 5.1 shows the UAV’s simulated airspace.

From Figures 5.2, 5.3, and Table 5.1, When the performance of the algorithms is compared using the
average route values, the EGA+ID* approach emerges as the better standard, serving as our reference point.
Relative to this, the Particle Swarm Optimization (PSO) method exhibited routes that were approximately
51.73% longer. Following closely, the Ant Colony Optimization (ACO) generated paths that were 47.48%
longer than the EGA+ID*. The Genetic Algorithm (GA) trailed slightly behind, with 46.59% more extended
paths than the proposed combined approach. The Dynamic Window Approach (DWA) displayed a marked
improvement over the previous algorithms but still had routes approximately 31.57% longer than the EGA+ID∗.
When we consider other conventional algorithms, the disparity in performance becomes even more palpable:
D∗ exhibited routes that were 22.34% longer, while A* demonstrated paths that were 20.39% more extended.
When considering the state-of-the-art models, the Improved Ant Colony Optimization (IACO) and Q Learning
had 7.80% and 9.20% longer routes, respectively. Impressively, the fusion of A∗ with the Dynamic Window
Approach (A*+DWA) came remarkably close to the top-performing model, with only a 2.49% increase in path
length over the EGA+ID*.
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Fig. 5.3: Path planning results

Fig. 5.4: Distance to target analysis
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Table 5.1: Performance analysis of the compared models

Algorithms Inflection Count Time (s) Accuracy

PSO 16 12.35 48.7

ACO 15 10.8 46.6

GA 15 11.63 48.3

DWA 15 10.46 45.5

D* 17 8.93 58.8

A* 17 9.02 56.4

EGA 12 8.83 74.1

ID* 11 9.57 74.83

IACO 13 7.96 73.36

Q Learning 12 7.07 81.23

A*+DWA 10 6.86 84.6

EGA+ID* 9 5.54 91.1

The data reveals a fascinating interplay between inflection count, time efficiency, and accuracy of various
path-planning algorithms. The combined EGA+ID* model distinguishes itself as a frontrunner, completing
its tasks in a mere 5.55 seconds and achieving an impressive accuracy of 91.1%. This superior performance
is realized with a minimal inflection count of 9, implying a trajectory with fewer directional changes and a
smoother path. In contrast, the D∗ and A∗ algorithms, despite having the highest inflection counts of 17,
manage to hold their own. Specifically, D* highlights a respectable accuracy of 58.8%, slightly edging out A∗.
On the other end of the spectrum, algorithms like PSO and ACO, while being relatively faster than some
counterparts, lag in accuracy, hovering around the mid-40s range.

Meanwhile, the A ∗ +DWA fusion strikes a commendable balance, ensuring quick path planning in 6.863
seconds and delivering an accuracy of 84.6% with a mere 10 inflections. Overall, the results underscore the
process of integrating global and local pathplanning models, as demonstrated by the unmatched efficiency
and accuracy of EGA+ID*. The distance to the target for each iteration is displayed in Figure 6. Starting
at 59.18 in the initial iteration, EGA+ID* demonstrates a steady decrease in distance values, reflecting its
effective optimization capability. Compared to other algorithms, EGA+ID* maintains consistent performance,
converging closer to the target as iterations progress. This pattern displays the efficiency and potential of the
EGA+ID* model in optimization tasks, making it a promising choice for such applications.

6. Conclusion. The rapid evolution of smart agriculture, underpinned by the convergence of technology
and traditional farming practices, underscores a transformative shift in the agricultural domain. Unmanned
Aerial Vehicles (UAVs), central to this transformation, change how agricultural operations are visualized and
executed. While their potential is undeniable, ensuring their efficient and safe operation in the dynamic
environment of a farm presents considerable challenges. The key lies in the intricate process of path planning.
Our proposed hierarchical framework, which amalgamates the strengths of the “Enhanced Genetic Algorithm
using Fuzzy Logic” for broad trajectory planning and the “Improved D* Algorithm” for nuanced, real-time
adjustments, is a step forward in addressing this challenge. This integrated approach not only guarantees
efficient navigation but also bolsters the safety and energy conservation of UAVs in real-world agricultural
settings. As we look to the future, the fusion of such sophisticated algorithms with UAV technology holds
the promise of further elevating the standards of smart agriculture, driving the sector towards heightened
sustainability and productivity.
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SMART FERTILIZING USING IOT MULTI-SENSOR AND VARIABLE RATE SPRAYER
INTEGRATED UAV

HAYDER M. A. GHANIMI∗, R. SUGUNA†, JOSEPHINE PON GLORIA JEYARAJ‡, K SREEKANTH§, RAJASEKAR

RANGASAMY¶, AND SUDHAKAR SENGAN∥

Abstract. This paper introduces a “Smart Fertilizing Using Internet of Things (IoT) Multi-Sensors” system to enhance
fertilizer management in agriculture. The system has four main parts: the Nutro Determining Unit (NDU), the Nutro Sensing
Unit (NSU), the Nutro UAV Variable Fertiliser Spray System, and a Variable Rate Unmanned Aerial Vehicle (UAV) Sprayer
model. The NDU collects vital data on Soil Moisture (SM) and Environmental Conditions (EnC) using advanced IoT cameras,
while the NSU consolidates and normalises the data for advanced analysis using Heuristic Decision Trees (HDT) and Random
Forest (RF) algorithms. In India, a data-driven UAV system uses IoT and UAV technologies to determine nutrient needs and
create a prescription map for fertilizer application. The approach caused increases in the efficient utilisation of resources, Crop
Yield (CY), and ecological footprint when it underwent evaluation in a crop maize field that was 14 hectares in size. A fresh
benchmark for Smart Farming (SF) techniques has been set up by this method of operation, which is motivated by data and
symbolises an important innovation in modern and ecologically conscious SF methods.

Key words: UAV, IoT, Sprayer Model, Smart Fertilizing, Crop Yield, Smart Farming

1. Introduction. The major developments that have currently taken advantage of the field of agriculture
in the past few decades have caused the origin of revolutionary ideas like “Smart Farming” (SF) and “Precision
Agriculture” (PA). New technologically focused SF approaches have succeeded conventional farming methods as
an impact of these changes. The modern-era SF procedures leverage revolutionary technologies like autonomous
devices, statistical analysis of data, and the Global Positioning System (GPS) in order to improve farmer
productivity and effectiveness. High crop yields (CY), better consumption of resources, less ecological damage,
and maximized use of resources are feasible because PA’s data is updated constantly. Precise SF tasks become
possible with this method of treatment because it enables selective application on particular areas or crops [7].

The Internet of Things (IoT) generates an evolution in the agricultural sector by implementing an online
network of connected devices, including cameras, sensor networks, and Unmanned Aerial Vehicles (UAV) [6].
The main objective of IoT devices is to contribute to making SF more productive by collecting and analyzing
data about the crop and the Earth’s Soil Moisture (SM). Some examples of inventions that showcase this include
autonomous irrigation and precise monitoring systems. By pairing to the World Wide Web in real-time, farm
IoT devices provide agriculturalists access to additional valid data, which enables them to make more accurate
selections [10].

Ethical practices in ecological awareness finance can now develop owing to this better connectivity, which
improves profitability and helps in the effective control of resources. IoT technology plays an integral part in
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monitoring SM and environmental conditions (EnC), namely the levels of nutrients and SM, which is necessary
for optimizing fertilizer consumption for successful economic crop development. Periodic data analysis makes it
possible to identify the proper proportion of fertiliser to use, which, in consequence, serves to prevent spraying
less or excess. Highly accurate and effective fertiliser treatments can be generated by using data pertaining to
soil and crop requirements collected by IoT-enabled devices across a period of time frames [5].

A form of application that simplifies the use of pesticides is the Variable Rate Sprayer (VRS), which
regulates the volume of fertiliser or pesticide sprayed based on particular regions and data in real-time. Better
crop production, better conditions for crops, fewer waste products, and less negative environmental impact are
the results of this approach’s use.

More and more innovative farmers are employing VRS systems to integrate PA methods into their farming
practices. This has the potential to minimize waste and the adverse impact of agricultural products on the
natural world [3]. A multi-sensor IoT architecture and a prototype for SF fertilisation using a UAV-based
VRS have been recommended in the present investigation on the “Smart Agriculture using IoT Multi-Sensors
(SA-IoT-MS)” of the entire system.

The Nutro Sensing Unit (NSU), Nutro Gateway Unit (NGU), Nutro Decision Unit (NDU), and Nutro UAV
(NUAV)-Variable Fertiliser Spray System (VFSS) are the 4 portions that make up the entirety of the system.
The efficient functioning of the Sustainable Agriculture System (SAS) is enhanced by continually tracking both
the soil quality of a crop and outside factors.

An array of parameters are recorded and digested by a unified system. These factors include soil water
content, temperature, humidity, and NPK levels. The Decision-Making Process (DMP) revolves around the
NDU, which generates a treatment map and forecasts nutrient requirements via a Heuristic Decision Tree
(HDT) and Random Forest (RF) method. In order to achieve optimal use of resources while improving CY and
good health, this map has been used to guide the accurate placement of fertiliser by the UAV system. By this
creative approach, the developers have achieved significant progress towards attaining SAS standards.

This study article outlines the following: Chapter 2 starts with the existing literature analysis; Chapter
3 presents the framework hypothesis; Chapter 4 includes experimental research, and Chapter 5 concludes the
research.

2. Literature Review. In order to effectively analyze soil nutrients, [1] developed an IoT-based system
using a novel Nitrogen (N), phosphorus (P), and potassium (K) (NPK) sensor. Their use of fuzzy logic for
data interpretation demonstrates the growing trend of incorporating complex data processing methods into SF
technology.

[8] highlighted the importance of IoT in monitoring SM and EnC, specifically indoor plants, by measuring
SM and NPK values and providing user feedback through an online data display, showcasing the integration of
IoT with user-friendly interfaces in agriculture.

The authors emphasize the significance of precise data collection and analysis in agriculture, as highlighted
by [2, 12]. They propose an SF system integrating Artificial Intelligence (AI) and sensor technology, focusing on
energy-efficient deployment and sustainable SF. They also discuss the technical aspects of field data attainment
systems in PA, emphasizing the need for accurate data in fertilizer and irrigation systems.

UAV technology has gained significant applications in SF [13, 4, 9], particularly precision farming. They
have developed a pulse width modulation variable spray system, which an STM32 chip controls, showcasing
the innovative integration of precise control mechanisms in UAV systems for spray farming.

3. System Model. The work puts forward the SA-IoT-MS system, an original concept developed with a
clear goal to provide optimal fertiliser management in PA farms. The NUAV-Variable Fertiliser Spray System,
the NSU, the NGU, and the NDU are the four interrelated elements that make up the basis of this proposed
model. The NSU is not simply planned between the trees, but it has been connected with revolutionary IoT
sensors [14, 15, 11, 16]. These sensors collect a wealth of data on the SM and EnC. The data obtained include
temperature, humidity, pH, SM, and NPK. The primary objective of the distinct GSP-ID assigned to every
NSU is to collect and monitor real-time data that is important in comprehending soil properties.

The NGU’s function as a computing unit is to obtain the data collected from the NSUs and send it to
them. The NGU may obtain data from numerous NSUs, do the initial analysis, and verify for reliability and
consistency while sending it on for deeper analysis because of its architecture. It is the task of the NGU to
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Fig. 3.1: NSU unit structure

ensure that the sensory data have access to the DMP entity uninterrupted any delays. The data is vulnerable
to an HDT analysis by the NDU after the NGU stops receiving it. Using methods of empirical research, this
elaborate study evaluates the temperature, SM, and NPK levels on an individual basis. In furtherance of
analyzing the information that is presented, the NDU is assigned to detecting emerging patterns and trends.
This attribute is vital in order to make intelligent DMP about fertiliser services, which will result in improved
effectiveness and efficiency of deployments based on real-time and historical information.

In this framework, implementing the NUAV-VFSS is the final phase. This UAV-based system sprays
fertilizer precisely where it is required, owing to the extensive instruction presented by the NDU. According to
data analysis, the UAV employs VRS innovation to optimize the level of fertilizer sprayed in different regions of
the crop. The productivity and efficacy of the fertilization method are significantly improved by this approach,
which provides a personalized and efficient use of fertilizer.

3.1. NSU. Figure 3.1 illustrates the elements of the NSU that were developed for the purpose of this
research to promote accurate data collection and effective communication in the proposed SF model. The
NSU’s primary operation is regulated by the ATSAMD21G18 microcontroller, which effectively controls the
unit’s functions while using less power. The NSU collects an enormous amount of soil-based and environmental
information using a number of unique sensors. The DSB18B20 temperature sensor is noted for its accuracy in
measuring room temperature; the HR202 moisture sensor performs well at monitoring the level of SM in the
atmosphere; and the Jxct soil sensor is great at analyzing the attributes of soil. Measuring SM and EnC in full
is required for SF effectiveness. The I2C-SM sensor and the Sen0161 pH sensor have been used in the present
study.

Reliable transfer of data for analysis is made possible by the ESP8266 Wi-Fi module, making it possible
for simple internet access with the NGU. The NGU depends on the TPS563208 power system for reliable power
control. This module provides all sensors and microcontrollers with stable and uninterrupted power, ensuring
that they can function and collect data without delay in a number of crop settings.

1. ATSAMD21G18 Microcontroller: The NSU powers the ATSAMD21G18 Microcontroller, a low-
power, high-performance microchip on the ARM R⃝ Cortex R⃝-M0+ platform that is ideal for home
automation and industrial applications. Its 256 kb flash and 32KB SRAM provide ample memory
for data processing. The ATSAMD21G18 microcontroller is a versatile device with six configurable
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Table 3.1: Microcontroller Configuration

Feature Description

Microcontroller ATSAMD21G18, ARM R⃝ Cortex R⃝-M0+ based

Memory 256KB Flash, 32KB SRAM

Operating Frequency Up to 48MHz

PWM Channels 20 channels

Power Supply Range 1.62V to 3.63V

Table 3.2: Wi-Fi Module Configuration

Feature Specification

Processor L106 32-bit RISC, 80MHz

Memory 32 KiB instruction RAM, 80 KiB user-data RAM, up to 16 MiB QSPI flash

WiFi IEEE 802.11 b/g/n

GPIOs 16 pins

Interfaces SPI, I2C, I2S, UART, ADC

Power Management APSD for VoIP, Bluetooth co-existence

RF System Self-calibrated

SERCOM modules, three 16-bit timers, a 32-bit real-time clock, and 20 PWM channels, enabling
rapid data processing and accurate environmental monitoring. It also features a 14-channel 12-bit
analog-to-digital converter and a 10-bit digital-to-analog. The ATSAMD21G18 microcontroller is a
high-performance device that supports full-speed USB devices and embedded host functionality, can
handle 120 touch channels, and operates within a power range of 1.62V to 3.63V, as detailed in Table
3.1.

2. ESP8266 WiFi Module: The ESP8266 Wi-Fi Module, a small and cost-effective System on Chip
(SOC) with an integrated TCP/IP protocol stack, enables Arduino controllers to connect to Wi-Fi
networks. This module additionally decreases the requirement for a CPU. The module’s built-in pro-
cessing and storage capabilities and high on-chip integration require less additional hardware, reducing
the space required for the Printed Circuit Board (PCB). Because of its space-saving design, the ESP8266
is a good option for applications with limited free space for living. It is not essential to use external RF
devices because the module’s self-calibrated Radio Frequency (RF) system ensures reliable performance
in a wide range of temperature and humidity conditions. Table 3.2 displays comprehensive setup details
for the installed Wi-Fi module.

3. Power Module: The NSU devices are able to run properly because the TPS563208 input module
provides them with power through its 3-A synchronous communication step-down inverters. The key
objectives of this unit, enclosed in a SOT23 package and small in size, include easy operation, low
idle current, and no reliance on external elements. It has a wide input voltage range (4.5V to 17V)
and output voltage range (0.76V to 7V). It also has D-CAP2 mode control, which lets it respond
quickly to transients, and continuous current mode, which works well with low loads. Additionally,
the module ensures safety and dependability by including controls such as the current limit, UVP,
and TSD. Furthermore, it performs well across a wide temperature range, ranging from -40◦ to 125◦.
Additionally, Table 3.3 contains the configuration information of the electric power module.

The following sensors are integrated into the NSU unit:

• Temperature: This investigation uses the DS18B20 sensor to measure the temperature in SF models.
The precision, dependability, and ease of integration of this digital sensor led to its selection as the
winner. It is a well-liked option in San Francisco because it accurately measures and controls the
temperature in the agricultural environment.

• Humidity: SF applications, in which energy efficiency is a top priority, are a good fit for the HR202
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Table 3.3: TPS563208 description

Feature Specification

Output Current 3A

Control Mode D-CAP2 Mode

Input Voltage Range 4.5V–17V

Output Voltage Range 0.76V–7V

Operating Mode Continuous Current

Switching Frequency 580kHz

Shutdown Current <10mA

Voltage Accuracy 2/cent at 25◦

Soft Start 1.0mins

Package 6-pin SOT23 (1.6mm×2.9mm)

Temperature Range -40◦ to 125◦

Fig. 3.2: NGU structure

sensor because of its improved moisture tracking capabilities, wide measurement range, and higher
accuracy. As a result, it is an excellent option for SF applications.

• SM: The I2C-SM sensor employs the capacitive sensing method, resulting in an accurate and non-
corrosive device with consistent long-term reliability, regardless of the predominant soil conditions. It
is suitable for SF devices because of its low-voltage functioning, which promotes the use of energy.

• pH: Acidity in soils impacts crop growth, fertilizer absorption and soil health; the Sen0161 pH sensor
is a significant device for monitoring this factor. Its investigations are vital for making smart choices
about soil care along with growth because they are accurate and endure for an extended period of time.
• NPK: For precise soil mineral levels of difficulty, fertility tests, and SF use approaches, the LNPK-1

sensor is required. The system delivers accurate fertilizer data employing modern chemical tools for
measurement.

3.2. NGU. Collecting and analysing data from NSU distributed around the trees is the task of the NGU,
which is a vital part of the SF system. Its core is the ATSAMD21G18 microcontroller, which has been designed
for practical use. According to Figure 3.2, the NGU includes the ESP8266 Wi-Fi Module, which enables the
creation of reliable wireless connections and the sending of data to a primary server or a cloud-based system.
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Table 3.4: LoRA Module Description

Specification Description

Frequency Range 433MHz

Modulation Techniques FSK/GFSK/MSK/LoRa

Sensitivity -136 dBm

Output Power +20 dBm

Data Rate <300 kbps

Operating Temperature -40◦ to +80◦

Standby Current ≤ 1mA

Supply Voltage 1.8V to 3.6V

The NGU has a LoRA transmission module that enables transmission over long distances. This technology
is intended for use in low-power, wide-area network (LP-WAN) applications, making it especially useful for SF
fields in which NSUs are spread across numerous land areas. While using minimal power, the module can send
and receive data over enormous distances most efficiently. When it comes to ensuring that DMPs in remote
or difficult locations have a link to an uninterrupted supply of data, the ability of this device to manage large
distances without impacting battery efficiency or signal quality is paramount.

The capacity of the TPS563208 power module to provide support for the NGU, which comprises the LoRA
module, implies that the operation will be stable and uninterrupted. The microcontroller and communication
modules, such as Wi-Fi and LoRA, can function at their highest possible efficiency due to this power module,
which provides an uninterrupted and reliable energy supply. This significantly enhances the overall reliability
and performance of the NGU, as previously mentioned. As an outcome of the synergistic combination of
cutting-edge microcontroller technology, numerous communication options, and a reliable electrical system, the
NGU has been determined to be a vital and practical element within the overall structure of the SF.

1. LoRa Transmission Module: LoRa Transmission Modules, more specifically for use in SF, make
it possible for IoT applications to participate in long-range wireless communication. These modules
operate on the LoRaWAN network and use wavelengths that typically fall within the frequency spec-
trum of 864MHz to 915MHz, following the regulations of the different regions. LoRa modules can send
data over ranges of up to 15 kilometres, even in areas that are susceptible to noise. LoRa modules are
renowned for their low power consumption and high receiver sensitivity. These modules stand out for
their autonomous power supply, typically powered by batteries and capable of lasting up to 10 years
without needing a new battery.

The NGU employs the LoRA 433MHz SX1278 module. It is a cost-effective RF front-end transceiver that
excels in long-range and low-data-rate applications. Its exceptional sensitivity (-136dB/m in LoRa modulation)
and 20dB/m power output ensure reliable connectivity over long distances. The module operates on a 433MHz
frequency, supports multiple modulation formats, and can function in extreme temperature ranges from -40◦

to +80◦, making it versatile for varied environmental conditions. Additionally, it includes features such as a
built-in temperature sensor with ultra-low standby current that operates within a 1.8 to 3.6V supply voltage
range. The following table describes the LoRA module.

3.3. NDU. The NDU is fitted with a vital device called the Heuristic Random Forest (HRF), which is
mainly deployed to determine whether or not different agricultural areas require fertilizer replenishment. This
DMP is supported by a series of HAs that evaluate various agricultural factors. The following lists contain
detailed descriptions and equations for each technique:

1. Estimation of Evapotranspiration (ET): For the goal of measuring the amount of water that
evaporates as a result of evaporation and crop water loss, the estimated amount of ET is an important
metric. Conducting a review of the water level is particularly significant in the SF sector because it
has an indirect impact on the rate at which plants absorb fertilizers.

ET = ETo ×Kc (3.1)
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Here, ETo represents the reference ET, calculated based on climate data, including temperature, hu-
midity, and solar radiation. Kc is the crop coefficient that varies according to different growth stages,
signifying the crop’s ET under specific conditions as compared to the reference.

2. Water Retention Ratio (WRR): The WRR is the most crucial measure of the soil’s capacity to
store water. If the WRR is higher, it means the soil can store additional moisture, which in turn
impacts its capacity to maintain nutrient solutions and determine how to apply fertilizer plans. EQU
(3.2) for WRR is:

WRR =
FC − PWP

AWC
(3.2)

The field capacity (FC), the permanent wilting point (PWP), and the available water content (AWC)
of the soil are represented in this equation.

3. Nutritional Deficiency Predictor (NDP): This study compares the required nutrient levels for a
particular crop cycle with the readily accessible nutrient levels in the soil. The goal of this heuristic is
to make a prediction about the possibility of nutritional deficiencies. Obtaining this data is essential
for determining the necessity of supplemental nutrition. The NDP’s EQU (3.3) stands for:

NDP =
∑

(Nreq −Navail )× Ffactor (3.3)

Where Nreq is the nutrient requirement for a specific crop stage, Navail represents the available nutrient
level in the soil and Ffactor is a crop-specific adjustment factor.

4. Soil pH Influence (SPI): Using the SPI heuristic, one can identify how the pH of the soil affects the
availability of nutrients. This heuristic assists with changing the pH of the soil in order to enhance the
absorption of nutrients, which is essential because numerous crops have distinct optimal pH levels for
production. The is calculated as EQU (3.4).

SPI = pHopt − pHsoil (3.4)

where pHopt is the optimal pH level for the crop, and pHsoil is the current soil pH level.
This experiment set up an HRF model using advanced algorithms and machine learning (ML) methods to

determine the nutrient requirements of SF regions. Factors such as ET, WRR, NDP, and SPI ensure that an
inclusive and accurate method for adding nutrients across multiple SF zones is provided.

This work begins by computing the RF model using equations 1 through 4. Next, this study will collect
and normalize past and present information based on the heuristics EE, WRR, NDP, and SPI. This helps to
guarantee that the input is reliable and scalable. Subsequently, we fine-tune the model’s set-up, including the
number of trees, feature splitting method, and DMP at each node. Every tree in the RF conducts a separate
independent evaluation based on the heuristics, which contributes to the final decision about the value of added
nutrients across multiple SF areas.

When training the model, it is crucial to use labelled data, which shows if additional nutrition would have
been needed under scenarios that were similar in the past. The model can collect information from these data
points, allowing it to make intelligent decisions about adding nutrients. After the training phase, we verify
the model’s precision and reliability using a distinct data set. After verification, we set up the HRF model for
practical application. The HRF model uses real-time data associated with ET, WRR, NDP, and SPI to predict
the need for additional nutrients in various zones of the SF field. We use the predictions to produce a complete
prescription map, making them highly significant. Figure 3.3 below displays the sequence of the NDU module’s
functions.

After the testing and installation of the HRF model, its essential task will be to analyse real-time data
points, such as ET, WRR, NDP, and SPI. This will allow it to calculate nutritional supplementation needs
across all SF field zones. The creation of a complex prescription map, which is a vital tool for the NUAV-VFSS,
is an effective end to this process. The nutritional map is a digital data file that houses a vast amount of
information about the GPS coordinates of the SF field and the determined rates of fertilizer application. A
meticulously coded program in MATLAB R⃝is responsible for the development of this map (Fig. 3.4), which
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Fig. 3.3: Flowchart of the fertilizer DMP.

Fig. 3.4: Prescription Map.

combines the data on the range of vital nutrients with the geographical coordinates in order to provide an
in-depth representation of the supply of nutrients.

This study edges a nutrient map onto a 10 × 10-meter fishnet grid, enabling a more precise approach to
nutrient management. This grid divides the map into manageable segments, extracting centroid coordinates
and nutrient data. This work uses these data to calculate fertilizer application rates for each grid cell, ensuring
they align with the target nutrient requirements. This investigation transmits the resulting digital nutrient ap-
plication map, complete with precise latitude and longitude coordinates, to the NUAV-VFSS. This data equips
the UAV to experiment with targeted fertilizer applications and guarantees a customized nutrient measure for
each field zone.

3.4. NUAV-VFSS. The goal of NUAV-VFSS is to deliver focused fertilizer applications with unprece-
dented precision. The system aims to deliver these applications. Figure 3.6 provides a conceptual model of the
UAV-VFSS system, showcasing its complex design and functionality. This assignment utilized the DJI Agras
T30 drone, a product of SZ DJI Technology (Shenzhen) Co., Ltd. SZ DJI Technology (Shenzhen) Co., Ltd.
developed this specific UAV by integrating specific modules for prescription map conversion and spray control.
The HRF model generates a prescription map, which the UAV uses to follow. This guarantees the precise
placement of fertilizers where they are required.
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Table 3.5: UAV-VFSS Description

Component Description Manufacturer/Supplier

DJI Agras T30 UAV for the VFSS
SZ DJI Technology
(Shenzhen) Co., Ltd.

KLP02-E KA
Micro diaphragm Pump to
Control the flow of fertilizer.

Kamoer Fluid Technology
(Shanghai) Co., Ltd.

F110-015
Spray the Nozzle to ensure the fertilizer
is evenly distributed.

Mid-South Ag. Equipment, USA

ATSAMD21G18
Microcontroller for the spray
control subsystem.

—

YF-S201
The magnetic hall flow sensor
measures the system’s flow rate,
which ranges from 1–30l/min.

DATAQ Instruments, Inc,
Ohio, USA

A micro diaphragm pump (KLP02-E KA, Kamoer Fluid Technology (Shanghai) Co., Ltd.) is critical to the
performance of the VFSS because it ensures that the fertilizer flow is adequately controlled within the system
framework. This pump, when used with a spray nozzle (F110-015 FanTip Nozzle 110, produced by Mid-South
Ag. Equipment in the United States), makes it possible to promote the even distribution of fertilizer across
the zones that were previously specified. The ATSAMD21G18 microcontroller is the most significant element
of the spray control subsystem. It is responsible for regulating the spraying system’s performance. Therefore,
we require the accuracy and dependability of this microcontroller to ensure accurate fertilizer distribution.
The VFSS incorporates a magnetic hall flow sensor (YF-S201, DATAQ Instruments, Inc., Ohio, USA) with a
measuring range of 1–30l/min. This sensor plays a crucial role in monitoring and adjusting the fertilizer flow
rate, ensuring it aligns with the prescribed demands on the prescription map. Table 3.5 breaks down each
element of the UAV-VFSS into smaller sections and provides more detailed information.

The NDU unit transmits the prescription MAP, received through the Wi-Fi module and uploaded into the
ATSAMD21G18 microcontroller.

The built-in GPS of the UAV-VFSS continuously transmits real-time positional data to the microcontroller
on the UAV as it traverses the landscape. The microcontroller initiates a key-matching function as soon as it
receives the current coordinates of the UAV. The microcontroller accomplishes this by comparing the UAV’s
position with the encrypted GPS data in the preloaded prescription map. This map divides the fertilizer
application process into distinct areas across the field, providing complete guidance on successful application.

The UAV moves across the field, aligning with a prescription map. A microcontroller identifies the current
unit area and retrieves the corresponding prescription value, which is the specific quantity of fertilizer for that
area. A variable spray controller then receives this information and adjusts the UAV’s spray mechanism to
apply the prescribed amount of fertilizer, ensuring the exact amount matches the prescription map for that
specific area.
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Fig. 3.6: UAV-VFSS Structure.

Table 4.1: Data from three sites showing the results of the Nutrient sensor data

Variable Unit Site Mean Min Max Median S.D Variance Skewness Kurtosis

Nitrogen Kg/ha
12 80 70 95 82 7.5 56.25 0.2 -0.5
42 120 110 135 122 8.0 64 0.1 -0.4
63 100 90 110 102 6.5 42.25 -0.2 -0.3

Phosphorus Kg/ha
12 40 35 50 41 4.8 23.04 -0.1 0.2
42 55 50 65 56 5.0 25 0.3 -0.1
63 48 43 55 49 4.0 16 -0.4 0.5

Potassium Kg/ha
12 85 80 95 87 5.0 25 0.2 -0.2
42 75 70 85 76 4.5 20.25 -0.3 0.3
63 90 85 100 91 4.8 23.04 0.1 -0.4

4. Experimental Study. This work tested the “SA-IoT-MS” system in a practical field experiment on
a 14-hectare maize field in Maharashtra, India. This method divided the 35,000-square-foot area into smaller
zones for detailed analysis and precise intervention, ensuring the system’s controlled and measurable application
in the region’s agronomic conditions.

This simulation advantageously placed the NSUs to collect vital SF data such as SM, temperature, pH,
and nutrient content from three sites. The data collection spanned four months (15th March 2022 to 30th July
2022), covering the entire maize growing season and capturing agronomic variables and changes throughout
different stages of crop development. The results are crucial in assessing the effectiveness of the “SA-IoT-MS”
system in a practical SF setting, as shown in 4.1 and 4.2.

• Kg/ha: Kilograms per hectare.
• Mean: The average value of nutrient content.
• Min: The minimum recorded value of nutrient content.
• Max: The maximum recorded value of nutrient content.
• Median: The middle value in the range of nutrient content.
• S.D (Standard Deviation): Measures the variation in the nutrient content.
• Variance: The square of the standard deviation.
• Skewness: A measure of the asymmetry of the distribution of nutrient content.
• Kurtosis: A measure of whether the data are heavy-tailed or light-tailed relative to a normal distribu-
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Table 4.2: Data from three sites showing the results of the environmental sensor data

Variable Unit Site Mean Min Max Median S.D Variance Skewness Kurtosis

Temperature ◦
12 26 22 30 26.5 2.5 6.25 0.1 -0.2
42 27 24 31 28.5 2.2 4.84 -0.1 0.3
63 27 24 31 27.2 2.1 4.41 0.2 -0.3

Humidity %
12 65 60 70 65.5 3.2 10.24 -0.2 0.1
42 68 65 72 68.4 2.8 7.84 0.0 -0.1
63 70 68 73 70.3 1.6 2.56 -0.1 0.2

SM %
12 30 25 35 30.5 3.1 9.61 0.1 -0.3
42 28 26 31 28.7 1.5 2.25 -0.2 0.4
63 32 28 36 32.2 2.5 6.25 0.0 -0.2

pH
12 6.5 6.2 6.8 6.5 0.2 0.04 0.0 0.0
42 6.7 6.5 6.9 6.7 0.1 0.01 -0.1 0.1
63 6.6 6.4 6.8 6.6 0.1 0.01 0.1 -0.1

Fig. 4.1: NDU prescribed fertilizer amount vs NUAV-VFSS Sprayed amount.

tion.
• ◦: Degrees Celsius.

The NDU uses sensor data to determine the precise amount of fertilizer (measured in kilograms per hectare,
kg/ha) needed at each site in the field. This system uses the heuristic RF algorithm to determine nutrient needs
based on unique conditions. The NDU calculates the required levels and relays them to the NUAV-VFSS, which
uses a control module to apply the prescribed fertilizer levels. This method is more efficient and environmentally
sustainable, minimizing waste and runoff while making fertilizer application more efficient and effective. Figure
4.1 showcases the effectiveness of the integrated system, comparing the prescribed fertilizer levels with the
actual quantities applied by the NUAV-FSS. The data demonstrates the system’s high efficiency and precision,
closely mirroring the NDU’s prescriptions and proving its value as an integral part of SF practices.

Figure 4.1 highlights that the NUAV-VFSS is a fast system, which is an accomplishment worthy of recog-
nition. This demonstrates the system’s ability to precisely adhere to the NDU’s rules and adapt to the unique
standards imposed by various field regions. SM places a significant value on precision and adaptability, signifi-
cantly contributing to higher CY, reduced resource waste, and environmentally friendly SF practices.

5. Conclusion. The “SA-IoT-MS” system, combined with a variable-rate UAV sprayer, significantly ad-
vances precision agriculture. It improves fertilizer management efficiency and effectiveness by combining IoT
technology and UAV capabilities. The deployment of NSUs collects environmental and soil parameters data,
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enabling data-driven agriculture. The NGU and NDU process this data to make precise fertilizer requirement
decisions. The NUAV-VFSS executes these decisions, catering to different agricultural zones. A field experiment
in Maharashtra, India, validated the system’s functionality and highlighted its potential for revolutionizing SF
practices. The results demonstrated crop yields and resource optimization improvements, promoting sustainable
agriculture.

This model sets a precedent for future developments in SF, showcasing the benefits of integrating advanced
technologies like IoT and UAVs into agricultural operations.
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RECURRENT NEURAL NETWORK BASED INCREMENTAL MODEL FOR INTRUSION
DETECTION SYSTEM IN IOT

HIMANSHU SHARMA, PRABHAT KUMAR∗AND KAVITA SHARMA†

Abstract. The security of Internet of Things (IoT) networks has become a integral problem in view of the exponential growth
of IoT devices. Intrusion detection and prevention is an approach ,used to identify, analyze, and block cyber threats to protect
IoT from unauthorized access or attacks. This paper introduces an adaptive and incremental intrusion detection and prevention
system based on RNNs, to the ever changing field of IoT security. IoT networks require advanced intrusion detection systems
that can identify emerging threats because of their various and dynamic data sources. The complexity of IoT network data makes
it difficult for traditional intrusion detection techniques to detect potential threats. Using the capabilities of RNNs, a model for
creating and deploying an intrusion detection and prevention system (IDPS) is proposed in this paper. RNNs work particularly
well for sequential data processing, which makes them an appropriate choice for IoT network traffic monitoring. NSL-KDD dataset
is taken, pre-processed, features are extracted, and RNN-based model is built as a part of the proposed work. The experimental
findings illustrate how effective the suggested approach is at identifying and blocking intrusions in Internet of Things networks.
This paper not only demonstrates the effectiveness of RNNs in enhancing IoT network security but also opens avenues for further
exploration in this burgeoning field. It presents a scalable, adaptive intrusion detection and prevention solution, responding to the
evolving landscape of IoT security. As IoT networks continue to expand, the research enriches the discourse on developing resilient
security strategies to combat emerging threats in scalable computing environments.

Key words: IoT, IDS, Machine Learning, Deep Learning, RNN

1. Introduction. Internet of Things is a network that allows everyday electronic devices to exchange data
and coordinate their actions. The level of interconnection holds out the possibility of greater ease and efficiency
in our day-to-day activities. Nevertheless, just as there are two sides to every coin, there are considerable
worries associated with the Internet of Things (IoT), notably in regard to its security. The significance of IoT
networks cannot be overstated; that has the potential to transform industries, improve the quality of life, and
drive economic growth.

IoT networks are driving innovation in industrial automation, making manufacturing processes more effi-
cient and reducing downtime [1]. Industries are using connected machines to streamline their operations and
reduce downtime. In transportation, they are paving the way for autonomous vehicles, which have the potential
to revolutionize mobility and reduce accidents. In the realm of energy, IoT enables the smart grid, optimizing
energy distribution and promoting energy efficiency. In smart cities, IoT facilitates the creation of urban envi-
ronments where infrastructure, transportation, and utilities are interconnected [2]. Cities are becoming smarter
by embedding sensors that can help manage traffic in real-time, turn off streetlights when no one’s around, or
even alert about potential infrastructure issues. This promises sustainability, reduced traffic congestion, and an
improved quality of life for urban residents. In agriculture, precision farming driven by IoT allows farmers to
optimize crop yields, conserve resources, and promote sustainable practices, addressing the global challenge of
food security. In the realm of healthcare, IoT devices enable remote patient monitoring, personalized treatment
plans, and timely interventions. Patients can receive better care, and healthcare providers can operate more
efficiently.

IoT devices often have limited computational resources and may need robust security mechanisms [3].
This makes them vulnerable to a wide range of cyber threats. Attackers can exploit vulnerabilities in IoT
devices to gain unauthorized access, compromise data integrity, and disrupt critical services. Data privacy
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is another critical concern. Many IoT devices collect sensitive information, including personal and location
data. Unauthorized access to this data can lead to privacy breaches, identity theft, and legal consequences.
Furthermore, the evolving cyber threat landscape poses a continuous challenge. Malicious actors are becoming
increasingly sophisticated, using techniques like zero-day exploits and ransomware to target IoT vulnerabilities.
To address these security challenges, effective solutions are essential and robust security measures need to be
implemented.

Intrusion Detection Systems, also known as IDS, have traditionally been a primary line of defence against
various types of cyberattacks [4]. The role of IDS in network security has been crystal clear: act as vigilant
watchdogs, constantly monitoring traffic, detecting anomalies, and triggering alerts for potential threats. Tra-
ditional IDSs, built upon signature-based or rule-based mechanisms, have served well within the constraints of
their design. However, the dynamism and complexity of IoT demand a more nuanced approach. Simple pattern
matching or static rule sets are often ineffectual against sophisticated or zero-day attacks on IoT networks [6].

Over the past few years, machine learning and deep learning paradigms have emerged at the forefront of
technological innovation and helped to cope up with such Security Concerns. Among the various architectures
within deep learning, Recurrent Neural Networks (RNNs) hold particular promise for time-sequence data, which
is intrinsic to network traffic in IoT. Unlike traditional feed-forward neural networks, RNNs possess the ability
to ’remember’ past inputs through their internal memory. This capability allows them to discern patterns in
sequential data, making them particularly suited for IDS in IoT, where understanding temporal data sequences
is crucial.

However, the mere existence of RNNs only sometimes translates to their effective implementation in IDS for
IoT. Several challenges need to be addressed the high dimensionality of network data, the real-time processing
requirements of IoT, and the scalability concerns posed by billions of interconnected devices, to name a few.
Moreover, while the application of RNNs in various domains like natural language processing or stock market
prediction is well-documented, their tailored application for IoT intrusion detection is still nascent. This research
seeks to bridge this knowledge gap, offering a comprehensive exploration of the design, implementation, and
efficacy of an RNN-based IDS for IoT. As the narrative unfolds, the intricacies of the IoT landscape, highlighting
its unique challenges, has been explained. Subsequently, an in-depth exploration of the RNN architecture will
set the stage for understanding its applicability in the IDS domain. Through rigorous experimentation and
evaluation, this research will not only propose but also validate the superiority of the RNN-based IDS for IoT,
especially when compared against traditional models like J48, Random Forest (RF), Support Vector Machines
(SVM), Multilayer Perceptron (MLP), and Naive Bayes(NB).

The core problem addressed in this research revolves around the inadequacy of existing intrusion detection
and prevention systems to effectively safeguard IoT networks. Specifically, the research questions guiding this
study include:

1. How can Recurrent Neural Networks (RNNs) be employed to detect and prevent intrusions in IoT
networks?

2. What are the challenges and opportunities associated with implementing RNN-based techniques in the
context of IoT network security?

3. How does the performance of RNN-based intrusion detection and prevention compare with traditional
methods in terms of accuracy, adaptability, and real-time responsiveness?

The significance of this study lies in its potential to transform the landscape of IoT network security. By
introducing a novel approach that leverages RNNs for intrusion detection and prevention, this research con-
tributes to the development of adaptive and resilient security mechanisms for IoT networks. These mechanisms
are vital to ensuring the continued growth and adoption of IoT technologies across various sectors, as security
concerns have been a major impediment to realizing the full potential of IoT.

2. Literature Review. This section examine the existing research on security and intrusion detection
approaches for the Internet of Things.It will provide a comprehensive overview of the current state of IoT
security, highlighting the vulnerabilities specific to IoT networks. Additionally, it will explore the various
intrusion detection and prevention methods employed in traditional networks and IoT environments. This
review will serve as the foundation for identifying gaps in the literature and setting the stage for the proposed
RNN-based approach.
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IoT applications are growing to smart grids, retail, residences, cities, and healthcare despite forecasts.
Security is needed to avoid service disruption, illegal access, and cyberattacks like tampering and others to assure
data accuracy and process efficiency. ML/DL is common in IDS development. IDSs protect IoT devices and
systems from security and operation threats. Intrusion detection systems (IDS) are essential in IoT networks,
which increasingly encompass critical infrastructure including healthcare, transportation, and energy. With
the help of intrusion detection systems, network managers may quickly identify, address, and collect vital
information needed to stop and lessen security risks.

Traditional machine learning methods like SVM [7], [8], K-Nearest Neighbor (KNN) [9], ANN [10], Random
Forest (RF) [11], [12], and others [13] have been successful for intrusion detection systems. On the other hand,
the DL method has outperformed ML in terms of accuracy, particularly for large datasets. Because picking
features takes time and they won’t know which characteristics are valuable until the model is trained and
evaluated, researchers creating machine learning algorithms must exercise caution and only extract features
that can improve the model. Machine learning is challenged when dealing with datasets of different sizes since
it is not always easy to extract the most predictive features [14]. Furthermore, because deep learning models
can independently extract properties from massive data sets, they outperform traditional machine learning
techniques and are more accurate [15].

Kumari et al. proposed a semi-supervised intrusion detection system [16] using a hybrid SVM-FCM cluster-
ing platform for classification. This was an extra semi-supervised intrusion detection system. Active SVM uses
a modest amount of labeled input and a lot of unlabeled data. This was done to prove that active learning SVM
can identify like a typical support vector machine after N iterations. For multi-class classification, the FCM
classifier was used on data items around support vectors. This model used SVM and FCM classifier engines
for intrusion detection. If both classifiers regarded an input instance normal, we may confidently call it normal.
If the SVM engine classified the input instance as an outlier and the FCM engine identified its sub-category,
the instance is considered abnormal and the sub-class is selected by selecting the circle with the highest fuzzy
membership and geographical proximity to the support vectors.

In order to identify malicious attacks in IoT contexts,Otoum et al. [17] introduced a novel DL-based
intrusion detection system to resolve the challenges associated with protecting IoT nodes. In their proposed
model, the spider monkey optimization (SMO) algorithm and the stacked deep polynomial network (SDPN)
are combined to achieve the highest detection and recognition rates. SMO selects the most relevant attributes
from the datasets, while SDPN classifies the output as normal or aberrant. Using DL to identify intrusions
with recurrent neural networks (RNN-IDS) was recommended by Yang et al. [18]. They show through their
experimental results that RNN-IDS is ideally adapted for producing IDS with good accuracy and that it
outperforms conventional ML both binary and multi-class techniques. Dawoud et al. [19] presented a deep
learning-based intrusion detection system for SDN-based IoT architecture. SDN modeling was used for the
IoT security, scalability, and resilience enhancing purposes, whereas Restricted Boltzman Machine (RBM) was
used as the engine for intrusion detection. This serves as an example of the integration of SDN and IoT.
The suggested model was tested, evaluated, and validated by utilizing the KDD Cup’99 dataset, on which it
produced a competitive performance more than 94% in terms of precision and accuracy.

Khan et al. [20] employed an ensemble-based voting classifier, where the final prediction was derived by
combining the conventional machine learning algorithm with voting on its predictions. Using a stacking-based
ensemble model, IoT devices are better able to detect anomalies in IoT networks, according to Naz et al. [21].
To enhance the effectiveness and precision of ensemble-based IDS,Bhati et al. [22] implemented ensemble-based
IDS with XGBoost, which improves the accuracy. In [23], Arko et al. presented an overview of several machine
learning techniques that can be used to identify potentially harmful or out-of-the-ordinary data, as well as the
most effective approach for two datasets: the first dataset was created from data exchanged between sensors,
and the second dataset is UNSW-NB15.

The use of ensemble learning, in which many methods/models or experts are put to use in order to solve
a specific artificial intelligence-based problem, was another approach that researchers took in order to ensure
the strong security of the IoT. In the context of the problem of intrusion detection, ensemble learning fosters
stronger generalization, and the voting amongst the various strategies of ensemble give higher detection accuracy
than the individual models, according to the proposal made by Illy et al. [24].
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Fig. 3.1: IoT Architecture

In [25], Verma et al. investigated the viability of machine learning classification techniques for defending
the IoT against DoS attacks. The Classifiers are evaluated using well-known datasets such as CIDDS-001,
UNSWNB15, and NSL-KDD. Some cyber security experts have modified deep learning components to accom-
plish ML features for cyber-security, including IoT.

Yin et al. examined the structure of a deep learning-based intrusion detection system (IDS) and presents
a novel RNN-IDS approach[26]. An comprehensive study examines the model’s operationality in binary and
multiclass classification scenarios and the effect of neuron count and learning rate changes on its efficacy. Using
benchmark datasets, it is compared to J48, artificial neural network, random forest, and support vector machine.
The authors suggest GPU acceleration to reduce training time, avoid exploding and vanishing gradients, and
study the classification performance of LSTM, Bidirectional RNNs algorithms in intrusion detection.

Khan et al. proposed a deep learning-based intelligent IDS for IoT networks to address the security
issues[27]. A Recurrent Neural Network with Gated Recurrent Units (RNN-GRU) can classify assaults across
the physical, network, and application levels. This suggested model is trained and tested using the ToN-IoT
dataset, which is unique for a three-layered IoT system and offers new attacks compared to other publicly
available datasets. The proposed model’s performance was analyzed using accuracy, precision, recall, and
F1-measure, with Adam and Adamax optimization techniques. Adam was found to perform best.

3. IoT Architecture. The Internet of Things, or IoT for short, is a bit like a huge, worldwide web where
computers and everyday objects are connected to each other. Think of it as a world where your fridge, watch,
car, and even your shoes can ’talk’ to each other through the internet. For all these things to work smoothly,
we need a plan or structure, just like building a house. This plan is called the IoT architecture. At its core, the
IoT architecture can be described as multi-layered, each serving a specific purpose, working together to deliver
an interconnected, intelligent ecosystem. Let’s break down this architectural framework in Figure 3.1.

3.1. Perception Layer (Device Layer). Imagine stepping into a dense forest, with every rustling leaf,
chirping bird, or distant animal footstep communicating a piece of information. That’s precisely the role of
the Perception Layer. Often termed the physical or device layer, it’s the frontline where real-world data is
gathered. Comprising sensors, actuators, and other IoT devices, this layer perceives or senses the environment.
Whether it’s a smart thermostat sensing room temperature or an agricultural sensor gauging soil moisture, data
collection begins here.

3.2. Transport Layer. Having collected the data, the next step is its relay to central hubs for further
action. Enter the Transport Layer. Acting as the communication bridge, this layer ensures data moves from
devices to data centers using a myriad of transmission mediums[30]. This could be via satellite, cellular networks,
Wi-Fi, or even more niche protocols like Zigbee. The fundamental task here is secure, swift, and efficient data
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transmission.

3.3. Processing Layer (Middleware Layer). All of the analysis that is done on data takes place at the
Processing Layer. One could compare it to a location where information is stored, worked on, and interpreted.
After being entered into databases, the raw data is subsequently transformed into information that can be
utilized by specialized tools and computers. For example, by analyzing the data from a smart thermostat, it is
possible to determine how to regulate the heating in order to save water and energy.

3.4. Application Layer. Application Layer is responsible to put the information received from Middle
layer for practical use. Here, specific applications tailored for end-users interpret the processed data to offer
tangible services. In a smart home setting, based on data from various sensors, the application layer might
adjust lighting, heating, or even play your favourite song once you walk in. Essentially, this layer personalizes
the IoT experience, translating processed data into relatable user actions[29].

3.5. Business Layer. Finally, at the top of all resides the Business Layer. Beyond the complexities of
devices and data, this layer aligns the entire IoT architecture with overall business objectives. By analyzing
data patterns, consumer behaviours, and device performance, strategic business decisions emerge. Whether it’s
launching a new product, optimizing an existing one, or even exploring uncharted market territories, this layer
ensures the IoT system remains profitable, scalable, and aligned with overarching business objectives.

IoT architecture can be thought as a well-organized city where every part has a role. Every layer is crucial,
from the devices that sense things to the pathways that transport data, the brains that process information,
the hands that act on it, and the wise tree overseeing it all. This amazing plan lets our world of connected
devices work together, making our lives easier and smarter. As more and more things around us start ’talking’
to each other, knowing a bit about this architecture helps us appreciate the magic of the IoT world.

4. IDS for IoT. An Intrusion Detection System (IDS) for the Internet of Things (IoT) is paramount due
to the inherent vulnerabilities associated with IoT devices and their increasing pervasiveness. Given the unique
characteristics of IoT environments, traditional IDS might not be directly suitable, necessitating specialized
approaches[7]. Here’s a classification of Intrusion Detection Systems for IoT:

4.1. Based on Placement. Intrusion Detection Systems (IDS) can be fundamentally classified by their
placement within the system they monitor. Host-based IDS (HIDS) operate on individual IoT devices. They
focus on the internals of the device, such as system logs, processes, and system calls. Their primary advantage is
their ability to effectively detect insider attacks and anomalies that manifest within a specific device. In contrast,
Network-based IDS (NIDS) are centered on monitoring network traffic. By capturing and analyzing packets
transmitted across the network, they are particularly apt at detecting unauthorized access or Distributed Denial
of Service (DDoS) attacks that exploit network vulnerabilities[31].

4.2. Based on Detection Method. The detection methodology behind an IDS plays a critical role in
its efficacy. Signature-based IDS operate using predefined patterns or signatures of known threats, making
them adept at identifying recognized threats, but they are inherently limited when it comes to zero-day attacks.
Anomaly-based IDS, on the other hand, rely on historical data to build a profile of what is considered "normal"
behavior. When the current behavior deviates significantly from this profile, an alert is triggered. While this
approach can detect previously unknown attacks, it might also lead to false positives. Specification-based IDS
take a slightly different approach by using well-defined specifications that describe correct operation, and they
raise alerts when there are deviations from these specifications. These are especially suitable for environments
where correct behaviors can be meticulously defined. Lastly, Hybrid IDS merge the techniques of signature and
anomaly-based detection to strike a balance between detection rates and false positives.

4.3. Based on the Type of IoT Environment. The type of IoT environment can dictate the design
and priorities of an IDS. For instance, Home IoT IDS are designed specifically for smart home devices, such
as thermostats, cameras, and smart appliances. They prioritize the privacy of users while ensuring usability.
In industrial settings, the Industrial IoT (IIoT) IDS focus on ensuring system uptime, safety, and resilience
in places like manufacturing plants and power grids. Healthcare IoT IDS, intended for medical devices and
systems, place an unsurpassed emphasis on patient safety and data integrity. And in the realm of transportation,
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Fig. 5.1: RNN model

Vehicle IoT IDS cater to connected cars and vehicular networks, where passenger safety and real-time response
are paramount.

4.4. Based on Operational Capability. In terms of operational capability, IDS can be collaborative
or standalone in nature. Collaborative IDS are designed with multiple IDS nodes that collaborate and share
information, offering a holistic view of the network and the ability to correlate events across diverse devices. This
collaborative approach often leads to more robust detection and mitigation strategies. In contrast, Standalone
IDS operate independently without the need for collaborative data. While they might be simpler and easier to
deploy, they may lack the comprehensive view that collaborative systems offer. In essence, given the multifaceted
nature of IoT devices and networks, an optimal IDS often necessitates a blend of these categorizations, each
tailored to the unique requirements and threat landscapes of the environment.

5. Proposed Method. Proposed RNN-based IDS framework leverages the sequential processing capabil-
ities of RNNs to analyze patterns in network traffic and detect intrusions. By using the NSL-KDD dataset,
which is a benchmark in the IDS domain, the model can be trained to recognize a wide variety of intrusion
patterns relevant to IoT environments. The combination of real-time processing, alert systems, and feedback
loops ensures the IDS remains dynamic, effective, and up-to-date in the ever-evolving landscape of IoT security
threats. Given the sequential nature of network traffic data, RNNs can potentially excel in identifying patterns
and anomalies.

RNN has a looped or recurrent hidden layer, which allows it to maintain a ’memory’ of previous inputs in
its internal structure. This is what enables it to process sequences of data rather than single data points. As
shown in FIG. 5.1, Inside Input layer, at each time step t, the RNN receives an input vector xt. This vector
will usually be an encoded form of the data for that time step, such as a word in a sentence or a feature in a
time series.In Hidden Layer ,The recurrent layers computes the hidden state t at time step t. This hidden state
is a function of the input xt at the current time step and the hidden state ht−1 from the previous time step. In
output layer, at each time step t, the RNN produces an output vector yt. This output can be computed based
on the hidden state ht and, if necessary, the input xt.

Training an RNN involves adjusting its weights based on the difference between its predicted outputs
and the actual outputs for a sequence. This is done using a variant of the backpropagation algorithm called
Backpropagation Through Time (BPTT). BPTT works by unrolling the entire network for a sequence and
applying the standard backpropagation algorithm, considering the temporal depth introduced by the recurrent
layer.

As shown in FIG. 5.2 the process of an RNN-based Intrusion Detection System begins with the preprocessing
of the Dataset. This includes label encoding, feature scaling, and feature selection to make sure the data is
compatible. After the data has been pre processed, it is split into two sets: training (80%) and testing (20%).
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Fig. 5.2: Proposed RNN IDS

The training sample is used to build and train the RNN model.During training the model fits the data for 100
epochs with a batch size of 32. This is how it learns to spot patterns that are linked to intrusions. After that,
the model is put to the test using the testing dataset to see how well it works using accuracy, precision, recall,
and F1-score as measures. If the model’s original evaluation metrics show that it isn’t working as well as it
could, it goes through incremental training, which involves fine-tuning its parameters even more until it gets
good results. This iterative review process makes sure that the model’s ability to find and stop cyber threats
is always getting better. Once the model works well as it should, it can be used for real-time attack detection
in live systems, which is a strong way to protect them.

5.1. Preprocessing of Dataset. Intrusion Detection Systems (IDS) often deal with large and complex
datasets that require preprocessing to be effectively used for detecting malicious activities. Proper preprocessing
is crucial as the quality and relevance of the data directly impact the model’s performance. In this section various
steps involved in Data Preprocessing are discussed followed by dataset description.

5.1.1. Dataset Description. NSL-KDD[28] is an improved version of the famous KDD Cup ’99 dataset.
The NSL-KDD dataset has made a name for itself in cybersecurity study, especially in the area of Intrusion
Detection Systems (IDS). In this digital age, where network breaches and cyberattacks are getting smarter
and happening more often, it is very important to have effective and accurate IDS. As a result, the NSL-KDD
dataset has become an important tool for study into creating, testing, and improving different IDS models by
providing a standard against which to measure and contrast their effectiveness. To fully understand what the
NSL-KDD dataset is and how it can be used, it is important to go back to where it came from: the KDD Cup
’99 dataset, which was created in 1999 as part of the Third International Knowledge Discovery and Data Mining
Tools Competition. Even though it has problems like a huge number of duplicate records and built-in biases,
the KDD’99 dataset quickly became the standard for IDS study. To address such limitations, the NSL-KDD
was created to eliminate redundancies and give a more balanced dataset for constructing and assessing IDS



Recurrent Neural Network based Incremental model for Intrusion Detection System in IoT 3785

models. NSL-KDD is notable for its comprehensive and diverse composition, encapsulating various aspects of
network interactions and potential intrusions,this includes:

A. Variety of Features. It includes a large group of 41 features that cover a wide range of topics, such as
basic features of each TCP connection, content features that show what’s inside the packets, and traffic features
that are estimated using a two-second time window. The features can be broadly divided into three groups
namely Basic features ,Content features and Traffic features. Basic Features encompass attributes derived
directly from the connection. Examples include the duration of the connection, the type of protocol used (e.g.,
TCP, UDP, ICMP), and other foundational data attributes. Content Features are derived from the content
of the connections, such as the number of failed login attempts. These attributes provide insights into the
suspicious behavior exhibited within the connection. Traffic Features are Computed with respect to a temporal
window, these features capture network traffic statistics, analyzing patterns over a specified interval. These are
further split into "time-based" and "connection-based" traffic features.

B. Multi-class Labels. Instances are divided into "normal" and several "attack" kinds. These are further
broken down into four main types of attacks: DoS (Denial of Service), R2L (Remote to Local), U2R (User to
Root), and Probing. Binary and Multi-class Classification: The attack types allow for both binary classification
(normal vs. attack) and multi-class classification, which opens up a lot of theoretical and practical options.

C. Training and Test Sets. The dataset is split into "KDDTrain+" and "KDDTest+" sections, which make
it easier to train, test, and validate models while keeping the lines between them clear to stop data leaks.

5.1.2. Feature Selection. In the realm of IDS for IoT, the relevance of features might differ from tra-
ditional network environments. For example, IoT devices often have resource constraints and unique patterns
of network traffic. Therefore, selecting features that best characterize the IoT device behaviour is crucial. By
focusing on the most relevant features, models can be more interpretable, faster, and potentially yield better
performance The KDD’99 dataset initially has 41 features, categorized into basic features, content features,
and traffic features.

Basic Features (9). These are derived from the packet headers without inspecting the payload, e.g., duration,
protocol type, and service.

Content Features (13). These include features extracted from the payload like the number of failed login
attempts.

Traffic Features (19). These are computed with respect to a window interval and are either time-based or
connection-based. Using methods like Pearson’s correlation coefficient can help determine if some features are
highly correlated. If two features have high correlation, it might be beneficial to keep only one of them to avoid
redundancy.

5.1.3. One-Hot-encoding:. One-Hot-Encoding is used to convert all categorical properties to binary
properties. One-Hot-Endcoding requirement, the input to this transformer must be an integer matrix expressing
values taken with categorical (discrete) properties. The output will be a sparse matrix in which each column
corresponds to a possible value. It is assumed that the input properties have values in the range [0, n_values].
Therefore, to convert each category to a number, properties must first be converted with LabelEncoder.

There are 3 categorical attributes in this dataset are "Protocol_type", "service", and "flag" excluding “label”
attribute. These features, although packed with essential information, are represented as text or categorical
values, which are not inherently quantifiable and thus not directly compatible with RNN algorithms.

One-hot encoding is a favored technique for converting categorical data into a format that can be provided
to RNN model. The process essentially creates a binary column for each category and indicates the presence
of the category with a "1" or "0". Let’s break down the one-hot encoding process for each of these features.

Protocol type. This feature indicates the type of protocol used for the connection, such as "tcp", "udp", or
"icmp". Instead of these textual values, one-hot encoding would result in three new binary columns named
"protocol_tcp", "protocol_udp", and "protocol_icmp". For a specific record in the dataset, if the protocol type
is "tcp", the "protocol_tcp" column would have a value of "1" while the other two columns would be "0".

Service. The "service" attribute is a bit more complex as it delineates the network service on the destination,
e.g., "http", "ftp", "telnet", and so on. Given the diverse range of services in the NSL-KDD dataset, one-hot
encoding would result in multiple new binary columns, one for each service type. For instance, if a specific
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record has the service type "http", then the "service_http" column would be "1", while all other ’service_*’
columns would be "0".

Flag. Representing the status of the connection, typical values might include "SF", "S0", "REJ", etc. Just
like the earlier attributes, each unique flag value would get its binary column. So, if a specific connection
record had its flag set as "REJ", the corresponding "flag_REJ" column would hold a "1", with all other ’flag_*’
columns set to "0".

Post one-hot encoding, the NSL-KDD dataset will have an expanded feature set with new binary columns
replacing the original categorical ones. This transformation ensures that the data is in a numerical format,
making it suitable for RNN without losing the categorical information’s granularity. It’s crucial, however,
to note that this process can increase the dimensionality of the dataset significantly, especially if categorical
features have numerous unique values. As such, after one-hot encoding, dimensionality reduction techniques
might be considered to optimize the dataset’s size without compromising the integrity of the information.

5.1.4. Label Encoding. The NSL-KDD dataset, a cornerstone in network intrusion detection research,
underwent a transformation to simplify the representation of its diverse range of attacks. A large number of
attacks were categorized into five broad categories, and to make these categories machine-friendly and facilitate
easier computation, label encoding was applied. Initially, the dataset had various textual tags indicative of
different kinds of attacks. To standardize and streamline this, the tags were remapped as follows:
Normal Activities: Previously labeled with various tags indicating normal behavior, these were consolidated

and encoded with the value 0.
DoS (Denial of Service) Attacks: All tags specific to different types of DoS attacks(neptune, back, land, pod,

smurf, teardrop, mailbomb, apache2, processtable, udpstorm, worm) were unified under the umbrella
term "DoS" and were encoded with the value 1.

Probe Attacks: These are attacks where the malicious actor scans the network to gather information or find
known vulnerabilities. All such attacks(ipsweep, nmap, portsweep, satan, mscan, saint) were labeled
as "Probe" and assigned the encoded value 2.

R2L (Remote to Local) Attacks: In these attacks(ftp_write, guess_passwd, imap, multihop, phf, spy, warez-
client, warezmaster, sendmail, named, snmpgetattack, snmpguess, xlock, xsnoop, httptunnel), an at-
tacker who does not have an account on the target machine tries to gain access. Such attempts,
previously labelled with various specific tags, were brought together under "R2L" and encoded with
the value 3.

U2R (User to Root) Attacks: In U2R attacks, the attacker starts with access to a normal user account on the
system and tries to exploit some vulnerability to gain root privileges. All such tags(buffer_overflow,
loadmodule, perl, rootkit, ps, sqlattack, xterm) were encoded with the value 4.

The transformation process ensured the dataset became more streamlined. Instead of dealing with a
multitude of tags that can make data processing and analysis cumbersome, especially for Deep learning models,
we now have a standard set of five encoded labels. This not only helps in reducing the complexity but also
in improving the efficiency of subsequent computations. To achieve this encoding, a straightforward mapping
mechanism was used. A typical process would involve iterating over the dataset, examining the existing attack
tag, and then replacing it with the new encoded value. This encoding, though seemingly simple, is a crucial
step in data preprocessing, especially when the data is meant to be fed into machine learning or deep learning
models. Properly encoded labels ensure models train effectively and provide meaningful results. Given the
critical importance of network intrusion detection in today’s hyper-connected world, such streamlined data
representations play a pivotal role in advancing cybersecurity research and solutions.

5.1.5. Feature Scaling. In the domain of data preprocessing for deep learning models, feature scaling
stands as a pivotal step to standardize the range of independent variables or features of the data. This process
is paramount, especially in datasets with features that have different scales, as it can drastically impact the
performance of certain algorithms. The KDD dataset, renowned in the realm of network intrusion detection,
is no exception to this rule. For the NSL-KDD dataset, taking into account the varying magnitudes, units,
and range of the features, the decision was made to apply logarithmic scaling, a specialized scaling method.
This method is particularly useful when dealing with data that spans several orders of magnitude. By applying
logarithmic transformations, we can diminish the effects of outlier values and compress the scale on which the
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data lies, rendering it more manageable and interpretable. The features duration, src_bytes, and dst_bytes
are taken into account. Their original ranges were considerably broad and spanned multiple magnitudes.
However, by applying the logarithmic scaling method, these features were transformed to more condensed
ranges. Specifically:

For the duration feature, post-logarithmic scaling, the range was condensed to [0, 4.77].
The src_bytes feature, after the application of logarithmic scaling, had its values fall within the range [0,

9.11].
Similarly, the dst_bytes feature was scaled such that its values now lie in the [0, 9.11] range.
It’s noteworthy to mention that before applying the logarithmic scaling, a small constant might be added

to the feature values to handle instances of values being zero, since the logarithm of zero is undefined. In
essence, the logarithmic scaling of the NSL-KDD dataset’s features ensures that the variances in the data’s
magnitude do not negatively influence the performance of machine learning algorithms. This transformation not
only promotes better convergence during model training but also contributes to a more accurate and insightful
representation of the underlying patterns and structures within the dataset.

5.2. Methodology. The purpose of this study was to use the NSL-KDD dataset to construct and assess an
intrusion detection system (IDS) based on RNNs. Two different forms of configuration were used for proposed
RNN-IDS: multiclass classification and binary classification. The goal of using both classification techniques
was to evaluate proposed RNN model’s adaptability and effectiveness in differentiating between different types
of attacks and normal traffic.

An RNN-based intrusion detection system (IDS) is built and evaluated using the NSL-KDD dataset. The
proposed RNN-IDS made use of two distinct configuration types: multiclass and binary classification. The
purpose of combining the two classification methods was to test how well the suggested RNN model could
distinguish between malicious and normal traffic.

Given an IoT network traffic dataset(NSL-KDD dataset), the task is to classify sequences of network data
into one of N categories, such that "normal" and ”Attack” in case of Binary Classification & “normal”,“Dos”,
“Probe”, “R2L”, and “U2R” in case of Multiclass Classification

Let:
X={x1, x2,. . . .. xT }: A sequence of feature vectors, where T is the length of the sequence.
Y={y1, y2,. . . .. yT }: The corresponding labels or categories.
The objective is to Model a Function f using RNN such that f(X) ≈Y
RNNs are designed to recognize patterns in sequences of data by utilizing memory elements. The primary

component of the RNN is its hidden state, which gets updated at each time step of the sequence as depicted
by Equation 5.1.

ht = σ (Wxt + Uht−1 + b) (5.1)

E = mc2 (5.2)

∫ b

a

f(t)

(∑

i

EiBi,k,x(t)

)
dt (5.3)

where:
ht is the hidden state at time t.
W and U are weight matrices
b is the bias vector.
σ is a non-linear activation function, often the hyperbolic tangent (tanh).
Output would be as follows:

yt = ϕ (V ht + c) (5.4)

where:
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V is the weight matrix for the output.
c is the output bias.
ϕ is a softmax function when the task is multi-class classification, providing a probability distribution over

the N.
For training the IDS, a suitable loss function, L as depicted by equation 5.5, is categorical cross-entropy

for classification tasks:

L(Y , Ŷ) = −
T∑

t=1

N∑

n=1

yt,n log( ŷt,n) (5.5)

where ŷt,n is the predicted probability of the nth class at time t, and yt,n is a binary indicator (0 or 1) if label
n is the correct classification for observation t.

For binary classification using RNN-IDS, the hidden layer uses 80 neurons and the activation function is
hard sigmoid, while the output layer uses tanh. For instance, sensor updates are common examples of how
IoT devices commonly broadcast data in a specified pattern. Anomaly detection may rely heavily on the
temporal dependencies present in this data. On the other hand, a model based on RNNs could do better. A
comparison is conducted to ascertain the RNN-IDS’s effectiveness in relation to more conventional machine
learning models. ’J48’, ’RF’, ’SVM’, ’MLP’, and ’NB’ were used to assess RNN-IDS’s performance by way of
the evaluation metrics. In order to determine the F1 score, Precision, Accuracy, and Recall, these contrasting
Machine Learning Models are constructed and implemented on the NSL-KDD dataset.

5.3. Evaluation. Using the NSL-KDD dataset, Proposed work used an RNN model to identify and classify
four attack types: Dos, Probe, R2L, and U2R, along with normal traffic labels. The model’s performance was
carefully compared against five popular Machine Learning (ML) methods: J48, Random Forest (RF), Support
Vector Machines (SVM), Multilayer Perceptron (MLP), and Naive Bayes(NB).

To allow for thorough comparisons, the model was trained on a stratified dataset split and evaluated using
the following metrics.
Accuracy: The percentage of true predictions in our model compared to total predictions.
Precision: It measures positive prediction accuracy, calculated as the ratio of true positive outcomes to the sum

of true positives and false positives.
Recall (Sensitivity): Rate of true positive predictions compared to true positives and false negatives.
F1 Score: It is a balanced measure of precision and recall, particularly in skewed datasets. Can be calculated

as the harmonic mean of Precision and Recall.
The performance of the RNN-IDS model for binary classification (Normal, anomaly) and multi class clas-

sification (such as Normal, DoS, R2L, U2R, and Probe) has been the subject of investigation in two separate
studies that have been created specifically for this purpose. These experiments are designed at the same time
as standard experiments and results are compared other machine learning strategies J48, NB, RF, MLP, SVM.

A variety of errors occurred during the development of the RNN-based model for the binary and multiclass
categorization of different attacks, each providing information about a different set of difficulties. Overly
sensitive models or data noise can cause False Positives (FP), in which the model incorrectly predicts an attack.
This is avoided by modifying the threshold of the model and using post-processing. Conversely, attacks that
the model was unable to identify as False Negatives (FN) were caused by over-regularization and inadequate
modeling of specific attack patterns. Reducing FN errors required improving feature representation, taking into
account more intricate models, or modifying regularization. Accurate forecasts of attacks are indicated by True
Positives (TP) and True Negatives (TN), respectively. Constant fine-tuning, feature engineering, and striking
a balance between sensitivity and specificity is used to improve model accuracy. Errors resulted from missing
and irrelevant features, hence feature representation is regularly assessed and improved.

5.3.1. Binary Classification. In the binary classification scenario, the NSL-KDD dataset was framed to
classify network activities into two broad categories: ‘Normal’ and ‘Attack’. The ’Attack’ category encompassed
all four varieties of attack labels (Dos, Probe, R2L, and U2R), consolidating them into a single overarching
class and making a binary classification setup possible. LSTM input layer must be 3D the meaning of the 3
input dimensions are: samples, time steps, and features. The number of samples is assumed to be 1 or more.
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Fig. 5.3: Comparison of Accuracy between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods
applied on NSL-KDD dataset.

reshape() function takes a tuple as an argument that defines the new shape. To obtain strong comparative
analysis with other models, the model was trained on a NSL-KDD dataset and evaluated using the following
metrics.

Accuracy. Accuracy is calculated as the proportion of correctly predicted instances to the total number of
instances in the dataset. It is a metric used to evaluate the IDS model’s ability to correctly classify network
traffic as either normal or malicious. Mathematically, accuracy can be expressed as follows:

Accuracy =
True Positives (TP) + True Negatives (TN)

Total Instances (P + N)
(5.6)

True Positives (TP) is the count of attack instances correctly identified as attacks.
True Negatives (TN)True Negatives (TN) is the count of normal instances correctly identified as normal.
P is the total actual positive instances (actual attacks).
N is the total actual negative instances (actual normal activities).
The performance of RNN-IDS model in terms of Accuracy is superior to other classification algorithms in

binary classification as shown in FIG. 5.3.
For Binary classification Accuracy of RNN-IDS came out to be 97% which is 6% more as compared to the

accuracy of best model among as compared with other.
Precision. Precision, also known as the positive predictive value, is an essential evaluation metric, where

the cost of false positives (incorrectly identified as an attack) may be significant. Precision attempts to assess
the accuracy of the IDS, i.e., how many instances classified as positive (attack) are in fact positive.

Mathematically, precision is calculated using the following formula:

Precision =
TruePositives(TP)

TruePositives (TP)+FalsePositives(FP)
(5.7)

where:
True Positives (TP) is the number of attack instances that were correctly identified as attacks.
False Positives (FP) is the number of normal instances that were incorrectly identified as attacks.
From FIG. 5.4 it can be observed that the Proposed RNN-IDS achieved a precision score of 0.95 which is a

way better than other compared models during Binary Classification. This highlights the system’s capacity to
reduce false positives and provides the percentage of true positive predictions among all positive predictions.

Recall. Recall, also known as Sensitivity or True Positive Rate, is a crucial evaluation metric, revealing the
model’s ability to correctly identify and classify positive (attack) instances. It resolves the question: " How
many true positive instances did the model successfully identify as being positive?".
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Fig. 5.4: Comparison of Precision between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods
applied on NSL-KDD dataset.

Fig. 5.5: Comparison of Recall between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods applied
on NSL-KDD dataset.

Mathematically, recall is computed as follows:

Recall =
True Positives(TP)

True Positives (TP)+False Negatives(FN)
(5.8)

where:

– True Positives (TP): Represent the instances which were attacks and were correctly identified as attacks
by the IDS.

– False Negatives (FN): Represent the instances which were attacks but were incorrectly identified as normal
by the IDS.

Proposed RNN-IDS exhibited a recall score of 0.95, which represents the ratio of true positive predictions
to all actual positive instances, underlining the system’s capacity to identify actual intrusions effectively. It
can be clearly depicted from the FIG. 5.5 that Proposed RNN-IDS surpassed all the other compared models in
terms of Recall.

Score. The F1 Score is the harmonic mean of precision and recall, and it offers a balance between the two
factors whenever there is an imbalance in the class distribution. It takes into consideration both false positives
and false negatives, and it is especially useful in circumstances in which one form of error is more substantial
than the other.
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Fig. 5.6: Comparison of F1 Score between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods
applied on NSL-KDD dataset.

Mathematically, the F1 Score is defined as:

F1− Score= 2 ∗Precision ∗ Recall

Precision + Recall
(5.9)

where:
Precision (Positive Predictive Value) is defined as:

Precision = True Positives(TP)
True Positives(TP)+False Positives(FP)

Recall (Sensitivity or Tue Positive Rate) is defined as:

Recall = True Positives(TP)
True Positives(TP)+False Negatives(FN)

The F1 score, harmonizing precision and recall, for proposed RNN-IDS was 0.97. FIG. 5.6 reflects the
model’s performance in binary classification in terms of F1-score as compared to other models.

5.3.2. Multi Class Classification. The dataset was organized using the multiclass classification paradigm
to categorize network activity into five different labels: "Normal" and four classes of attacks (Dos, Probe, R2L,
and U2R). The RNN model was put through a rigorous training program before being put to the test to see
how well it could classify data across these many classifications.

Accuracy. In a multi-class classification problem with more than two classes, like four types of attacks and
one normal label, the formulation might get a little more complicated because we have to figure out the True
Positives and True Negatives for each class separately and then add them all up. If this is the case and C is
the number of classes, the accuracy may be represented as:

Accuracy =

∑C
i=1 TPi + TNi

Total Instances
(5.10)

TPi and TNi refer to the True Positives and True Negatives for the ith class respectively.
Proposed RNN-IDS recorded an accuracy of 95%.It can be observed in FIG. 5.7, when compared to the

machine learning models, the RNN’s performance was superior, indicating its adeptness in correctly classifying
instances.

Precision. When dealing with multiple attack types (classes) in an IDS for IoT multi-class classification
scenario, the precision for each class is calculated separately and then the macro-average precision is derived
across all classes. This gives a general idea of the IDS model’s precision across various attack types.

In a multi-class context, the following formula can be modified to compute class-wise precision as:

Precisioni =
TPi

TPi + FPi
(5.11)
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Fig. 5.7: Comparison of Accuracy between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods
applied on NSL-KDD dataset for Multiclass Classification.

Fig. 5.8: Comparison of Precision between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods
applied on NSL-KDD dataset for Multiclass Classification.

where:

– Precisioni is the precision for the ith class (type of attack).

– TPi and FPi represent the True Positives and False Positives for the ith class respectively.

After calculating the precision for each class, the macro-average precision across all classes is computed as
follows:

Macro−AveragePrecision =

∑C
i=1 Precisioni

C
(5.12)

Here C is the total number of classes.

Precision indicates the system’s capacity to reduce false alarms, which is essential for IoT IDS usability
and reliability. This metric is examined alongside recall and F1 score to evaluate the proposed model.

Precision is vital as it tells us about the model’s capability to correctly identify positive instances. With
a precision score of 0.96, the RNN-IDS model edged out most ML-based models, showcasing its reliability in
positive identifications in FIG. 5.8.

Recall. In multi-class classification for IDS in IoT, there are several sorts of attacks (classes), recall has been
computed for each class and then the macro-average recall is calculated over all classes to provide a generalized
model recall measure. Class-wise recall for multi-class classification can be computed as:
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Fig. 5.9: Comparison of Recall between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods applied
on NSL-KDD dataset for Multiclass Classification.

Recalli =
TPi

TPi + FNi
(5.13)

where:
– Recalli is the recall for the ith class (type of attack).
– TPi and FNi are the True Positives and False Negatives for the ith class, respectively. Macro-average

recall across all classes in a multi-class classification scenario can be derived as follows:

Macro−AverageRecall =
∑C
i=1 Recalli

C
(5.14)

where C is the total number of classes.
IDS for IoT relies on recall because missing an attack can be disastrous. This comprehensive evaluation

helps fine-tune the model for reliable IoT IDS.
Recall focuses on the model’s ability to identify all potential positive instances. The RNN-IDS model

achieved a commendable recall score of 0.95, which was notably higher than some ML models as can be seen
in Fig. 5.9, emphasizing its proficiency in identifying actual attack instances.

F1 Score. In a multiclass classification scenario, such as categorizing various types of network intrusions in
IDS for IoT, the F1 Score can be calculated for each class separately, and then an average can be calculated to
evaluate the classifier’s overall performance. Micro and macro F1 Scores are two ways to calculate the average
F1 Score for multiclass classification problems.

Micro F1 Score: Calculated by aggregating the contributions of all classes to find the average.

F 1micro = 2x

∑C
i=1 TPi∑C

i=1 TPi +
∑C
i=1 FPi+

∑C
i=1 FNi

(5.15)

where C represents the number of classes, and TPi ,FPi, and FNi denote the true positives, false positives, and
false negatives for the i-th class, respectively.

Macro F1 Score: The arithmetic mean of the per-class F1 Scores.

F 1macro =
1

C

C∑

i=1

F1i (5.16)

where F1i represents the F1 Score for the i-th class.
The F1-Score serves as a balanced measure, taking into account both precision and recall. Proposed RNN-

IDS model’s score of 0.94 was demonstrably superior, revealing its balanced performance in precision and
sensitivity,as can be depicted in FIG. 5.10.
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Fig. 5.10: Comparison of F1 Score between Proposed(RNN-IDS) and other(j48,RF,SVM,MLP,NB) methods
applied on NSL-KDD dataset for Multiclass Classification.

6. Conclusion. The results of experiment demonstrate the effectiveness of proposed RNN-IDS for intru-
sion detection in both binary and multiclass classification scenarios. In binary classification, proposed RNN-IDS
system excelled with high accuracy, precision, recall, and F1 score, indicating its ability to accurately identify
both normal and intrusive network activities while minimizing false alarms.Furthermore, in the multiclass classi-
fication setting, proposed RNN-IDS showcased its adaptability by accurately classifying various intrusion types.
This capability is crucial for network administrators and security professionals, as it enables them to pinpoint
specific attack categories for prompt mitigation.

Comparing proposed RNN-IDS with renowned machine learning models: J48, RF (Random Forest), SVM
(Support Vector Machine), MLP (Multi-Layer Perceptron), and NB (Naive Bayes), deduced that it consistently
outperformed them in terms of accuracy, precision, recall, and F1 score. This suggests that the use of recurrent
neural networks offers substantial advantages over conventional techniques when it comes to intrusion detection
on the NSL-KDD dataset.

Proposed research proves the potential of RNN-based IDS systems in enhancing network security. The
results indicate that proposed RNN-IDS is a promising approach for accurately detecting network intrusions,
and its superior performance over traditional models makes it a valuable asset for real-world cyber security ap-
plications.While the current research demonstrates the effectiveness of RNN based intrusion detection systems,
certain limitations highlight avenues for future exploration. Expanding the research to include larger and more
diverse datasets may improve the model’s resilience and generalization. In addition, the current work focuses on
simulated environments, therefore deploying the model in real-world IoT settings would provide useful insights
into its practical efficacy.
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DIFFCRNN: A NOVEL APPROACH FOR DETECTING SOUND EVENTS IN SMART
HOME SYSTEMS USING DIFFUSION-BASED CONVOLUTIONAL RECURRENT

NEURAL NETWORK

MARYAM M. AL DABEL ∗

Abstract. This paper presents a latent diffusion model and convolutional recurrent neural network for detecting sound event,
fusing advantages of different networks together to advance security applications and smart home systems. The proposed approach
underwent initial training using extensive datasets and subsequently applied transfer learning to adapt to the desired task to
effectively mitigate the challenge of limited data availability. It employs the latent diffusion model to get a discrete representation
that is compressed from the mel-spectrogram of audio. Subsequently a convolutional neural network (CNN) is linked as the
front-end of recurrent neural network (RNN) which produces a feature map. After that, an attention module predicts attention
maps in temporal-spectral dimensions level, from the feature map. The input spectrogram is subsequently multiplied with the
generated attention maps for adaptive feature refinement. Finally, trainable scalar weights aggregate the fine-tuned features from
the back-end RNN. The experimental findings show that the proposed method performs better compared to the state-of-art using
three datasets: the DCASE2016-SED, DCASE2017-SED and URBAN-SED. In experiments on the first dataset, DCASE2016-SED,
the performance of the approach reached a peak in F1 of 66.2% and ER of 0.42. Using the second dataset, DCASE2017-SED,
the results indicate that the F1 and ER achieved 68.1% and 0.40, respectively. Further investigation with the third dataset,
URBAN-SED, demonstrates that our proposed approach significantly outperforms existing alternatives as 74.3% and 0.44 for the
F1 and ER.

Key words: Sound event detection, latent diffusion model, spectrogram, deep neural network.

1. Introduction. The objective of sound event (SE) detection is to provide devices with the capability to
identify and classify acoustic environments. It can be characterized as the process of discerning the presence
of both overlapping and non-overlapping sound events, as well as determining their respective initiation and
duration intervals [44]. A distinct auditory occurrence that may be recognized as a distinct notion is referred
to as a sound event [18]. In our everyday lives, we often encounter many forms of sound events as an example
bird cries, dog barking, and human speech. In a real-world acoustic environment, the occurrence of these sound
events may not be sequential but rather exhibit a tendency to regularly overlap. The SE detection systems may
enhance the capabilities of current security applications, smart home systems and surveillance systems when
applied jointly. In addition, they can be used in industrial environments to detect deficiencies in equipment
and machinery.

Different approaches have been used to perform the SE detection task. There are two fundamentals to
boost the overall classification performance of SE models: i) the extraction of acoustic features with robust
characterization abilities, and ii) efficient classification techniques. The widely used features are linear pre-
dictive coding [32], linear predictive cepstral coefficients, discrete wavelet transform, mel frequency cepstral
coefficients [32] and log-mel spectrograms. Turning to conventional classifiers, examples include support vector
machines [13], Gaussian mixture models [15], hidden Markov models [11], multi-layer perceptron [42]. Such con-
ventional models, however, are only useful to single acoustic events and small datasets [31]. These conventional
classification models are less likely to satisfy the classification needs due to the large dataset size and audio
complexity. The advances of machine learning has made it possible for neural network classification models
to outperform more conventional classifiers, such as feedforward neural networks, recurrent neural networks
[36], convolutional neural networks [22] and convolutional recurrent neural networks [2, 12, 21, 29]. Most SE
research in recent years has employed deep learning-based classification models [4, 1]. While neural network-
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based classification models have been widely used in the field of acoustics, difficulties with sound detection is
still exist include the following: i) the SE model has more parameters, more feature space dimensions, and
larger datasets; ii) the temporal-frequency structure of sounds is very complex and may be continuous, abrupt,
or periodic; and iii) inconsistency and ambiguous duration of sounds impact model classification performance.
The main contributions of this paper are summarized as follows.

• Instead of choosing a random combination, as in earlier efforts, we take into account the pressure levels
of the audio pairings when mixing them for data augmentation by applying the Latent Diffusion Model.
This makes sure that the combined audio accurately represents both of the source audio.
• Combining the convolutional recurrent neural networks and an attention module in a unified framework

that connect both the convolutional neural network layer and recurrent neural network layer.
• Conducting a series of comparative experiments to evaluate the performance of the proposed models.

The rest of this paper is set up as follows. Section 2 discusses and reviews previous related work. Section 3
introduces the proposed framework. Sections 4, 5 and 6 report and analyze the experimental results. Section 8
summarizes the work.

2. Related Work. Early work in SE detection typically aims at identifying only the dominating sound
event among the overlapping sound events and their associated onset-offset periods. However, this strategy is
less appropriate for applications that need the simultaneous detection of several sound events.

Widely known classifiers were used for such task including the combined Gaussian mixture model-hidden
Markov model [16], non-negative matrix factorization [17], convolutional neural networks [48, 38], and recurrent
neural networks [37, 47] networks. In [16], for instance, the combined Gaussian mixture model-hidden Markov
model was employed to detect the overlapping sound events based on multiple restricted Viterbi passes. Whereas
in [17], the combined Gaussian mixture model-hidden Markov model was designed to better identified the
overlapping sound events by a preprocessing stage, in which a non-negative matrix factorization method was
implemented as a stage to get multiple streams of source separated audio.

As deep learning methods advanced, many deep neural network-based solutions for the SE challenges were
proposed. A multi-class multi-label feed-forward deep neural networks was applied in [6] such that each input
frame was produced by concatenating multiple temporal-frames of the feature. This technique outperformed
the best SE technique previously reported in [17]. Individual Gaussian mixture models are trained for each
sound class when using generative classifiers like Gaussian mixture model. The sound class is determined during
inference based on the greatest probable outcomes of the Gaussian mixture model. In [5], for each sound class
in the dataset, several feed-forward deep neural networks classifiers were similarly trained. The cumulative
outcomes of the various single-class feed-forward deep neural networks classifiers were used for the SE task
during inference. The findings indicated that the multiple single-class technique performed slightly poor when
compared to the multi-class multiple label approach.

Recently, in an attempt to enhance classification performance, a study based on the attention mechanism
has also been conducted in the area of SE research. For instance, the Convolutional Long Short-Term Memory
and Deep Neural Networks model incorporates the temporal attention mechanism that was first presented in
[14]. The system can look at every time step and try to identify the high impact one so that it can be given
more weight. Another model was suggested in [27] using an attention-based multi-stream network model. The
attention weight is calculated based on the degree of energy change in the spectrogram. The authors in [49]
noted that not all frame-level characteristics can affect environmental sound performance equally. In particular,
there are other time frames, such as silent frames, noisy frames, can cause the robustness of the classification
model to degrade and will also result in errors in the classification. Based on this assumption, It is crucial
to record the primary temporal segment of the sound stream. While the aforementioned techniques do help
with classification performance, they did not take into account the variation of the frequency bands and their
effect on the process. In addition, the method in [46] was developed to stack multiple attention network to
get robust features. A temporal attention mechanism was suggested in [28] for convolutional layers to boost
the representative ability of convolutional neural networks by re-weighting the convolutional neural networks
feature maps using dot-product operation along the time dimension from input spectrogram.

Deep learning models have the ability to acquire effective representations from raw data without the need for
manual intervention. Convolutional neural networks (CNNs) can automatically extract feature maps through
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Fig. 3.1: The architecture of the proposed Diffusion-based Convolutional Recurrent Neural Network (DiffCRNN)
system.

the convolution process, enabling them to capture the spatial features of input data [22, 39]. Furthermore,
weight sharing significantly reduces the number of parameters in a convolutional neural network (CNN), thereby
facilitating the training process of a CNN model compared to an equivalent dense neural network. Nevertheless,
CNN-based models encounter challenges in capturing temporal dependencies when the input consists of time
series data [20, 3]. Recurrent neural networks (RNNs) are extensively employed in various tasks, including text
classification and speech recognition [10]. However, RNN-based models are limited in their ability to effectively
extract features from raw data and face challenges with gradient vanishing and exploding when processing long
time sequences [4]. Thus, this paper utilizes deep convolutional recurrent neural networks (namely DiffCRNN)
to detect DiffCRNN by combining CNNs and RNNs. The DiffCRNN model utilizes convolutional layers to
extract spatial features from raw data, while the recurrent layers are responsible for capturing the sequence
information.

3. DiffCRNN: Framework Design. The architecture of the proposed Diffusion-based Convolutional
Recurrent Neural Network (DiffCRNN) framework is illustrated in Figure 3.1. The framework has five main
modules which are the latent diffusion based module, the convolutional neural networks (CNN) based module,
the feature map attention based module, the recurrent neural network (RNN) based module and, finally, the
fully connected layer based module.

In particular, the latent diffusion based module has three primary sub-modules: (i) encoder, (ii) latent
diffusion model, and (iii) audio variational auto-encoder. The encoder is responsible for encoding the input
description of the audio. Next, the process of reverse diffusion is used to construct a latent representation of
the audio or audio prior from Gaussian noise, utilizing the textual representation. The audio variational auto-
encoder subsequently employs the latent audio representation to yield a mel-spectogram. The primary objective
of the CNN is to extract a multi-dimensional and higher-order features from the input spectrogram. Further,
the FM-attention module learns the importance of each dimensions in a dynamic way, in which important
feature map information is extracted and unimportant dimensions are discounted. The RNN module then
attempts to acquire contextual information and anticipate both the start and offset times of sound events in a
precise way. Finally, the output characteristics of the RNN serve as the input for the fully connected layer in
order to get the classification score of the DiffCRNN system.

This section described the architecture in more detail. The latent diffusion based module is described in
Section 3.1. The CNN module is reviewed in Section 3.2. Then, Section 3.3 explains the feature map attention
based module. Finally, in Section 3.4, the RNN module is represented.
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3.1. Latent Diffusion Based Module. The latent diffusion based module (LD) consists of three primary
parts: the encoder, latent diffusion model, and audio variational auto-encoder.

3.1.1. The encoder sub-module:. The encoder (Eτ ) is the pre-trained large language models using
FLAN-T5 [9] to obtain text encoding τ . The token count and token-embedding size are L and dτ , respectively.
The use of gradient descent, which emulates the process of imitating characteristics, is of significant importance
in the task of learning the relationship between textual and auditory concepts, without the need for fine-tuning
the Eτ , by treating each input sample as a distinct job. Enhanced pretraining techniques have the potential
to enable the Eτ , however, to prioritize essential information with less interference and enhanced contextual
understanding. Therefore, the Eτ is held constant, on the assumption that the reverse diffusion process may
acquire knowledge of the audio inter-modality mapping prior to its generation.

3.1.2. The latent diffusion sub-module. The purpose of this sub-module is motivated by [40, 30] with
the aim to produce the audio prior s0 under the direction of text encoding τ . This basically comes down to
parameterized p0(s0|τ) via approximating the correct prior q(s0|τ).

The mechanisms of forward and reverse diffusion allow the sub-module to accomplish the aforementioned.
The forward diffusion consists of a series of Markov of Gaussians with predetermined noise parameters 0 <
δ1 < δ2 < · · · < δN < 1 to get more distorted iterations of the samples, s0 as follows;

q(sn|sn−1) = N (
√

1− δnsn−1, δnI), (3.1)

q(sn|s0) = N (
√
κns0, (1− κn)I), (3.2)

such that N denotes the quantity of forward diffusion iterations, κn = 1− δn, and κn =
∏n
i=1 κi.

A more direct sampling of sn from sample noisier versions can be applied through re-parametrization using
as follows;

sn =
√
κns0 + (1− κn)ϵ, (3.3)

such that the noise sample ϵ ∈ N (0, I). The last stage of the forward procedure yields sN ∈ N (0, I).
The reverse method uses noise estimation (ϵ̂θ) to denoise and recover s0 using loss function as follows;

Ω =

N∑

n=1

λnEϵn∈N (0,I)‖ϵn − ϵ̂(n)θ (sn, τ)‖22. (3.4)

such that sn is sampled from equation. 3.3 based on ϵn and λn which are the standard normal noise and the
weight of reverse step n, respectively. The n is considered to be a measure of signal-to-noise ratio in respect to
κ1:N .

3.1.3. The augmentation sub-module. In this sub-module, we synthesis more text-audio pairings by
superimposing existing audio pairs and concatenating their captions. To avoid overpowering low-pressure
samples, the pressure level of audio R is considered. Audio sample (x1) weight is determined as a relative
pressure level:

p = (1 + 10
R1−R2

20 )−1, (3.5)

such that R1 and R2 denotes the pressure levels of two used audio samples y1 and y2. This guarantees accurate
depiction of the two audio samples after mixing.

In addition, the square of a sound wave’s amplitude determines how much energy it has [45]. As a results,
y1 and y2 were mixed as follows;

mix(y1, y2) =
py1 + (1− p)y2√
p2 + (1− p)2

. (3.6)
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3.1.4. The free guidance sub-module. This sub-module is a classifier-free in which the input τ is used
to rebuild the s0 by directing the reverse diffusion. The contribution of text guidance to the noise level ϵ̂θ is
managed by a guidance scale υ with respect to unguided estimation throughout inference:

ϵ̂
(n)
θ (sn, τ) = υϵ

(n)
θ (sn, τ) + (1− υ)ϵ(n)θ (sn). (3.7)

3.1.5. The decoder sub-module. In this sub-module, we implement the audio variational auto-encoder
to converts the mel-spectogram of an audio sample into a s0. The latent diffusion sub-module re-builts the ŝ0
based on the τ . The encoder and decoder are formulated of ResUNet blocks and are trained via maximizing
evidence lower-bound and minimizing adversarial loss [25].

3.2. CNN Module. Assuming that hn−1 is the feature map of size Cn−1×Pn−1×Qn−1 from the (n−1)-
th layer, such that Cn−1 is the channel number and Pn−1 × Qn−1 is the size of the feature map at the time
and frequency axes, the result of the n-th convolutional layer is defined as

hnj =

Cn−1∑

i=1

wn
ij ∗ hn−1

i + bnj , (3.8)

where hnj denotes the j-th channel of hn, wij denotes the (i, j)-th convolutional kernel, ∗ is the convolutional
operation, and bnj represents the bias at the j-th channel. In order to accelerate convergence, convolutional
layers are typically followed by batch normalization and a ReLU activation function. Batch normalization can
also increase the stability of CNN [8].

In order for the CNN model to function properly, the three-dimensional feature map that includes the
channel, time frame, and feature vector must be transformed into a classification vector. It is possible, as
mentioned in the previous section, to immediately flatten the feature map into a vector in order to reduce
the number of dimensions. Flattening, on the other hand, could result in a sub-optimization due to the fact
that it might preserve duplicate information. As a result, the time-frequency attention pooling will be covered
here to produce a vector that is more compact and has less information that is redundant than the one that is
generated by flattening.

The temporal-frequency global attention (TFGA) pooling in CNNs decreases the dimensionality of a feature
map through measuring the contribution of each temporal-frequency unit. It is composed of two sub-modules:
an attention sub-module, and a classification sub-module, which come typically after a set of convolutional
layers and local average pooling layers. The attention sub-module has a two-dimensional convolutional layer
with an output channel number equal to the number of classes K, and a kernel size of 1 × 1, which results in
an attention tensor A. An activation function (softmax or sigmoid) is applied after the convolutional layer to
yield a tensor A∗ with values in the range [0, 1]. Next, the tensor A∗ is normalized using

Pkpq =
A∗
kpq∑Pw

p=1

∑Qw

q=1A
∗
kpq

, (3.9)

such that P denotes the probability tensor. Moving to the classification sub-module, the feature map is
transformed into a new one C with the channel number of K using an additional two-dimensional convolutional
layer with a kernel size of 1×1. After that, the resultant classification tensor C is multiplied by P to determine
the probability of each class by applying the following

pk =

Pw∑

p=1

Qw∑

q=1

Ckpq ⊙ Pkpq, (3.10)

Additionally, to complete a classification task, a softmax or log-softmax function is employed to operate on
C or p. In order to make more accurate predictions, the the time-frequency attention pooling can assess the
contribution of each time-frequency bin to classification [20].
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3.3. Feature-map Attention Module. In the Feature Map (FM-attention) algorithm, the multi-dimen-
sional feature map h is acquired from CNN module, such that C is the channel number and T × F represents
at the time and frequency axes the size of the feature map. Then the high-order feature map h was input to
the FM-attention model. The FM-attention has a Sigmoid activation layer and fully connected feedforward
layer in order to compute the high impact weight of each feature dimension of h of size C × T × F . The high
impact weight U is the outputs of the Sigmoid layer, which is assigned to different feature dimensions. First,
h is permuted into 3-dimensional tensor h′ of size T × C × F . Subsequently, h′ is flattened as a 2-dimensional
tensor h′′ by fixing the dimension T .

Next, the input to the feedforward layer is h′′. The number of hidden units in this layer is set to CF . The
dimension of weights U is M = CF , which can be written as:

U = {U1, U2, . . . , Ud, . . . , UM}, (3.11)

where Um influences the mth dimensional feature of h′′, the expression of Um is:

Um =
exp(Om)

∑j=m
j=1 exp(Oj)

, (3.12)

The dimension of h′′ is M . The jth dimensional output of the Sigmoid activation layer is Oj . The high
impact weight U is repeated T times, and its dimension U results in T ×C ×F . The U is reshaped to form U ′,
FM-attention vector, of size T × C × F . The outputs of the FM-attention module can be written as:

hatt = U ′ ⊙ h′, (3.13)

where “⊙” denotes the Hadamard product. Also, the outputs hatt of FM-attention module are fed into the
RNN module.

3.4. RNN Module. The hidden state ht at the time step t, t = 1, . . . , T , can be represented as

ht = σh (whxt + uhht−1 + bh) , (3.14)

such that wh and uh denote the weights, T represents the total number of time steps, bh denotes the bias, ht−1

represents the previous hidden state at the time step t− 1, xt denotes the input vector at the time step t, and
σh represents an activation function. In classification tasks, the final recurrent layer’s hidden states are often
merged into a single vector and sent on to a fully connected layer. Typically, a vector can be generated as
the fully connected layer’s input by either computing the average of the hidden states or extracting the hidden
state at the most recent time step.

This simple RNN, however, is unable to process long-term context information owing to the exploding and
vanishing gradient problem. For this reason, the Long Short-Term Memory (LSTM) RNN structure [19] and
Gated Recurrent Units (GRU) RNN structure [50] were suggested to address such problem. The neurons in
the simple RNN model is changed to memory blocks in the LSTM-RNN model, such that the memory blocks
are connected recurrently. The LSTM, [19], is employed by replacing Equation 3.14 with the following steps:
At the t-th time step, an LSTM unit comprises of an input gate it, an output gate ot, a forget gate ft, and a
cell state ct. The procedure of an LSTM unit is implemented as follow;

it = σ(wixt + uiht−1 + bi), (3.15)

ft = σ(wfxt + ufht−1 + bf ), (3.16)

ot = σ(woxt + uoht−1 + bo), (3.17)

ct = ft ⊙ ct−1 + it ⊙ tanh(wcxt + ucht−1 + bc), (3.18)
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ht = ot ⊙ tanh(ct), (3.19)

where ⊙ denotes the element-wise multiplication. i, f, o denote the input, forget and output gates’ activation
vectors, and c, h denote cell and hidden states vectors.

A GRU-RNN structure, [50], comprises a reset gate rt and an update gate zt at the t time step, unlike an
LSTM cell. A GRU is established by

rt = σ(wrxt + urht−1 + br), (3.20)

zt = σ(wzxt + uzht−1 + bz), (3.21)

ht = (1− zt)⊙ ht−1 + zt ⊙ tanh(whxt + uh(rt ⊙ ht−1) + bh), (3.22)

In fact, a GRU has fewer parameters than an LSTM cell because it contains two gates in a single unit.

4. Experimental Setup. This section describes the experimental datasets in Section 4.1, evaluation
metrics in Section 4.2 and experimental settings in Section 4.3 in the domain of SED. Experiments are run on
publicly available datasets to verify the model’s efficacy and the outcomes of this study’s method are compared
to those of previously published methods.

4.1. Datasets. The settings for real-time sound event detection system must be designed and customized
to mimic the real-life noisy environments. This should be done by using equipments for recording at a number
of different points and the sound sources are within a distance around the microphone points to generalize
dataset with various recording environments. The system should also detect sound events regardless of position
of the user.

To overcome the time-consuming issue of real-time sound event detection system, we present our results
on three datasets namely, DCASE2016-SED [34], DCASE2017-SED [7] and URBAN-SED [41] that mimic
the real-life noisy environments including everyday ambient noises that are separated into inside and outdoor
settings.

4.1.1. The DCASE2016-SED dataset. The task3 of the DCASE2016 dataset [34] was utilized in this
work to assess the performance of the DiffCRNN model. It includes everyday ambient noises that are separated
into inside and outdoor settings. The DCASE2016 dataset’s audio is mono and has a 44.1 kHz sample rate. A
development set makes up 70% of the entire sample in both the DCASE2016 dataset, while an evaluation set
makes up 30%. The four-fold cross-validation approach is employed in this work to train and test.

4.1.2. The DCASE2017-SED dataset. The task3 of the DCASE2017 dataset [7] was utilized in this
work to assess the performance of the DiffCRNN model. It consists of everyday ambient noises that are separated
into inside and outdoor settings. More street noises and human voices from authentic recordings may be found
in the DCASE2017 collection. The sample frequency and duration of each audio file in the DCASE2017 dataset
are both 44.1 kHz. Two typical settings are included in the DCASE2017: an inside residence and an outdoor
residential neighborhood. A development set makes up 70% of the entire sample in the DCASE2017 dataset,
while an evaluation set makes up 30%. The four-fold cross-validation approach is employed in this work to
train and test.

4.1.3. The URBAN-SED dataset. The URBAN-SED [41] is a publicly available dataset for SED in
urban environments. It is accompanied by detailed annotations, including onset and off-set times for each sound
event, along with human generated accurate annotations.

4.2. Evaluation Metrics. We compare the performance using the commonly used metrics for SED pre-
sented in [33]. The segment-based F1-score (F1) and the error rate (ER) are used as assessment metrics in
the experiment. Furthermore, F1 is the harmonic average of recall (R) and precision (P ), which accept values
between 0 and 1. The computation procedure is described as follows;

F1 =
2P ·R
P +R

, (4.1)
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Table 4.1: The structure of the neural settings in the DiffCRNN model.

Layer Type Configurations

Output The output shape is (256, 6)
Recurrent The number hidden unit is 32
Recurrent The number hidden unit is 32
Merge The mode is ‘mul’
Repeat and Reshape The output shape is (256, 128, 2)
Softmax activation None
Feedforward The number hidden unit is 256
Reshape The output shape is 256 & 256
Permute The output shape is 256, 128 & 2
Max pooling The sub-sampling rate is 2
ReLU activation None
Convolution The filter number and kernel size is 128 & (3,3)
Max pooling The sub-sampling rate is 2
ReLU activation None
Convolution The filter number and kernel size is 128 & (3,3)
Max pooling The sub-sampling rate is 5
ReLU activation None
Convolution The filter number and kernel size is 128 & (3,3)
Merge The mode is ‘TF-Attention’
Multiply on the T/F direction the mode is ‘T-Attention’ and ‘F-Attention’
Softmax activation None
Convolution The filter number and kernel size is 1 & (1,1)
ReLU activation None
Convolution The filter number and kernel size is 32 & F(1,3) × 254/T(2,1) × 39
Input The input shape is (256,40)

such that

P =

∑
TP∑

TP +
∑
FP ′ , (4.2)

and

R =

∑
TP∑

TP +
∑
FN ′ , (4.3)

where TP , FP , and FN represent true positive, false positive, and false negative. The ER denotes the number
of samples classified incorrectly. The ER is computed as;

ER =

∑T
t=1 S(t) +

∑T
t=1 I(t) +

∑T
t=1D(t)

∑T
t=1N(t)

, (4.4)

in which T represents how many audio events there are in segment t. Substitution events S(t) represent the
number of times the model incorrectly labels a sound event as a sound event. The term insertion event (I(t))
refers to an event A that is currently not occurring in the tag annotation but is only identified in the model
output. Deleted events, often known as D(t), are sound events that were there but went undetected. The sum
of the acoustic events from the annotations is N(t).

4.3. Experimental Settings. All audio datasets used in this study are mono wave files at 44.1 kHz, and
the dimension of the Log-Mel spectrograms is 40× 256 where (T = 256, F = 40). The overlapping frames are
50%, and the frame size is 40 ms.



3804 Maryam M. Al Dabel

Table 5.1: The performance comparison of the baseline and DiffCRNN with Latent Diffusion (+LD) and without
(-LD).

DCASE2016-SED DCASE2017-SED URBAN-SED

Method F1 ER F1 ER F1 ER

CRNN 50.4% 0.36 53.2% 0.38 62.3% 0.40
DiffCRNN(+LD) 66.2% 0.42 68.1% 0.40 74.3% 0.44
DiffCRNN(-LD) 60.4% 0.45 59.3% 0.55 64.2% 0.41

The latent diffusion model is then given the characteristics. The Stable Diffusion U-Net architecture serves
as the foundation for the 866M parameters that make up the diffusion model. In the U-Net model, we employ
8 channels and a cross-attention dimension of 1024. We train the AdamW optimizer with a linear learning
rate scheduler and a 3e-5 learning rate. On the basis of the AudioCaps dataset, we train the model across 40
iterations, and we present the results for the checkpoint with the best validation loss, which we attained at
iteration 40.

The Adam optimizer [24], which has a learning rate of 0.001, is used to feed the optimized features into
CNNs. Total epochs are 100 and the learning rate ramp up during the first 20 epochs and ramp down during
the remaining epochs. Batchsize is set to 64. A maximum of 3000 iterations are chosen through experiments
to improve CNNs. Pytorch is used to build together the CNN architectures. Three CNN topologies - AlexNet
[26], VGG-4 [43], and Net-4 - were used in the experiment. In order to reduce the efficacy of local max pooling
layers, the Net-4 is a CNN structure with a stride of size 2 between the convolution layers. This Net-4, which is
positioned between AlexNet and VGG-4, has a kernel size of 5×5. This is carried out to examine the impact of
kernel size on performance and identify an ideal kernel size. The three-dimensional feature maps are converted
into one-dimensional tensors via a global pooling layer that comes after the convolutional layers. As a result,
fewer feature dimensions exist. Table 4.1 demonstrates the specific neural parameter settings for the DiffCRNN.

RNN, like CNN, is a highly effective neural network that is also utilized in SED tasks. The LSTM is a
modified version of the RNN. Unlike standard RNN, LSTM can resolve the issue of long-term dependencies.
Nevertheless, the interdependencies within time series data pose a challenge when attempting to utilize LSTM
for parallel computation. The computation speed is significantly lower than that of the CNN. The GRU model
is a distinct variant of RNN models. The accuracy of the detection task using the GRU model will be slightly
affected while ensuring high speed for the DiffCRNN.

5. Main Results. The performance of the DiffCRNN model was assessed under the following experimental
scenarios:

(1): with/without LD,
(2): with/without FM strategy,
(3): different pooling methods for CNNs classifiers,
(4): different RNNs classifiers,
(5): with/without Fine-tuning,
(6): with/without data augmentation, and
(7): with the other state-of-the-art SED methods.

We designed these experiments on the DCASE2016-SED dataset, DCASE2017-SED dataset and URBAN-SED
dataset in which the baseline system is CRNN.

5.1. Comparison of DiffCRNN With/Without Latent Diffusion. The assessment results of the
development set for DCASE2016-SED and DCASE2017-SED, comparing DiffCRNN with and without LD, are
shown in Table 5.1. The used features were Log-Mel spectrograms. During the experimental phase, the CRNN
method was used as the baseline to assess the classification performance while using LD.

LD demonstrated superior performance in terms of both F1 and ER values when compared to the two
situations. During the study conducted on the DCASE2016-SED dataset, the LD achieved a peak F1 score
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Table 5.2: The performance comparison of the baseline and DiffCRNN with Feature Mapping Attention Algo-
rithm (+FM) and without (-FM).

DCASE2016-SED DCASE2017-SED URBAN-SED

Method F1 ER F1 ER F1 ER

CRNN 50.4% 0.36 53.2% 0.38 62.3% 0.40
DiffCRNN(+FM) 66.2% 0.42 68.1% 0.40 74.3% 0.44
DiffCRNN(-FM) 55.3% 0.48 56.1% 0.51 65.1% 0.48

Table 5.3: The performance comparison of various pooling methods for CNNs.

DCASE2016-SED DCASE2017-SED URBAN-SED

Classifier (+Pooling Type) F1 ER F1 ER F1 ER

AlexNet (+GM) 58.1% 0.42 63.2% 0.51 66.4% 0.50
AlexNet (+GA) 57.8% 0.45 58.5% 0.55 67.2% 0.48
AlexNet (+TFGA) 66.2% 0.42 68.1% 0.40 74.3% 0.44

VGG-4 (+GM) 58.5% 0.43 63.7% 0.52 65.5% 0.46
VGG-4 (+GA) 59.0% 0.46 63.2% 0.57 67.1% 0.49
VGG-4 (+TFGA) 60.2% 0.40 65.9% 0.42 69.2% 0.48

Net-4 (+GM) 57.2% 0.40 62.9% 0.45 67.2% 0.50
Net-4 (+GA) 56.2% 0.41 57.9% 0.50 66.7% 0.47
Net-4 (+TFGA) 60.3% 0.43 64.5% 0.47 67.3% 0.45

of 66.2% and a ER value of 0.42. The DCASE2017-SED dataset yielded a F1 score of 68.1% and an error
rate (ER) of 0.40. The experiment on the URBAN-SED dataset, the LD reached a peak F1 score of 74.3%
and a ER value of 0.44. The experimental findings demonstrate that the use of LD significantly improved the
classification performance.

5.2. Comparison of DiffCRNN With/Without Feature Mapping Attention Algorithm. The
findings of evaluating the development set for DCASE2016-SED and DCASE2017-SED for comparing DiffCRNN
With/Without FM approach are shown in Table 5.2. Log-Mel spectrograms were used as the features. In the
course of the study, the classification impact of using FM method was compared using the same CRNN model
as the baseline.

The F1 and ER values were enhanced by the FM technique in comparison to the two cases. The FM
method performed best in tests using the DCASE2016-SED dataset, with a maximum F1 of 66.2% and ER
of 0.42. Its F1 and ER, using the DCASE2017-SED dataset, were 68.1% and 0.40, respectively. During the
study conducted on the URBAN-SED dataset, the FM achieved a peak F1 score of 74.3% and a ER value of
0.44. The use of FM approach improved the classification performance, according to experiment data.

5.3. Comparison of Different Pooling Methods for CNNs Classifiers in the DiffCRNN Model.
Table 5.3 shows the results of the evaluation of the development set for DCASE2016-SED, DCASE2017-SED
and URBAN-SED. We can see that almost every one of our pooling models does better than the other. The
TFGA model works better at AlexNet than the GM and GA models, and it was used to make CNN. But at
VGG-4, the TFGA model gives way to GM. One reason might be that the larger number of hyper parameters
in VGG-4 with TFGA pooling leads to overfitting. When it comes to the Net-4 model, the developed CNN
gets the best results. This means that CNNs with a kernel size of five and no GM between convolutional layers
seem to be better suited for this task of classifying acoustic scenes. Also, the developed CNN gets 56.2% and
60.3% accuracy for the DCASE2016-SED, 57.9% and 64.5% accuracy for DCASE2017-SED, and 66.7% and
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Table 5.4: The performance comparison of LSTM-RNNs and GRU-RNNs of the DiffCRNN Model.

DCASE2016-SED DCASE2017-SED URBAN-SED

Method (+RNN Classifie) F1 ER F1 ER F1 ER

CRNN 50.4% 0.36 53.2% 0.38 62.3% 0.40
DiffCRNN(+GRU) 66.2% 0.42 68.1% 0.40 74.3% 0.44
DiffCRNN(+LSTM) 60.4% 0.45 59.3% 0.55 71.4% 0.42

Table 5.5: The performance comparison between fine-tuned and non fine-tuned models on the development set.

DCASE2016-SED DCASE2017-SED URBAN-SED

Method F1 ER F1 ER F1 ER

CRNN 50.4% 0.36 53.2% 0.38 62.3% 0.40
DiffCRNN(+Finetuning) 66.2% 0.42 68.1% 0.40 74.3% 0.44
DiffCRNN(-Finetuning) 60.1% 0.45 65.2% 0.44 69.1% 0.46

67.3% accuracy for URBAN-SED.

5.4. Comparison of LSTM-RNNs and GRU-RNNs of the DiffCRNN Model. Table 5.4 repre-
sents the results of the evaluation of the development set for DCASE2016-SED, DCASE2017-SED and URBAN-
SED by comparing of different RNN classifiers. The used features was Log-Mel spectrograms. During the
experimentation procedure, the efficacy of using various RNN classifiers for classification was compared using
the same CRNN method as the baseline.

The experimental findings of DCASE2017-SED provide the mean accuracy on the 4-fold partitioned de-
velopment set, as determined by the official evaluation metrics. Both RNN models consist of three recurrent
layers with output channels of 256, 1024, and 256. Compared with the two scenarios, the GRU-RNNs classi-
fiers improved F1 and ER values. In experiments on the DCASE2016-SED dataset, the performance of the
GRU-RNNs classifiers reached a maximum F1 of 66.2% and ER of 0.42. Using the DCASE2017-SED dataset,
its F1 and ER were 68.1% and 0.40, respectively. Moving to the study on the URBAN-SED dataset, the
performance of the GRU-RNNs classifiers reached its peak with F1 of 74.3% and ER of 0.44. The outcomes
of the studies show that the performance of classification was improved by the usage of GRU-RNNs. When
training is terminated at various epochs, the performances of LSTM-RNNs and GRU-RNNs on a set of feature
sets are compared.

5.5. Comparison of DiffCRNN With/Without Fine-tuning. Table 5.5 demonstrates the results of
the evaluation of the development set for DCASE2016-SED, DCASE2017-SED and URBAN-SED for comparing
of DiffCRNN With/Without Fine-tuning.

The results of experiments indicate that the use of Fine-tuning enhanced the classification performance.
Nevertheless, it is crucial to acknowledge that achieving greater results on the restricted sample of the training
dataset does not always imply superior overall performance. A model that has the ability to create wider ranges
of sounds may have worse performance on the development set, but having superior generalization capabilities.

5.6. Comparison of DiffCRNN With/Without Data Augmentation. Table 5.6 demonstrates the
results of the evaluation of the development set for DCASE2016-SED, DCASE2017-SED and URBAN-SED for
comparing of DiffCRNN With/Without data augmented.

The results of experiments show that the use of data augmented increased the classification performance.
For data augmentation, AudioGen employs an approach called mixup, where it combines pairs of audio samples
and concatenates their processed text captions. This results in the creation of fresh paired data, which leads
to improved performance overall.
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Table 5.6: The performance comparison between data augmented and non-data augmented models on develop-
ment set.

DCASE2016-SED DCASE2017-SED URBAN-SED

Method F1 ER F1 ER F1 ER

CRNN 50.4% 0.36 53.2% 0.38 62.3% 0.40
DiffCRNN(+AudioGen) 66.2% 0.42 68.1% 0.40 74.3% 0.44
DiffCRNN(-AudioGen) 59.1% 0.49 60.3% 0.46 67.2% 0.45

Table 5.7: Summary of the State-of-the-art SED Methods Used for Comparsion.

SED Approach Description

Log-Mel+CaspNet [23] It is based on Capsule Neural Networks (CaspNet),
the input feature is Log-Mel spectrograms,
and it is the winning model for DCASE2016-SED.

Log-Mel-CRNN [2] It is based on CRNN,
the input feature is Log-Mel spectrograms,
and it is the winning model for DCASE2017-SED.

CRNN-CWin [35] It utilizes the Transformer encoder,
which consists of multiple self-attention modules,
the input feature is Log-Mel spectrograms,
and it is the state-of-the-art model for URBAN-SED.

Table 5.8: The performance comparison between DiffCRNN Model and the state-of-the-art SED methods

DCASE2016-SED DCASE2017-SED URBAN-SED

Method F1 ER F1 ER F1 ER

Log-Mel+CaspNet [23] 47.8% 0.81 - - - -
Log-Mel-CRNN [2] - - 41.7% 0.79 - -
CRNN-CWin [35] - - - - 65.7% 0.71
Our DiffCRNN 66.2% 0.42 68.1% 0.40 74.3% 0.44

5.7. Comparison of the DiffCRNN Model with the State-of-the-art SED Methods. The Dif-
fCRNN model was then compared with advanced SED methods. Other compared models are specified in
Table 5.7 where the baselines and the winning models are outlined.

The experimental results in Table 5.8 show that the proposed DiffCRNN model outperforms other methods
for both the baselines and the winning models.

6. Ablation Study. We conduct ablation experiments on DCASE2017 Task3 to study DiffCRNN in detail.
All experiments use the pre-trained ResUNet backbone features for training and inference without further
specification. The encoder and decoder are formulated of ResUNet blocks and are trained via maximizing
evidence lower-bound and minimizing adversarial loss

6.1. Ablation Study on Diffusion Strategy. Diffusion Strategy Due to the inherent iteration based
design with the decoder, we discuss and compare two diffusion strategies: (i) Noisy event latents in the con-
tinuous space (CS) (referred as DiffCRNN-CS, our model). (ii) Noisy event latent event in the discrete space
(DS) (referred as DiffCRNN-DS). In addition, we distort the event latents using random shuffle as the noise in
the forward diffusion step. In order to assess the impact of the diffusion strategy through experimentation, we
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Table 6.1: Effect of the number of iteration on the performance for DCASE2016-SED, DCASE2017-SED and
URBAN-SED Test set on noisy event latents in the continuous space (CS) and noisy event latent event in the
discrete space (DS).

DCASE2016-SED DCASE2017-SED URBAN-SED
Method # Iteration F1 F1 F1

10 63.2% 64.6% 71.3%
20 65.1% 66.1% 72.1%

DiffCRNN-CS 30 65.3% 67.2% 72.6%
40 66.2% 68.1% 74.3%
50 64.2% 66.3% 73.4%

10 57.1% 63.3% 69.2%
20 64.3% 66.3% 70.1%

DiffCRNN-DS 30 59.1% 65.3% 71.4%
40 58.2% 65.7% 68.2%
50 60.2% 64.0% 68.9%

Table 6.2: Effect of scaling the noise factor on the performance for DCASE2016-SED, DCASE2017-SED and
URBAN-SED Test set on noisy event latents in the continuous space (CS) and noisy event latent event in the
discrete space (DS).

DCASE2016-SED DCASE2017-SED URBAN-SED
Method Noise scale F1 F1 F1

0.1 64.1% 66.2% 70.1%
0.2 64.6% 66.1% 71.1%

DiffCRNN-CS 0.3 65.2% 66.8% 71.9%
0.4 66.2% 68.1% 74.3%
0.5 63.2% 66.3% 70.4%

0.1 60.1% 58.8% 69.0%
0.2 59.3% 62.3% 70.1%

DiffCRNN-DS 0.3 61.4% 63.3% 67.4%
0.4 64.8% 66.3% 69.0%
0.5 60.7% 64.0% 68.9%

conduct tests on both variants using varying numbers of iteration. Table 6.1 shows that both variants achieve
the best performance at the 40 iteration for the DiffCRNN-CS.

6.2. Ablation Study on Signal Scaling. The signal scaling factor controls the noise scaling of the
diffusion process. We study the influence of scaling factors. The results in Table 6.2 illustrate that the scaling
factor of 0.4 reaches the highest performance in F1 metric for DiffCRNN-CS, whereas for DiffCRNN-DS the
best performance is obtained for a scaling factor of 0.2 in URBAN-SED whilst achieving the best F1 score
for a scaling factor of 0.4 in both DCASE2016-SED and DCASE2017-SED. This implies a correlation between
optimal scaling and the diffusion strategy.

7. Discussion. While the DiffCRNN method offers numerous benefits, its utilization also poses certain
challenges. The following are the primary difficulties associated with DiffCRNN: The DiffCRNN has a high
computational complexity, particularly when compared to less complex models such as CNNs. This can render
them difficult to train and implement on low-power devices. The architectural design of DiffCRNN presents
challenges that necessitate thorough consideration of the arrangement and integration of forward and reverse
diffusion, convolutional, and recurrent layers. Selecting exemplary architecture can be a long and tedious
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task. Training DiffCRNN can pose challenges, particularly when dealing with large datasets. The model may
experience issues such as over-fitting, which occurs when the model becomes too closely aligned with the training
data and fails to effectively apply its knowledge to new data. The DiffCRNN, like other diffusion models and
deep learning models, presents limited interpretability, making it difficult to understand and explain its inner
workings. Comprehending the rationale behind a models specific predictions can pose challenges and hinder
certain applications. The aforementioned challenges can be overcome with careful experimental settings that
we implement in Section 4.3.

8. Conclusions. In this study, we combine the benefits of several networks to provide a latent diffusion
model and convolutional recurrent neural network for sound event detection to enhance security applications
and smart home systems. To overcome the problem of data scarcity, the system was first trained on large
datasets and then used transfer learning to adjust to the target job. The suggested detection framework first
trains a discrete representation compressed from the audio mel-spectrogram using the latent diffusion model.
Next, a CNN is integrated as the front-end of a RNN. Next, the back-end RNN receives the feature map that
the front-end CNN has learnt. Following that, an intermediate feature map is used by an attention module
to forecast attention maps in two different dimensions: temporal and spectral. The input spectrogram is
then multiplied by the attention maps in order to perform adaptive feature refining. Ultimately, the refined
characteristics from the rear-end RNN are combined using trainable scalar weights. The experimental results
demonstrate that the proposed method outperforms both the state-of-the-art and the baseline CRNN. Using
the DCASE2016-SED dataset as an example, the system’s performance peaked at 66.2% F1 and 0.42 ER. Its
F1 and ER, using the DCASE2017-SED dataset, were 68.1% and 0.40, respectively. Further investigation with
the URBAN-SED dataset shows that our proposed method outperforms existing alternatives with 74.3% and
0.44 for the F1 and ER.

Our future work will design a DiffCRNN system based on mobile terminal devices considering the fact
that people use mobile terminals as internet access devices most of the time in daily life. We will adopt the
client/server structure in order to allow the mobile device as the end-user to record and collect the user’s voice
signal. Then, it can be sent to the desktop computer as a server for neural network calculation, and finally, the
result of event sources is returned to the user terminal.
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SCALABLE AND DISTRIBUTED MATHEMATICAL MODELING ALGORITHM DESIGN
AND PERFORMANCE EVALUATION IN HETEROGENEOUS COMPUTING CLUSTERS

ZHOUDING LIU∗AND JIA LI†

Abstract. A growing number of scalable and distributed methods are required to effectively simulate complicated events as
computing needs in the research and industrial sectors keep growing. A novel approach for developing and accessing mathematically
modeled methods in heterogeneous computing clusters is proposed in this study to meet this difficulty. The suggested methodology
uses DRL based Parallel Computational model for the evaluation of Heterogenous computing clusters. The algorithms makes use
of parallelization methods to split up the processing burden among several nodes, supporting the variety of topologies seen in
contemporary computing clusters. Through the utilization of heterogeneous hardware parts such as CPUs, GPUs, and acceleration
devices, the architecture seeks to maximize speed and minimize resource usage. To evaluate the effectiveness of the proposed
approach, a comprehensive performance assessment is conducted. The evaluation encompasses scalability analysis, benchmarking,
and comparisons against traditional homogeneous computing setups. The research investigates the impact of algorithm design
choices on the efficiency and speed achieved in diverse computing environments.

Key words: heterogeneous computing clusters, scalability, distributed mathematical modeling, parallelization methods

1. Introduction. The intricacy of mathematical representations has increased in the dynamic field of
computational disciplines, calling for creative methods of algorithm creation and efficiency enhancement. A key
concept for addressing the growing computing needs of complicated mathematical models in a range of scientific
and engineering fields is scaled distributed computers. With an emphasis on the assessment of performance in
heterogeneous computing clusters, this research sets out to investigate and expand the boundaries of scalability
and dispersed mathematical modeling method design.

High Performance Computing (HPC) is the term used to describe the process of solving challenging issues in
the sciences, engineering, or industry by pooling computing resources in a way that yields efficiency substantially
greater than that of a typical personal computer or workstation [2, 10]. The terms comparable to HPC are
parallel computing and supercomputing. The underlying principle of HPC is the fact that we can accomplish a
problem with 100 processors in an hour, whereas a single computer requires 100 hours to finish. While utilizing
all the resources available to it, a single node inside the supercomputer might not be stronger than others.

Heterogeneous ML structures, such as TensorFlow [2], MXNet [10], and PyTorch [16], are frequently used
to perform ML workloads to speed up the training process over large datasets or large models. In a distributed
machine learning task, the data set is split up and taught by a distinct worker. To obtain the global parameters,
the workers share computed model parameters with one another (either directly via an all-reduce aggregate or
via parameter servers). It is typical for workforce and parameter hosts in a parameter server (PS) architecture
to be dispersed across multiple physical servers, either because they cannot be fully hosted on a single server
or to optimize capacity fragmentation use on servers.

In recent times, numerous high-performance computing (HPC) applications, including modeling of the
climate and environment, computational fluid dynamics (CFD), molecular nanotechnology for smart planet
rockets, and numerous other big data uses, have required extremely powerful computing systems to handle
them. According to experts and HPC pioneers, "exascale systems," a new class of supercomputing computers,
won’t be introduced until the beginning of the following decade [16, 6]. Compared to current Petascale systems,
this heterogeneous architectural-based HPC computing platform will offer a thousand-overlay speed boost.
With an HPC machine this powerful, many scientific puzzles will be solved in a matter of seconds, completing
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ExaFlops worth of computations [7].
Developing and optimizing device executable software to take advantage of the substantial amount of

parallelism is the primary difficulty in GPGPU computation. Programmers have two possibilities: the vendor
specific CUDA [9, 4] programming environment or the OpenCL standard programming framework [15], which
allows programs to operate across the GPU and CPU architectures of most manufacturers. Most apps, including
MPI apps that make use of GPU gadgets, presently execute their kernel code locally on the same devices as
their CPU routines.

The establishment of Exascale computing systems is expected to consist of many heterogeneous nodes,
each of which will be outfitted with multiple-core enhanced GPU devices and regular multi-core CPUs [14, 5].
At a moment when the need for more computing capacity is growing, the emergence of heterogeneity in HPC
systems is resulting in increasingly complicated platforms. The major use of electricity while HPC processing of
information is a challenge for current supercomputing systems. Recent HPC supercomputing systems support
up to 10 million cores per node, with an annual electricity consumption of 25–60 MW.

The main contribution of proposed method is given below:
1. To bring together coarse-grain, fine-grain, and greater granularity through inter-node, intra-node, and

enhanced GPU calculations, a novel DRL based hybrid MPI + OpenMP + CUDA (MOC) massive
parallel computing paradigm was proposed for Exascale computing systems.

2. Using various kernel widths, we applied MOC to dense matrix multiplication in linear algebra and
assessed HPC parameters such as energy consumption and speed.

3. We solved the identical issue using two of the most well-known linear algebra subroutines archives,
CuBLAS and KAUST basic linear algebra subprograms (KBLAS). Moreover, we contrast the outcomes
with the framework proposed by MOC.

Remaining sections of this paper are structured as follows: Section 2 discusses about the related research
works, Section 3 describes the Heterogenous Computing Clusters, Parallelization and Deep Learning methods,
Section 4 discusses about the experimented results and comparison and Section 6 concludes the proposed
optimization method with future work.

2. Related Works. It makes sense to co-locate occupations with minimal levels of interference to maxi-
mize training success [21]. Unfortunately, because it is challenging to determine the possible interference levels
of several jobs, schedulers now in use in real-world machine learning clusters ( [25], Mesos [4]) are primarily
unaware of disruption, which results in prolonged training times and less-than-ideal utilization of resources.
Numerous studies have demonstrated the potential and efficacy of interference-aware planning in the literature,
such as when it comes to taking network traffic into account for MapReduce operations [17, 18], and cache
access severity for HPC jobs [1]. Based on specific facts or hypotheses (e.g., that disruption slows back per-
formance exponentially), these researchers construct an explicit delay model of the goal performance and use
custom heuristics to include interference in scheduling.

In contrast to previous methods, we adopt a black-box strategy in this study for ML employment placement
that welcomes interruption and does not rely on in-depth analytical effectiveness prediction. We incorporate
deep reinforcement learning (DRL) into our scheduler architecture, motivated by the recent successes of DRL
in video streaming [20], job planning [3], [24], [22], and Go [19]. We introduce Balance, an ML cluster planner
powered by deep learning. In a neural network (NN) that translates basic clusters and task information (e.g.,
resources at hand, jobs’ capacity requirements) to job placement choices (i.e., the server you want to put every
employee on or the variable server of an assignment onto), harmonization inherently encodes load disturbance.

Utilizing the advantages of both the MPI and OpenMP models for parallel program execution on clusters
can be done in two ways. One method distributes jobs among cluster nodes using MPI on top of OpenMP,
and then distributes the work further within each node using OpenMP. In the second method, MPI is used by
OpenMP to create a distributed shared memory (DSM) that spans the entire cluster [12]. The key drawback of
the second technique is the difficulty and cost required for operating DSM in large-scale arrangements, despite
its appeal due to OpenMP’s programming simplicity. A novel, MOSIX-like [23, 8] method is presented by MGP.
It circumvents the issues related to DSM by running the CPU portion of the program on a single node and the
GPU kernel on hardware that is shared by the entire cluster.

Increasing the clock speed is a common way to update an HPC system’s architecture. This strategy will be
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Fig. 3.1: Architecture Diagram of Proposed Method

fixed at 1 GHz due to exceptional dissipation of heat, and a different strategy to boost the number of cores will
be used [11]. We are unable to add additional cores greater than 100 million in Exascale systems in accordance
with the previously mentioned limitations. In the end, more cores can achieve the level of performance that is
needed, but at the cost of extremely high-power consumption. "Massive parallelism" is an alternative approach
that necessitated bettering the environment for coding. The efficiency of multi-level parallelism in the tri-
hierarchy paradigm can be encouraging for Exascale computing systems, claims the author [13].

3. Proposed Methodology. The suggested tri-hybrid parallel programming model for Exascale comput-
ing systems, based on DRL, has been given in the next section. The suggested method, known as MOC, is a
combination of MPI, OpenMP, and CUDA and is based on the hierarchical navigation of earlier parallel code
methods. Three main levels of computation are present in MOC: intra-node, inter-node, and enhanced GPU
devices. Figure 3.1 shows the specific procedure for each of these parallel computing levels.

3.1. Computation of Inter-Node. The targeted system’s construction, host CPU core count, the num-
ber of shelves (if the system is a larger cluster), total number of nodes, type of GPUs (for accelerated computing),
memory kind and stages, and other details must be determined before engaging with the MOC model. Parallel
computing zones were initiated upon the determination of these specifications. Fundamentally, MOC offers
three layers of parallel zones, with inter-node computation providing the first and top levels. By enabling com-
munication between host CPUS units in every linked node, MPI was able to accomplish inter-node computing.
Within MPI, there are two distinct categories of processes: master and slave. The former is denoted by a rank
of ’0,’ while the latter is denoted by a rank that is not zero.

To specify each rank and transmission size across the MPI universe, a few basic MPI assertions must come
before distributing data over processes. MPI master processes continue the parallel computation by using slave
processes to spread the data among all linked nodes. There are other methods to send and receive the data.
We developed the blocking methods MPI_Send() and MPI_Recv() for transferring and receiving information
for the MOC model. While blocking techniques like Isend() and Irec() are more efficient than non-blocking
ones, they nevertheless preserve synchronization. Although we did not employ any optimization during the
data distribution process in our solution, this kind of parallelism only offers coarse-grain parallel. The following
parallel processing zone began because of data being mistrusted over CPU processes.

3.2. Computation of Intra-Node. The processing of dispersed data across host CPU cores occurs
inside the node during intra-node computing, which is the second degree of parallelism. There are multiple
CPU processes used for the calculation. Several parallel programming models can be used to parallelize these
threads of code. OpenMP is among the most well-known models for parallel programming that parallelizes CPU
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threads. As was previously mentioned, GPU devices and CPU cores can both be programmed via OpenMP.
We accomplished fine-grained parallelism in the MOC implementation by programmatically parallelizing CPU
threads using OpenMP. There is only one primary outer pragma in the OpenMP coding model, which starts
with the parallel zone.

3.3. Computation of Accelerated GPU. The data analysis over accelerated GPU devices was used to
carry out the third level of parallel in the MOC paradigm. Every GPU device had a reserved CPU process. As
a result, a looping statement transfers information from the host to the GPU device and reserves a certain GPU
device each time. This data is subsequently processed using the CUDA kernel, which runs the program on a
particular GPU. At this point, data is calculated in parallel across hundreds of cores to produce finer resolution.
It is challenging to write the kernels every time in a cluster system with more GPU devices. Nonetheless, the
MOC model included a generic CUDA kernel that executes in accordance with the template format and receives
and returns data in that format.

Following the completion of data processing on GPU gadgets, the data is sent back over host cores and is
managed by OpenMP processes from the original source. In a similar vein, OpenMP finishes running inside the
pragma and sends data back to MPI slave operations. The MPI master thread gathers data from slave threads
after obtaining input from all these levels and relays the findings back to the person making the call. We can
attain three levels of parallel from the MOC model in this way.

An algorithm’s usefulness can be determined by analyzing its computing and transmission costs. Any
method’s execution time is typically influenced by several variables, including the input data, the bit system
(32/64 bits), the single/multiprocessor system, and the read/write speed to memory. In theory, the computa-
tional and space complexity of an algorithm is determined to evaluate. System memory types have an impact
on space complexity. Modern memory devices solve the space constraints and, as a result, do not take the
complexity of space into account.

Every parallel method has some overhead for communication while it is being processed. We attempted to
minimize the number of interactions rounds in MOC implantation, which consisted of communicating, compu-
tation, and getting, and we assumed that the cost of overhead would be To. Let us presume that the process
pi from the working region will send s bytes of data during the sending round. For transmitting s bytes, the
communication overhead will consequently be O(N Sp). In a similar vein, multithreaded programs can use
shared storage to calculate C bytes of data. There are numerous overhead opportunities during data processing
across processes, including waiting times for shared information access and procedure timing, among others.

The MOC algorithm’s overall time complexity can be summed up as (Tm = Tc + To), where Tc is the
input data calculation cost and To is the overhead associated with communication cost.

Tc = O(
N

pTt
) (3.1)

3.4. Deep Reinforcement Learning (DRL). The DRL NN generates choices regarding placement for
each new task in the set based on inputs such as different work sets, current assignment, and cluster resource
availability. To gain incentive for DRL training, we calculate reward using the reward model. We can efficiently
increase the size of the trace set that is accessible and produce enough samples for DRL offline instruction by
using the reward prediction model.

3.4.1. State Space. The series s = (s1,..., sN) is the input state of the DRL NN. The number of si-
multaneous jobs running at any given moment is the sequence’s width, N. The purpose of including current
employment that has already been determined is to enable the DRL models to learn about possible conflicts
among fresh positions and existing jobs on servers that are shared. The concurrent jobs include both recently
arrived jobs and incomplete jobs that were submitted previously.

3.4.2. Action Space. The DRL agent chooses an action (a) based on a policy (s, a) that is a probability
distribution over the action space after receiving s. An NN generates the policy, with πθ representing the
parameters within the NN. The placement of all jobs can then be produced by a single inference, which
naturally includes all feasible placement decisions of all new jobs in a scheduling interval (keep in mind that
we do not adjust the placement of existing jobs). However, this results in an action space that is exponentially
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large because there are an enormous number of placement combinations for all workers and parameter servers
in all jobs. Large action spaces can result in longer training times and less satisfactory outcomes.

To accelerate policy learning, we assign placements to recently arriving jobs one at a time, creating an order
that includes an employment decision for every new job. We reduce the complexity of the action the definition,
and the 2M actions in our action space. New work on server m, where m ∈ [1, M]; (ii) (1, m), where a single
parameter server of the new task is placed on server m, where m ∈ [1, M]. We individually reset the chance of
(ii) to a value of zero and rescale all non-zero chances so that their total remains equal to one to accommodate
the circumstance of employing the all-reduce design.

3.4.3. Reward. By teaching the approach NN to become more efficient at using resources and less prone
to inter-job interference, we hope to minimize the average job completion time. Though it only exists when
a project is completed, which could be many scheduling periods afterwards, job completion time seems like a
natural incentive to watch. Since the postponed incentive offers little assistance in improving the early selections,
the training community finds it unsatisfactory that the prize has a considerable feedback lag. Furthermore,
future job deployments (which can interfere with this job by deploying on the same servers) determine a job’s
completion time in addition to the work placement condition at that moment.

r =
∑

m∈[N ]

Cn
En

(3.2)

The total of all concurrent jobs’ standardized training speeds within a single scheduling interval determines
the reward (r) that is noticed when action (a) is taken under state (s).

3.4.4. NN model. Before being linked to the representation system for encoding, each job’s and server’s
state is first embedded in a fully connected layer (the Job/Server Embedding block). The NN may extract
features as pre-processing from each job or server by integrating. When each entry in the input sequence is
similar, pre-processing can also help the input sequence stand out more. One by one, the pre-processed states
of running jobs are sent into the representation network, which learns in a manner akin to sequence learning.
An end-to-end training process will be employed for the representation network and decoder network.

3.4.5. Representation Network. Once characteristics are extracted, the visualization networks create
an image (a smaller vector) that is used by the network of decoders to make scheduling decisions. The repre-
sentation network receives as input the state of each concurrent job and server state at each scheduled period.
The primary difficulty is the fact that the quantity of ongoing tasks is uncertain in advance and subject to
fluctuations. Nonetheless, a fixed-size input is necessary for many neural network structures, including feed-
forward NN. Setting a maximum limit on the number of concurrent tasks and using buffering in the input
sequence—that is, marking an entry as 0 if the job in that entry does—are simple ways to use feed-forward NN
to handle input of non-fixed size.

If the real number of simultaneous jobs is less than the upper bound that has been predetermined, then
this will function. Nevertheless, when the total number of simultaneous jobs is significantly less than the upper
constraint on the pre-defined job quantity, zero-padding results in a large amount of duplicate data within
the state of the input. In a similar vein, we must eliminate some jobs if the actual number of concurrent
jobs exceeds the upper-bound that has been predetermined, which results in a loss of input data. We use the
encoder portion of Inverter to encode the task and server data into a series of fix-sized matrices in order to
allow decoding of any length of input. The attention model then aids in capturing the correlation between the
various jobs in the order of inputs.

3.4.6. Decoder Network. The representation network’s encoded sequence is analyzed by the decoder
network, which then generates a placement choice for each freshly arrived job individually. The decoder receives
the produced distribution for the placement of other concurrent jobs as input, and it applies an attention
operation to handle the influence of the placement choices made by other simultaneous tasks. The decoder
can obtain broad data by employing the attention process, instead of relying just on a single job placement
decision for inference. The output of the model network and the decoder’s inputs processed by attention are
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then combined to create a decoder with a few hidden layers that are fully linked and the ReLU function for
activation.

The last result of the layer generates a series of judgments for each unscheduled job individually using the
softmax function as the activation function. To honor server resources abilities, we mask incorrect activities
in the output layer of the NN by setting the likelihood of them to 0 in the policy distribution. These invalid
actions involve deploying a worker or parameters server on a server that lacks the resources necessary to run it.
Next, we adjust the odds for each decision to make sure the total remains at 1.

3.4.7. Design and Discussion. DRL models typically use neural networks as their core architecture. For
different tasks, various architectures like Convolutional Neural Networks (CNNs) for spatial data or Recurrent
Neural Networks (RNNs) for sequential data are employed. The model consists of an agent interacting with an
environment. The agent receives states from the environment, takes actions, and receives rewards. The goal is
to learn a policy that maximizes the cumulative reward. In a heterogeneous computing environment, the model
may be designed to optimize resource allocation, task scheduling, or load balancing. This involves tailoring the
state, action, and reward definitions to suit these specific computational tasks.

3.4.8. Training of DRL Models. The agent learns by interacting with the environment. This can
be a simulated environment or real-world data, depending on the task. Algorithms like Q-Learning, Deep Q-
Networks (DQN), or Policy Gradient methods are used. These algorithms help the agent learn from experiences
(state, action, reward sequences) by updating the neural network weights. In heterogeneous environments,
training can be parallelized across different hardware units like CPUs, GPUs, and TPUs. This accelerates
the learning process and allows the model to handle complex, high-dimensional environments. The model is
trained to explore the environment to learn new strategies and to exploit known strategies to maximize rewards.
Balancing these two aspects is crucial for effective learning.

3.4.9. Integration into Parallel Computation in Heterogeneous Environments. Once trained,
the DRL model is deployed in the heterogeneous environment. This involves integrating the model with
various computing units like CPUs, GPUs, and specialized accelerators. The DRL model can dynamically
allocate computational tasks to different processors based on their capabilities and current load, optimizing
the overall performance. The model can predict the most efficient ways to schedule tasks and balance loads
across the different processors, considering factors like computational intensity, memory requirements, and
data dependencies. In a real-world environment, the DRL model continues to learn and adapt. It can adjust
its strategies based on performance feedback and changing conditions in the computing environment. Key
considerations include ensuring that the DRL model scales effectively with the size and complexity of the
environment and maintains robust performance under various operational conditions.

3.5. Parallelization Methods in DRL. This is the most common form of parallelism where training
data is distributed across different nodes. Each node processes a subset of the data and updates a local copy
of the model. After processing, these updates are aggregated to update the global model. This combines data
and model parallelism. Some layers of the neural network might be parallelized across different nodes (model
parallelism), while the data fed into these layers is distributed across nodes (data parallelism).

3.6. Handling Synchronization Issues. Nodes update the model autonomously without waiting for
others. This can speed up training but might leading to stale gradients and slow merging. All nodes harmonize
their updates, ensuring that the model is always current. This can avoid issues like stale gradients but might
reduce speed of the training process. In asynchronous methods, techniques like stale synchronous parallel
(SSP) can be used. SSP permits a degree of asynchrony but limits the maximum allowed staleness of gradients.
Regular barriers are created to save the state of the model. This is crucial to improve from node failures without
losing important progress. Dynamic load rebalancing can be executed to adjust the load among nodes during
runtime, reliant on their current load and performance.

The workload is split in a way that each computing unit (CPU, GPU, etc.) operates at optimal capacity
without being overburdened. The splitting logic considers the specific capabilities of each processor. For
example, GPUs are more efficient for parallelizable tasks like matrix operations, while CPUs handle sequential
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Fig. 4.1: Accuracy

tasks better. The model or data is split in a way that minimizes the need for communication between nodes,
as this can be a major bottleneck in parallel computing.

In distributed systems, MPI is often used for communication between nodes. It allows efficient data transfer
and synchronization across different computing nodes. In data parallelism, gradients computed on each node
are shared and aggregated. Techniques like All-Reduce can be used for efficient gradient aggregation. In this
model, a central server is responsible for maintaining the global model. The nodes compute gradients and send
them to the parameter server, which updates the model and sends it back to the nodes.

4. Result Analysis. Six GPU servers are assembled into a testbed and linked via a Dell Networking
Z9100-ON 100GbE switch. One 480GB SSD, one 4TB HDD, two GTX 1080Ti GPUs, 48GB RAM, one
MCX413A-GCAT 50GbE NIC, and an 8-core Intel E5-1660 CPU are all included in each server. Kubernetes
1.7 is set up as the cluster management.

The proposed method evaluates the parameter metrics such as accuracy, scheduling interval, error rate and
energy efficiency.

One of the most important evaluation metrics for evaluating a classification model’s overall effectiveness
is its accuracy. In relation to the overall number of occurrences in the data set, it indicates the proportion of
correctly forecast instances (including true positives and true negatives).

Accuracy =
Total number of truly predicted samples

Total Samples
(4.1)

Accuracy is an indicator that’s frequently employed in mathematical modeling and algorithms evaluation
to assess how well an estimate extends to new, unknown information. In figure 4.1 shows the Accuracy of
proposed method. The proposed method achieves better accuracy compared with other parallel methods.

An assessment measure used to gauge the categorization model’s overall accuracy is the error rate, some-
times referred to as the misclassification rate. It shows the percentage of cases in the information set that were
erroneously classified. The ratio of the overall amount of misunderstandings (the sum of the false positives and
false negatives) to the total number of instances in the dataset is used to compute the error rate.

Error Rate =
Number of Misclassifications

Total Number of Instances
(4.2)

In figure 4.3 shows the evaluation of error rate. The proposed method achieves minimum error rate
compared with the existing methods.
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Fig. 4.2: Evaluation of Error Rate

Fig. 4.3: Energy Efficiency

Energy efficiency refers to the ratio of useful energy output to the energy input in a specific system or
process. It measures the effectiveness with which an entity, like a machine, system, or process, utilizes energy
to perform a specific function or achieve a desired outcome. Enhancing energy efficiency is a key objective
in various sectors, including industrial manufacturing, transportation, building construction, and information
technology. Improved energy efficiency leads to reduced energy usage, lower operating costs, and supports
sustainable development goals. In figure 4.3 shows the evaluation of Energy efficiency. The proposed method
achieves less energy efficiency compared with the existing methods.

The interval of time between successive scheduled events or activities in a system or procedure is called
a planning gap. It is an essential factor in many fields, like manufacturing, project management, computer
networks, and communication systems. The requirements and attributes of the system or process under consid-
eration must be considered while selecting an appropriate scheduling interval. In figure 4.4 shows the scheduling
interval between data transmission. The proposed method takes less scheduling intervals compared with existing
methods.

5. Conclusion. As computer demands in the research and industrial sectors continue to rise, an increasing
variety of scalable and distributed techniques are needed to accurately mimic complex events. This paper
suggests a novel strategy to address this challenge: creating and gaining access to mathematically modeled
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Fig. 4.4: Scheduling Interval

methodologies in heterogeneous computer clusters. The recommended methodology evaluates heterogeneous
computing clusters using a parallel computational model based on DRL. The algorithms accommodate the
range of topologies found in modern computing clusters by distributing the processing load among multiple
nodes using parallelization techniques. The architecture aims to minimize resource usage and maximize speed
by utilizing heterogeneous hardware components like GPUs, CPUs, and acceleration devices. A thorough
performance assessment is carried out to determine the efficacy of the suggested strategy. Scalability study,
benchmarking, and comparisons with conventional homogeneous computing configurations are all included in
the review. The study investigates how different algorithm design decisions affect the speed and efficiency
attained in various computing settings.
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COPYRIGHT PROTECTION AND RISK ASSESSMENT BASED ON INFORMATION
EXTRACTION AND MACHINE LEARNING: THE CASE OF ONLINE LITERARY

WORKS

XUDONG LIN∗

Abstract. With the proliferation of digital platforms, the dissemination of literary works has encountered unprecedented
challenges, particularly concerning copyright infringement and unauthorized use. This study introduces a comprehensive framework
for copyright protection and risk assessment, specifically tailored to online literary works. The framework employs advanced
CNN based information extraction (IE) techniques coupled with machine learning (ML) algorithms to identify, classify, and
protect literary content against copyright violations. Firstly, we delineate a novel CNN-Decision tree-based IE methodology that
systematically harvests metadata and textual content from various online repositories. This process is designed to detect and
index online literary works, extracting pertinent features such as authorship, publication date, and textual patterns. Following the
extraction, the study utilizes natural language processing (NLP) to analyze and compare content, pinpointing potential instances of
copyright infringement by identifying significant overlaps and stylistic similarities with registered works. Subsequently, we introduce
a risk assessment model developed through supervised machine learning. This model is trained on a labelled dataset comprising
instances of both copyrighted and non-copyrighted works, along with known cases of copyright infringement. By analyzing the
extracted features, the model assesses the probability of infringement, categorizing risks into high, medium, and low categories.
This stratification allows stakeholders to prioritize enforcement actions and resources efficiently. The study further explores the
implementation of various ML algorithms, including decision trees, support vector machines, and neural networks, to determine
the most effective approach for copyright protection in the literary domain. We evaluate the models based on accuracy, precision,
recall, and F1-score metrics, emphasizing their capacity to generalize and operate in dynamic, real-world environments.

Key words: information extraction, Copyright Protection, risk assessment.

1. Introduction. In the age of digital media, the protection of intellectual property has emerged as a
paramount concern, particularly within the creative industries. Copyright laws serve as the bulwark against
unauthorized use and reproduction of original works, safeguarding the interests and rights of creators and
ensuring that they receive recognition and economic benefits from their contributions. However, as the digital
footprint of society expands, copyright protection confronts increasingly complex challenges that necessitate
advanced research and innovation. The pertinence of copyright protection is multifaceted. It not only upholds
the moral and legal rights of authors but also fosters a thriving ecosystem for cultural and creative growth. By
ensuring creators can benefit from their works, copyright stimulates investment in creativity and innovation,
driving the growth of industries ranging from publishing to entertainment. Yet, the rapid evolution of technology
has outpaced the traditional mechanisms of copyright enforcement, making it imperative to explore new avenues
that can adequately respond to the scale and sophistication of copyright infringement in the digital realm.

The proliferation of online platforms has exacerbated the issue, giving rise to a borderless marketplace where
literary works can be disseminated instantly across the globe. This ease of access, while beneficial for knowledge
dissemination and cultural exchange, also opens the door to rampant unauthorized use. The transient nature of
digital content, coupled with the anonymity that the internet affords, poses significant hurdles to tracking and
prosecuting copyright violations. Research into copyright protection has thus become a critical need, demanding
a multidisciplinary approach that encompasses legal expertise, technological innovation, and an understanding
of the digital economy. Developing effective methods for information extraction and machine learning stands
at the forefront of this research agenda. These technological tools promise to revolutionize the detection and
deterrence of copyright infringement, employing sophisticated algorithms to analyze vast swaths of data and
identify potential violations with unprecedented accuracy and speed.

∗Educational and Scientific Institute of International Relations,Taras Shevchenko National University of Kyiv, Kyiv,
Ukraine01033 (xudonglinst@outlook.com)
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Moreover, as the digital landscape continues to evolve, research must also focus on risk assessment, not
only to spot existing breaches but to predict and prevent future ones. This requires a deep dive into predictive
analytics and the deployment of machine learning techniques that can adapt to the ever-changing patterns of
content use and misuse. By investing in such research, we can hope to create robust systems that not only
protect the rights of creators but also maintain the balance between copyright enforcement and the freedoms
necessary for the continued vitality of the cultural sector. In this light, the pursuit of enhanced copyright
protection mechanisms through information extraction and machine learning is not just a technical endeavor
but a quest to preserve the integrity of our cultural heritage. It is about ensuring that creators can reap the
rewards of their ingenuity and labor, and that society at large can continue to enjoy and be enriched by a
diverse array of literary works without undermining the very foundations upon which such works are created
and shared.

The main contribution of the article is,
1. The study develops a new information extraction (IE) approach that integrates Convolutional Neural

Networks (CNNs) with Decision Trees to harvest metadata and textual content from various online
literary repositories.

2. The CNN-Decision Tree based methodology efficiently extracts critical features of online literary works,
such as authorship, publication date, and textual patterns. This detailed feature extraction contributes
to the precise identification and cataloging of literary content, which is foundational for protecting
against copyright infringement.

3. A key contribution of this research is the creation of a risk assessment model using supervised machine
learning. By categorizing the probability of copyright infringement into high, medium, and low-risk
categories, the study introduces a stratified risk assessment framework.

2. Related work. The article [13] examines the intersection of copyright law and the data compilation
processes essential for machine learning, evaluating the implications of copyright uncertainty on data scraping,
natural language processing, and computer vision within the EU legal framework through empirical case studies
and consultations with experts in the field. The study [4] presented in this paper offers a valuable contribution
to the field of copyright protection for literary works in the digital era. By integrating data mining techniques,
the research focuses on the development of a robust system aimed at enhancing the security and dissemination
of digitized literary content.The approach involves the application of watermarking algorithms, which imprint
unique markers on the characteristic elements of literary pieces, thus yielding watermarked digital works. This
watermarking process is crucial as it enables the tracking and ownership verification of the digital content
without altering the literary quality or reader experience [24, 1].

The literature review underscores the importance of developing advanced IE techniques and machine learn-
ing algorithms to address the challenges of copyright protection in the digital age [23, 5]. The study’s com-
prehensive framework represents an amalgamation of various fields - from computational linguistics through
machine learning to risk management - and provides a holistic approach to a pressing issue in the digital con-
tent domain [7, 2]. The novel methodologies and findings of the current research offer significant contributions,
setting a precedent for future explorations and applications in the protection of online literary works [10, 16].

3. Proposed methodology. This section delineates the methodological framework employed in our study
to protect online literary works from copyright infringement through information extraction and machine learn-
ing techniques.

The CNN-Decision Tree-based information extraction methodology is an innovative strategy that combines
the benefits of CNNs and Decision Trees. This combination is intended to improve the processing and catego-
rization of large amounts of data. The process in the CNN structure begins with an input layer that accepts
raw data, such as picture pixel values. This is followed by convolutional layers, which use multiple filters to
build feature maps, which are necessary for recognizing various features in the input. After each convolutional
operation, an activation function such as ReLU is used to introduce non-linearity, allowing the model to learn
complicated patterns.

Subsequent pooling layers lower the spatial dimensions of the input, which is fed into fully connected layers
after numerous cycles through convolutional and pooling layers. The methodology’s Decision Tree feature gives
a clear, accessible structure for decision-making. Decision Trees are tree-like models in which each internal node
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Fig. 3.1: Proposed Copyright Risk Assessment Architecture using ML

Table 3.1: Sample annotated data

Entity type Counts Example

PER 9,383 my mother, Jarndyce, the doctor, a fool, his companion

FAC 2,154 the house, the room, the garden, the drawing-room, the library

LOC 1,170 the sea, the river, the country, the woods, the forest

GPE 878 London, England, the town, New York, the village

VEH 197 the ship, the car, the train, the boat, the carriage

represents an attribute test, each branch reflects the test result, and the leaf nodes correspond to class labels.
These trees are built using binary recursive partitioning, which separates nodes depending on parameters like
Gini impurity or entropy and keeps splitting until a certain stopping requirement is fulfilled. This might be
the tree’s present depth or another parameter. Decision trees are simple and easy, capable of processing both
numerical and categorical data, and hence highly interpretable and effective for categorization.

Combining CNNs with Decision Trees takes advantage of the capabilities of both approaches. CNNs excel
in feature extraction, particularly in picture data, where they can learn spatial feature hierarchies from inputs
autonomously and adaptively. Decision Trees, on the other hand, provide simplicity and interpretability in the
categorization process. This integrated strategy seeks to build a robust and intelligible model by employing
CNNs for the effective extraction of essential features from complicated datasets and Decision Trees for an
interpretable classification mechanism. This synergy is especially useful in situations when comprehending the
classification’s logic is as important as classification accuracy.

3.1. Dataset. The dataset consists of a balanced collection of 210,532 tokens, which are systematically
selected from a total of 100 diverse literary works in the English language. These tokens have been annotated
according to the Automatic Content Extraction (ACE) program’s entity categorization framework, encom-
passing the following classes: person, location, geopolitical entity, facility, organization, and vehicle. This is
publicaly available dataset on link https://github.com/dbamman/litbank. The dataset adheres to the ACE
2005 standards for annotating entities, with an emphasis on a specific group comprising individuals (PER), ge-
ographical features (LOC), constructed establishments (FAC), sovereign states or regions (GPE), institutional
bodies (ORG), and means of transportation (VEH). Contrary to the conventional approach to named entity
recognition, which assumes that entities are represented in a non-hierarchical, or ’flat’, configuration, where
one label does not contain another, our methodology permits a nested architecture, allowing for more complex
entity relationships within the data. The table 3.1 shows sample dataset annotation details.

3.2. Information Extraction Methodology. The study embarks on an advanced IE strategy that
harnesses the capabilities of Convolutional Neural Networks (CNN) integrated with Decision Trees. This two-
pronged approach is designed to distill and index significant features from a myriad of online repositories hosting
literary works [18, 21].

Initially, CNNs are employed due to their exceptional aptitude in recognizing and learning complex pat-
terns within data. For textual content analysis, a bespoke CNN architecture is adopted, featuring convolutional
layers tailored to discern linguistic patterns, semantic structures, and stylometric features that are indicative



Copyright Protection and Risk Assessment Based on Information Extraction and Machine Learning 3825

of authorship and originality [17, 12]. Subsequent to pattern recognition, Decision Trees are utilized to classify
extracted features based on their relevance and potential indication of copyright infringement. The inter-
pretability of Decision Trees aids in understanding the decision-making process, thus providing transparency
in the feature classification stage. Alongside textual analysis, metadata is also extracted, including authorship,
publication date, and source information, using a combination of regex-based algorithms and metadata parsing
techniques [20, 8].

3.3. Convolutional Neural Networks (CNN) for Feature Learning. The CNNs are architecturally
designed to extract hierarchical features from raw textual data. The text, pre-processed to remove noise
and normalized, is embedded into a high-dimensional space using pre-trained word vectors such as GloVe or
FastText, which provide semantic richness.

The initial layer transforms words into fixed-size vectors that capture semantic properties. Each literary
work is thus converted into a matrix where each row corresponds to a vector representing a word or token.
Several convolutional layers with different kernel sizes are employed in parallel to scan the embedded text matrix.
These kernels act as sliding windows that capture local features such as n-grams across the text, allowing the
network to recognize context and syntactic patterns at various scales. Rectified Linear Units (ReLU) are used as
the activation function within convolutional layers to introduce non-linearity into the model, helping it to learn
complex patterns [6, 15]. Following convolution, pooling layers (max pooling is commonly used) downsample
the feature maps to reduce their dimensionality, ensuring the most salient features are retained. This step
reduces computation and mitigates the risk of overfitting. The output of the pooling layers is flattened into a
vector and passed through one or more dense layers to enable higher-level reasoning based on the learned local
features [3, 14].

3.4. Decision Trees for Feature Classification. The extracted features, now represented as dense
vectors, are passed to a Decision Tree classifier. This classifier undertakes the task of discerning which features
are most indicative of copyright-relevant information such as authorship, genre, and original content.

Information gain and Gini impurity are calculated for each feature to determine its importance. A subset
of features with the highest information gain is selected for building the decision nodes. A Decision Tree is
recursively constructed by splitting the dataset into subsets based on the feature that results in the maximum
reduction in heterogeneity (classification entropy). The tree grows until it fully classifies the training data
or reaches a predefined stopping criterion. To avoid overfitting, the tree is pruned back. Techniques like
reduced-error pruning and cost-complexity pruning are used where branches that have little to no impact on
the classification accuracy are removed. Parameters such as the depth of the tree, the minimum number of
samples required to split an internal node, and the minimum number of samples required to be at a leaf node
are fine-tuned using grid search with cross-validation to optimize the Decision Tree’s performance.

The integration of CNN and Decision Tree into a seamless workflow involves utilizing the dense vector
outputs from the CNN as inputs for the Decision Tree.

Combining Outputs. The last layer of the CNN, before the final classification layer, is connected to the
input layer of the Decision Tree. This concatenated output ensures that the learned textual features are
directly influencing the decision-making process.

Ensemble Learning. In some implementations, multiple CNNs and Decision Trees may be used in an en-
semble learning fashion. CNNs can be trained on different subsets or aspects of the data, with their outputs
combined and fed into multiple Decision Trees that specialize in different classes or features.

Model Evaluation. The hybrid model is evaluated using a hold-out validation set. Metrics such as precision,
recall, F1-score, and ROC-AUC are calculated to gauge the performance of the model in accurately classifying
features relevant to copyright information.

In this advanced methodology, the CNN operates as a feature extractor that learns both low-level and
high-level textual patterns, while the Decision Tree acts as a classifier, interpreting the features to discern
copyright-related information. This combined approach is engineered to leverage both the nuanced pattern
recognition ability of CNNs and the interpretative clarity of Decision Trees, making it well-suited for the
complexities of copyright feature classification in online literary works.
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Fig. 3.2: Proposed Risk Assessment Model

3.5. Natural Language Processing (NLP) for Content Analysis. Following the extraction of tex-
tual data, NLP methodologies are deployed to perform comparative analysis between the indexed content and
registered copyrighted works. Using advanced algorithms such as Word2Vec and BERT (Bidirectional Encoder
Representations from Transformers), the study assesses semantic similarities between texts, transcending be-
yond superficial overlaps to uncover deeper instances of potential infringement. Beyond semantic analysis, the
study conducts stylistic analysis using NLP techniques to identify unique authorial fingerprints in writing styles.
This involves the analysis of syntax, vocabulary diversity, sentence structure, and other stylistic markers.

3.6. Machine Learning for Copyright Risk Assessment. The core of our risk assessment framework
is a supervised machine learning model trained on a meticulously curated dataset, consisting of labeled exam-
ples of copyrighted and non-copyrighted works. The dataset is divided into training, validation, and test sets.
Various machine learning algorithms are explored, with a focus on ensemble methods that combine the predic-
tions of several base estimators to improve generalizability and robustness over a single estimator. Through
comparative analysis, the most performant algorithm is selected based on metrics such as accuracy, precision,
recall, and F1-score. The ensemble approach, specifically Random Forest, a conglomerate of numerous Decision
Trees, is hypothesized to be highly effective due to its ability to handle unbalanced data and its resistance to
overfitting.

The output of the machine learning model categorizes works into different levels of infringement risk. A
triage system is formulated, which stratifies risk into high, medium, and low categories based on the model’s
confidence scores. This triage system allows for prioritized response actions. Cross-validation techniques are
employed to tune hyperparameters and avoid overfitting. The model undergoes rigorous testing to ensure
reliability and effectiveness in varied scenarios. The model incorporates legal frameworks to differentiate between
infringements and legitimate uses such as fair use, parody, and commentary. Ethical guidelines govern the model
to prevent bias and ensure equitable treatment of all authors and works.

The outlined methodology presents a fusion of CNNs for intricate pattern recognition and Decision Trees for
decisive feature classification, enhanced by NLP for in-depth content analysis. This integrated approach is then
harmonized with a sophisticated machine learning model that not only predicts but also stratifies the risk of
copyright infringement. Rigorous testing, validation, and ethical consideration ensure the model’s applicability
and adherence to legal standards, representing a significant advancement in the field of copyright protection
for online literary works.

4. Result analysis.

4.1. Result evaluation. To evaluate the proposed algorithm, we have partitioned the 100 literary books
into separate sets for training, development, and testing by employing stratified sampling at the document level.
This resulted in a distribution of 80 books for the training set, 10 books for the development set, and 10 non
copy righted books allocated for the test set.

Stratified sampling is utilized in the process to ensure that each subset of the data is representative of the
entire. The approach ensures that the properties of the full collection are proportionally reflected in each subset
by partitioning at the document level.

This implies that each set (training, development, and testing) has a mix of different literary styles, times,
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Algorithm 3 Copyright Protection Model

1: Input: Dataset of literary works with features and copyright status labels
2: Output: Risk assessment categorizing works into high, medium, and low infringement risk
3: Begin: ▷ Preprocessing Textual Data
4: procedure Preprocess_Text(Data)
5: for each literary_work in Data do
6: Clean and normalize the text
7: Tokenize the text into words or characters
8: Embed the tokens using pre-trained word vectors (e.g., GloVe, FastText)
9: end for

10: end procedure ▷ CNN for Feature Learning
11: procedure Train_CNN(Text_Embeddings)
12: Initialize CNN with convolutional layers, ReLU activations, and max pooling
13: for each epoch do
14: for each batch in Text_Embeddings do
15: Perform forward propagation through CNN layers
16: Apply backpropagation and update CNN weights
17: end for
18: end for
19: end procedure ▷ Decision Trees for Feature Classification
20: procedure Train_Decision_Tree(Features)
21: Initialize Decision Tree with entropy or Gini impurity criteria
22: for each feature_vector in Features do
23: Calculate information gain for each feature
24: Build decision tree based on maximum information gain
25: Prune the tree to avoid overfitting
26: end for
27: end procedure ▷ NLP for Content Analysis
28: procedure Perform_Content_Analysis(Indexed_Content, Copyrighted_Works)
29: for each content_pair in (Indexed_Content, Copyrighted_Works) do
30: Analyze semantic and stylistic similarities
31: Use NLP algorithms like Word2Vec and BERT for deep analysis
32: end for
33: end procedure ▷ Machine Learning for Risk Assessment
34: procedure Train_Risk_Assessment_Model(Labeled_Dataset)
35: Split Labeled_Dataset into training, validation, and test sets
36: Explore various machine learning algorithms, including ensemble methods
37: Select the best-performing algorithm based on validation metrics
38: Train the final model on the training set
39: Evaluate model performance on the test set using precision, recall, F1-score
40: end procedure ▷ Main Program
41: Dataset = Load all literary works data
42: Text_Embeddings = Preprocess_Text(Dataset)
43: CNN_Features = Train_CNN(Text_Embeddings)
44: Decision_Tree_Classification = Train_Decision_Tree(CNN_Features)
45: Indexed_Content = Extract_Features_and_Metadata(Dataset)
46: Registered_Works = Load copyright-registered works
47: Content_Analysis = Perform_Content_Analysis(Indexed_Content, Registered_Works)
48: Risk_Assessment = Train_Risk_Assessment_Model(Content_Analysis)
49: for each work in Indexed_Content do
50: Risk_Category = Risk_Assessment.Classify(work)
51: Output the Risk_Category for each work
52: end for
53: End
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Table 4.1: Performance measure of proposed model

Metric Proposed Value (%) Watermarking Algorithm value (%)

Overall Accuracy 96 95

Precision (Person - PER) 90 NA

Precision (Location - LOC) 91 NA

Precision (Organization - ORG) 91 NA

Recall (Facility - FAC) 89 NA

Recall (Geo-political Entity - GPE) 93.02 NA

Recall (Vehicle - VEH) 85 NA

and genres, preserving the original dataset’s richness and complexity. This large chunk, consisting of 80 books,
is utilized to train the algorithm. The training set is used to train the model to detect and categorize things
based on data attributes and patterns.

This set of ten books is utilized for the algorithm’s continuing development and tuning. During the
development phase, the model’s parameters are improved and its performance is assessed repeatedly. The
development set serves as a link between training and testing, allowing for changes prior to final evaluation.
This bundle also includes ten novels, although they are not copyrighted works.

The selection of non-copyrighted books for the test set is presumably motivated by ethical and legal
concerns, ensuring that the algorithm is evaluated without violating copyright laws. The test set is critical
for evaluating the algorithm’s ultimate performance, offering an unbiased evaluation of its usefulness in a real-
world environment. The model is better able to handle real-world data that varies greatly in style and content
by integrating a varied variety of books in each subgroup.

4.2. Performance Measures. The common metrics used for evaluating classification models are accu-
racy, precision, recall, F1-score, and area under the ROC curve (AUC-ROC) is tested.

Accuracy: This is the ratio of correctly predicted instances to the total instances in the dataset.
Precision: This measures the ratio of correctly predicted positive observations to the total predicted positive

observations.
Recall (Sensitivity): This measures the ratio of correctly predicted positive observations to all observations

in the actual class.
F1-Score: This is the weighted average of Precision and Recall. Therefore, this score takes both false

positives and false negatives into account.
ROC-AUC Score: This is the area under the receiver operating characteristic curve. It is used to measure

the model’s performance across all classification thresholds. The performance is show in table 4.1 below.

4.3. Risk Assessment Categorization. Finally, the categorized features and the results of the NLP
analysis are used to assess the risk level of copyright infringement.

1. High Risk: Passages or tokens that closely match known copyrighted materials, have unique stylistic
features typically associated with protected works, or show deep semantic similarity to copyrighted
content.

2. Medium Risk: Tokens or phrases that may not be direct matches but show a degree of similarity that
could be problematic, or that fall into gray areas of copyright law.

3. Low Risk: Common phrases or tokens with no significant similarity to copyrighted works, or that are
generally recognized as not being original content.

The risk assessment can be outputted as a score or classification by the Decision Tree, which can then be
used to label the dataset into high, medium, and low risk of copyright infringement [11, 19]. The model can be
trained on a labeled dataset where the copyright status is known, and performance metrics (precision, recall,
accuracy) can be computed to evaluate the effectiveness of the model [9, 22].

This approach allows for granular and sophisticated analysis, leveraging the strengths of CNNs in pattern
recognition, Decision Trees in classification, and NLP in contextual understanding, to perform a comprehensive
assessment of potential copyright infringement in literary works.
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Fig. 4.1: Performance of Learning Rate at 0.01

Table 4.2: The average risk assessment on the dataset with 10 non-copyrighted books

Risk Assessment Precision (%) Recall (%) F1-Score (%)

High Risk 92 88 90

Medium Risk 85 83 84

Low Risk 95 97 96

The per feature-based risk analysis shown in below graph. The 10 non copy right book is assessed using
per feature in the dataset. The 10-book person name is tested non copyrighted test set. Per feature matching
with first book is high, second book is high, third book is low, so on. The graph shows first second and seventh
book has high risk on copy right issues.

CNNs are extremely good at recognizing complicated patterns and features in data, especially in picture
and text recognition. This qualifies them for detecting copyrighted content since they can detect small dif-
ferences that distinguish original works from adaptations or copies. CNNs can handle vast amounts of data
efficiently, which is critical when dealing with big collections of copyrighted items. CNNs are better suited
for situations requiring complicated pattern identification and large-scale data processing. Their lack of trans-
parency, however, and high resource needs, might be limiting considerations. Decision trees are useful for jobs
that need interpretability and simplicity, particularly when resources are limited. However, their proclivity for
overfitting and difficulties in dealing with complicated patterns may limit their usefulness in some copyright
detection circumstances.

5. Conclusion. This research represents a significant advancement in the domain of digital copyright
protection for online literary works. By integrating a Convolutional Neural Network (CNN) with a Decision
Tree classifier and utilizing Natural Language Processing (NLP) techniques, the study offers a sophisticated
framework capable of detecting, classifying, and mitigating the risks associated with copyright infringement.
The proposed CNN-Decision Tree model has demonstrated proficiency in extracting and analyzing metadata
along with textual patterns from various online repositories. It systematically identifies copyrighted material
and assesses the likelihood of infringement. The model has yielded promising results, with high accuracy
in distinguishing between different levels of risk, thus enabling stakeholders to take targeted actions based on
prioritized risks. Moreover, the implementation of this framework underscores the capability of machine learning
algorithms to generalize and function in dynamic online environments. The evaluation based on accuracy,
precision, recall, and F1-score metrics showcases the model’s potential in reliably pinpointing instances of
copyright infringement and categorizing them into high, medium, and low-risk categories. As AI continues to
intersect with copyright law, further research into the legal and ethical implications of automated copyright
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Fig. 4.2: Per Feature Risk Assessment Sample

enforcement is necessary to ensure fair and just applications of the technology. The model’s capability for
accurately identifying instances of copyright infringement and dividing them into high, medium, and low-risk
categories is demonstrated by the evaluation based on accuracy, precision, recall, and F1-score metrics. As
AI continues to connect with copyright law, more study into the legal and ethical implications of automated
copyright enforcement is required to guarantee that the technology is used fairly and justly.
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RESEARCH ON THE APPLICATION OF NODE IMPORTANCE ASSESSMENT BASED
ON HITS ALGORITHM IN POWER GRID PLANNING

GAOSHAN FU∗, XIANG YIN†, YUE GAO‡, DAN MENG§, AND LIANG CHEN¶

Abstract. Power grid planning needs to be strong and effective as the world’s energy environment shifts to include more
renewable energy sources and smart technology. This study explores the use of the HITS (Hyperlink-Induced Topic Search)
algorithm to apply node importance assessment in the context of power grid planning. The HITS method provides a new way of
looking at the importance of nodes in power grid networks. It was initially developed for online link analysis. The first section
of the paper offers a thorough analysis of the power grid planning techniques now in use, highlighting the crucial role that nodes
play in guaranteeing flexible and resilient systems. Next, the HITS method is modified and used in power grid networks, taking
dependability, interaction, and node centrality into account. As part of the research process, a mathematical model that combines
the HITS method with important variables unique to power grid planning is developed. On real-world power grid datasets,
simulation tests are carried out to evaluate the algorithm’s performance in identifying nodes that are critical to fault tolerance,
overall performance, and system stability. The study’s findings go beyond conventional power grid planning techniques by providing
a sophisticated method of evaluating node relevance that is in line with the dynamic and interdependent character of contemporary
energy networks. The results aid in the infrastructure optimization of the power grid, allowing planners and managers to better
prioritize expenditures, increase resilience to disturbances, and make it easier to integrate energy from renewable sources smoothly.

Key words: Hyperlink-Induced Topic Search, power grid, planning, nodes importance

1. Introduction. Large-scale blackouts in a large-scale electrical grid can be brought on by element
failures, intentional attacks, natural disasters, and other defects [29]. Power system blackouts are regarded
as high impact occurrences because they can result in significant load shedding and potentially catastrophic
social repercussions [21, 18]. A blackout typically starts with one or more of the so-called "key elements" of
the electrical grid, such as transformers, power load nodes, transmission lines, or key generators. The power
grid’s generation and consumption of electricity are primarily driven by generators and power load nodes, so
the failure of either will have a significant effect on how the grid functions.

To simulate the power grid, authors [4] have developed a novel load distribution law in which the path
efficiency and consumer load are used to determine the beginning loads for substations and generator gener-
ation. It is stated how important power load nodes and generator nodes are. Determining the critical nodes
in the electrical grid is essential to preventing the development of widespread blackouts. Two categories of
analysis methods—dynamic and static—are used in the literature to identify important nodes in the power
grid. Transmission network faults and load variations are frequently used in conjunction with dynamic analysis
techniques to pinpoint critical nodes.

By merging the concealed transmission line failures during blackouts with node overload failures, a cascading
failure model based on complex network theory is presented in [8]. Authors in [6] suggested a new index for
identifying weak nodes in voltage stability analysis to increase voltage stability based on reactive compensation.
To identify important nodes from the regional power grid in a transient process, a quantitative coupling degree
approach is provided in [17] after the impact of various faults is examined. Based on the network important
assessment index—which is regarded as the load oscillation degree of the attacked nodes—a cascading failure
model is built from the characteristic analysis of network load [23].
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A new look-ahead restoration technique for re-energizing the critical loads was presented by authors in [14]
to avoid only power sources re-energizing the crucial loads. Although the topological structure is disregarded, the
techniques can identify the important nodes in the power grid from the perspective of operating characteristics.
The significance of nodes in the power grid can be accurately reflected by the integrated grid topology and
operation parameters key node identification approach. Static analysis techniques that pinpoint important grid
nodes have progressively expanded over the last ten years. A few examples are complex network centrality [11],
topological and controllability features [24], and electrical betweenness in conjunction with generation rated
capacity and load change [27, 25].

As power grids become more sophisticated and interconnected, there is an increasing need to improve their
resilience to a variety of disruptions and crises, such as natural disasters, cyberattacks, and equipment failures.
It is crucial to identify critical nodes within the grid in order to increase its ability to resist and recover from
such catastrophes. Power grid operators and planners must make educated resource allocation decisions, such as
infrastructure improvements and maintenance investments. Understanding the significance of particular nodes
allows for more effective resource allocation, ensuring that key components receive priority attention.

The main contribution of the proposed method is given below:

1. This study presents a new use of the Hyperlink-Induced Topic Search (HITS) algorithm for power grid
scheduling. With the intrinsic network structure of a power grid, HITS is modified to determine node
importance, providing a new angle on determining node importance in the power grid.

2. By considering both the authority and hub scores supplied by HITS, this integration produces a more
thorough and contextually appropriate evaluation of node importance.

3. The research advances resilience and robustness analysis in power grid planning by utilizing HITS-based
node importance assessment.

4. A more precise knowledge of the crucial nodes in the power system is made possible by the enhanced
measurements.

Remaining sections of this paper are structured as follows: Section 2 discusses about the related research
works, Section 3 describes the Smart Grid, HITs algorithm and Node planning \, Section 4 discusses about the
experimented results and comparison and Section 6 concludes the proposed optimization method with future
work.

2. Related Works. The network answer structural typical indexes have been formulated in terms of the
Kirchhoff matrix [16], the bus dependence matrix is determined by the maximum power flow of the shortest
path and node [20], and expanded betweenness has been proposed, which takes transmission shipping factors
and transmission final capacity into consideration [7, 12]. Furthermore, the position of significance between
a node and its neighboring node has been used to develop an enhanced structural holes theory [26]. Because
power grid node factors are only partially considered by the indexes and methodologies, the determination
results are imprecise. A distinct complete method has provided the multi-index evaluation algorithm based on
the electrical properties and topological structure [5].

In [19], authors presented a ranking process method to evaluate deterministic indices that incorporates
both dynamic (by transient stability) and static (via optimal power flow) performance studies. A Coupling
Strength Matrix (CSM) approach was suggested by the authors in [28]. It is based on the Relative Electrical
Distance (RED) between network nodes and Network Structural Characteristics Theory. The fundamental idea
is to use graph theory or complex network theory to create a power grid model that can represent the real grid
characteristics. Next, indexes are created to help locate significant nodes in the grid. It is necessary to take
into consideration the power system’s node kinds and operating characteristics.

In recent years, the well-known PageRank method has drawn a lot of attention from a variety of sectors due
to its high speed as well as precision in determining significant nodes in a directed network [15]. To determine
a node’s importance in a power grid, a modified version of the PageRank algorithm is described [10]. This
technique considers the nodal load features, transmission ultimate capacity, and model structure. In [1], an
enhanced PageRank method is created to evaluate extremely fast, susceptible transmission lines in massive
power grids, and a simplified connection diagram is built to expose the cascading failure characteristics with
hidden faults.

The power grid is changed based on power flow, load capacity, and power source. The modified sorting
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Fig. 3.1: Architecture diagram of proposed method

method PageRank, known as hypertext, induced topic selection (HITS), is presented to find key nodes in [13].
In [22], the optimization coefficient of every node and the enhanced PageRank algorithm are used to determine
which nodes are important in the distribution network. The modified PageRank algorithm is used to obtain
these algorithms and can iteratively determine the key nodes by evaluating each node’s importance. But in
the electricity grid, a node’s significance differs depending on its type [3, 2, 9]. For large-scale power grids, the
HITS algorithm can become computationally demanding. Methods for improving the algorithm’s scalability to
handle networks of varied sizes should be investigated.

Power networks operate in dynamic environments, with changing circumstances, energy needs, and system
topologies. Adapting node significance ratings to real-time or near-real-time settings should be the focus of
future research. The research may not address cybersecurity problems sufficiently, particularly in the context
of data interchange and system interconnection. Future research should investigate using strong cybersecurity
methods to safeguard important nodes from cyber assaults.

3. Proposed Methodology. To prevent widespread blackouts caused by disconnected power grid nodes,
a modified Hierarchical Information Technology (HITs) method is suggested to detect critical nodes through
the integration of node type and topological data. Originally developed based on complex network theory, the
node betweenness index is then adjusted to consider the node topological data in the power grid. Then, a
modified version of the Hits algorithm—which accounts for contact, load, and generator nodes—is suggested
to quickly identify critical nodes based on the features of various node types in the power grid. In figure 3.1
shows the architecture diagram of proposed method.

3.1. Power Grid Model. The real power grid can be viewed as a sizable, complicated network with
nodes and edges based on the theories of complex networks and graphs. Buses can be thought of as the nodes
in the power grid, while transformer branches and transmission lines can be thought of as the edges. Assuming
that the network can be seen as an unweighted, undirected graph G = (V, E) with n edges in set E and m
vertices in set V, the connectedness of the graph’s edges can be determined using the matrix of adjacency BG.

The direction of power transmission in the real operational power grid is ignored by the unweighted and
undirected graph G. As a result, we can confirm the edge orientation based on graph G and the fundamental
facts of the power grid. Currently, graph G can be further simplified into a direct weighted network, represented
by the notation D = (V, E, W), where W is the weight vector made up of all the reactances in the lines. Then,
the orientation of edges connected by two nodes is shown using the adjacency matrix BD.

3.2. HITs Algorithm. Within the Hyperlink-Induced Topics Search (HITS), hubs and citations are
added for directed networks. The fundamental principle states that hubs and references are the two key nodes
in directed networks. A significant hub effectively links to numerous significant sources. By contrast, the nodes
that numerous significant hubs refer to are the essential connections. Kleinberg created an algorithm known as
"thematic search generated by the hyperlink" that is based on the structure of web mining.

For every user-generated query, the HITS algorithm assumes a set of reference pages that are pertinent,
well-liked, and query-focused. Additionally, a collection of hub sites with helpful linkages to related pages—
including links to several references—are assumed by this method. According to the HITS, the web is a
directional graph G (V, E), where V is a collection of vertices that represent pages and E is a collection of
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edges that are connected by links. A link from page p to page q is represented as a directed link (p, q). The
first pages the search engine returns are usually a decent place to start since it’s likely that it won’t return all
relevant pages for the query.

Nevertheless, there is no assurance that both the hub and reference pages will be successfully retrieved
if the original pages are all that are used. To address this issue, HITS employs a practical method to locate
user-related query information.

There are two essential processes in the Hyperlink-Induced Topic Search (HITS) algorithm’s operation:
sampling and hub, and reference. For the user query, a collection of relevant pages is gathered in the first
stage. Put differently, the sub-graph S is taken from G, which has many reference pages. The root set R (about
200–300 pages) is where the algorithm begins; it is chosen from the list of results produced by a standard search
engine. From R, one can obtain the set S. It should be mentioned that most of the strongest references are
found in this very tiny, densely referenced S t. Links to other references, if any, should be included in the pages
inside the R root Collection. The following procedure is used by the HITS algorithm to extend the R root set
to the basic S set:

1. The set of all of R’s roots is the input; the base set S is the output.
2. To begin, assume that the set S and the set R are equal.
3. For every p∈S, follow steps 3 through 5.
4. Think of T as the collection of all the pages that are included in the set S.
5. Think of F as a collection of pages that make references to S.
6. Treat all or a portion of S = S + T as part of F.
7. Eliminate every link sharing the same domain.
8. Get S back.

This strategy doesn’t usually work well, but it does work well in some circumstances. In step 5, HITS
eliminates all linkages between pages on the same domain or website before beginning the second phase of this
algorithm. The claim is that links on a shared website circulate content related to the website, do not serve
as references. Moreover, just a small portion of the links—rather than all the links—are counted when several
links from a single domain led to a single page that is not on the domain. The output of the sampling stage is
used in the second step to identify hubs and references:

Baseline set is the input, while the hub and standard sets are the output.
1. Look at page p, which has hub weight yp and nonnegative reference weight xp. References are pages

with a comparatively high reference weight (xp). In a similar manner, hubs are defined as pages having
a high yp hub weight.

2. The weights are adjusted such that the square of every weight equals one.
3. The value of xp is adjusted for page p to equal the total of all the yp weights of all the q pages that

are connected to p.
4. When a link from page 5 is made to any page q, the value of yp is changed to equal the total of that

pages’ xp weights.
5. The algorithm goes back to step 2 if the output conditions are not met. There are two sets of pages:

references, which have the highest xp weights, and hubs, which have the highest yp weights.
Hubs and citations are given appropriate weights. A strong reference is one that is cited by a significant

number of well-regarded hubs. A hub is deemed popular and influential if it references a significant number of
well-regarded sources. The scores of the hub and references of page p are determined as follows if sets B (p)
and R (p) respectively reflect a set of references pages of page p:

xp =
∑

q∈B(p)

yp (3.1)

yp =
∑

q∈B(p)

xp (3.2)

As seen in Figure 3.2, the hub and reference locations are computed. Pages are rated according on their
hub and points of reference.
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Fig. 3.2: Structure of Hubs and Nodes using HITs algorithm

Table 3.1: Power Grid Comparison

Directed-Weighted Network Internet Power Grid

Node Web Page Bus or Substation

Edge Hyperlink Line or Transformer

Information Value Link Relationship Power Flow

Degree Number of Visits Generator or Load Capacity

In terms of the smart grid, a strong hub is a district that has a high output to reliable sources (districts
with a high input from strong hubs). One way to specify the scores of a hub (h→) and references (→ a)
repeatedly; alternatively, the dominant special vectors of can be used to determine the hub matrix AAT and
the reference matrix AT A. Additionally, they can be acquired by employing the dominating special vector A,
which is determined by applying the subsequent formula.

A =

(
0 A
AT 0

)
(3.3)

The biggest eigenvalue and the associated eigenvector are certain to be real since A is symmetrical. A
becomes a 2n × 2n matrix if it is a n × n matrix. The scores of the links are represented by the second n
phrases of the most prevalent special vector A, whereas the first n phrases relate to the direction hub graph scores.
The dominant eigenvector of the hub matrices AAT is equal to the hub’s score in the current investigation. The
dominant eigenvector of the standard matrix ATA is equal to the reference score.

Despite this restriction, the HITS algorithm indicates that hubs and references—two distinct categories
of nodes in a network—are extremely significant. Therefore, by computing the hub and points of reference of
the smart grids of the hubs and references can be found. Additional key areas are found in the current study
network, and those districts are also ranked according to the centrality criteria mentioned above. Examining
the relationships among areas in terms of efficacy and effect is another option. Lastly, eigenvector centrality is
grouped and weighted degree centrality is used to rank Tehran’s .

3.3. HITs algorithm applied to Power Grid. Internet page sorting was the original application of the
HITs algorithm. Either the electricity grid or the internet may be reduced to a directed-weighted networking
model, in accordance with the reduction concept of complex network theory. Buses are represented by the
nodes, lines for transmission by the edges, and the line reactance shows how strong the link is between any two
nodes. Table 3.1 compares the topologies of the power grid, the internet, and the directed-weighted network
concept.

Drawing from the contrast, the power grid may be reduced to a directed-weighted network approach, which
satisfies the HITs algorithm’s application criteria. Although the HITs approach can be used to rank the nodes in
the electricity network according to relevance, it has two drawbacks: (3.1) it ignores the electrical properties that
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Fig. 4.1: Accuracy

exist among nodes. (3.2) There is an uneven distribution of transmission power among the nodes. Therefore,
the following updated HITs algorithm is proposed to avoid the drawbacks by evaluating the node importance
by taking into account the node type and transmission characteristics.

Power flows inside the grid must pass via nodes with high Authority Scores. They are nodes that play
an important role in supplying electricity to various sections of the network. Nodes with high Hub Scores are
critical grid links. They improve electricity transmission efficiency by linking to other critical nodes. In power
grid design, the nodes with the highest combined Authority and Hub ratings are considered essential. These
nodes have a significant influence on grid reliability and performance.

The information may be used by planners and operators to improve infrastructure, such as fortifying crucial
nodes or increasing linkages between them. By concentrating on essential nodes, the power system may be
made more robust to shocks and faults. The evaluation can help policymakers make decisions about grid
management, maintenance, and investment.

4. Result Analysis. The proposed method is evaluated by using parameters such as Accuracy, network
transmission efficiency with IEEE 118 bus system and IEEE 39 Bus system and recall.

Regarding node importance evaluation for power grid planning using the HITS (Hyperlink-Induced Topic
Search) algorithm, accuracy pertains to the method’s dependability and efficiency in locating important nodes
in the power grid network. The HITS algorithm can be modified to evaluate a node’s significance in a variety
of networks, such as electricity grids. It was initially created for web link analysis.

The capacity of the HITS algorithms to accurately identify nodes that are crucial to the electrical grid
serves as a gauge of its accuracy. These nodes could be high-capacity lines for transmission, vital substations
that are or other elements of the infrastructure essential to the dependability of the power grid in the context
of power grid management. The goals of power grid planning should be in line with the method’s accuracy.
For example, the designated critical nodes should in fact make a considerable contribution to the resilience and
stability of the grid if the objective is to improve grid resilience. It is crucial to contrast the algorithm’s output
with expert knowledge or ground truth data to evaluate accuracy. The identification of significant nodes and
their correspondence with actual vital components of the power grid are verified through this validation process.
In figure 4.1 shows the accuracy of proposed method.

"Recall" in the context of power grid planning can be seen as the algorithm’s capacity to recognize and
prioritize nodes that are significant in the power grid network when utilizing the HITS (Hyperlink-Induced
Topic Search) algorithm. Recall quantifies how well the algorithm minimizes false negatives by capturing all
pertinent, high-importance nodes in the power grid.

Hub nodes are regarded as authorities in HITS when it comes to power grids. These nodes serve as
significant power supplies or sources for the network. Authorities are nodes that are vital to the overall stability
and effectiveness of the electrical grid in the context of grid design. These could be important substations,
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Fig. 4.2: Evaluation of Recall

Fig. 4.3: Network Transmission Efficiency For IEEE 39 Bus system

significant power producing facilities, or vital connecting points. In this case, recall refers to how well these
authoritative nodes are identified and ranked by the HITS algorithm. A high recall rate means that the
algorithm is able to identify and rank the nodes that are most important for the reliable functioning of the
electricity grid. In figure 4.2 shows the evaluation of recall.

Evaluating the significance of nodes within a power grid is essential for efficient design and dependable
functioning. Originally created for online link analysis, the HITS (Hyperlink-Induced Topic Search) algorithm
can be modified for use in network analysis, including power grid analysis. Several factors must be considered
when assessing network efficiency using the HITS algorithm in the context of node importance assessment.

Nodes in HITS are given hub ratings and authority. When a node is connected to other significant nodes,
it is said to have authority, indicating its quality. High authority score nodes—i.e., nodes essential to the
overall operation of the network—would describe an efficient network for power grid allocation. Create a
graph representation of the power system with nodes standing in for individual parts (such as substations or
generators) and edges for connections (such as transmission lines). Application of the HITS algorithm is based
on this network. Evaluate how fast hub scores and authority converge with the HITS algorithm. Efficient
node importance assessment procedures can benefit from faster convergence. In figure 4.3 shows the network
transmission efficiency of IEEE 39 Bus system.

An effective evaluation of network efficiency ought to be easily integrated with the power grid planning
instruments now in use. This guarantees electricity grid designer’s simplicity of use and practical application.
Analyze how well the algorithm identifies node importance in the event of possible component failures or
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Fig. 4.4: Network Transmission Efficiency For IEEE 118 Bus system

deliberate attacks. The electricity system could be significantly impacted by critical nodes that are highlighted
by an effective algorithm. Evaluate the ease of interpretation of the HITS algorithm results by power grid
planners. Results that are comprehensible and easy to understand enhance the effectiveness of decision-making
in power grid planning. Analyze how scalable the method is in relation to the size and complexity of the power
grid. An effective algorithm ought to yield findings rather quickly, even for extensive power grids. In figure 4.4
shows the evaluation of IEEE 118 bus system.

5. Conclusion. As the world’s energy environment changes to include more renewable energy sources
and smart technology, power grid planning must be robust and efficient. In the context of power grid planning,
this work investigates the use of node importance assessment using the HITS (Hyperlink-Induced Topic Search)
algorithm. A fresh perspective on the significance of nodes in power grid networks is offered by the HITS
technique. It was first created for link analysis on the internet. The paper’s first section provides a compre-
hensive study of the power grid planning strategies now in use, emphasizing the critical role that nodes play
in ensuring resilient and adaptable networks. Next, dependability, interaction, and node centrality are taken
into consideration when the HITS approach is modified and applied in power grid networks. A mathematical
model that integrates the HITS method with significant variables specific to power grid planning is constructed
as part of the research phase. Simulation experiments are conducted on real-world power grid datasets to
assess how well the algorithm performs in identifying nodes that are essential to overall performance, fault
tolerance, and system stability. The results of the study provide a comprehensive method for assessing node
relevance that is consistent with the dynamic and interdependent nature of modern energy networks, going
beyond traditional power grid planning techniques. The findings contribute to the power grid’s infrastructure
optimization by helping planners and managers better prioritize spending, boost resilience to disruptions, and
facilitate the seamless integration of electricity from renewable sources.Combine HITS-based assessments with
machine learning techniques to improve accuracy and predictive capabilities, especially in data-driven grid
environments.
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IMPLEMENTATION AND OPTIMIZATION OF PROBABILISTIC AND MATHEMATICAL
STATISTICAL ALGORITHMS UNDER DISTRIBUTIVE ARCHITECTURE

SHENGBIAO LI∗AND JIANKUI PENG†

Abstract. Statistical methods must be developed and optimized in distributed systems due to the increasing amount of data
and processing demands in modern applications. The application and optimization of mathematical and probabilistic statistical
methods in distributed computing settings is the main topic of this study. Algorithms like these have the potential to improve
performance, scalability, and parallel processing abilities when integrated into distributed systems. We commence our investigation
by reviewing current mathematical and probabilistic statistical algorithms, determining their advantages and disadvantages, and
evaluating their suitability for distributed architectures. We then suggest new approaches for their smooth incorporation into
distributed computing structures, making use of distributed storage and parallel processing to effectively manage massive datasets.
Improving these algorithms’ performance in distributed environments is the focus of this research’s refinement phase. We seek to
optimize the use of distributed infrastructures by minimizing latency and maximizing computational resources by investigating
efficient communication protocols, load balancing mechanisms, and parallelization approaches. The suggested algorithms are put
into practice inside a distributed structure for empirical confirmation, and their effectiveness is evaluated in comparison to more
conventional, non-distributed competitors. We test the scaling, precision, and effectiveness of the methods in practical scenarios
using a variety of datasets and use cases.

Key words: probabilistic optimization; stochastic optimization; robust optimization; distributional robust optimization;
chance constrained optimization; energy management; smart grid

1. Introduction. A supply-demand mismatch is occurring as a result of the growing global population
and increasing demand for energy. Reducing loads or increasing generating capacity can aid in balancing both
supply and demands. The expensive and polluting fossil fuels can be used to increase power production [11]. It
is advantageous to increase generation capacity by integrating green energy supplies into an intelligent energy
system. User annoyance caused by load restriction can be reduced by putting in place suitable demand-side
measures. The combination of variable load and renewable energy sources brings certain dangers into the
intelligent power system that need to be managed. This article addresses uncertainty in several smart power
systems-related fields.

Traditional grid electricity is sent to distant users in a single way, from a central power plant. The main
objective of the 2000 smart energy system idea was to include communication in both directions into the
conventional grid system’s infrastructure. A smart power system connects the power plant to the customers.
technology of information and communication [7, 16]. A smart power system provides reliable, dependable,
and high-quality power to consumers [13, 20, 12]. Rebuilding the conventional grid into an intelligent energy
system requires an interface infrastructure that is both robust and scalable [5]. A grid is made up of several
energy creating, transportation, distribution, and management parts of a system of electricity. The previously
mentioned components of the conventional grid are intelligently arranged and connected by the intelligent power
system [6, 9, 2].

The main component of a smart power system is a producing station. New power plants must use electricity
from renewable sources as petroleum and coal are running out and have other detrimental effects on the planet.
Because wind and solar energy rely on the weather, their output power is unpredictable; consequently, smart
power system’ functionality is impacted, as noted in [26, 25, 18]. Transmission systems play a major role in the
delivery of electrical power because the power plants are situated far from the final consumers of the energy.
The transmission system is directly impacted by climate change, which leads to problems like temperature
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and wind stress. The efficiency and longevity of the transmission system are significantly impacted by these
uncertainties [1].

The main contribution of the proposed method is given below:

1. In a single survey research, it provides a thorough analysis of chance-restricted, robust, distributionally
resistant, and stochastic optimization in the context of smart power systems. Main research question
helps to analyze, How do probabilistic and mathematical statistical algorithms under a distributive
architecture enhance data analysis efficiency, accuracy, and scalability compared to traditional compu-
tational methods?

2. This survey research includes an overview of various probabilistic optimization strategies, together with
their taxonomy, application examples, and solution algorithms.

3. There have been constructed probabilistic mathematical models for a range of scenarios that can
serve as reference models in the field of smart power systems. CNN-LSTM is utilized in smart grid
optimization.

Remaining sections of this paper are structured as follows: Section 2 discusses about the related research
works, Section 3 describes the Smart Grid, Probabilistic learning and Deep Learning methods, Section 4 dis-
cusses about the experimented results and comparison and Section 6 concludes the proposed optimization
method with future work.

2. Related Works. In fact, modeling statistical actions on current predictable equipment is necessary
for solving a lot complicated mathematical issues, including demonstrating atomic and high-energy science
incidents, comprehending complicated biological structures, modeling more accurate models of the climate,
optimizing systems, and establishing better AI [17, 15, 14, 4]. We define stochastic computation as any com-
putational procedure that uses sampling at random or probabilistic manipulation to compute or approximate
solutions to a model, task, or distributions of solutions. Although they can also be employed in place of intri-
cate deterministic models by sampling an alternative, ideally simpler model, probabilistic techniques are most
frequently applied when a problem is best described as a stochastic system, such as in quantum mechanics [28].

A relatively fresh approach for optimizing in the face of ambiguity is robust optimization. It employs
a predictable, set-based uncertainty model instead of a stochastic one. Any definition of the ambiguity in
each set can use the robust optimisation method. Robust optimisation is justified by the fact that it takes
computational tractability and set-based uncertainty into consideration [ 20,21]. Optimisation issues where the
data is ambiguous and belongs to a set of uncertainty are handled by solid optimization and the corresponding
computational tools [27]. Assuring that the worst-case scenario never comes to pass and that the answer is
both workable and ideal for the given group of uncertainty is what robust optimization does.

It is possible for two-stage probabilistic optimization issues to have either full or fixed recourse. When
it comes to fixed recourse, even the first step is prediction, and the second is fixed decision-making based on
the experiment’s outcomes [8]. Complete recourse for two-stage stochastic optimization problems is defined to
include a workable second solution for every possible case [10]. Two stage stochastic programming is extended
to the successive realisation of uncertainty through multiple-stage stochastic programming. Most real-world
issues fall within the category of multiple-stage probabilistic optimization, which calls for making a number of
choices in response to evolving circumstances throughout time [24].

The article concentrates on computational techniques for statistical calculating that usually rely on fre-
quently collection application-relevant statistical and distributions of statistics. Instead, we look at the effects
for potential hardware-based methods for collection uses [3, 23]. In sampling activities, the speed and effective-
ness of the generators of random numbers (RNGs) and the modifications they undergo afterward bear a heavy
computing load. As we shall see, the effectiveness of using sampling offered by stochastic devices to generate
appropriate numbers that are random for numbers of applications in computing is an open question [21]. It is
also unclear how stochasticity can be utilized in neuromorphic architectures[19, 22].

3. Proposed Methodology. Robust minimization has several applications with dynamic objectives in
a smart power system. The smart grid energy management application is one of the most popular uses of
robust optimization. It is possible to model uncertainty in several parameters by using robust optimization.
The problem is characterized as a mixture of integer linear programming with the goal of maximizing societal
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Fig. 3.1: Architecture of Proposed Method

welfare. The consensus method and a perfect control method are used to address the problem. In figure 3.1
shows the Architecture of Proposed Method.

Probabilistic algorithms, such as Bayesian inference models, improve data management by dealing with
uncertainty and variability. This can lead to more accurate predictions and assessments, particularly in complex
systems with inadequate or noisy data. Distributive systems, such as those used in cloud computing and parallel
processing frameworks, allow for the handling of massive datasets. This scalability is critical in the age of big
data, when enterprises frequently need to process massive volumes of data. Distributive computing allows for
the distribution of jobs among numerous processors or nodes. This parallel processing can substantially reduce
the time required to execute sophisticated statistical methods, allowing for the solution of issues that would
otherwise be prohibitively time-consuming or computationally costly.

3.1. Microgrid Energy Management. Uncertainty are taken into account in a number of parameters
when using chance limited optimization for microgrid energy administration. Linear programming is used to
minimize the microgrid’s electricity cost while meeting its energy utilization requirement. The total expense of
the network can be reduced by employing mixed integer linear programming in, where chance limited optimiza-
tion is employed to tackle the unpredictability in power exchange between microgrid and macro-grid. Microgrid
network planning uses chance-constrained stochastic cone programming, which reduces system costs overall.

It makes use of Jensen’s disparities, Pareto-optimal cuts, bi-linear Bender’s decomposition technique, and
second-order cone programming (SOCP) to arrive at the answer. For the best possible operation of a microgrid
with uncertainties, chance-constrained optimization is utilized, and the problem is expressed as a mixed-integer
non-linear programming.

3.2. Distributed Energy Management. Chance constrained optimization aids in the design and exe-
cution of the energy storage facility in the transmission network. The system’s total expense is reduced through
the application of mixed linear programming with integers. Batteries and photovoltaic systems provide uncer-
tainties that are handled by chance-constrained optimization. The allocation system’s line losses are minimized
through the formulation of the issue as a second-order cone computer programming, which is then solved ana-
lytically. In the distributed energy administration challenge, mixed integer linear algebra reduces the network’s
total expense. The authors discussed profit-based planning and viability of integrated distributed generating
in. In mathematics, the issue is expressed as a mixed integer bi-linear programming problem.

3.3. Unit Commitment. While the sample’s average approximations aids in the solution of the linear
programming with mixed integers issue, a chance restricted to two stage stochastic programmed reduces the total
generating cost. Possibility limited optimization is used to optimize spinning reserve cost under an uncertain
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controllable load. The problems are theoretically expressed as linear computer programming, and scenario-
based evaluation and analytical methods are used to solve them, respectively. Using the iterative method in
the unit commitment problem with the combination of mixed integer linear programming and the ranking
algorithm, the system’s total cost is reduced. The unit commitment problem’s restrictions are satisfied by the
authors using an applied analytical method. By rephrasing the unit commitment problems as mixed integer
programming and mixed integer second order cone programming, respectively, operating costs are reduced.
Non-linear and mixed integer quadratic programming are used to reduce the system’s overall cost.

3.4. Optimization using LSTM-CNN. The increasing volume and complexity of data in modern ap-
plications necessitates the employment of advanced statistical methods, which must be linked with distributed
systems to enable efficient processing. This research focuses on the use of Long Short-Term Memory (LSTM)
networks and Convolutional Neural Networks (CNNs) to enhance probabilistic and mathematical statistical
approaches in a distributed setting. The major goal of implementing these neural network topologies is to
improve the scalability, accuracy, and computing efficiency of statistical techniques in distributed systems.

The first part of the paper examines current mathematical and probabilistic statistical algorithms, pointing
out their advantages and disadvantages when used to distributed computing. Next, we suggest a new method for
implementing these statistical algorithms by utilizing the CNN-LSTM design, which is renowned for its ability
to extract features in both space and time. In order to optimize the algorithms for large-scale distributed data
processing, this integration is made to take advantage of the parallelization capabilities of LSTMs for sequential
dependencies and CNNs for spatial pattern recognition.

During the research optimization phase, the CNN-LSTM architecture is adjusted to function as efficiently
as possible within the distributed environment. We’ll investigate techniques like load balancing, efficient data
division, and model parallelism to make sure the merged neural network model runs smoothly among dispersed
nodes, preserving high accuracy and reducing computational redundancy.

Our suggested CNN-LSTM-based statistical algorithms are implemented in a distributed architecture as
an experimental validation of our methodology. We compare them to more conventional, non-distributed
counterparts and use a variety of datasets to evaluate their performance in terms of scalability, accuracy, and
efficiency in practical applications.

The goal of this work is to give a thorough understanding of how CNN-LSTM structures can be integrated
with mathematical and probabilistic statistical techniques in distributed computing settings. The results add to
the developing field of distributed systems by providing useful information on how to integrate neural networks
to optimize statistical techniques. Furthermore, the outcomes lay the groundwork for future developments in
the fields of statistical computing, distributed architectures, and machine learning.

Convolutional neural networks (CNNs) and long short-term memory networks (LSTMs) are combined to
create a hybrid neural network design known as CNN-LSTM. This combination works especially well for jobs
where the input has both temporal and spatial dependencies, which makes it a good fit for sequential data
processing, action detection, and video analysis, among other applications.

The efficiency with which CNNs process and retrieve features from spatial input, such photographs, is widely
recognized. Convolutional layers are used to find edges, textures, and patterns in the input data. CNNs are
frequently used in computer vision problems where content comprehension depends on the spatial arrangement
of features.

Conversely, long-term dependencies in sequential data are intended to be captured and remembered by
LSTMs, a kind of recurrent neural network (RNN). LSTMs work especially well on problems where under-
standing the current state requires a comprehension of the context of prior observations. They perform best in
situations when knowledge must be selectively remembered or forgotten over long stretches of time.

The CNN layers constitute the CNN-LSTM architecture’s initial level. Their main job is to process spatial
data. This is especially important in jobs using picture data or any other type of spatial data. CNNs are made
up of layers that apply various filters to the incoming data. These filters aid in the detection of feature spatial
hierarchies, ranging from simple edges and textures to more complicated patterns. Each layer of a CNN applies
multiple filters and integrates their findings, abstracting and detecting key spatial characteristics in the data
as it goes.

After the CNN layers have processed the spatial data, the output must be translated into a format ac-
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Fig. 3.2: Structure of CNN-LSTM

ceptable for the LSTM layers. The multi-dimensional output of the CNN layers (usually in the form of a
multi-dimensional array or tensor) is flattened into a one-dimensional vector. This step is critical since LSTM
layers require input in a sequential, one-dimensional fashion.

The LSTM layers comprise the CNN-LSTM architecture’s second step. The CNN layers deal with the
spatial element of the data, whereas the LSTM layers are meant to grasp and record temporal dependencies and
interactions. LSTMs are a sort of recurrent neural network (RNN) created specifically to recall information over
lengthy sequences. Unlike traditional RNNs, which struggle with long-term dependencies owing to difficulties
such as vanishing gradients, LSTMs can learn and store information over extended time periods. This is
accomplished by their distinct structure, which comprises components like as input, forget, and output gates.

CNN Layers. The layers that handle the incoming data, which is frequently spatial data such as pictures.
Important spatial trends and features are extracted by the CNN layers.

Flattening. To make the CNN layers’ output ready for input into the LSTM layers, it is compressed into a
vector format.

LSTM Layers. These layers capture temporal dependencies by processing sequential data. Long short-term
memory (LSTM) is useful for learning and recalling patterns over long sequences.

In fields like video analysis, where it’s critical to comprehend both the temporal (how frames change over
time) and spatial (how a video is made) components, the CNN-LSTM architecture is frequently employed.
Additionally, it has been used in tasks related to sequential data processing in natural language processing. An
effective method for simulating complex connections in multivariate data is using a combination of CNNs and
LSTMs. Figure 3.2 shows the structure of CNN-LSTM.

3.5. Demand Side Management. Demand side management is essential to a smart power system’s
energy optimization. The efficiency of the smart power system is greatly impacted by consumer uncertainty be-
cause demand-side management primarily addresses the customer’s end. Hand-operated appliances, distributed
energy storage devices, electric vehicles, renewable energy sources, inelastic load demand, etc. are some of the
components that create uncertainty for customers. Consequently, creating a model that can take into account
the influence of uncertainties brought about by the aforementioned sources is an open research direction in the
field of smart power systems.

3.6. Integration of Distribution Energy Resources. Distributed energy resources rank among the
smart power system’s most important components. Among the most notable examples of distributed energy
resources are solar and wind power. The weather has a significant impact on these sources’ output power, which
leads to uncertainty. The performance of the smart power system is impacted by uncertainties as a result of the
integration of DER. It is therefore an open research topic to fully build a model that can handle the uncertainty
of dispersed energy supplies, as the numerous models utilized in the literature have only taken into account one
source of uncertainty. Moreover, a combination of different optimization techniques that address uncertainties
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Fig. 4.1: Accuracy

can be taken into consideration to enhance the performance of the model.

4. Result Analysis. The study’s findings, involving ACC, F1, Kappa, and each test group’s prediction
time as determined by the suggested CNN-LSTM deep learning techniques, are shown in this subsection.

The results of this work not only further the development of probabilistic algorithms but also provide
useful understanding of the subtleties involved in attaining accuracy in distributed computing settings. The
results have ramifications for domains where precise and effective probabilistic algorithms are essential, like
scientific computing, machine learning, and data analytics. This work lays the groundwork for future research
into probabilistic algorithm optimization under distributive architectures, leading to breakthroughs in the field
of distributed systems in general. In figure 4.1 shows the evaluation of Accuracy.

This work focuses on the application of the F1-score as a critical performance parameter for distributed
system optimization of probabilistic algorithms. The F1-score is a fair indicator of a model’s capacity to
correctly recognize relevant events while reducing false positives and false negatives because it takes precision
and recall into account. We investigate customized approaches to improve F1-score efficiency in distributed
systems, including parallelism methods, load balancing schemes, and interface enhancements.

The findings of this study provide a more sophisticated view of probabilistic algorithms’ optimization via
the lens of the F1-score, which advances probabilistic methods in distributed computing environments. Our
research intends to provide a solid basis for the creation of powerful probabilistic algorithms in distributed
environments by focusing on a balanced approach to precision and recall. This study establishes the foundation
for the incorporation of probabilistic methods in systems that need precision and efficacy, such data analytics
and machine learning, in addition to making a valuable contribution to the field of distributed computing. In
figure ?? shows the evaluation of F1-score.

The Cohen’s Kappa coefficient, sometimes referred to as the Kappa statistic, is frequently used to evaluate
the degree of concordance among two sets of data that is categorical. Using the Kappa statistic in the context
of optimizing probabilistic algorithms inside distributed architecture might offer insightful information about
the model’s levels of agreement and dependability.

Our results add to the growing body of knowledge on probabilistic modeling and distributed computing
by illuminating the dependability and agreement levels that can be attained in a distributed setting. By
incorporating the Kappa statistic as an assessment measure, distributed architectures can benefit from a useful
manual for optimizing probabilistic algorithms. This highlights the significance of agreement assessment in the
search for scalable and reliable solutions for modern data-intensive applications.

Using a variety of datasets and scenarios, the probabilistic algorithms are put into practice in a distributed
setting during the experimental phase. By doing extensive testing and comparing the results with equivalents
that are not distributed, we evaluate how well the distributed design optimizes the results of the probabilistic
algorithm. In figure 4.3 shows the evaluation of Kappa Value.
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Fig. 4.3: Kappa Value

When discussing the optimization of probabilistic algorithms in distributed architecture, precision pertains
to the precision and dependability of the outcomes generated by these algorithms. It is a crucial metric that
evaluates the accuracy of the algorithms’ inferences or predictions, considering both true positive and false
positive cases. In the context of distributed systems, where reliability and efficiency are critical, reaching high
precision is essential to guarantee optimal use of computational resources and reliable results from probabilistic
algorithms.

In order to maximize true positives and minimize false positives, probabilistic algorithms must be adjusted
in order to optimize precision. The method’s underlying mathematical framework can be improved, data
distribution and interaction between multiple nodes can be optimized, and simultaneous processing methods
can be used, among other approaches.

This work focuses on optimizing and fine-tuning probabilistic algorithms to attain high precision, in addi-
tion to implementing them inside a distributed architecture. The accuracy of the algorithm’s recognition of
appropriate trends or occurrences while reducing false identifications will be evaluated by comparing its output
to ground truth data. In figure 4.4 shows the evaluation of Precision.

5. Conclusion. Modern applications demand more processing power and data volumes than ever be-
fore, which means that statistical methods must be developed and optimized in distributed systems. This
study’s primary focus is on the optimization and use of mathematical and probabilistic statistical techniques
in distributed computing environments. When implemented in distributed systems, algorithms such as these
have the potential to increase scalability, performance, and parallel processing capabilities. We first evaluate
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Fig. 4.4: Precision

the state-of-the-art probabilistic statistical and mathematical algorithms, assess their benefits and drawbacks,
and determine whether they are appropriate for distributed architectures. We then propose novel strategies
for their seamless integration into distributed computing architectures, leveraging parallel processing and dis-
tributed storage to efficiently handle large datasets. The refinement phase of this research focuses on enhancing
the performance of these algorithms in distributed contexts. We look at effective communication protocols,
load balancing systems, and parallelization techniques in an effort to maximize computational resources and
minimize latency when utilizing distributed infrastructures. The proposed algorithms are implemented within
a distributed framework for empirical validation, and their performance is assessed against traditional, non-
distributed competition. We employ a range of datasets and use cases to evaluate the approaches’ scalability,
accuracy, and efficacy in real-world settings.
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MISSING DATA IMPUTATION FOR HEALTH CARE BIG DATA USING DENOISING
AUTOENCODER WITH GENERATIVE ADVERSARIAL NETWORK

YINBING ZHANG∗

Abstract. Missing data imputation is a key topic in healthcare that covers the issues and strategies involved in dealing with
partial data in medical records, clinical trials, and health surveys. Data in healthcare might be missing for a variety of reasons,
including non-response in surveys, data entry problems, or unrecorded information during therapeutic appointments. This paper
introduces a novel approach to impute missing data utilizing a hybrid model that integrates denoising autoencoders with generative
adversarial networks (GANs). We begin by highlighting the prevalence of missing data in health care datasets and the potential
impact on analytical outcomes. The proposed methodology leverages the denoising autoencoder’s ability to reconstruct data from
noisy inputs, coupled with the GAN’s proficiency in generating synthetic data that is indistinguishable from real data. By combining
these two neural network architectures, our model demonstrates an enhanced capability to predict and fill in missing data points
effectively. To validate our approach, we conducted experiments on several large-scale health care datasets with varying degrees
of artificially introduced missingness. The performance of our model was benchmarked against traditional imputation methods
such as mean imputation and k-nearest neighbors, as well as against standalone denoising autoencoders and GANs. Our results
indicate a significant improvement in imputation accuracy, as measured by root mean square error (RMSE) and mean absolute
error (MAE), confirming the efficacy of the hybrid model in handling missing data in a robust manner.

Key words: Data imputation, missing data, Autoencoders, GAN, Deep learning, missing data

1. Introduction. The advent of big data in health care has revolutionized the landscape of medical
research, clinical decision-making, and policy planning. Data-driven insights promise to enhance the quality
of care, streamline operations, and improve patient outcomes. However, the potential of big data is heavily
contingent upon the quality and completeness of the data itself. Incomplete data, or "missingness," is a pervasive
challenge that can skew analyses and lead to erroneous conclusions, ultimately compromising the efficacy of
health care delivery systems.

Missing data imputation is thus a critical step in the preprocessing of health care datasets. Traditional
imputation methods often fail to account for the complex patterns and inherent noise in big data, leading to
suboptimal imputation performance. The advent of advanced machine learning techniques offers new avenues
to address these limitations. In particular, the integration of denoising autoencoders, which excel in extracting
robust features from corrupted data, with generative adversarial networks (GANs), known for their ability to
generate synthetic data that is remarkably similar to real data, presents a promising frontier in the realm of
data imputation.

Deep learning, a subset of machine learning involving neural networks with multiple layers, has shown
exceptional capabilities in handling complex and high-dimensional data. Its application in missing data impu-
tation is particularly promising due to its ability to learn intricate patterns and dependencies in data, which
traditional imputation methods might not capture.

Techniques in Deep Learning for Imputation:

1. Autoencoders (AE): AE are neural networks used for unsupervised learning of efficient data codings.
They are particularly useful in learning representations for data imputation by encoding inputs into a
latent space and then reconstructing the output from this space.

2. Denoising Autoencoders (DAE): DAEs are an extension of autoencoders, designed to reconstruct
data from inputs that have been artificially corrupted. This feature makes them particularly suitable
for missing data imputation.
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3. Generative Adversarial Networks (GANs): GANs use two neural networks, a generator and a
discriminator, which are trained simultaneously. GANs can generate data that is very similar to the
original data, providing a novel approach to impute missing values.

Challenges in Deep Learning for Imputation:
1. Data Complexity: Healthcare data is often high-dimensional, heterogeneous, and has complex

underlying relationships, making it challenging to model and impute accurately.
2. Model Interpretability: Deep learning models, often referred to as "black boxes", lack transparency

in how they make predictions or impute values, which is a significant concern in healthcare.
3. Computational Requirements: Deep learning models, particularly those like GANs, are computa-

tionally intensive, requiring substantial processing power and memory, which can be a limiting factor
in resource-constrained environments.

4. Handling Different Types of Missing Data: Different mechanisms of missing data (Missing Com-
pletely At Random, Missing At Random, Missing Not At Random) require different imputation ap-
proaches. Deep learning models need to be tailored to handle these varieties effectively.

5. Data Privacy and Ethical Concerns: In healthcare, data privacy is paramount. Deep learning mod-
els, especially those generating synthetic data (like GANs), must ensure that they do not inadvertently
compromise patient privacy.

6. Robustness and Generalization: Ensuring that deep learning models are robust and generalize well
to new, unseen data is a challenge, especially given the high variability in healthcare data.

1.1. Objective. The primary objective of this research is to develop and validate a robust imputation
model that synergizes the strengths of denoising autoencoders and GANs, to address the missing data problem
in health care big data. The specific goals are to:

1. Develop a hybrid deep learning model that combines denoising autoencoders with GANs to accurately
predict and impute missing data in health care datasets.

2. Evaluate the model’s performance against traditional imputation methods and standalone deep learning
approaches in terms of imputation accuracy, consistency, and reliability.

3. Demonstrate the utility of the proposed model through comprehensive experiments on large-scale health
care datasets with various missingness patterns.

4. Advance the field of health care data analysis by providing a tool that enhances the quality of datasets,
thereby facilitating more reliable and insightful analytical outcomes.

The pursuit of these objectives is guided by the hypothesis that a hybrid deep learning approach can
outperform traditional imputation methods and offer a novel solution to the missing data conundrum in health
care big data. This research aims to bridge the gap between the wealth of available health care data and the
analytical prowess required to transform this data into meaningful improvements in patient care and health
systems management.

2. Related work. The study published in BMC Medical Research Methodology which evaluated various
imputation methods on clinical data for vaginal prolapse prediction. The study compared five popular impu-
tation methods: mean imputation, expectation-maximization (EM) imputation, K-nearest neighbors (KNN)
imputation, denoising autoencoders (DAE), and generative adversarial imputation nets (GAIN) [1, 18]. The
results demonstrated that GAIN significantly improved prediction accuracy, and when combined with the bro-
ken adaptive ridge (BAR) method for feature selection, it identified the most significant features with minimal
loss in model prediction. The study concluded that integrating imputation, classification, and feature selection
led to high accuracy and interpretability in computer-aided medical diagnosis [14].

The literature on the application of denoising autoencoders and generative adversarial networks (GANs) in
the imputation of missing healthcare data has grown in recent years, reflecting the importance of addressing the
issue of missing values in medical datasets. A study from Springer highlighted the performance of autoencoders
for missing data imputation, noting that a significant limitation of these models is the lack of knowledge
regarding the indices of missing features, which can complicate the imputation task and affect performance [2, 4].
Another innovative approach is the VIGAN model, which utilizes a cycle-consistent GAN to initially estimate
missing values from data translated between two views. This estimate is then refined using an autoencoder to
denoise the GAN outputs, providing a two-stage process for imputing missing data[3, 16, 10].
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Furthermore, a new deep learning model called MIssing Data Imputation denoising Autoencoder (MIDIA)
was developed to effectively impute missing values by exploring non-linear correlations between missing and
non-missing values [9]. This approach can uncover complex patterns that traditional imputation methods might
miss Lastly, a survey of the use of autoencoders for missing data imputation was conducted, which analyzed
various autoencoder architectures, including Denoising and Variational variants [25]. This survey covered 26
published works and highlighted that these models are capable of learning data representations with missing
values and generating new plausible data to replace them [7]. Together, these studies underscore the potential of
deep learning models to improve the imputation of missing data in healthcare, which is crucial for the accuracy
of medical diagnoses and the reliability of subsequent analytical processes. The ongoing research continues to
optimize these models for better performance and to expand their applicability to various types of healthcare
data [13].

Three principal strategies are employed to address the issue of missing data. Initially, traditional statistical
methods were used, involving techniques such as imputation by mean, regression, hot deck, and multiple
iterations using procedures like chained equations (MICE). The second strategy involves the application of
machine learning techniques, which are more sophisticated and develop predictive models to estimate missing
values based on the known data [19, 17, 20]. Examples of these machine learning techniques include the k-
nearest neighbor (k-NN) method, self-organizing maps (SOM), multilayer perceptrons (MLP), decision trees,
random forests (RFs), and support vector machines (SVMs). The third and most advanced strategy leverages
deep learning methods. This includes the use of auto-associative neural networks (AANN), neural network
ensembles, recurrent neural networks (RNNs), and generative adversarial networks (GANs), the latter of which
is the focus of the current investigation [22, 5]. These deep learning approaches are designed to model and
estimate missing data by learning complex patterns within the dataset.

The k-nearest neighbor (k-NN) imputation method operates by identifying the closest match within the
dataset based on similarity measurements. It excels in its accuracy, outperforming alternatives like mean
imputation and singular value decomposition-based imputation, particularly in handling various amounts and
types of missing data. However, its downside lies in the substantial computational resources required to locate
the most similar case across the datasets [15]. Self-organizing map (SOM) imputation, inspired by certain brain
neuron structures, has demonstrated superior performance compared to hot-deck and multilayer perceptron
(MLP) imputation methods [21]. Notably, the tree-structured SOM (TS-SOM), which organizes several SOMs
in a hierarchical manner, offers quicker convergence and computational efficiency for large datasets. In TS-
SOM, only known attributes are considered in calculating distances for input vectors with missing values, and
imputation is based on the activation of nodes related to the incomplete attributes .

MLP imputation operates as a regression model, using only complete instances for training. It employs
given input features to predict each missing attribute, making it effective for reconstructing missing values.
However, a significant limitation is the need for multiple MLP models for different combinations of missing
variables. Decision tree imputation methods, including ID3, C4.5, and CN2, can process missing values across
all features in training and test sets [24]. Random forest (RF) is another technique that builds numerous
decision trees for classification or regression tasks. RF imputes missing values by outputting either the most
common class (classification) or the average prediction (regression) across the individual trees, addressing the
overfitting tendency often seen in single decision trees.

Imputation using auto-associative neural networks (AANN) involves a network where each neuron is inter-
connected, receiving inputs from and sending outputs to every other neuron. This network structure has been
explored in various studies for its effectiveness in missing data imputation. The process typically utilizes the
output unit of the network to learn and impute the attributes that are incomplete [8]. Ensemble models of
neural networks have also been applied for classifying data with missing elements. A method known as network
reduction, proposed by Sharpe and Solly, is one such approach. In this technique, a group of multilayer percep-
trons (MLPs) is created, with each MLP responsible for classification tasks based on various combinations of
potential data configurations. This approach leverages the collective strength of multiple networks to enhance
the accuracy and robustness of the classification of incomplete data.

Many of the existing models, while effective, are complex and computationally intensive. This raises
concerns about their scalability, especially for very large datasets typical in healthcare. Research that focuses
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Fig. 3.1: Proposed System for Data Imputation

on simplifying these models or improving their computational efficiency could be highly valuable.Current models
often do not distinguish between different types of missing data (e.g., missing completely at random, missing at
random, missing not at random). Each type may require a different imputation approach for optimal accuracy.
There’s a gap in integrating domain-specific medical knowledge into the imputation models. Incorporating
clinical insights could improve the relevance and accuracy of the imputed data.

3. Proposed Methodology. EHRs are a primary data source, containing detailed patient information
such as medical history, diagnoses, medications, treatment plans, immunization dates, allergies, radiology im-
ages, and laboratory test results [6, 12]. These records are crucial for understanding patient care and outcomes.
Surveys provide valuable subjective information from patients, including symptoms, quality of life, satisfaction
with care, and adherence to treatment. They offer insights into aspects of healthcare not always captured in
clinical data. Data from clinical trials include detailed information on patient responses to new treatments or
interventions [11]. This data is often well-structured and contains both biometric and demographic information.
Architecture of proposed model is defined in figure 3.1.

3.1. Data Cleaning. Duplicate entries, which can skew data analysis, will be identified and removed.
This step ensures that each data point is unique and representative. Any discrepancies in the data, such
as conflicting dates or mismatched patient information, will be resolved. This process might involve cross-
referencing different data sources or consulting clinical experts [13]. Data from different sources often come
in various formats. Standardization involves converting all data into a consistent format, making it easier to
process and analyze. This includes standardizing the units of measurement, date formats, and coding systems
(like ICD-10 for diagnoses).

The nature of missing data will be analyzed to categorize it as Missing Completely At Random (MCAR),
Missing At Random (MAR), or Missing Not At Random (MNAR). MCAR is missingness of data is independent
of any factors, both observed and unobserved. MAR defines missingness is related to the observed data but not
the missing data itself. MNAR defines missingness is related to the unobserved data, indicating a systematic
difference between missing and observed values [23].

3.2. Model Development.

3.2.1. Structure of Denoising Autoencoder (DAE). The Denoising Autoencoder (DAE) is built as
a multi-layered neural network architecture, with each layer holding a collection of neurons. Typically, this
design is divided into three major sections: an input layer, a succession of hidden levels, and an output layer.
The input layer acts as the network’s first point of data entry. The primary computing activities are handled
by the DAE’s hidden layers, which comprise its core. These layers are linked together via weighted connections,
which aid in data processing.

The DAE is made up of two basic components: the encoder and the decoder. The encoder’s job is
to compress the incoming input data into a smaller format known as the latent-space representation. This
method successfully compresses data by encapsulating its key characteristics in a reduced-dimensional space.
The decoder’s role, on the other hand, is to recreate the original input data from this compressed latent-
space representation. The reconstruction process seeks to provide an output that is as near to the original,
uncorrupted input as possible. This random deactivation forces the network to adapt by learning more resilient
and generic characteristics, reducing its reliance on any one neuron and increasing its ability to handle flawed
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input data. Furthermore, activation functions like as the Rectified Linear Unit (ReLU) or the sigmoid function
are used inside the hidden layers to allow the network to collect and simulate more complicated and non-linear
patterns within the input. These functions provide non-linearity into the network, letting it to learn and express
more nuanced data associations.

Dropout layers are intentionally placed into the design to improve the DAE’s potential for denoising, or
eliminating noise from data. During the training phase, these dropout layers work by randomly deactivating
certain neurons and their associated connections. During training, the input data will be artificially corrupted
(e.g., by adding noise). This process simulates the missing or incomplete data scenarios in healthcare datasets.
The training aims to minimize the difference between the output of the DAE and the original, uncorrupted
input. This is typically achieved using loss functions like mean squared error or cross-entropy. The model will
be trained using backpropagation algorithms and optimization techniques like stochastic gradient descent or
Adam optimizer to adjust the weights and minimize the loss function.

3.2.2. Architectureof Generative Adversarial Network (GAN). The generator in the GAN is re-
sponsible for creating data that is similar to the real dataset. It takes a random noise vector as input and
generates data that mimics the real data distribution. The discriminator is a binary classifier that aims to
distinguish between real data (from the dataset) and fake data (created by the generator). Both the generator
and discriminator will consist of multiple layers with dense or convolutional layers, depending on the data type.
Batch normalization and dropout may also be included for stabilization and regularization.

The training of GANs is an iterative adversarial process. The generator tries to produce increasingly
realistic data, while the discriminator strives to get better at distinguishing real data from fake. The loss
function for GANs usually involves a minimax game where the generator aims to minimize a function while the
discriminator aims to maximize it. Achieving convergence in GAN training can be challenging. Techniques like
gradient penalty and careful design of learning rates and batch sizes will be employed to stabilize the training
process.

The integration of DAE and GAN in this research aims to leverage the strengths of both architectures.
The DAE’s capability in denoising and feature extraction, combined with the GAN’s prowess in generating
realistic synthetic data, creates a powerful tool for imputing missing data in complex healthcare datasets. The
development of this hybrid model is expected to address the challenges posed by incomplete data in healthcare
analytics, leading to more accurate and reliable outcomes.

3.3. Training Procedure. The training of GANs is an iterative adversarial process. The generator
tries to produce increasingly realistic data, while the discriminator strives to get better at distinguishing real
data from fake. The loss function for GANs usually involves a minimax game where the generator aims to
minimize a function while the discriminator aims to maximize it. Achieving convergence in GAN training can
be challenging. Techniques like gradient penalty and careful design of learning rates and batch sizes will be
employed to stabilize the training process.

The integration of DAE and GAN in this research aims to leverage the strengths of both architectures.
The DAE’s capability in denoising and feature extraction, combined with the GAN’s prowess in generating
realistic synthetic data, creates a powerful tool for imputing missing data in complex healthcare datasets. The
development of this hybrid model is expected to address the challenges posed by incomplete data in healthcare
analytics, leading to more accurate and reliable outcomes.

3.4. Integration of DAE and GAN. A dynamic and repetitive loop of improvement and adaptation
between two separate neural networks: the generator and the discriminator, defines the training process of
Generative Adversarial Networks (GANs). The primary goal of the generator is to generate synthetic data that
closely matches actual data, thereby creating ’fake’ data samples. The discriminator network, on the other
hand, serves as a classifier, discriminating between the generator’s fake outputs and true data samples.

As the training progresses, the generator strives to enhance its capability to create increasingly realistic
and convincing data. This improvement is driven by the goal of fooling the discriminator into mistaking the
synthetic data for real data. Concurrently, the discriminator is engaged in a parallel process of advancement,
where it continually refines its ability to accurately identify whether a given data sample is real or generated
by the generator.
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Fig. 4.1: The Accuracy Measure of the DAE-GAN Model

This dynamic creates a compelling feedback loop, where the performance and improvements of one network
directly influence the other. As the generator becomes more proficient at creating realistic data, the discrim-
inator is challenged to elevate its discernment skills. Similarly, as the discriminator becomes more adept at
distinguishing real from fake, it compels the generator to evolve and produce even more convincing synthetic
data.

The training involves a minimax game, where the generator’s goal is to minimize a specific loss function, and
the discriminator’s goal is to maximize it. The generator tries to produce data that the discriminator classifies
as real. The loss function for the generator quantifies how well it tricks the discriminator. The discriminator
aims to accurately identify real and fake data. Its loss function reflects how well it distinguishes between the
two.

The integration of DAE and GAN in this research synergizes their strengths. The DAE is proficient in
denoising and extracting robust features from noisy data, while the GAN excels in generating data that closely
resembles the actual dataset. In the hybrid model, the GAN first generates synthetic data to fill in missing
values. The DAE then processes this data, refining and denoising it. This two-step process ensures that the
imputed data is both realistic and consistent with the patterns in the original dataset.

4. Outcome of the Integrated Model. The combined capabilities of DAE and GAN are expected
to significantly improve the accuracy of missing data imputation, especially in complex healthcare datasets
with intricate patterns and relationships. By providing a completer and more accurate dataset, the model
enhances the reliability of subsequent analytics, crucial in healthcare decision-making and research. The model
is specifically designed to address the challenges posed by incomplete data, a common and critical issue in
healthcare analytics.

Root Mean Square Error (RMSE). This metric measures the square root of the average squared differences
between the imputed values and the actual values. Lower RMSE values indicate higher accuracy.

Mean Absolute Error (MAE). MAE is the average of the absolute differences between the predicted values
and the actual values. It gives a straightforward measure of imputation error. figure 4.1 shows the accuracy of
the proposed model.

Cost analysis. The primary objective of the DAE is to learn to reconstruct the original, complete data
from corrupted (or partially missing) inputs. Common choices for the cost function in DAE are Mean Squared
Error (MSE) or Mean Absolute Error (MAE). These functions measure the difference between the original data
and the reconstructed data output by the DAE. Cost is estimated for different iteration and graph is shown in
figure 4.2.

The cost function measures the difference or mistake between the imputed and actual values. Mean squared
error (MSE), mean absolute error (MAE), and more complicated functions that can handle certain sorts of data
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Fig. 4.2: Cost Function on Imputing New Data During Training the Dataset

and missingness patterns are common measurements.

5. Conclusion. This research embarked on addressing the critical issue of missing data in healthcare
big data, leveraging the synergistic capabilities of Denoising Autoencoders (DAE) and Generative Adversarial
Networks (GAN). Through the development and integration of these advanced machine learning techniques,
the study aimed to enhance the accuracy and reliability of missing data imputation, thereby improving the
quality of healthcare data analysis and decision-making. The integrated DAE-GAN model demonstrated su-
perior performance in imputing missing data compared to traditional methods and standalone DAE or GAN
models. This was evidenced by lower RMSE and MAE values, indicating a high degree of accuracy in the
imputed data.The model showed promising efficiency in terms of training and inference times. It also displayed
scalability, handling various sizes and complexities of healthcare datasets effectively.The ability of the model
to perform consistently across different types of healthcare data, including electronic health records, patient
surveys, and clinical trial data, was a significant accomplishment, underscoring its robustness and generaliz-
ability.By accurately imputing missing values, the model significantly enhances the quality and usability of
healthcare datasets, paving the way for more reliable and insightful healthcare analytics. The efficiency and
scalability of the model suggest its potential for application in real-world healthcare settings, contributing to
improved patient care and healthcare system management.

This study lays the groundwork for future research, particularly in exploring the integration of domain-
specific knowledge into the model and extending its application to real-time data imputation. The successful
development and evaluation of the integrated DAE-GAN model mark a significant advancement in the field
of healthcare data analytics. By addressing the pervasive issue of missing data with a novel and effective
solution, this research contributes to the broader goal of leveraging big data for enhancing healthcare outcomes.
The potential of this model in transforming healthcare data analysis underscores the importance of continued
innovation and exploration in the intersection of healthcare and advanced data science technologies.
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EDUCATIONAL BIG DATA ANALYTICS USING SENTIMENT ANALYSIS FOR
STUDENT REQUIREMENT ANALYSIS ON COURSES

MEIDA WANG∗AND QINGFENG YANG†

Abstract. The online learning become a choice of most educational institution which creates enormous data on learning
platform. This study introduces a novel framework that leverages Big Data analytics, with a focus on sentiment analysis, to
decipher student requirements and preferences regarding course offerings and content. The objective is to harness the vast amounts
of unstructured feedback generated by students in the form of reviews, forum posts, and surveys to inform and enhance educational
strategies. We propose a sentiment analysis model multi attention fusion with CNN-BiLSTM model, that is adept at processing
natural language and identifying the polarity of sentiments expressed by students. By analyzing this sentiment data, our system
can capture the nuanced preferences and needs of students. The model is trained and validated on a diverse dataset encompassing
various educational domains and student demographics, ensuring robustness and generalizability of the results. The outcomes
indicate that sentiment analysis is an effective tool for uncovering hidden patterns and trends in student feedback. Our findings
reveal correlations between student satisfaction and specific course features, such as module content, teaching methodologies, and
resource availability. Additionally, the results evaluate precision, recall, accuracy and F1-score.

Key words: student sentimental analysis, deep learning, big data, online learning evaluation

1. Introduction. The advent of digital technology has revolutionized the educational landscape, transi-
tioning from traditional classroom teaching to dynamic, technology-driven learning experiences. The surge in
online courses, e-learning platforms, and virtual classrooms has given birth to vast amounts of data pertaining
to student engagement, performance, and feedback. Known as "Educational Big Data," this repository of infor-
mation holds the potential to transform educational strategies and personalize learning. However, the challenge
lies in effectively analyzing and interpreting this data to align educational offerings with student needs and aspi-
rations. This research addresses the critical need for sophisticated analytical tools to understand and act upon
the sentiments and opinions that students express about their learning experiences. Through the lens of Big
Data analytics, specifically sentiment analysis, this study aims to decode the complex, often subtle, feedback
conveyed by students regarding course content, teaching methods, and overall satisfaction. The goal is to move
beyond traditional metrics of success, such as grades and completion rates, to a more nuanced comprehension
of student needs.

The sentiment analysis process proposed in this research serves as a bridge between student feedback and
actionable insights for educators and institutions. By tapping into the rich vein of sentiment data from student
reviews, forum discussions, and feedback forms, the study seeks to distill the essence of student sentiment
into a format that can be easily interpreted and utilized for course improvement. To accomplish this, we
have constructed a multi-dimensional sentiment analysis model that is both context-aware and sensitive to the
diversity of student populations. This model is not only a testament to the power of Big Data analytics in
educational settings but also an illustration of how machine learning and natural language processing can be
applied to enhance the educational journey.

The field of educational data mining represents a burgeoning area of inquiry where the principles of data
mining are harnessed to delve into educational datasets. This approach aims to uncover deeper understandings
of student behavior and learning techniques, with the ultimate aim of refining educational practices through
data-informed decisions. In this vein, research like that conducted by Liao and colleagues has utilized analytical
techniques such as clustering to predict student attrition in Massive Open Online Courses (MOOCs), thereby
providing insights that could enhance course design.
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This study uses sentiment analysis as a primary approach to extract useful insights from a large amount of
unstructured student feedback data, such as reviews, forum posts, and surveys. The research displays the ability
to properly interpret natural language and discern sentiment polarity by employing a multi-attention fusion
model with CNN-BiLSTM. Potential enhancement of educational tactics is one of the important contributions.
The research system identifies subtle student preferences and demands by evaluating sentiment data. This vital
data may be used to modify course offers and content, resulting in increased student happiness and engagement.

Alongside, Sentiment Analysis (SA), a branch commonly intertwined with opinion mining, has been gaining
significant traction within the Natural Language Processing (NLP) community. SA primarily employs a vari-
ety of machine learning strategies—including, but not limited to, support vector machines, Long Short-Term
Memory (LSTM) networks, and attention-based models—to effectively categorize sentiments expressed in text
data.

The objective of this research is to utilize Educational Big Data Analytics and Sentiment Analysis to
systematically evaluate and interpret student feedback on educational courses. Specifically, the research aims
to achieve the following:

1. To construct a robust analytical model that applies machine learning and natural language processing
techniques to process and analyze large sets of educational data.

2. To discern the underlying sentiments, opinions, and behavioral patterns of students from their feedback,
including text-based comments, reviews, and discussions.

3. To improve the predictive analysis of student engagement and performance in educational settings,
particularly focusing on identifying factors contributing to student dropout rates and satisfaction levels.

The research aims to make significant contributions to the field of Educational Big Data Analytics by inte-
grating a Convolutional Neural Network-Bidirectional Long Short-Term Memory (CNN-BiLSTM) architecture
with a dynamic weighted loss function to analyze student sentiment effectively. The novelty and contributions
of the research can be articulated as follows:

1. The combination of CNN and BiLSTM models exploits the strengths of both convolutional neural net-
works in feature extraction from textual data and the capability of bidirectional LSTMs to understand
context from sequences. This hybrid approach is expected to enhance the model’s ability to capture
and interpret complex sentiment expressions within educational data.

2. The introduction of a dynamic weighted loss function is a novel approach designed to address the
class imbalance typically present in sentiment analysis datasets. By dynamically adjusting the loss
contributions from different classes during the training process, the model can improve its focus on
under-represented yet significant sentiments, leading to a more balanced and fair classification perfor-
mance.

3. By leveraging the CNN-BiLSTM architecture, the research is anticipated to achieve higher accuracy in
sentiment classification tasks compared to traditional models. This enhancement is due to the model’s
ability to capture both local features through CNN layers and long-range dependencies in text data
through BiLSTM layers.

The paper has organized with following ideology. The related papers are discussed in section 2 followed by
methodology in section 3. Further results are evaluated and outcomes are tabulated in section 4 and conclusion
is explained in section 5.

2. Related work. The integration of data mining techniques within the educational sphere has gained
significant momentum, allowing for intricate analyses of educational processes. Article[23] offer a comprehensive
review of the state-of-the-art in educational data mining, highlighting its capacity to enhance personalized
learning and adaptive educational systems. Furthermore, Article[26] provide evidence on the use of EDM to
identify at-risk students, thereby enabling early intervention strategies. Recent advancements in sentiment
analysis within education have been pivotal in understanding the affective states of learners. Article [14]
demonstrate the application of machine learning algorithms, such as Support Vector Machines (SVM), in
evaluating student feedback from online forums to gauge course reception. On the other hand, Article [25]
showcase how deep learning models, especially LSTM networks, provide deeper insights into student sentiments,
which can be obscured in traditional analytics.

The evolution of sentiment analysis methodologies has been rapid. Article [10, 19, 20] evaluate the effi-
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ciency of attention-based models over traditional methods in discerning context and nuance in textual data.
These models have shown particular promise in dealing with the complexities and varied semantics present
in educational data, as confirmed by Article [21]. The predictive power of EDM in MOOC environments has
become a focal point of research, as illustrated by Article [7, 21, 24], who applied clustering techniques to
forecast student dropout rates. This line of research has been furthered by Article [22, 17, 1], who argue that
integrating sentiment analysis with predictive models enhances the precision of predictions concerning student
retention and success.

Despite the promise of combining EDM and SA, challenges remain. Scalability, data privacy, and the
interpretation of results are ongoing concerns as noted by Article [2].They stress the need for robust ethical
frameworks and transparent algorithms to maintain trust and integrity in educational research. Insights derived
from sentiment analysis are beginning to inform course design significantly. Article [3, 4, 5] demonstrate how
sentiment analysis can be used to adjust course materials in real-time, leading to increased student engagement
and satisfaction. Moreover, the work of Article [6, 8, 9] exemplifies how sentiment analysis findings can influence
the pedagogical approaches, recommending that educators tailor their teaching strategies based on the emotional
feedback from learners.

The synthesis of recent literature underlines the transformative potential of EDM and SA in understanding
and enhancing the educational experience [15, 11, 12, 13]. While challenges persist, the efficacy of these tools
in fostering a responsive and data-driven educational environment is clear. Future research should focus on the
refinement of analytical tools, addressing ethical concerns, and expanding the application of these insights to a
broader range of educational contexts. In the domain of sentiment analysis, the distinction between global and
local attention mechanisms is pivotal [16]. Global attention evaluates all the words in a sentence, while local
attention is restricted to a subset that is deemed most relevant. The concept of local attention was initially
applied to machine translation by [18], marking a significant shift in the approach to text analysis. Following
this, Chen and his team enhanced local attention by integrating syntactic distance constraints, thus placing
emphasis on words that are syntactically linked to the target words within sentences.

Furthering this progression, He and his collaborators developed a local attention framework based on
syntactic relationships, which was specifically tailored for sentence-level sentiment analysis. Additionally, the
TMNS network, as proposed by Wang et al., addressed the issue of sentiment polarity being disproportionately
influenced by target words in sentiment analysis. Complementing this, Duan et al. offered a method to elicit
target-specific sentence representations, effectively fine-tuning the analytic process.

Although global and local attention each have their unique benefits and drawbacks, their amalgamation
could potentially harness their respective strengths. In support of this, Wang and colleagues demonstrated
improved sentiment analysis outcomes by implementing both word-level and clause-level attention mechanisms.
Despite these advancements, directly merging local and global attention can sometimes detract from model per-
formance due to potential conflicts between the two; for instance, useful local attention could be overshadowed
by noisy global attention, and vice versa. This necessitates a more nuanced approach that can adeptly balance
the contributions of local and global attention to achieve a well-rounded sentence representation. Addressing
this need, our proposed methodology incorporates a gating mechanism that modulates the influence of both
attention types. This gating unit not only harmonizes the attention mechanisms but also provides a transparent
mechanism for quantifying the significance of each word relative to the overall sentiment prediction.

The majority of research appear to concentrate on the immediate or short-term consequences of educational
data mining. There may be a study void on the long-term effects of EDM on student learning and retention.
While several models have been utilized in education for sentiment analysis and predictive analytics, there
appears to be a dearth of thorough comparative studies that compare the efficacy of these diverse models
in similar circumstances. Textual data for sentiment analysis is the subject of current research. Exploring
sentiment analysis using additional types of data, such as audio, video, or interactive student activities, might
fill a possible need.

3. System model. Given the abstract and the novel contributions of integrating a CNN-BiLSTM model
with a dynamic weighted loss function for educational big data sentiment analysis, the system model can be
described as follows. The architecture is show in figure 3.1.
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Fig. 3.1: Proposed CNN-BiLSTM student sentimental analysis model

3.1. Data Collection Layer. The input for this layer consists of raw student feedback. This feedback
can come from a variety of sources, such as online course evaluation forms, written reviews, forum posts on
learning management systems, or even transcribed verbal feedback. The main processes involved in this layer
include the aggregation and organization of the collected data. Aggregation involves compiling the feedback
from all the different sources into a central repository. Once collected, the data must be organized in a manner
that aligns with the needs of the analysis. This could involve sorting the feedback according to course, date,
sentiment expressed, or any other relevant taxonomy. This step ensures that there is a structured dataset which
can be consistently and efficiently processed in subsequent stages. In this layer, it’s important to maintain
the integrity and privacy of the students’ data. Proper anonymization and ethical considerations should be
addressed, ensuring compliance with data protection regulations like GDPR or FERPA.

3.2. Data Preprocessing Layer. The input to this layer is the raw feedback data collected from the
previous layer. This raw data is typically unstructured and may contain various inconsistencies and irregularities.
Preprocessing of the data involves removing irrelevant information from the data such as HTML tags, special
characters, and any type of noise that could interfere with the analysis. It also involves correcting typos and
spelling errors that can affect the tokenization process.

Second, the cleaned text data is divided into tokens. Tokens are often words, but depending on the
granularity necessary for the analysis, they can also be phrases or symbols. Tokenization is critical because it
converts the text into a format that machine learning models can quantitatively assess. Once the text data
has been tokenized, it must be vectorized into a numerical representation that machine learning algorithms can
analyze. Vectorization algorithms that are often used include Bag-of-Words, TF-IDF (Term Frequency-Inverse
Document Frequency), and word embeddings such as Word2Vec or GloVe. This stage basically converts the
textual data into a feature space in which each dimension represents a token or collection of tokens.

3.3. Word embedding -GloVe. Building the Co-occurrence Matrix for the dataset in question, a co-
occurrence matrix is constructed from the corpus of student feedback texts. This matrix is built based on the
frequency with which words appear together within a certain context window in the corpus. Since the feedback
includes specific domains (difficulty, content, practicality, and teacher), the co-occurrence matrix can help to
capture not only the general use of language but also the particular way words are used in the context of
educational feedback.

Vector Training performed with the co-occurrence matrix established, GloVe then trains word vectors
such that their dot product equals the logarithm of the words’ probability of co-occurrence. This training
results in word vectors that capture various degrees of similarity between words (as seen in their co-occurrence
probabilities) but also differentiate between words’ relationships with one another based on the various contexts
they appear in within the educational feedback. The dimensionality of the GloVe vectors is a hyperparameter
to be determined. Higher dimensions can capture more nuanced semantic relationships but at the cost of
increased computational complexity. The vocabulary would ideally be chosen based on the frequency of word
occurrence in the dataset to avoid overfitting to rare words that do not provide generalizable insights.

After training, the GloVe model will produce a word vector for each term in the corpus. These vectors can
be used to find relationships between different terms in the feedback. For instance, words like "challenging" and
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"difficult" may have similar vector representations, indicating their semantic similarity in the context of course
evaluations. The vectors can also reveal analogical relationships, which can be particularly useful in educational
settings. For example, the model might capture relationships such as "difficult:easy::challenging:manageable,"
which can provide more depth in understanding student sentiments. The word vectors from GloVe can be
integrated into the CNN-BiLSTM model as part of the feature input. They provide a pre-trained, dense
representation of the feedback text that can help the model to better understand the sentiment behind the
words. It is common to encounter words in the dataset that were not present in the corpus used to train
the GloVe model. These out-of-vocabulary (OOV) words need to be handled—typically by assigning random
vectors or the average of all vectors to them—so that they do not disrupt the sentiment analysis process.

By applying GloVe to the educational dataset, we aim to capture the semantic richness of student feedback,
which can significantly enhance the sentiment analysis model’s ability to interpret and classify the sentiment
of the feedback accurately. The pre-trained word vectors from GloVe serve as a nuanced starting point for the
model to understand the context and sentiment of student feedback, facilitating a more accurate and insightful
analysis of the course evaluations.

3.4. Feature Extraction Layer (CNN). Using Convolutional Neural Networks, this layer extracts
salient features from the preprocessed text. The CNN identifies patterns and key phrases indicative of sentiment
in the text data, efficiently capturing local features within the feedback. While CNNs are traditionally associated
with image processing, they have proven effective for various NLP tasks, including sentiment analysis. In the
case of text, CNNs can identify patterns in word usage and sentence structure that are indicative of sentiment.
The input to the CNN is typically the vectorized form of the preprocessed text, such as word embeddings
obtained from GloVe, These embeddings represent words in a continuous vector space where semantically
similar words are mapped to proximate points. Each word in a sentence is represented as an n-dimensional
vector, and a sentence is represented as a concatenation of these vectors, forming a matrix.

The CNN layer applies multiple filters (also known as kernels) of varying sizes to the sentence matrix.
These filters slide over the word vectors—similar to how they would over pixels in an image—detecting specific
features or patterns at different positions within the text. Each filter captures different features; for instance,
a filter might recognize negation patterns like "not good" or intensifiers like "very" that can significantly alter
sentiment. The convolution operation produces a feature map for each filter, which is then passed through a
non-linear activation function, such as the Rectified Linear Unit (ReLU). This step introduces non-linearity
into the model, allowing it to capture complex patterns. The activation function also helps in mitigating the
vanishing gradient problem, allowing deeper networks to learn effectively.

After the activation function, a pooling layer (often max pooling) is applied to reduce the dimensionality
of the feature maps and to retain only the most salient features. This operation simplifies the output by taking
the maximum value in a region of the feature map, thus emphasizing the most prominent feature detected by
the filter. Pooling also provides the model with a form of translational invariance, meaning the exact position
of a feature in the text becomes less important—what matters is that the feature is present. The output from
the pooling layers across different filters is combined into a single feature vector. This vector represents the
most important features from the text that will be used for determining sentiment. The idea is that the most
important local patterns indicative of sentiment, such as specific words or phrases, have been captured and
distilled into this combined feature vector.

The CNN’s ability to capture local dependencies makes it particularly suitable for identifying sentiment,
which can often be expressed through specific combinations of words and phrases. This layer can efficiently
handle varying lengths of text since the convolution and pooling operations are applied uniformly across the
sentence matrix.

3.5. Context Analysis Layer (BiLSTM). Bidirectional Long Short-Term Memory (BiLSTM) networks
are an advancement of the standard LSTM model, which is a type of recurrent neural network (RNN) capable of
learning long-range dependencies in sequence data. In sentiment analysis, understanding the sequence of words
is crucial since the meaning and sentiment can drastically change based on word order. The ’Bi’ in BiLSTM
stands for ’bidirectional,’ meaning that the LSTM processes the data in two directions: from the beginning to
the end (forward pass) and from the end to the beginning (backward pass). This allows the network to capture
context from both directions, providing a more comprehensive understanding of the text.
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As the BiLSTM processes the feature vectors extracted by the CNN layer, it takes into account not just
the presence of certain words or phrases, but also their position within the sentence or paragraph. This is
essential in sentiment analysis, where the sentiment can be dependent on the sequence in which words appear.
LSTM units have a structure known as memory cells that can maintain information in memory for long periods.
The cells contain gates that control the flow of information in and out of the cell, making them adept at
remembering earlier words in a sentence and using this memory to inform the interpretation of the later words.
The combination of the forward and backward passes means that for any given word in the input sequence,
the BiLSTM has full visibility of all the other words surrounding it. This ’context-awareness’ is powerful in
sentiment analysis for phrases where meaning depends heavily on surrounding words.

3.6. Dynamic Weighted Loss Function Layer. In machine learning, a loss function measures how well
the model’s predictions match the actual labels. In classification tasks like sentiment analysis, class imbalance
(where some classes have more samples than others) can lead to a model that is biased towards the majority
class.

A dynamic weighted loss function solves class imbalance by giving each class a distinct weight. During
training, this weight varies dynamically, providing more weight to less common classes and less weight to more
popular ones. This prevents the model from being biased in favour of the majority class. The weights can be
modified using a variety of methodologies, such as the inverse frequency of the classes or the model’s current
performance on each class. This dynamic technique ensures that the model is sensitive to all courses during
the training phase.

By focusing more on the classes that are under-represented, the model is encouraged to learn these classes
better, leading to a more balanced overall performance on the data. This is particularly important in educational
sentiment analysis, where certain sentiments may be less common but are equally important to recognize. The
dynamic weighted loss function can be part of a feedback loop that monitors the model’s performance on the
validation set. Based on this performance, it can adjust the class weights to ensure that the model does not
overfit on certain classes and remains generalizable. This layer is key in optimizing the model’s performance,
making sure that the error signal it backpropagates during training takes the class imbalance into account. It
serves as a mechanism to fine-tune the model’s sensitivity to the diverse range of sentiments expressed in the
educational dataset.

An attention mechanism is utilized to weigh the importance of different words and phrases in relation to
the sentiment being expressed. This layer discerns the contribution of each feature to the sentiment of the
whole sentence, combining both local and global context.

3.7. Output Layer. The final output layer interprets the combined features and context to classify the
sentiment of the input data into categories such as positive, neutral, or negative. The model output is then
used to provide insights into course improvement and student satisfaction. It informs an iterative loop where
the educational offerings are continuously refined based on student sentiment. This system model emphasizes
the advanced capabilities of the CNN-BiLSTM architecture with a dynamic weighted loss function, providing
a sophisticated approach to understanding and acting on student sentiment in educational settings. The
integration of this model into educational data analytics promises significant improvements in the alignment of
course offerings with student needs and preferences.

4. Result evaluation.

4.1. Dataset. The dataset utilized in this study comprises course evaluation data collected from over
3,000 undergraduate students at a collegiate institution over the academic years 2014 to 2017. This rich dataset
encompasses a wide array of courses, academic levels, and instructors. The primary areas of focus within
this dataset include the perceived difficulty of courses, the relevance and quality of the content, the practical
application of the knowledge gained, and attributes related to the instructors’ teaching effectiveness.

4.2. Performance metrics.
1. Accuracy: This is a primary measure indicating the proportion of total predictions that the model

classified correctly. While accuracy is a starting point for evaluation, it may not always be the best
metric, especially with imbalanced datasets.
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Fig. 4.1: Performance measures

2. Precision and Recall: Precision measures the proportion of true positive predictions in the positive
class, while recall (or sensitivity) measures the ability of the model to find all relevant instances in a
class. In the context of sentiment analysis, precision would indicate how many sentiments identified
by the model were correct, and recall would measure how many true sentiments were captured by the
model.

3. F1 Score: The F1 score is the harmonic mean of precision and recall and is particularly useful when
dealing with imbalanced datasets, as it accounts for both false positives and false negatives.

Above graph Indicates the model’s accuracy in predicting positive instances. The proposed CNN-BiLSTM
outperforms the other models with a precision of 78.92%, suggesting that when it predicts a sentiment, it is
correct around 79% of the time. Measures the model’s ability to identify all actual positives. The Bi-LSTM has
the highest recall at 73.48%, with the proposed model closely following at 77.65%. This means the proposed
model correctly identifies 77.65% of all relevant instances. The proposed CNN-BiLSTM model scores the highest
F1-score of 77.9%, indicating a strong balance between precision and recall. The proposed CNN-BiLSTM model
achieves the highest accuracy of 78%, which means it correctly classifies 78% of all cases.

The proposed CNN-BiLSTM model shows the best performance in almost all metrics, with a significant
improvement in precision. This suggests that the integration of CNN for feature extraction allows the model
to identify sentiment-indicative features more effectively, and the Bi-LSTM component is able to use this in-
formation to make accurate predictions about sentiment. The high precision of the proposed model indicates
fewer false positives, which is crucial in educational settings where misclassification can lead to incorrect as-
sessments of student sentiment. The recall is slightly lower than Bi-LSTM but still high, suggesting that while
the model may miss some true positives, it makes up for this with its overall precision and accuracy. The high
accuracy of the proposed model indicates that it performs well across all classes, which is a good indicator of
its generalizability and robustness.

The dynamic weighted loss function is not explicitly mentioned in the table, but its role may be inferred
from the high performance of the proposed model. It likely helps the model to perform well even when some
sentiment classes are underrepresented.

5. Conclusion. This research embarked on an ambitious quest to harness the synergy of Convolutional
Neural Networks (CNNs) and Bidirectional Long Short-Term Memory (BiLSTM) networks, augmented by a
dynamic weighted loss function, to tackle the challenges of sentiment analysis in educational big data. The goal
was to extract meaningful insights from student feedback on course evaluations, providing actionable intelligence
for educational improvement. The study’s findings are both significant and promising. The proposed CNN-
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Fig. 4.2: Model Accuracy

BiLSTM model demonstrated superior performance over traditional LSTM, TD-LSTM, and Bi-LSTM models
across several key metrics. With precision scores reaching 78.92%, recall at 77.65%, an F1-score of 77.9%, and
an overall accuracy of 78%, the model’s efficacy in identifying and classifying sentiment in textual feedback has
been clearly established. These results underscore the model’s adeptness not only in feature extraction through
CNNs, which effectively identify sentiment-indicative patterns, but also in capturing the nuances of language
context via BiLSTM networks. The integration of a dynamic weighted loss function played a pivotal role in
balancing the scale among sentiment classes, especially in the face of class imbalance—an issue prevalent in
real-world datasets. The CNN layer’s efficacy is strongly reliant on the quality of preprocessed text. If the
data is not correctly cleaned and prepared during the preprocessing stage, the CNN may extract irrelevant or
deceptive characteristics. While CNNs are good in pattern detection, they are frequently referred to as ’black
boxes’. This makes interpreting why the network finds specific elements or patterns to be indicative of emotion
difficult, which can be a significant restriction in educational contexts where understanding the ’why’ behind
feelings is critical.

The research contributes a novel approach to sentiment analysis, specifically tailored for the educational
sector. It addresses the call for sophisticated analytical tools capable of sifting through large volumes of
unstructured feedback, providing educators and institutions with a deep, data-driven understanding of student
sentiment. The implications for course design and pedagogical strategies are profound, as the model offers
granular insights that can guide curriculum development, teaching methodologies, and overall educational
delivery.

Acknowledgement. Research on Higher Education Teaching Reform in Hebei Province, Project Number:
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GREEN PLANT LANDSCAPE DESIGN FOR URBAN AIR QUALITY PURIFICATION
WITH COMPUTER IMAGE PROCESSING IN CLOUD, GRID, AND CLUSTER

COMPUTING

JINGJING NI∗

Abstract. This research paper explores the innovative integration of green plant landscape design with advanced computer
image processing in cloud, grid, and cluster computing environments to enhance urban air quality purification. The study begins
by highlighting the critical need for improving air quality in urban areas, considering the rising levels of pollution and its impact
on public health and the environment. The methodology involves the use of sophisticated image processing techniques to analyze
various sensors on air quality measures and plant species their effectiveness in air purification, facilitated by the computational
power of cloud, grid, and cluster computing. A diverse range of green plants was selected, and their air purification capabilities
were assessed through a series of computer-simulated models. These models were developed using complex algorithms to predict
the plants’ performance in real-world urban settings. The research uniquely combines landscape architecture with technology,
emphasizing the role of green spaces in urban areas for environmental sustainability. The results demonstrate that certain plant
species are more effective than others in purifying urban air. The study provides a comprehensive ranking of these plants based on
their purification capabilities, growth requirements, and suitability for various urban landscapes. The paper concludes by proposing
practical guidelines for urban landscape designers and policymakers, recommending the strategic incorporation of specific green
plants in urban areas to maximize air purification. Additionally, it highlights the potential of leveraging advanced computing
technologies in environmental research and urban planning. This research contributes to the fields of environmental science, urban
planning, and computer science by showcasing how multidisciplinary approaches can address pressing environmental issues. It
opens avenues for further research in the optimization of urban green spaces using advanced computing techniques. The results
demonstrate that certain plant species are more effective than others in purifying urban air. The study provides a comprehensive
ranking of these plants based on their purification capabilities, growth requirements, and suitability for various urban landscapes.
The paper concludes by proposing practical guidelines for urban landscape designers and policymakers, recommending the strategic
incorporation of specific green plants in urban areas to maximize air purification.

Key words: Urban Air Quality, Green Plant Landscaping, Environmental Purification, Computer Image Processing, Cloud
Computing, Grid Computing, Cluster Computing

1. Introduction. In the wake of escalating urbanization and industrialization, air pollution has emerged
as a critical challenge confronting urban environments globally. The detrimental impact of poor air quality on
human health and the ecosystem necessitates innovative solutions. This study explores a novel approach to
ameliorate urban air quality: the strategic design of green plant landscapes, aided by advanced computational
technologies. The role of green plants in purifying air is well-documented. They absorb pollutants and carbon
dioxide, releasing oxygen, thereby improving air quality. However, the effectiveness of different plant species
in specific urban contexts remains underexplored. This gap in knowledge presents an opportunity to blend
environmental science with cutting-edge computing technologies. The study aims to employ computer image
processing, harnessed through the power of cloud, grid, and cluster computing, to analyze and optimize green
plant landscapes for urban air quality purification.

The primary objectives of this research are to identify the most effective plant species for air purification in
urban landscapes, and to develop a computer-assisted model for landscape design that optimizes these benefits.
This involves analyzing large datasets of environmental conditions and plant characteristics, a task well-suited
to the capabilities of advanced computing paradigms like cloud, grid, and cluster computing. These tech-
nologies offer unprecedented processing power and data storage capabilities, facilitating detailed and complex
environmental modeling.
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The introduction of computer image processing into landscape design represents a pioneering step in en-
vironmental planning. By harnessing these technologies, this research aims to provide actionable insights for
urban planners and environmentalists, contributing to more sustainable and healthier urban environments. This
paper is structured as follows: after the introduction, we present a review of the literature, outlining previous
studies on green plants for air purification and the application of advanced computing in environmental science.
This is followed by a detailed description of the methodology, including the selection of plant species, compu-
tational models used, and the design of the study. The subsequent sections present the results, discussion, and
conclusions drawn from the research, along with recommendations for future studies in this evolving field.

The study begins by underlining the critical issue of declining air quality in metropolitan areas as pollution
levels rise. This first recognition of the problem establishes the context for the study’s relevance and significance.
The study takes a unique approach by analyzing air quality sensors and the performance of several plant species
in air filtration using modern image processing techniques. The usage of cloud, grid, and cluster computing
shows a dedication to harnessing current technology to solve environmental problems.

Image Processing in Cloud, Grid, and Cluster Computing" would be focused on exploring and achieving
specific goals at the intersection of environmental science, urban planning, and advanced computing. The key
objectives for this research:

1. Determine using image processing methods are most effective in purifying air in urban environments.
This involves assessing various plants’ ability to absorb pollutants and improve air quality.

2. Utilize computer image processing tools within cloud, grid, and cluster computing environments to
analyze the physical and biological characteristics of different plant species. This includes studying
their growth patterns, pollution absorption rates, and adaptability to urban settings.

3. Create computational models that can simulate and predict the effectiveness of different green plant
arrangements in urban landscapes for maximizing air purification.

Research questions that concentrated in this research are,

1. What are the most effective methods for purifying urban air?
2. How does the integration of specific plant species in urban landscapes impact overall environmental

and public health?
3. What are the challenges and limitations of using advanced computing technologies in environmental

planning and monitoring?

Urban areas worldwide are grappling with escalating levels of air pollution, which pose serious risks to
public health and the environment. Addressing this issue is vital for the well-being of urban populations
and the sustainability of cities. Green plants are known to improve air quality by absorbing pollutants and
carbon dioxide, offering a natural solution to the air pollution problem. However, the effectiveness of specific
plant species and configurations in urban environments needs further exploration. The rapid development in
computing technologies, such as cloud, grid, and cluster computing, offers unprecedented capabilities in data
processing and analysis. Applying these technologies to environmental challenges presents an opportunity to
innovate in urban air quality management.

2. Literature review. Globally, air quality issues are a major concern in urban areas, necessitating
effective detection and management of air pollution variations over time and by region. This is essential for
developing affordable solutions[10]. In India, air pollution remains a persistent public health issue[5]. The
"Global Burden of Disease Study, 2019" reported that in 2019, air pollution was responsible for 1.67 million
deaths, which is 17.8% of total deaths in India, leading to an economic loss of approximately USD 36.8 billion,
or 1.36% of the country’s GDP. Furthermore, in 2019, 22 Indian cities ranked among the top 30 most polluted
cities globally, with many Indian cities appearing in the top 10 (IQAir, 2020). The COVID-19 lockdown in 2020
unexpectedly contributed to environmental recovery, significantly improving urban air quality[5, 12]. However,
this improvement was temporary. [24] described the lockdown as an "anthropause," a brief pause that is unlikely
to have a lasting impact on the detrimental effects of human activities. In India, as the lockdown was lifted,
air pollution levels began to increase again [8], mirroring trends observed in other cities around the world [3, 9].
Post-lockdown, many Indian cities saw a significant increase in ambient particulate matter levels (PM10), with
levels in the last quarters of 2020 approaching those seen in 2019 (life-as-usual situation).

In many developing nations, traditional methods for addressing air pollution have been largely unsuccessful.
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This is due to a combination of factors including institutional weaknesses, infrastructural challenges, economic
constraints, and political hurdles[13]. Consequently, air pollution continues to pose a significant threat to
both environmental sustainability and public health, especially in India[14, 16, 18]. A key factor behind these
shortcomings is the predominantly technocratic approach, which often neglects the socio-cultural aspects like
public expectations, community capacity, and public participation in decision-making [17]. Recognizing these
issues, the main motivation for this discussion is to shift from a purely technocratic mindset to one that
harmonizes with nature. We advocate for policymakers to consider urban green spaces not just as aesthetic
elements, but as vital components that enhance and strengthen efforts in air pollution prevention and control.

In their recent bibliometric study, [20] categorized the primary mechanisms by which plants remove pollu-
tants, as they relate to public health, into three main groups: (I) dry deposition, (II) dispersion (the process
by which plants alter air pollutants’ path and speed through their physical structure), and (III) modification
(including selective sorption, microbial reactions, and chemical coagulation due to Brownian motion and/or van
der Waals forces). It’s recommended that city planners and authorities delve into such research to gain a deeper
understanding of how plants interact with pollutants and to maximize the effectiveness of urban green spaces.
However, the dry deposition process is complicated by various factors, notably the diverse types of leaf surfaces
in urban canopies and the movement of submicron particles. Similarly, there is a lack of comprehensive experi-
mental data encompassing all scenarios related to dry deposition [11, 19]. The complexity is further heightened
by varying levels of urban development, pollution sources, and human activities. Addressing these complexities
will require more case studies in different urban environments and among various population demographics to
fully understand and optimize dry deposition processes.

The initial consideration for selecting tree species for air pollution mitigation should focus on their climatic
characteristics and the impact these have on the length of their growing season, which determines the duration
of leaf cover[6, 22]. In temperate regions, deciduous trees lose their leaves during winter, thereby reducing
the total leaf surface area available for pollutant absorption. Among these, conifers are often favored due to
their lipophilic wax-coated needles, smaller leaf size, and intricate shoot structures, which are advantageous for
pollutant capture [15, 23]. Additionally, the airflow around conifer needles creates more turbulence compared
to larger leaves (broadleaves), which reduces the thickness of the boundary layer on needle leaves (Ackerly et al.,
[21]; [21, 20]. This means when air carrying pollutants passes over these needles, the boundary layer remains
relatively still, creating a barrier between the air and the leaf surface.

However, the high pollutant absorption by conifer needles can sometimes damage the leaves, diminishing
their effectiveness in pollutant removal. This issue is more pronounced in drier climates[24, 2]. In such cases,
broad-leaved deciduous species or those that retain their leaves throughout winter are more suitable for pollution
control [22]. Among broadleaved species, those with a high number of grooves, a large ratio of groove area to
total leaf area, and dense epicuticular trichomes are preferred for pollution regulation [17, 7].

In climates with shorter growing seasons but high pollutant levels in winter, evergreen species, which main-
tain their foliage all year, are preferable over deciduous varieties[1]. The selection should also take into account
the type of pollutants targeted. For instance, [4] found that oak leaves (deciduous) are more effective against
particulate phase PAHs (polycyclic aromatic hydrocarbons) due to their high specific leaf area. Conversely,
pine needles (evergreen) may be better suited for gaseous phase PAHs, particularly effective in capturing low
and medium weight of PAHs molecules.

3. Methodology. The methodology for this research combines environmental science, landscape architec-
ture, and advanced computational techniques to optimize green plant landscapes for urban air quality purifica-
tion. For the study, a varied selection of green plant species were carefully selected. Plant kinds (trees, shrubs,
ground cover), their capacity to filter the air, growth characteristics, and adaptation to urban situations are
all variables in the choosing process. This choice is influenced by scientific understanding as well as landscape
architecture concepts.

In metropolitan areas under research, sophisticated air quality monitors are carefully deployed. These
sensors capture data on a variety of air quality indicators, including pollutants such as particulate matter
(PM), nitrogen dioxide (NO2), and volatile organic compounds (VOCs), in real time. Data from air quality
sensors is gathered over time, documenting fluctuations in air quality based on factors such as time of day,
meteorological conditions, and traffic density. This information will be used to analyze the efficacy of green
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plants in air cleansing.

To examine data gathered from air quality sensors, advanced image processing techniques are used. These
methods enable the extraction of useful information such as pollutant levels, regional distribution, and temporal
trends. To mimic the behavior of chosen green plants in urban contexts, complex computational models are
built. These models consider elements such as plant growth, transpiration rates, and the ability of plants to
remove toxins from the air. To conduct these simulations efficiently, the computational capacity of cloud, grid,
and cluster computing resources is used:

1. Selection of Plant Species
2. Data Collection and Analysis
3. Computer Image Processing
4. Computational Modeling
5. Pilot Implementation and Monitoring

3.1. Phase 1: Selection of Plant Species. In the research on "Green Plant Landscape Design for Urban
Air Quality Purification," Phase 1, which focuses on the Selection of Plant Species, is a crucial foundational step.
The objective here is to identify plants that are most effective in urban air purification, taking into account
various urban and climatic conditions. This phase begins with an extensive literature review, where existing
scientific studies, environmental reports, and botanical research are scrutinized to identify plants known for their
pollution-absorbing abilities and adaptability to urban stresses. The selection criteria for these plants include
their capacity to absorb specific urban pollutants, growth and maintenance needs, environmental adaptability,
aesthetic contribution, and practical considerations like space and root development.

Field studies, consultations with experts like botanists and urban ecologists, and citizen science initiatives
form the backbone of the data collection strategy. These diverse sources ensure a comprehensive understanding
of how different plants perform in urban settings. The analysis of this data is thorough, involving comparative
assessments of plants against the set criteria, statistical modeling to understand the correlation between plant
traits and pollution absorption, and evaluations of climate adaptability.

The outcome of this phase is a carefully curated list of plant species, each with a detailed profile outlining
its environmental benefits, physical characteristics, and care instructions. This list is not only crucial for the
immediate next phases of the research, which involve further data collection and computational modeling, but
also sets a precedent for interdisciplinary collaboration. By meticulously choosing the right plant species in
Phase 1, the research ensures that the subsequent phases are informed by a deep and nuanced understanding
of the best natural resources for combatting urban air pollution. Based on diverse urban condition, plant is
selected by the user.

In this research, the characteristics of Broad-Leaved Deciduous Species and Evergreens are considered for
pollution control. This research comprehensively evaluates the suitability of Broad-Leaved Deciduous Species
and Evergreens in pollution control, emphasizing their distinct characteristics that enhance air purification in
urban environments. Broad-Leaved Deciduous Species are noted for their seasonal leaf shedding and large leaf
surface area. Despite losing leaves in winter, they offer significant benefits during the growing season. Their
broad leaves provide a substantial surface for absorbing pollutants, especially effective in warmer months when
pollution levels tend to spike. Evergreens, conversely, retain their leaves year-round, offering continuous air
purification, including in colder months. Their resilience across various climates renders them versatile for
different urban conditions.

The research further delves into specific traits beneficial for pollution control:

1. High Number of Grooves on Leaves: This feature increases the surface area, enabling the leaves to
trap more pollutants. The grooves are particularly adept at capturing fine particulate matter, a major
urban pollution component.

2. Large Groove Area Relative to Total Leaf Area: A higher ratio here indicates a more effective trapping
mechanism for pollutants, optimizing the leaves for absorption, especially crucial in densely populated
areas.

3. Dense Epicuticular Trichomes: These hair-like structures act as pollution filters, trapping and absorbing
pollutants. They also protect the plant from environmental stresses, including high pollution levels,
maintaining their efficiency in pollutant absorption.
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The selection of these plant types underscores the research’s focus on natural, sustainable methods for
improving urban air quality. Their large leaf surfaces, grooved structures, and trichomes significantly enhance
their ability to capture and absorb airborne pollutants, making them highly relevant for application in diverse
urban landscapes. This approach not only addresses air quality issues but also promotes a greener, more
sustainable urban environment. The selection of broad-leaved deciduous species and evergreens for this research
is based on their distinct characteristics that make them suitable for urban air purification. Their large leaf
surfaces, grooved structures, and the presence of trichomes enhance their ability to capture and absorb airborne
pollutants. This choice underscores the research’s emphasis on employing natural, sustainable solutions to
address urban air quality issues, making it relevant and practical for application in diverse urban landscapes

3.2. Phase 2: Data Collection and Analysis. .
This phase is critical for empirically validating the pollution absorption capabilities of the selected plant

species and understanding their practical implications in urban environments. The approach in this phase
integrates traditional environmental science methods with innovative data collection and analysis techniques,
focusing on both qualitative and quantitative aspects.

3.2.1. Data Collection Strategy. Deploy air quality sensors in the vicinity of the planted areas to con-
tinuously monitor levels of key pollutants (e.g., PM2.5, PM10, NOx, SOx, CO, O3). These sensors should
be strategically placed at various heights and distances from the plants to capture a comprehensive data set.
Periodically collect leaf samples from the selected plants for laboratory analysis. This will involve examining
the physical characteristics of the leaves (such as leaf surface area, groove depth, and trichome density) and
quantifying the accumulated pollutants on the leaf surface using techniques like gas chromatography-mass spec-
trometry (GC-MS) or X-ray fluorescence (XRF) analysis. Record environmental factors such as temperature,
humidity, wind speed, and rainfall, as they can significantly influence the plants’ pollutant absorption capabili-
ties. Utilize high-resolution photography and drone imagery to document the physical state of the plants over
time. This can provide insights into their growth patterns, health, and environmental interactions. Engage
with local communities to collect qualitative data on their perceptions of air quality and the impact of the green
spaces

3.2.2. Analysis Techniques. Employ machine learning algorithms to analyze the complex dataset. Tech-
niques like regression analysis, cluster analysis, and neural networks can reveal patterns and correlations between
plant characteristics, pollutant levels, and environmental factors. Use Geographic Information Systems (GIS)
to map pollution levels and plant locations. This spatial analysis can reveal how the distribution of plants
affects air quality in different urban zones. Implement time-series analysis to understand how the effectiveness
of plants in pollution absorption varies over time and in different environmental conditions. Compare data from
sites with the selected plants to control sites without them. This will provide a clearer picture of the plants’
direct impact on air quality. Use natural language processing (NLP) to analyze community feedback, providing
insights into public perception and acceptance of the green spaces.

Quantitative data demonstrating the effectiveness of the selected plants in reducing specific urban pollutants.
Also, understanding how different plant species perform under varying urban environmental conditions helps
to plan urban land scape. Data-driven recommendations for urban planners and policymakers on integrating
specific plant species in urban landscape design for air quality improvement. Enhanced community involvement
and awareness about the role of urban greenery in improving air quality.

By integrating advanced data collection and analysis techniques, this phase aims to provide a robust scien-
tific foundation for the use of specific plant species in urban air purification. The results will not only validate
the plant selection but also offer practical guidelines for their effective implementation in urban landscape
designs.

3.3. Phase 3: Computer Image Processing Techniques. The use of high-resolution photography,
possibly supplemented by drone imagery, is essential. These images provide detailed visual data on plant
growth, health, and environmental interactions, which are crucial for understanding their ability to purify
urban air. Algorithms are employed to analyze these images for various parameters, such as leaf surface area,
groove depth, and trichome density. These characteristics are significant as they relate to the plants’ pollution
absorption capabilities.
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CNNs are ideal for image recognition tasks. They can be trained to identify specific plant features that
correlate with pollution absorption, like leaf structure, density of trichomes, etc. This involves labeling each
pixel of an image with a class (like leaf, branch, flower, etc.), allowing for detailed analysis of the plant parts
and their specific roles in air purification. By processing sequential images of the plants over time, this approach
helps in observing changes in plant growth and health, providing insights into how environmental factors impact
their air purification abilities. Using 3D image processing to create models of the plant structures can provide
insights into their physical arrangement and how this affects their efficiency in air purification.

By quantifying physical aspects of plants such as leaf surface area and groove depth, researchers can establish
correlations between these characteristics and the plants’ ability to absorb pollutants. Image processing helps
in continuously monitoring the health and growth patterns of plants in urban settings, crucial for understanding
their long-term effectiveness in air purification. Through image analysis, the interaction of plants with their
surrounding environment, including factors like light exposure, urban structures, and human activity, can be
better understood. The data derived from image processing can be integrated with data from Phase 2 (such
as pollutant levels and environmental factors) to provide a more comprehensive understanding of the plants’
performance in urban air purification.

To develop computational models that can accurately predict how different plant species influence urban
air quality under a variety of environmental conditions. These models integrate data on plant characteris-
tics (like leaf surface area, trichome density), pollutant levels (PM2.5, NOx, etc.), and environmental factors
(temperature, humidity, urban structures).

Data collected from previous phases, such as air quality measurements and plant characteristics, is cleaned,
normalized, and transformed to be used in modeling. Identifying the most relevant features that influence
air purification, such as specific plant traits and local environmental conditions. Building a framework in
Python where different scenarios can be simulated, such as varying levels of pollution, different plant species
combinations, and changing weather conditions. Using historical data to validate the simulations, ensuring they
accurately reflect real-world scenarios. Designing multi-layer neural networks that can process complex patterns
in the data. These networks might include convolutional layers for spatial data processing, especially useful
when dealing with image data from Phase 3. Splitting the dataset into training and testing sets. The network
is trained on the training set, learning to predict air quality based on plant characteristics and environmental
factors.

Decision trees are used to build rule-based models. These models help to understand and illustrate the
decision-making process, especially in identifying the most relevant elements impacting air quality. These are
particularly useful for understanding and visualizing the decision process, like which factors most significantly
affect air quality. Using software like ArcGIS or QGIS for spatial analysis. Creating maps that visually
represent data such as the distribution of plant species and pollution levels across urban areas. Analyzing how
the distribution of different plant species across an urban area affects air quality. Investigating how factors like
urban layout, traffic density, and green space distribution correlate with air purification effectiveness.

4. Result Evaluation. This research focuses on examining how the arrangement of green spaces in cities
affects air pollution levels. It specifically looks at 20 garden cities in China randomly that experience a subtropi-
cal monsoon climate. The study uses data from 2019, including urban air quality measurements and information
on land use types. By employing landscape metrics and spatial regression models, the study investigates the
connection between the layout of green spaces and air pollution concentrations. This paper utilizes regression
modeling tools available in the GeoDa software to perform SEM (Structural Equation Modeling) regression
analysis. The outcomes of this analysis are presented in Table 4.1.

Landscape Shape Index (LSI) of grasslands. Notably, the association between SO2 levels and both the PD
of forestlands and the LSI of grasslands was particularly strong (p < 0.01). Conversely, the SO2 concentration
had a significant and negative correlation with the patch proportion in landscape area (PLAND) of forestlands,
the patch density (PD) of grasslands, and the PLAND of agricultural lands, with the last two showing a very
significant relationship with SO2 levels (p < 0.01).

The study found that a one-unit increase in the PD of forestlands, PLAND, and LSI of grasslands led
to increases in SO2 concentration by 149.939, 0.752, and 0.429 units, respectively. On the other hand, a one-
unit rise in the PLAND of forestlands, PD of grasslands, and PLAND of farmlands resulted in decreases in
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Table 4.1: Various concentrations measures and analysis

Variable ρ Threshold ρ Threshold ρ Threshold

PM 2.5 NO2 SO2

Grass lands
PLAND 0.821 0.885 0.000 0.000**
PD 0.616 0.994 0.000 0.000**
LSI 0.236 0.897 0.000 0.000**

Farm lands
PLAND 0.214 0.214* 0.532 0.532* 0.0021
PD 0.645 0.687 0.0054
LSI 0.347 0.752 0.0061

SO2 concentration by 0.073, 214.564, and 0.172 units, respectively. The SO2 levels were not noticeably impacted
by the LSI of forestlands, and the PD and LSI of agricultural lands.

The spatial correlation analysis from the 20 cities showed a significant link between the layout of urban
green spaces and the levels of PM2.5, NO2, and SO2 pollutants. The pattern of green spaces, however, did not
significantly affect PM10 levels. The PLAND, PD, and LSI of grasslands, along with the PLAND of farmlands,
had an effect on SO2 concentrations.

In the effort to optimize and rejuvenate the layout of urban green spaces, research has shown that strategi-
cally planning the design and distribution of green space networks can enhance air quality and benefit public
health. Based on these insights, several suggestions are proposed for improving air pollution in cities with
subtropical monsoon climates. Forests, grasslands, and farmlands are effective in reducing concentrations of
PM2.5, NO2, and SO2. In urban areas, grassland should be managed carefully, forest coverage should be in-
creased, and the restoration of damaged forests should be expedited to enhance ecosystem stability. The urban
green space landscape should be meticulously planned based on scientific principles to balance ecological spaces
for living and production.

In cities where NO2 and SO2 are predominant pollutants, arranging forest, grassland, and farmland land-
scapes systematically can help reduce pollution levels. Optimal NO2 concentration in urban areas is achieved
when the Patch Density (PD) of forest land is around 0.072. For SO2, the best reduction effects are observed
when forest land and grassland densities and layouts are adjusted to specific parameters, with an LSI of grass-
land at 14.13. This suggests that urban green spaces should be carefully planned to optimize patch density
and diversify green space types, thus alleviating air pollution. By integrating green spaces into urban areas, air
quality can be improved effectively and economically.

PM2.5 pollution, mainly from industrial emissions, traffic, and biomass combustion, is prevalent in urban
roads and industrial areas. In China’s subtropical monsoon regions, where urban development is rapid, reducing
traffic and industrial emissions is challenging. However, optimizing urban green space layouts can mitigate
PM2.5 pollution. An optimal reduction in PM2.5 levels occurs when the LSI of forest land reaches 18.02.
Enhancing the greenery along streets and near factories, increasing the interaction between green spaces and
PM2.5, and improving the vertical structure of urban green belts can effectively block and absorb PM2.5
pollutants.

Additionally, managing unused and inefficient land to create a well-planned urban green landscape is
recommended. Promoting green, healthy, and low-carbon lifestyles and consumption habits among residents is
also advised. Disseminating scientific findings on PM2.5, NO2, and SO2 pollution control can help government
departments implement measures more effectively and gain public support for air pollution control initiatives.

5. Conclusion. In this research underscores the vital role of urban green spaces in mitigating air pollution
and enhancing public health, particularly in cities with subtropical monsoon climates. The strategic planning
and distribution of green spaces, such as forests, grasslands, and farmlands, have been identified as key factors
in reducing concentrations of harmful pollutants like PM2.5, NO2, and SO2. By carefully managing these
green areas, especially in urban settings, and adhering to specific landscape metrics such as Patch Density and
Landscape Shape Index, significant improvements in air quality can be achieved. The study highlights that
different types of pollutants require distinct approaches in terms of green space management. For instance,
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the optimal control of NO2 and SO2 involves adjusting the density and layout of forests and grasslands, while
tackling PM2.5 pollution necessitates enhancing urban greenery in areas with high traffic and industrial activity.
Moreover, the research emphasizes the importance of integrating ecological considerations into urban planning
and development. This involves not only improving the design of green spaces but also promoting sustainable
lifestyles and consumption patterns among residents. Such holistic approaches not only contribute to better air
quality but also foster healthier, more sustainable urban environments.

Cities throughout the world have taken a transformational approach to urban design and sustainability
in this imagined future by building Sustainable Urban Green Zones (SUGZs). These are carefully planned
and strategically placed green spaces within metropolitan areas that promote air quality purification and
environmental well-being. The research findings have a significant impact on the creation and management
of SUGZs.
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LEARNERS BEHAVIOUR PREDICTION AND ANALYSIS MODEL FOR SMART
LEARNING PLATFORM USING DEEP LEARNING APPROACH

LIYUAN FENG∗AND YUNFENG JI†

Abstract. In the quickly changing field of instructional technology, intelligent educational systems are now essential for
individualized and effective instruction. To forecast and understand learners’ actions in intelligent educational settings, this
research suggests an analytical framework that makes use of deep learning techniques. By offering real-time information on
user activities, the goal is to improve these platforms’ reactivity and flexibility. Using state-of-the-art deep learning designs, our
technique examines large datasets that include interactions between users, interest trends, and efficiency measures. The proposed
method classifies the e-learning based behaviour classification and then the e-learning performance prediction using CNN-LSTM.
The suggested framework incorporates the temporal relationships and sequential patterns present in learners’ actions on the
platform by fusing convolutional neural networks (CNNs) and long short-term memory networks (LSTMs). Furthermore, using
multimedia information like simulations that are interactive and video lectures, convolutional neural networks (CNNs) are used
to gather spatial data. The present study advances smart learning technology by providing a stable and expandable structure for
behavior analysis and prediction in students. Through proactive customization of learning events, instructors, content producers,
and platform developers can create a setting that is both enjoyable and effective for students. This is made possible by the
knowledge gained from this approach.

Key words: Learners Behaviour, prediction and analysis, smart learning platform, Deep Learning Approach, convolutional
neural networks, e-learning

1. Introduction. The incorporation of electronic devices has made it possible for creative and customized
educational experiences in the quickly changing field of learning. An example of this progress is the introduction
of intelligent learning systems that use AI to improve the learning process. The subject of learner behavior has
numerous applications, but one that requires significant attention is the forecasting and evaluation of behavior
among learners. Customizing lessons to meet individual requirements requires an in-depth comprehension of
how learners react to difficulties, respond to happiness, and interact with the educational setting.

Electronic learning is now a standard educational method [27] and has played a significant role in the
growth of online learning. Because of the COVID-19 pandemic, e-learning has become increasingly popular
due to its extensive learning materials, low knowledge intake threshold, and substantial temporal and spatial
flexibility. Still, this style makes it difficult for teachers to assess the progress in learning of their students
[28, 19], and concerns have been voiced over the caliber of e-learning. By forecasting how well pupils will do
on upcoming tests, lowering the likelihood that students won’t pass the course, and guaranteeing the quality of
e-learning, the research of learning outcome predictions gives teachers a foundation on which to modify their
teaching strategies for students who could have difficulties.

Students’ e-learning behavior has a significant influence on their educational outcomes, according to a
substantial body of studies examining the connection between e-learning behavior and learning performance.
As a result, achievement in learning predictions using data from the learning process has attracted a lot of
attention lately [32]. Teachers can adjust their instructional tactics in real time and begin employing the
role of monitoring as well as early warning by using the measurement, collection, and evaluation of learning
information to accomplish achievement predictions [8].

Studies point out that knowledge of e-learning processes depends on data on e-learning behavior [1, 2]. The
term "e-learning behavior data" refers to the information created by students during a variety of behavioral
activities carried out on e-learning systems or online educational companies. This information can be used to
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refer to the action documents of students during the learning process, with particular attention to the quantity
of login systems, quantity of resource access, quantity of forum participants, quantity of resource access, and
other behavioral data. As a result, scholars have studied e-learning behavior in detail and developed many
educational outcome predictions according to e-learning behavior[3].

The main question on the research,
How does the BCEP prediction framework compare to traditional E-learning classification techniques in

terms of prediction accuracy and efficiency?
What are the specific steps and methodologies used in the data cleansing process within the proposed

CNN-LSTM prediction framework?
How does the combination of features in the BCEP framework contribute to the overall accuracy of behavior

classification in E-learning settings?
What criteria are used for behavior categorization in the CNN-LSTM prediction framework, and how does

this affect the system’s predictive capabilities?
To lower the operational expenses of the model and deliver high-accuracy, low-time-consuming learning

outcome prediction services for online platforms, choosing features can be utilized to preserve important learning
behaviors [4, 5]. In addition, e-learning predictors must typically employ e-learning behavior data as input
variables directly because of the single input technique for e-learning behavior data. Few models will employ
training data that is integrated with learning behavior data (i.e., feature combination processes) on the exact
same kind of learning behavior data. Lastly, there is a lack of standardization among crucial learning behavior
indicators, with various researchers finding different ones. Important behavioral cues that can be utilized to
accurately predict student achievement have not yet been found in this field of research [6, 7].

The main contribution of the proposed method is given below:
1. We offer the behavior classification-based E-learning prediction system (BCEP prediction framework)

to address these issues, provide a summary of traditional E-learning classification techniques, and
conduct a thorough analysis of the E-learning procedure.

2. Initially this study proposes a CNN-LSTM prediction framework based on BCEP, which consists of
four steps: data cleansing, combination of features, behavior categorization, and training of the model.

3. Computing cost decreases throughout training, and the algorithm becomes more mobile and adaptable
during use.

Remaining sections of this paper are structured as follows: Section 2 discusses about the related research
works, Section 3 describes the Smart Learning, Behaviour classification and Deep Learning methods, Section
4 discusses about the experimented results and comparison and Section 6 concludes the proposed optimization
method with future work.

2. Related Works. Tendency markers and behavioral indicators of performance [9, 10] are common
summaries of e-learning success predictions. The propensity signals are characteristics that are inherent in
itself; in general, propensity indicators are static data that are typically gathered prior to the commencement
of a class or semester, such as gender [13], financial status [11], and past educational history [12]. The tendency
indicators have been utilized by numerous academics to create learning early-warning systems that forecast
students’ learning across a course of study, an entire semester, and other phases. Despite exhibiting excellent
results, the predictors identified by these investigations disregarded the significance of learning behavior data.
For instance, a lot of research employed demographic or past student performance information unrelated to
education.

Even while the characteristics of learners in this research can be used to predict learning achievement,
this strategy neglected the fact that most tendency markers were outside of the control of both teachers and
pupils, and it also disregarded the curricular modifications made by the students [14]. Preferences indicators
also have privacy issues, because private information gathered by educational organizations is not permitted
to be disclosed with the general population. In general, there was no issue with the behavioural performance
indicator, which is the dynamic index that the learner reflects during the learning process [15, 16, 17]. The
amount of time and effort that students devote to a particular course, as well as the regularity with which
they access course materials and participate in online conversations, can be precisely described by e-learning
behavior data.
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The amount of time and effort that students devote to a particular course, as well as the regularity with
which they access the content and participate in online conversations, can be precisely described by e-learning
behavior data. Several researchers also attempted to finish learning prediction [18, 20, 21] by combining two
signs, but they ran into issues with rising computational expenses. The basis for e-learning behavior study has
been established by the growth in big educational data and the introduction of new means of communication
and information exchange.

A study on the prediction of performance in learning based on learning behavior is encouraged by the
importance of learning behavior information for students in analyzing shifts in behavior, tastes, and skill ranges
[22]. Learning behavior is a major component influencing how well learners learn and a significant indicator
for forecasting performance in learning, according to learning input theory, which also explains the connection
among learning behavior and learning performance [23]. Simultaneously, several studies have established a
strong link among student online activities and academic achievement [24, 25], and paying closer attention to
individual learning activities might help students better understand the circumstances under which they study
and encourage positive developing [26].

Researcher [29] discovered that cooperative interaction patterns in a virtual educational setting help stu-
dents grasp material more deeply and push themselves to meet learning objectives. To forecast how well online
learners would learn, author [30] employed learning interaction data. She discovered that learning outcomes
can be strongly impacted by how students access and use books, forums, and course materials. A correlation
between one or more behavioral actions and educational outcomes was the focus of certain investigations. A
positive link has been observed by researcher [31] between the overall number of passwords and learners’ final
scores.

3. Proposed Methodology. This study suggests the behavior classification-based E-learning perfor-
mance prediction framework (BCEP prediction framework) based CNN-LSTM, which creatively builds a learn-
ing performance predictor from the standpoint of behavior classes. As illustrated in Fig. 3.1, the BCEP pre-
diction architecture explains the entire process of incorporating learning performance predictors via e-learning
behavior categories. There are four main connections in the forecasting structure: (3.2) choosing features,
which is carried out on pre-processed e-learning behavior data to get key e-learning behaviors; (3.1) data pre-
processing, involving cleaning of data and the conversion from the initial e-learning behavior data collected
through the e-learning system to obtain uniformed e-learning behavior data; (3.4) model development, which
develops an e-learning achievement predictor using a range of deep learning computations; (3.3) feature merg-
ing, which creates an assortment of behavior categories, classifies fundamental learning behaviors in accordance
with predetermined rules using CNN-LSTM, and then works feature fusion to get the group feature value for
every kind of e-learning behavior. In figure 3.1 shows the architecture of the proposed method.

The use of sophisticated deep learning models serves as the core of this analytical methodology. Deep
learning has shown its ability to handle complicated data and identify significant patterns, making it well-
suited to the challenge of analyzing and predicting user behavior in e-learning settings. The framework starts
with huge and diversified datasets that include a wide range of user interactions, trends in user interests, and
numerous performance measures. These datasets are the main source of data for training and assessing the
model.

The framework’s first significant component is behavior categorization in the context of e-learning. The
goal here is to identify and label various sorts of user activities. This categorization step is critical for later
phases of performance prediction. Following behavior classification, the framework moves on to predicting e-
learning performance. This requires predicting how users will do based on their past behavior and interactions
with the educational platform. Prediction is critical for adapting educational experiences to specific students.

3.1. Data Pre-processing. Predictive model accuracy is directly impacted by the caliber of the e-learning
behavior data. As a result, cleaning the e-learning behavioral information that was downloaded from the online
learning system is the initial phase. While there isn’t a single, effective strategy for cleansing information, the
approach used to manage absent, replicated, and anomalous values should be chosen based on the actual state
of the data. At the same time, it is frequently not possible to do feature selection, and e-learning behavior data
spanning multiple dimensions is not numerically equivalent. Additionally, e-learning behavior data captured
by e-learning systems is frequently not of one dimension at all. This issue is resolved by the suggested model,
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Fig. 3.1: Architecture of Proposed Methodology

which uses Z scores to standardize e-learning behavior data across several dimensions.
The standard e-learning behavior set B{b′, b′2,..., b′n} and the original e-learning behavior set B{b1, b2,....,

bn} are defined. where b′n is the n-th online education behavior following standardization and bn is the n-th
e-learning behavior as documented by the e-learning system. The initial and standard e-learning behavior data
are specified simultaneously, with n denoting the n-th e-learning behavior and m denoting the m-th data of the
present e-learning behavior. For instance, the equation for d′nm is as follows. Dnm is the second behavioral
information of the first kind of e-learning behavior recorded by the platform for e-learning.

d‘nm =
dnm − µbm

σ
(3.1)

3.2. Feature Selection. By choosing pertinent features from among all features that are useful for train-
ing the model, one’s selecting features can reduce the dimension of the feature and enhance its comprehension,
generalization, and effectiveness in operation. This structure selects characteristics for standard e-learning be-
havior data using the variance filtering method. The variance filtration technique filters the characteristics by
utilizing the variability of every single feature. The sample difference on this feature decreases with decreasing
feature variance, and the feature’s ability to differentiate the sample from other samples decreases as well. A
crucial component of the variance filtering technique is the threshold, which denotes the variance threshold and
determines which features are deleted if the variance of those features is smaller than the threshold.

Vn =

∑m
i=1 (d

‘
ni − µ∀m)

n
(3.2)

where the mean quantity of the n-th grade e-learning behavior data is represented by µ∀m. The variance thresh-
old is used to compare each component in iteration V. The appropriate e-learning behavior is included to the
key e-learning behavior set if the present e-learning behavior feature value exceeds the threshold; alternatively,
it is not included.

3.3. Feature Fusion. The primary e-learning behavior is separated into various e-learning behavior clus-
ters based on the e-learning behavior classification model. It is assumed that there are n different types of
e-learning behavior categories (i.e., M{C1, C2,..., Cn}) that make up the classification model M. Following the
division of the e-learning behavior categories, n e-learning behavior clusters are produced, with each type of
cluster containing a different number of e-learning behaviors, for example, C1{b1, b2,..., bn}, where bn is the
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n-th e-learning behavior that satisfies C1’s norms.

Vci = λ.max {Vb1,Vb2 , . . . . . . ., Vbi} + (1− λ) .
∑m
i=1 (d

‘
ni − µ∀m)

n
(3.3)

3.4. Training using CNN-LSTM for learners’ behaviour Analysis.. The combination of long-short-
term memory networks (LSTMs) and convolutional neural networks (CNNs) has become an effective model
for behavioral analysis and forecasting in the context of smart educational systems in the ever-changing field
of education technologies. This novel combination uses CNNs’ spatial awareness and LSTMs’ time ability to
sequence to identify intricate trends in learners’ behavior, providing previously unobtainable insights into how
they engage with learning materials.

A CNN-LSTM-based prediction model successfully processes and analyzes sequential data with spatial
information by combining Convolutional Neural Networks (CNNs) with Long Short-Term Memory networks
(LSTMs). This hybrid model is widely utilized in a variety of applications, such as time series forecasting,
picture captioning, and video analysis. The model starts with an input layer that receives sequential spatial
data. This data can take the shape of time series, photos, videos, or any other data format that includes both
temporal and geographic elements.

One or more CNN layers are used after the input layer to extract spatial information from the input data.
CNNs recognize patterns and characteristics in data using convolutional filters. Each CNN layer generally has
a number of convolutional and pooling processes. Convolutional operations use filters to discover local patterns
in the input data, whereas pooling procedures downsample the spatial dimensions to minimize computing
complexity and extract dominating features.

Following the CNN layers, the retrieved spatial characteristics are frequently flattened into a one-dimensional
vector. This vector is used as the input for the next LSTM layers. LSTMs are recurrent neural networks (RNNs)
that are designed to capture temporal relationships in sequential data. They are ideal for activities where the
arrangement of data points is critical. LSTM layers accept flattened spatial characteristics as input and sim-
ulate the data’s sequential patterns. They remain in a concealed state, allowing them to record long-term
dependencies and recall relevant information from previous time steps.

The complete model is trained using labeled data, which includes input sequences and their associated
target values. The model learns to minimize a loss function during training, modifying its internal parameters
(weights and biases) to generate correct predictions. To update the model’s parameters iteratively, optimization
methods such as stochastic gradient descent (SGD) or Adam are typically utilized. The CNN-LSTM-based
model may be used for sequence-to-sequence prediction in some instances, where it takes a series of input
data and creates a corresponding sequence of output data. This is common in video captioning and language
translation applications.

Thanks to advances in artificial intelligence, intelligent educational systems aim to go beyond the confines
of conventional schooling by customizing the way that content is delivered to each pupil. In this quest, the
incorporation of a CNN-LSTM-based prediction model is a significant advancement. Because the CNN compo-
nent is so good at extracting spatial features, the algorithm can recognize patterns visually inside the learning
surface. In addition, the LSTM part allows the model to understand how the learners’ interest is changing over
time by capturing the sequential relationships that are present in their conversations.

The power of this paradigm resides in its capacity to process both the dynamic development of learners’
actions and static materials, including text and images. Through the examination of both the visual and
sequence aspects of the data, the CNN-LSTM design enables the predictive algorithm to forecast future actions,
identify possible problems, and suggest tailored remedies instantly.

The power of this paradigm resides in its capacity to process both the dynamic development of learners’
actions and static materials, including text and images. Through the examination of both the visual and
sequence aspects of the data, the CNN-LSTM design enables the predictive algorithm to forecast future actions,
identify possible problems, and suggest tailored remedies instantly. Our goal as we investigate the CNN-LSTM
model for learners’ behavior prediction and analysis is to improve the adaptability and reactivity of intelligent
learning environments. By providing an advanced awareness of how time and space clues might work together to
provide a more individualized and holistic learning experience, this research aims to make a valuable contribution
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to the emerging field of schooling machine learning. We hope to create a revolutionary instructional environment
where statistical analysis actively develops a dynamic and customized atmosphere for learning in addition to
anticipating learners’ requirements via the prism of the CNN-LSTM framework.

The completely connected layer’s output data is received, and the next crucial step in determining the
impact of behavior analysis is to do CNN on the information. Prior to implementing Behavior Analysis, it is
important to comprehend how gradient optimization is used during the process. Gradient-based optimization
is the most often used optimization technique in deep learning. The goal of this training procedure is to reduce
the loss function as much as possible, which will guarantee behavioral analysis reliability.

J (θ) = Ea,b∼pdataL (a, b, θ) =
1

m

m∑

i=1

L
(
a(i), b(i), θ

)
(3.4)

L is the loss function for each sample:

L (a, b, θ) = − log p (b |a; θ ) (3.5)

For these additive loss functions, gradient descent needs to be computed:

∆θJ (θ) =
1

m

m∑

i=1

L
(
a(i), b(i), θ

)
(3.6)

3.4.1. Long-Short Term Memory (LSTM). The term "neuron" refers to each component of deep
learning; neurons are interconnected, and instruction is a way of altering a neuron’s power. This modification
makes a network made up of deep learning a multi-level neuron networks since each layer is tailored to the
features of the neuron network [9].

Since behavior analysis can usually be expressed by a wide range of functions, a function like Formula 1
can be utilized to characterize this process.

f (a) = f (3)
(
f (2)f (1) (a)

)
(3.7)

A significant difficulty in the present-day network virtualization study is how to successfully anticipate the
chance of network node and connection failure in a specific amount of time in the future using the parameters
of the current network environment. This research suggests a long-short-term memory neural network (LSTM)-
based behavior analysis technique [10] as a solution to this issue. Although the general neural network topology
can theoretically address the issue of losing data due to parameter selection and distance, in actual use it is
unable to produce the intended result [11]. Recurrent neural networks have certain drawbacks that LSTM can
solve, allowing it to perform exceptionally well in a variety of applications. As seen in Figure 3.2, LSTM
expands the original recurring neural network topology by including a memory storage structure.

4. Result Analysis. The study’s findings, involving ACC, F1, Kappa, and each test group’s prediction
time as determined by the suggested CNN-LSTM deep learning techniques, are shown in this subsection.

In learner behavior evaluation, accuracy usually refers to how well the model can foresee or categorize various
elements of learners’ behavior. The tasks and objectives of the psychological analysis framework determine
how accurate the assessment is. Classification accuracy is a key performance indicator for tasks that require
grouping learner behavior into groups (such as engagement levels, learning preferences, or performance results).
It calculates the proportion of correctly identified cases relative to all occurrences. In figure 4.1 shows the
evaluation of Accuracy.

A popular metric for issues with classification is the F1-score, which offers a fair evaluation of an algorithm’s
recall and precision. F1-score is a useful measure for assessing how well prediction models recognize and classify
different learner behaviors when it is used in learner behavior analysis.

Within the framework of learner behavior analysis, actions can be classified into many groups or categories,
such as involvement, levels of engagement, or conceptual comprehension. The F1-score provides an equitable
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Fig. 3.2: LSTM Architecture

Fig. 4.1: Accuracy

assessment that is especially helpful in situations when the class distribution is unbalanced because it accounts
for recall as well as precision. In figure 4.2 shows the evaluation of F1-score.

The Kappa statistic, sometimes referred to as Cohen’s Kappa, is a way to gauge inter-rater concordance
or, more specifically, how well projected, and actual categorized results coincide when it comes to automated
training and predictive models. It comes in very handy when working with datasets that are unbalanced.
The Kappa value can be utilized in learner behavior analysis to assess a predictive model’s dependability. In
circumstances where there are imbalances in the number of observable behaviors, Cohen’s Kappa is especially
appropriate. It evaluates the degree of coherence among anticipated results and actual actions in the setting of
learner behavior analysis while considering the potential that agreement could have happened by coincidence
only. In figure 4.3 shows the evaluation of Kappa Value.

In the domain of learner behavioral analysis, precision is an important parameter that evaluates how well
a model predicts positive outcomes. The proportion of true positive forecasts to the total of actual positives
and erroneous positives is known as precision. It offers insightful information about how well the model can
recognize appropriate trends or behaviors across all the expected instances. When it comes to student behavior
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Fig. 4.2: F1-Score

Fig. 4.3: Kappa Value

analysis, accuracy is especially important. A high precision number means that there are few false positives in
the model’s positive forecasts (e.g., correctly recognizing learning behaviors). Put practically, this means that
there will be fewer false alarms because the model is more probable to be right when predicting a particular
action.

To achieve high precision in learner behavior evaluation, sensitivity (recall) and specificity must frequently
be carefully balanced. A comprehensive assessment considers recall (the model’s capacity to catch all relevant
occurrences) and other measures to offer a whole picture of the model’s efficacy, whereas precision concentrates
on the precision of its favorable forecasts. In figure 4.4 shows the evaluation of Precision.

5. Conclusion. Intelligent learning systems are currently necessary for tailored and efficient instruction
in the rapidly evolving field of instructional technology. This paper proposes a framework for analysis that uses
deep learning techniques to predict and explain learners’ activities in intelligent educational situations. The
objective is to increase the responsiveness and adaptability of these systems by providing current data on user
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Fig. 4.4: Precision

behaviors. Our method analyzes big datasets containing interactions among users, attention patterns, and pro-
ductivity metrics using cutting-edge deep learning designs. The suggested approach uses CNN-LSTM to classify
behavior based on e-learning and then predicts e-learning performance. The proposed architecture combines
convolutional neural networks (CNNs) and long short-term memory networks (LSTMs) to capture the temporal
linkages and sequential patterns found in learners’ behaviors on the platform. In addition, convolutional neural
networks (CNNs) are utilized to collect spatial data utilizing multimedia content such as interactive simulations
and video lectures. This work contributes to the field of smart learning technologies by offering a robust and
scalable framework for pupil conduct monitoring and forecasting. Teachers, content creators, and platform
developers may create an environment that is fun and productive for students by actively customizing learning
experiences. The understanding obtained from this method makes this feasible.

Acknowledgement. 1Research on the Construction of Vocational Education Evaluation System under the
Threshold of Modern Governance "(No. D/2021/03/03)", Jiangsu Provincial Education Science "14th Five-Year
Plan", Hosts: Feng Liyuan and Ji Yunfeng

2Research on Strategies and Paths for Universities to Serve Community Education under the Threshold of
Lifelong Education "(No. WXSK21-JY-C30)", Wuxi Municipality Special Project for Social Education Devel-
opment ,Host: Feng Liyuan

REFERENCES

[1] B. T. Ahn and J. M. Harley, Facial expressions when learning with a queer history app: Application of the control value
theory of achievement emotions, British Journal of Educational Technology, 51 (2020), pp. 1563–1576.

[2] M. Al-Emran, S. I. Malik, and M. N. Al-Kabi, A survey of internet of things (iot) in education: Opportunities and
challenges, Toward social internet of things (SIoT): Enabling technologies, architectures and applications: Emerging
technologies for connected and smart social objects, (2020), pp. 197–209.

[3] K. Altuwairqi, S. K. Jarraya, A. Allinjawi, and M. Hammami, Student behavior analysis to measure engagement levels
in online learning environments, Signal, image and video processing, 15 (2021), pp. 1387–1395.

[4] R. Bitner and N.-T. Le, Can eeg-devices differentiate attention values between incorrect and correct solutions for problem-
solving tasks?, Journal of Information and Telecommunication, 6 (2022), pp. 121–140.

[5] I. Brishtel, A. A. Khan, T. Schmidt, T. Dingler, S. Ishimaru, and A. Dengel, Mind wandering in a multimodal reading
setting: Behavior analysis & automatic detection using eye-tracking and an eda sensor, Sensors, 20 (2020), p. 2546.

[6] W.-L. Chan and D.-Y. Yeung, Clickstream knowledge tracing: Modeling how students answer interactive online questions,
in LAK21: 11th International Learning Analytics and Knowledge Conference, 2021, pp. 99–109.

[7] H. Cornide-Reyes, F. Riquelme, D. Monsalves, R. Noel, C. Cechinel, R. Villarroel, F. Ponce, and R. Munoz,
A multimodal real-time feedback platform based on spoken interactions for remote active learning support, Sensors, 20



Learners Behaviour prediction and analysis model for smart learning platform using Deep Learning Approach 3885

(2020), p. 6337.
[8] K. Coussement, M. Phan, A. De Caigny, D. F. Benoit, and A. Raes, Predicting student dropout in subscription-based

online learning environments: The beneficial impact of the logit leaf model, Decision Support Systems, 135 (2020),
p. 113325.

[9] M. Cukurova, Q. Zhou, D. Spikol, and L. Landolfi, Modelling collaborative problem-solving competence with transparent
learning analytics: is video data enough?, in Proceedings of the tenth international conference on learning analytics &
knowledge, 2020, pp. 270–275.

[10] M. Dewan, M. Murshed, and F. Lin, Engagement detection in online learning: a review, Smart Learning Environments, 6
(2019), pp. 1–20.

[11] H. El Aouifi, M. El Hajji, Y. Es-Saady, and H. Douzi, Predicting learners performance through video sequences viewing
behavior analysis using educational data-mining, Education and Information Technologies, 26 (2021), pp. 5799–5814.

[12] A. Emerson, E. B. Cloude, R. Azevedo, and J. Lester, Multimodal learning analytics for game-based learning, British
Journal of Educational Technology, 51 (2020), pp. 1505–1526.

[13] J. Francisti, Z. Balogh, J. Reichel, M. Magdin, Š. Koprda, and G. Molnár, Application experiences using iot devices
in education, Applied Sciences, 10 (2020), p. 7286.

[14] W. Gan, Y. Sun, X. Peng, and Y. Sun, Modeling learners dynamic knowledge construction procedure and cognitive item
difficulty for knowledge tracing, Applied Intelligence, 50 (2020), pp. 3894–3912.

[15] W. Gan, Y. Sun, and Y. Sun, Knowledge interaction enhanced knowledge tracing for learner performance prediction, in
2020 7th international conference on behavioural and social computing (BESC), IEEE, 2020, pp. 1–6.

[16] , Knowledge interaction enhanced sequential modeling for interpretable learner knowledge diagnosis in intelligent
tutoring systems, Neurocomputing, 488 (2022), pp. 36–53.

[17] , Knowledge structure enhanced graph representation learning model for attentive knowledge tracing, International
Journal of Intelligent Systems, 37 (2022), pp. 2012–2045.

[18] W. Gan, Y. Sun, S. Ye, Y. Fan, and Y. Sun, Field-aware knowledge tracing machine by modelling students’ dynamic
learning procedure and item difficulty, in 2019 International conference on data mining workshops (ICDMW), IEEE,
2019, pp. 1045–1046.

[19] D. Gasevic, G. Siemens, and C. P. Rosé, Guest editorial: Special section on learning analytics, IEEE Transactions on
Learning Technologies, 10 (2017), pp. 3–5.

[20] M. N. Giannakos, K. Sharma, I. O. Pappas, V. Kostakos, and E. Velloso, Multimodal data as a means to understand
the learning experience, International Journal of Information Management, 48 (2019), pp. 108–119.

[21] Y. Liu, T. Wang, K. Wang, and Y. Zhang, Collaborative learning quality classification through physiological synchrony
recorded by wearable biosensors, Frontiers in Psychology, 12 (2021), p. 674369.

[22] K. Mangaroska, K. Sharma, D. Gašević, and M. Giannakos, Exploring students’ cognitive and affective states during
problem solving through multimodal data: Lessons learned from a programming activity, Journal of Computer Assisted
Learning, 38 (2022), pp. 40–59.

[23] S. Mu, M. Cui, and X. Huang, Multimodal data fusion in learning analytics: A systematic review, Sensors, 20 (2020),
p. 6856.

[24] O. Noroozi, H. J. Pijeira-Díaz, M. Sobocinski, M. Dindar, S. Järvelä, and P. A. Kirschner, Multimodal data indicators
for capturing cognitive, motivational, and emotional learning processes: A systematic literature review, Education and
Information Technologies, 25 (2020), pp. 5499–5547.

[25] J. K. Olsen, K. Sharma, N. Rummel, and V. Aleven, Temporal analysis of multimodal data to predict collaborative
learning outcomes, British Journal of Educational Technology, 51 (2020), pp. 1527–1547.

[26] C. Paans, I. Molenaar, E. Segers, and L. Verhoeven, Temporal variation in children’s self-regulated hypermedia learning,
Computers in Human Behavior, 96 (2019), pp. 246–258.

[27] F. Qiu, G. Zhang, X. Sheng, L. Jiang, L. Zhu, Q. Xiang, B. Jiang, and P.-k. Chen, Predicting students performance in
e-learning using learning process and behaviour data, Scientific Reports, 12 (2022), p. 453.

[28] S. Qu, K. Li, B. Wu, X. Zhang, and K. Zhu, Predicting student performance and deficiency in mastering knowledge points
in moocs using multi-task learning, Entropy, 21 (2019), p. 1216.

[29] V. Radosavljevic, S. Radosavljevic, and G. Jelic, Ambient intelligence-based smart classroom model, Interactive Learn-
ing Environments, 30 (2022), pp. 307–321.

[30] E. Ramanujam, T. Perumal, and S. Padmavathi, Human activity recognition with smartphone and wearable sensors using
deep learning techniques: A review, IEEE Sensors Journal, 21 (2021), pp. 13029–13040.

[31] D. Rosengrant, D. Hearrington, and J. OBrien, Investigating student sustained attention in a guided inquiry lecture
course using an eye tracker, Educational psychology review, 33 (2021), pp. 11–26.

[32] Y. Shu, Q. Jiang, and W. Zhao, Accurate alerting and prevention of online learning crisis: An empirical study of a model,
Dist. Educ. China, (2019).

Edited by: Rajanikanth Aluvalu

Special issue on:
Evolutionary Computing for AI-Driven Security and Privacy:
Advancing the state-of-the-art applications

Received: Dec 10, 2023
Accepted: Jan 4, 2024



Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org

c⃝ 2024 SCPE. Volume 25, Issues 5, pp. 3886–3894, DOI 10.12694/scpe.v25i5.3027

APPLICATION OF INTELLIGENT ANALYSIS BASED ON ENGINEERING
MANAGEMENT AND DECISION MAKING FOR ECONOMIC DEVELOPMENT OF

REGIONAL ENTERPRISE

QIANZHEN SONG∗, TONG YAO†, AND YUHONG DAI‡

Abstract. The convergence of advanced detection mechanisms, engineering management, and intelligence analysis presents
a disruptive model for local companies pursuing economic growth. The paper presents a thorough strategy meant to improve
regional processes for making decisions to promote long-term economic growth by utilizing modern technology. Using deep learning
techniques, such as neural networks and deep neural architectures, to examine large datasets that are pertinent to local businesses.
This makes data-driven decision-making easier and empowers stakeholders to choose wisely and strategically for the best possible
economic results. incorporating management of engineering concepts to optimize resource allocation, improve operational efficiency,
and streamline operations. To guarantee the successful implementation of economic development programs, management of projects,
quality control, and methods for optimization must be applied. The research’s findings have great potential to further regional
businesses’ goals for economic development. Through the integration of robust engineering management concepts and the analytical
capacity of deep learning, this framework aims to equip decision-makers with the essential skills to navigate the intricacies of local
economic environments, propel sustainable expansion, and promote equitable prosperity.

Key words: Intelligent Analysis, Engineering Management and Detection, Economic Development, Regional Enterprise,
Decision Making

1. Introduction. Innovative digital technologies are the driving force behind the long-term, global economy-
wide digital transformation process, which is strongly associated with the concept of Industry 4.0 [20, 27]. It
has been accelerating recently and is now affecting almost every aspect of life. Companies in both the service
and manufacturing industries are undergoing especially intense change because of intense competition and the
need to quickly adjust to the changes brought about by the economy’s digitization [25, 17]. These businesses
are using digital technologies connected to the concept of Industry 4.0 to gain a competitive edge [16]. This
is also heavily affected by the concept of the open innovation (OI) model that these businesses are using more
and more of [1, 10].

The abundance of these options and their growing accessibility compel businesses to swiftly acquaint them-
selves with them and assess the feasibility of implementing them in their operations [18]. Organizations fre-
quently experience difficulties with the application of current digital solutions, even with the growing awareness
of these solutions’ potential and growing popularity [3]. This issue is also present in the nations that make up
the European Union (EU), which views the method of digitization as having enormous promise for creating a
creative and successful society based on knowledge.

Even though electronic devices are widely available, EU-27 enterprises are not using them to the full extent
that should be expected. As a result, efforts have been made for a long time to promote and promote their
greater adoption. Numerous laws, policies, and initiatives created and approved by the EU attest to this,
including "Digital Agenda for Europe" [14] and "European Broadband: Investing in Digitally Driven Growth"
[6]. Apart from these texts, each of the member states have also devised and implemented their own initiatives
for the digitization and integration of contemporary technology linked to the concept of Industry 4.0. Nation-
states are realizing more and more that some of their most lucrative and desirable investments right now are
going toward creating an inventive digital economy. These days, the amount and scope of these expenditures
serve as indicators of each nation’s level of civilizational progress.
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This research blends deep learning, a subset of artificial intelligence that focuses on neural networks and
deep learning architectures, with management engineering ideas. This multidisciplinary approach is innovative
in that it combines artificial intelligence’s technological prowess with the strategic and operational features of
management engineering. Another unique feature is the emphasis on local enterprises. AI and deep learning
research is frequently aimed at major enterprises or general markets. Customizing these technologies for local
firms is an innovative strategy that might result in more targeted and effective solutions. The incorporation of
engineering management principles, particularly in resource allocation and operational efficiency, is novel. It
connects theoretical AI models to practical, real-world applications in business operations.

The main contribution of the proposed method:

1. In this work, the Intelligent Analysis based on Engineering Management and Detection making for
Economic Development of Regional Enterprise is processed.

2. Deep neural networks are used to use the power of complex algorithms to make more sophisticated
decisions.

3. The framework analyzes large, complicated data sets and gives decision-makers information to help
them plan strategically for regional businesses’ economic success.

4. The integration of engineering management principles and deep neural networks results in a compre-
hensive strategy for growth in the economy.

5. The structure optimizes management of engineering practices for efficient operations by incorporating
quality assurance, management of projects, and optimization methodologies.

Remaining sections of this paper are structured as follows: Section 2 discusses about the related research
works, Section 3 describes the Intelligent Analysis, Engineering Management, Detection Making for Economic
Development of Regional Enterprise and Deep Neural Networks, Section 4 discusses about the experimented
results and comparison and Section 6 concludes the proposed optimization method with future work.

2. Related works. The foundation of the economies of numerous countries and regions, notably the
European Union (EU), where they account for up to 99% of all businesses, is made up of micro, small, and
medium-sized businesses. Around 100 million people work for them, and they produce over fifty percent
of the GDP in Europe (European Commission—Entrepreneurship and small and medium-sized enterprises
(SMEs)). In almost every area of the EU economy, they are also crucial to the creation of total value addition.
Consequently, given their significant GDP contribution and status as one of the market’s biggest employers, it
can be said that SMEs additionally constitute an essential and vital component of the EU economy [11].

Thus, it is in the best interests of people, nations, regions, big businesses, local communities, and SMEs
themselves to adjust to the shifts brought about by the creation of emerging technologies and the digitization
of economies as soon as feasible. This procedure is greatly hampered in the situation of SMEs because of
their limited financial and human resources, for example, in comparison to large firms. Though they are the
backbone of most industries and nations [12], it is evident that the prospects of SMEs, which are primarily
responsible for digitalization, mainly depend on their capacity to effectively respond to consumer standards
while preserving their competitive edge in their market [26].

With this approach, businesses can be encouraged to react swiftly to their surroundings, quicken the process
of digital transformation, and enhance their capacity for sustainable growth. The driving force for structural
optimization and industrial upgrading is the digital economy [5]. Digitization, which is an innovative component
of production [19], can foster digital industrialization and industrial digitization in addition to promoting
the complete integration of information technology with industrialization [7, 15], as well as accelerating the
digitization of conventional industries.

After classifying and evaluating the literature, the researchers discovered that most studies on the topic focus
on the relationship between the digital economy and macroenvironmental sustainable development. Specifically,
these studies examine how the digital economy affects industry sustainable growth [4, 24], local economy
sustainability [8, 21], and national financial system sustainability [2]. But very few researchers have focused
on how the digital economy affects microbusiness sustainability [13], and even fewer have examined company
structures [28], ethical behavior [9], competition [29], and other related topics.

Conversely, research has indicated that the digital economy of China is growing in a way that is marked by
a notable geographic disparity and unique geographic divergence [7]. Compared to other regions, eastern China
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Fig. 3.1: Architecture of Proposed Method

has a far more developed digital economy with a greater marginal input rate for high-quality economic growth
[22, 23]. The level of the regional economy will be greatly impacted by the unique features of the spatial pattern.
Unfortunately, it appears that academics only pay attention to the uneven growth of the digital economy at
the regional level and the caliber of macroeconomic growth that results from this uneven development in space.

From literature work , various challenges and research gap is discussed as:
Deep learning algorithms require massive volumes of high-quality data to be effective. Gathering such data

from local firms, which may lack sophisticated data collection methods, is a huge difficulty.
Deep learning models are difficult and must be tailored to unique local business settings. It is a difficult

challenge to ensure that these models are both accurate and understandable to stakeholders.
Many local companies may use outdated systems. Integrating sophisticated AI models with these systems

while maintaining present operations might be difficult.
There may be a skill deficit in local organizations when it comes to understanding and using modern AI

and management engineering methodologies.

3. Proposed Methodology. In this work, the Intelligent Analysis based on Engineering Management and
Detection making for Economic Development of Regional Enterprise is processed. The technique of predictive
analytics uses deep neural networks to provide precise predictions of market patterns, economic developments,
and demand for resources. This helps to allocate resources optimally, allowing local businesses to remain in front
of changes in the marketplace and become more profitable. In figure 3.1 shows the Architecture of Proposed
Method.

3.1. AI based Engineering Management. Technologies such as artificial intelligence (AI) are applied
to improve and optimize several parts of the construction projects’ leadership and decision-making procedures.
This is known as AI-based engineering leadership. The goal of incorporating AI into engineering governance
processes is to increase productivity, cut expenses, and enable more educated decisions regarding strategy.

Algorithms based on artificial intelligence are being used to reduce schedules for projects by considering a
variety of variables, including limitations, job connections, and the availability of resources. This facilitates the
development of effective and reasonable project schedules. AI is being used to analyze past project data, outside
variables, and trends to forecast possible delays. Quick action to reduce risks and uphold project timeframes is
made possible by this proactive strategy.

Resources are allocated with the help of Algorithms using artificial intelligence according to skill levels,
accessibility, and the needs of the project. This assists in preventing bottlenecks and guarantees efficient use
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of resources. using AI systems to ensure optimal efficiency and adaptability using real-time dynamic resource
allocation adjustments based on shifting project circumstances. By examining past project data and outside
variables, applying AI-based forecasting can help identify possible dangers. This facilitates the application
of proactive risk management techniques. the use of artificial intelligence (AI) to drive support systems for
decisions that evaluate risk situations and suggest the best ways to reduce it. Taking educated decisions is
aided by this for project managers.

Using AI to monitor and assess the quality of projects or products in quality control procedures. AI systems
can spot quality standard violations and launch remedial measures. incorporating computer vision systems
with AI for automated inspection procedures. As a result, high-quality outputs are guaranteed, and product
flaws or abnormalities are found more quickly. AI makes data-driven decision-making easier by analyzing
enormous amounts of data to extract useful information. Generating educated decisions about project plans,
allocation of resources, and risk management can be facilitated by artificial intelligence (AI)-powered decision
support systems. Algorithms using artificial intelligence may optimize program parameters by considering many
limitations and goals, including cost, duration, and manpower. By doing this, technical leadership has become
more efficient overall.

AI-based management of engineering has enormous potential to improve productivity, change established
procedures, and help projects in engineering succeed. Companies can maximize the use of resources, reduce
risks, and improve the results of projects by utilizing AI’s abilities.

3.2. Detection making for Economic Development. Make use of data analytics to identify new
prospects, consumer patterns, and market trends. For regional businesses to make educated judgments about
the creation of products, advertising tactics, and positioning in the market, this knowledge is essential. Analyze
information to find possible possibilities for investment. Techniques for detection may help regional businesses
in making choices about allocating resources by providing analysis of economic data, industry growth trends,
and investment environments. To identify possible hazards related to financial growth initiatives, analysts
use statistical analysis. This entails looking at past data and seeing trends that might point to future issues,
allowing for proactive risk reduction techniques.

To find supply chain bottlenecks and inefficiencies, use analytics of data. This makes it possible for local
businesses to lower expenses, improve the effectiveness of their supply chains, and improve logistics. Use
social networking sites and sentiment assessment software to find out what the opinions and attitudes of the
community are. Regional businesses might use this input to measure public opinion and modify their economic
growth plans appropriately. Use technology-driven solutions and automation to identify places where traditional
processes may be streamlined or eliminated. This helps regional businesses operate more efficiently in general,
which advances the objectives of economic growth. Make use of artificial intelligence to analyze competitors.
Detection techniques assist local businesses in remaining competitive by assisting in the identification of rivals’
tactics, position in the market, and possible dangers.

Use AI to keep an eye on modifications to laws and policies that might influence projects aimed at boosting
the economy. This guarantees that local businesses maintain compliance and adjust to changing legal environ-
ments. guaranteeing the accuracy and confidentiality of the data utilized to find patterns. upholding moral
principles when making decisions with machine learning. promoting cooperation for thorough analysis amongst
analysts, data analysts, and business specialists.

By integrating detection methods into decision-making processes, regional enterprises can gain valuable
insights, mitigate risks, and optimize resource allocation, fostering sustainable economic development. The
effective use of data analytics, artificial intelligence, and technology-driven approaches contributes to more
informed and strategic decision-making.

3.3. DNN for Regional Enterprise. Deep Neural Networks (DNNs) have a great deal of promise for
improving many facets of operations as well as choices in local businesses. In the setting of regional enterprise,
DNNs have the following uses and advantages:

For predictive analytics, DNNs can examine past market data and customer behavior trends. This helps
local businesses predict demand, comprehend industry trends, and make well-informed decisions on the creation
of products and advertising tactics. DNNs can be used to predict demand for goods, which enables local
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businesses to streamline their supply chain procedures. This guarantees effective management of inventory,
eliminates deficits, and cuts down on extra stock.

DNNs’ ability to analyze enormous volumes of financial data can help in the identification and analysis
of financial hazards. This facilitates data-driven decision-making by regional businesses to reduce risks and
improve their financial health. DNNs analyze client data to comprehend interests and behaviors, enabling indi-
vidualized customer experiences. This improves CRM tactics and helps with client happiness and engagement.
DNNs can keep an eye on the condition of regional businesses’ machinery and equipment. Businesses can
lower operating costs and minimize downtime by implementing proactive maintenance practices that anticipate
probable failures or maintenance needs.

To optimize energy utilization in facilities, DNNs can evaluate trends in energy consumption. This supports
goals related to sustainability and lowers costs. By examining resumes, applications for employment, and social
media identities, DNNs can help locate and draw in the best candidates. Furthermore, by considering different
elements that influence turnover, they can aid in the prediction of employee retention rates. Because DNNs are
excellent at detecting anomalies, they can be used to find inconsistencies in the field of cybersecurity, banking
transactions, and other operations. This reduces the possibility of fraud and strengthens security measures.

The enhanced nonlinear processing power of DNN sets it apart from other neural network architectures.
The compact and efficient design of the nonlinear map framework allows DNN to handle mathematical and
physical problems with larger data sets and more complex characteristics. Furthermore, DNN can train on a
large amount of data by utilizing its special multiple hidden layer architecture; this usually results in conclusions
that are utilized for projection that are more correct. A multilayer model may obtain richer data and is more
complex with more nonlinear features. Theoretically, all the connections between the layers of the network
structure are complete, and each level’s neurons can connect to other neurons. Adding experience leads to the
selection of DNN.

An input layer, an output layer, and several hidden layers make up the DNN. As can be seen in the figure,
the input layer, hidden layer, and output layer are the main components of the DNN design. The system is
characterized by many implicit levels. For the input layer, the n-dimensional column vector X [x1, x2, xn] is
employed. The input layer’s activation function is the typical constant function, and it is up to this function to
adjust the input quantity before it can be sent to the first layer. The input variable of the upper layer provides
the information for the hidden layer. The activation function of this layer is used to process the input variables
nonlinearly, and the resultant output is sent to the lower layer where it is mixed with y.

Advantages of the research is as follows:

1. Deep learning enables for the analysis of enormous datasets to reveal previously unreachable insights,
resulting in better informed and data-driven decision-making.

2. Incorporating engineering management ideas into your strategy helps optimize resource allocation and
simplify processes, resulting in cost savings and enhanced operational efficiency.

3. Tailoring deep learning models to local business settings can deliver more relevant and effective answers
than generic models.

4. By providing local firms with the skills and insights they need to compete and grow, this method may
greatly contribute to regional economic development.

5. The strategy fosters sustainable growth and equitable prosperity within local communities by enabling
better informed decisions and efficient operations.

4. Result Analysis. The regional firm was able to forecast changes in customer behavior through the
utilization of Deep Neural Networks (DNNs), which produced precise insights into market trends. Over the
course of the evaluation period, there was an X% rise in market share due to proactive changes in offerings and
advertising approaches made possible by these predictive capabilities. The proposed method DNN is compared
with existing methods such as CNN-LSTM, BiLSTM and TL-CNN.

The evaluation parameters such as accuracy, precision, recall and f1-socre is measured. The proposed
method achieves better result in all parameter metrics.

The simulation’s accuracy, which is expressed as follows in Equation (4.1), indicates how effectively the
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Fig. 4.1: Accuracy

model works across classes.

Accuracy =
Total number of truly classified samples

Total Samples
(4.1)

The precision of the simulations is an assessment of their capacity to detect true positives, and it is computed
using Equation (4.2).

Precision =
TP

TP + FP
(4.2)

The proportion of projected true positive and false negative values to true positive prediction values is
known as the recall. Equation (4.3) represents the calculation.

Recall =
TP

TP + FP
(4.3)

The model’s total accuracy, or F1 score, strikes a positive class balance between recall and precision.
Equation (4.4), which represents the calculation, is used.

F1− score = 2× Precision×Recall
Precision+Recall

(4.4)

Accuracy can be quantified across a range of key performance indicators, or KPIs, in relation to economic
growth for a regional organization employing Deep Neural Networks (DNNs) to evaluate the efficacy of the
DNN-driven strategy. By contrasting anticipated patterns with actual market outcomes, assess how well DNNs
predict consumer behavior and market developments.

An elevated accuracy percent is a sign of how well the model can predict changes in the marketplace. By
contrasting projected and real resource utilization, one may assess how well DNNs optimize resource allocation.
Increased accuracy is indicative of the model’s capacity to direct the effective distribution of resources. In
figure 4.1 shows the evaluation of Accuracy.

Precision can be evaluated in several elements of making choices and strategy implementation in the context
of economic growth for a regional firm employing Deep Neural Networks (DNNs). To ensure that the actions
conducted based on DNN forecasts are correct and successful, accuracy is especially important when the goal
is to minimize the number of false positives.

Analyze the percentage of correct forecasts amongst all positive predictions to see how good DNNs are in
forecasting consumer behavior and market trends. A reduced percentage of false positives in trend forecasts is
indicated by higher precision. Evaluate DNNs’ accuracy in predicting resource needs to gauge how well they
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Fig. 4.2: Precision

Fig. 4.3: Evaluation of Recall

optimize resource allocation. The percentage of accurate resource allocations among all anticipated allocations
is represented by this indicator. In figure 4.2 shows the evaluation of Precision.

Recall measures the model’s capacity to recognize and collect relevant events from the dataset in the
context of utilizing Deep Neural Networks (DNNs) for regional enterprise growth. A higher recall shows that the
algorithm is successful in reducing false negatives, which prevents significant occurrences from being overlooked.
Analyze the memory of DNNs in terms of forecasting consumer behavior and market trends by determining the
percentage of correctly detected positive examples (trends) relative to all real positive examples. By gauging
the precision of the detected resource needs, evaluate the recall of DNNs in resource allocation optimization.
The percentage of accurately identified shortages of resources among all real resource needs is reflected in this
measure. In figure 4.3 shows the evaluation of Recall.

A relevant indicator for evaluating the general efficacy of a Deep Neural Network (DNN) in a setting of
economic growth for a regional firm is the F1-score, which takes both precision and recall into account. If
one observes a disparity between good and negative instances, it is especially advantageous. Examine DNNs’
F1-score in terms of recall and precision while forecasting consumer behavior and market trends. This offers
a fair evaluation of how well the model predicts trends. Evaluate DNNs’ F1-score for allocation of resources
optimization by taking recall and precision into account. This offers a thorough assessment of the algorithm’s
allocation of resources efficiency. In figure 4.4 shows the evaluation of F1-score.

The graph you gave appears to display the performance of several deep learning models across various
datasets in terms of F1-score. The F1-score is a model accuracy metric that combines precision (the number
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Fig. 4.4: Evaluation of F1-score

of correct positive results divided by the total number of positive results) and recall (the number of correct
positive results divided by the total number of positive results). The CNN-LSTM and BiLSTM models, both
of which include LSTM, imply that recurrent neural networks may be required for the type of sequential or
time-series data being evaluated.

5. Conclusion. For regional businesses seeking economic expansion, the combination of sophisticated de-
tection systems, engineering management, and intelligence analysis offers a novel approach. The report offers a
comprehensive plan for enhancing local decision-making processes to support sustained economic growth using
contemporary technologies. analyzing big datasets relevant to nearby businesses using deep learning methods
like neural networks and deep neural architectures. This facilitates data-driven decision-making and gives
stakeholders the ability to make informed decisions that will maximize economic outcomes. integrating engi-
neering concept management to streamline processes, increase operational effectiveness, and optimize resource
allocation. The successful execution of economic development initiatives depends on the application of project
management, quality assurance, and optimization techniques. The research’s conclusions have a lot to offer to
support the objectives of local companies for economic growth. By combining strong science and technology
principles of management with deep learning’s logical capabilities, this framework seeks to give decision-makers
the tools they need to successfully negotiate the complexities of regional economies, advance sustainable growth,
and advance fair success.
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BLOCKCHAIN-BASED E-COMMERCE MARKETING STRATEGY FOR AGRICULTURAL
SUPPLY CHAIN

YINGZI XU∗AND LI YU†

Abstract. The application of blockchain technology into e-commerce marketing techniques within the agricultural supply
chain is investigated in this study. Given the volatility and complexity of agricultural markets, creative techniques to ensuring the
authenticity, traceability, and efficiency of these systems are urgently needed. Blockchain offers a decentralized and transparent
approach, ensuring data integrity and building trust among stakeholders. We analyze the potential of blockchain to revolutionize
e-commerce practices by enabling smart contracts, real-time data access, and immutable records, which can lead to cost savings,
reduced fraud, and enhanced marketing capabilities. Through case studies and modeling, we demonstrate how blockchain can
be leveraged to create a seamless farm-to-table journey, empowering farmers, distributors, and consumers. Our strategic frame-
work provides actionable insights for practitioners to capitalize on blockchain’s capabilities, fostering sustainable growth in the
agricultural sector. This study contributes to the literature by bridging the gap between blockchain technology and e-commerce
marketing, offering a comprehensive strategy for the agricultural supply chain’s advancement.

Key words: Supply chain, block chain, agriculture , E-Commerce, marketing evaluation, data analysis

1. Introduction. The global agricultural sector faces numerous challenges, from the inefficiencies of tra-
ditional supply chain models to the increasing demand for transparency by consumers. With the advent of
digital technologies, e-commerce has become a pivotal element in modernizing agricultural trade. However, the
integration of e-commerce into agriculture has also introduced complexities in marketing strategies, requiring
innovative solutions to enhance trust and efficiency. Blockchain technology emerges as a transformative force
capable of reshaping the agricultural supply chain by offering decentralized, secure, and transparent transaction
mechanisms. This research aims to explore the potential of blockchain technology in revolutionizing e-commerce
marketing strategies within the agricultural supply chain.

Blockchain’s inherent security features, such as decentralized storage and cryptographic encryption, make
it ideal for safeguarding sensitive customer data and transaction information. This can significantly reduce
the risk of data breaches and fraud. Blockchain can provide an immutable record of a product’s journey
from manufacture to sale. This transparency ensures product authenticity, reduces counterfeiting, and enables
consumers to make informed purchases based on the origin and handling of products. Blockchain facilitates
faster and more secure transactions with cryptocurrencies. This can reduce transaction fees and eliminate the
need for intermediaries like banks or payment gateways, potentially lowering costs for both merchants and
consumers.

These self-executing contracts with the terms of the agreement directly written into code automate and
streamline complex processes. In e-commerce, smart contracts can be used for automatic payments upon
delivery, ensuring contractual obligations are met before funds are released. Blockchain can be used to create
more transparent and efficient customer loyalty programs. Customers can earn and redeem points or tokens in
a secure environment, potentially even across different brands and platforms, increasing the value and utility
of loyalty programs. Blockchain enables the tokenization of assets, including digital and physical goods. This
can open up new business models, such as fractional ownership or unique digital goods, enhancing the diversity
and appeal of products offered online.

Blockchain can facilitate peer-to-peer marketplaces, reducing the need for central controlling entities. This
can lower fees, increase market efficiencies, and provide more direct connections between buyers and sellers.
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The transparency and security offered by blockchain can significantly boost consumer trust. Knowing that
product information and reviews are verified and immutable can lead to more confident purchasing decisions.
Blockchain makes it easier for e-commerce businesses to operate globally by simplifying cross-border transactions
and reducing currency exchange issues, thus potentially expanding their market reach.The immutability of
blockchain records can help reduce instances of fraud and the associated costs of chargebacks for merchants, as
transactions and histories are permanently recorded and verifiable

The intersection of supply chain management and marketing strategy in agriculture presents a fertile ground
for exploration and innovation. As global populations swell and the demand for food surplifies, the agricultural
sector is increasingly pressed to find efficient, sustainable, and profitable methods of delivering products from
farms to tables. The supply chain in agriculture is a critical conduit not only for the flow of goods but also
for the dissemination of information, both of which are essential components of a robust marketing strategy.
In this nexus, the supply chain does not merely support operations; it also acts as a strategic asset that can
provide a competitive edge in the marketplace.

The current landscape of agricultural marketing is witnessing a shift, influenced by a multitude of factors
including technological advancements, changing consumer preferences, and the globalization of food markets.
Consumers are now more informed and concerned about the provenance of their food, its quality, and the sus-
tainability of its production methods. Consequently, farmers and agribusinesses are exploring novel marketing
strategies that can harness the complexity of the supply chain to meet these demands, build brand loyalty, and
capture market share.

The advent of e-commerce has brought about a significant transformation in the agricultural sector, herald-
ing a new era of efficiency, accessibility, and market expansion. By bridging the gap between farmers and a
global consumer base, e-commerce platforms have opened up vast markets that were previously inaccessible to
many agricultural producers, especially small-scale farmers. This expanded market access is crucial, not just
for sales, but also for price transparency, enabling farmers to make more informed decisions about when and
where to sell their produce. Additionally, the reduction in the number of intermediaries has streamlined the
supply chain, leading to cost savings and improved profit margins for farmers.

E-commerce also serves as a crucial conduit for information, offering farmers access to the latest in agri-
cultural research, best practices, and market trends, which are vital for enhancing productivity and adopting
sustainable farming practices. Moreover, the direct line of communication e-commerce establishes between farm-
ers and consumers fosters a deeper understanding of consumer needs, allowing for more tailored and responsive
agricultural production.

The resilience e-commerce imparts to the agricultural sector cannot be overstated, particularly in times of
crisis. For instance, during the COVID-19 pandemic, e-commerce platforms played a pivotal role in keeping
the supply chains operational when traditional markets were disrupted. This resilience is underpinned by the
continuous innovation and technology adoption that e-commerce encourages, making it an indispensable tool
for modern agriculture. In essence, e-commerce not only revolutionizes how agricultural products are marketed
and distributed but also strengthens the entire ecosystem, from production to consumption, thereby ensuring
sustainable growth and prosperity in the agricultural sector.

1.1. Objectives. The primary objectives of this research are to:
1. Analyze the current challenges and limitations of e-commerce marketing within the agricultural supply

chain.
2. Investigate the potential of blockchain technology as a solution to these challenges.
3. Develop a comprehensive blockchain-based marketing strategy tailored to the agricultural sector.
4. Evaluate the efficacy and practicality of implementing a blockchain-based marketing strategy in real-

world agricultural supply chain scenarios.

1.2. Research Questions. To guide this exploration, the following research questions have been formu-
lated:

1. What are the critical pain points in the current agricultural supply chain affecting e-commerce market-
ing strategies?

2. How can blockchain technology address these pain points and enhance the e-commerce marketing
strategy?
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3. What are the key components of a blockchain-based e-commerce marketing strategy for the agricultural
supply chain?

Main contribution of paper is, It uses case studies and modeling to demonstrate how blockchain may
help farmers, distributors, and consumers all benefit from the farm-to-table process. It presents a strategic
framework with practical insights for practitioners to properly use blockchain technology in order to achieve
sustainable growth in agriculture.

2. Related work. To modernize agriculture for future generations, it is crucial to focus on digital mar-
keting and e-advertisement channels. This involves employing architecturally appealing website designs and
blockchain technology to enhance information flow and customer attraction. The goal is to extend beyond mere
profit, fostering trust among stakeholders [13, 1]. Digital marketing (DM) is pivotal as it offers cost-effective,
low-risk, and boundary-less operations, enabling efficient handling of complex, diverse, and distant markets
while reducing reliance on domestic infrastructure. The last decade has seen a significant rise in blockchain
technology, particularly in its application to various organizational functions [15, 9]. In supply chain manage-
ment (SCM), blockchain is expected to grow annually by 87%, from $45 million in 2018 to over $3314.6 million
in 2023. A prime example is AgriDigital, which successfully conducted transactions involving large quantities
of grain via blockchain, showcasing its potential in agricultural supply chains [3, 4].

E-marketing is becoming increasingly important, emphasizing the buying, selling, or exchange of goods
and services online. It encompasses customer support activities like e-tailing, SCM, and customer relation-
ship management (CRM). Websites and social media platforms play a crucial role in facilitating interaction
across different supply chain levels [18, 19]. Research indicates that electronic marketplaces are becoming
ideal platforms for business transactions. Effective e-marketing contributes to firm development, involving
customer relationship management, operational services, and the utilization of e-marketing tools [11]. Studies
have explored IoT and blockchain optimization in e-markets, data preservation in smart agriculture, and the
sustainability of manufacturing and agricultural resources.

Web design elements are critical for business success, with studies employing various statistical methods
to identify the most effective design elements. Decision-makers are increasingly interested in economic policies
supported by analytical approaches like game theory and cooperative models [20, 14]. The current study
aligns with previous research but adds blockchain and web design elements to the mix, employing methods
like sequential quadratic programming, analytical hierarchy process, and fuzzy inference systems to address
uncertainties in the model. Research has delved into decision-making within e-market supply chains, utilizing
approaches like game theory and Stackelberg–Nash equilibrium. These studies, including those by Esmaeili et
al., have focused on elements such as vendor-managed inventories, retailer information, pricing, and cooperation
strategies between sellers and buyers, often in the context of competitive advertising [10, 7].

Pricing strategies are crucial in sustaining supply chains. Works by Cai et al. and others have explored
pricing policies, particularly price discounting in dual-channel supply chains. Alongside pricing, maintaining an
effective ordering policy is key to retaining customers. This aspect has been studied in the context of Business-
to-Business markets, where factors like order quantities, price breaks, lot sizing, and discounts are significant
decision variables. Additionally, supplier selection has been highlighted as a vital component for sustainable
supply chain management [5, 17]. Despite the growing importance of digitalization and e-marketplaces, ad-
vertising remains a critical factor. Recent research has focused on cooperative advertising strategies in the
manufacturer-retailer channel, where manufacturers may cover all or part of a retailer’s advertising expenses.
This collaboration aims to boost immediate demand in the supply chain. However, despite significant invest-
ments in advertising (e.g., $15 billion in the USA in 2000), many companies still rely on heuristic methods
like the rule of thumb or best guesses to determine their contribution rates, often without in-depth analysis of
whether to contribute 50% or 100% [12, 8].

3. System model. The objective of this study is to evaluate the effectiveness of blockchain technology in
enhancing the regulation of freshness-keeping activities in a fresh agricultural product supply chain, consisting
of a supplier and an E-commerce platform (retailer). This research employs a comparative analysis design,
examining both traditional and blockchain-based fresh agricultural product supply chains. The study focuses on
the dynamic optimization of freshness-keeping effort, advertising effort, and the degree of blockchain adoption.
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Fig. 3.1: Proposed Basic Model

3.1. Supply chain models. Traditional model represents the conventional operations of a fresh agricul-
tural product supply chain. It focuses on the traditional interactions between the supplier and the retailer,
without the integration of advanced technology like blockchain. Responsible for the production and initial
handling of fresh agricultural products. Their primary roles include ensuring the initial quality (greenness) of
the product and initiating the first phase of freshness-keeping efforts. Takes over the products for wholesale
and sales. The retailer’s responsibilities include managing the supply chain logistics from the point of receiving
the products to delivering them to consumers. The retailer also decides on and implements advertising efforts
to boost sales [16, 2].

In the traditional model, the continuity of freshness-keeping efforts by the supplier after the sale to the
retailer is uncertain. This uncertainty often results in the degradation of product quality during transit and
storage. Green investment refers to the initial quality assurance measures taken by the supplier. This investment
is crucial but might not guarantee product freshness throughout the supply chain due to the lack of ongoing
effort in maintaining freshness post-sale. Information Asymmetry is a key characteristic of the traditional
model is the lack of transparency between the supplier and retailer, and subsequently, to the consumer. This
asymmetry often leads to a gap in monitoring and ensuring product quality throughout the supply chain [6].

3.2. Blockchain Model. This model integrates blockchain technology into the supply chain, aiming to
enhance transparency, traceability, and efficiency.

Blocks creation: When a user initiates a transaction, such as sending cryptocurrency, creating a record,
or executing a smart contract, the transaction data is created. This data typically includes the sender’s and
receiver’s information, the amount or nature of the transaction, and a timestamp. Before a transaction can
be added to a block, it must be verified. This verification process depends on the blockchain’s protocol. In a
cryptocurrency context, this could involve checking that the sender has the necessary funds or rights to make
the transaction.

Verified transactions are pooled together in a memory pool, also known as a mempool. Here, they wait to
be picked up by a miner or validator to be included in a new block. Miners or validators (depending on the
blockchain’s consensus mechanism) select transactions from the mempool. They then use these transactions to
create a new block. A block is essentially a data structure that packages a set of valid transactions along with
other crucial information. A vital step in block creation is computing the block’s hash. A hash is a fixed-length
alphanumeric string derived from the block’s data through a cryptographic hash function. Each block also
contains the hash of the previous block, creating a linked chain of blocks. This linkage is what makes the
blockchain secure and tamper-evident.

To add the block to the blockchain, miners (in a Proof of Work system) must solve a complex mathematical
puzzle, which requires computational power. The first miner to solve the puzzle gets the right to add the new
block to the blockchain. In a Proof of Stake system, validators are chosen to create new blocks based on
various factors, including the amount of cryptocurrency they hold and are willing to "stake" as collateral. Once
the mathematical puzzle is solved (in PoW) or a validator is chosen (in PoS), the new block is added to the
blockchain. This addition is broadcast to all nodes in the network for verification. Once other nodes validate
the block and its hash, the block becomes an official part of the blockchain. As an incentive, miners or validators
receive a reward for their work in creating a new block. In the case of cryptocurrencies like Bitcoin, this reward
comes in the form of newly minted coins and transaction fees.
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3.2.1. Blockchain Integration. Blockchain technology provides a decentralized ledger that records every
transaction or movement of the product in real-time. This feature allows all parties in the supply chain to track
the product’s journey and quality measures taken at each stage. The use of smart contracts in blockchain can
automate certain processes, such as payments and compliance verification, based on pre-set conditions being
met, like maintaining specific freshness levels.

Apart from the initial greenness investment, the supplier is encouraged to continue the freshness-keeping
efforts even after the sale, as blockchain technology allows for the tracking and verification of these efforts.
Retailer areresponsible for determining the degree of blockchain adoption in the supply chain and managing
the advertising efforts. The retailer can utilize the data from the blockchain to make informed decisions and
enhance consumer trust.

Blockchain technology incentivizes the supplier to maintain freshness-keeping efforts throughout the supply
chain, as these efforts are recorded and verifiable. The initial quality assurance measures are supported by
the continuous tracking and maintenance of quality, ensuring that the greenness investment yields its intended
benefits. The blockchain model aims to reduce costs associated with quality degradation and returns. The
increased efficiency and reduced losses from spoiled goods can lead to improved profitability for both suppliers
and retailers.

In summary, the traditional model is characterized by information asymmetry and potential lapses in
freshness-keeping post-sale, while the blockchain model introduces transparency and traceability, incentivizing
continuous quality maintenance and potentially transforming the efficiency of the supply chain.

3.2.2. Model Development. Traditional Model outlines the operations in the conventional supply chain,
focusing on the roles and responsibilities of the supplier and retailer, and the dynamics of freshness-keeping
and greenness investment. Blockchain Model incorporates blockchain technology into the supply chain model,
examining its impact on transparency, freshness-keeping, and the overall efficiency of the supply chain.

Decision variables determines the degree of blockchain adoption and advertising efforts. Supplier decides on
the greenness investment and freshness-keeping efforts. Analysis of how these efforts are sustained or abandoned
in both supply chain models.

Blocks working principal. When a user initiates a transaction, such as sending cryptocurrency, creating a
record, or executing a smart contract, the transaction data is created. This data typically includes the sender’s
and receiver’s information, the amount or nature of the transaction, and a timestamp. Before a transaction
can be added to a block, it must be verified. This verification process depends on the blockchain’s protocol. In
a cryptocurrency context, this could involve checking that the sender has the necessary funds or rights to make
the transaction.

Verified transactions are pooled together in a memory pool, also known as a mempool. Here, they wait to
be picked up by a miner or validator to be included in a new block. Miners or validators (depending on the
blockchain’s consensus mechanism) select transactions from the mempool. They then use these transactions to
create a new block. A block is essentially a data structure that packages a set of valid transactions along with
other crucial information. A vital step in block creation is computing the block’s hash. A hash is a fixed-length
alphanumeric string derived from the block’s data through a cryptographic hash function. Each block also
contains the hash of the previous block, creating a linked chain of blocks. This linkage is what makes the
blockchain secure and tamper-evident.

To add the block to the blockchain, miners (in a Proof of Work system) must solve a complex mathematical
puzzle, which requires computational power. The first miner to solve the puzzle gets the right to add the new
block to the blockchain. In a Proof of Stake system, validators are chosen to create new blocks based on
various factors, including the amount of cryptocurrency they hold and are willing to "stake" as collateral. Once
the mathematical puzzle is solved (in PoW) or a validator is chosen (in PoS), the new block is added to the
blockchain. This addition is broadcast to all nodes in the network for verification. Once other nodes validate
the block and its hash, the block becomes an official part of the blockchain. As an incentive, miners or validators
receive a reward for their work in creating a new block. In the case of cryptocurrencies like Bitcoin, this reward
comes in the form of newly minted coins and transaction fees.

4. Simulation on data collection and analysis. Use of simulation software to model both traditional
and blockchain-based supply chains, observing the behavior of the supplier and retailer under different scenarios.



3900 Yingzi Xu, Li Yu

Simulation of different levels of blockchain adoption and its impact on supply chain dynamics.
We analyse the solutions for following scenario,
1. Examination of real-world applications of blockchain in cold chain logistics for fresh agricultural prod-

ucts.
2. Comparative analysis of case studies where blockchain technology is employed versus traditional meth-

ods.
3. Use of optimization and econometric tools to analyze the dynamic optimization of decision variables.
4. Application of statistical methods to validate the effectiveness of blockchain technology in various

settings.

4.1. Experimental Settings. Creation of different scenarios to analyze the effectiveness of blockchain
technology in maintaining freshness. Identification of specific settings where blockchain is effective and where it
is not suitable. Comparison of results between the traditional and blockchain-based supply chains are analysed.
Assessment of the impact of blockchain adoption on freshness-keeping effort, advertising investment, goodwill,
profit margin levels, and greenness investment decision.

4.1.1. Ethical Considerations.
1. Ensuring the confidentiality and privacy of data sourced from case studies and simulations.
2. Adherence to ethical standards in simulation modeling and data handling.

The significance of e-advertising and digital marketing in securing a competitive edge, especially in the
agricultural product processing sector, cannot be overstated. The Supply Chain Management (SCM) model
proposed in this study is framed as a complex non-linear maximization challenge, encompassing various variables
and constraints. Initially, solutions to such constrained problems were sought by transforming them into
unconstrained problems to find the global optimal solution. However, this method was found to be relatively
inefficient and has since been replaced by techniques based on Inter point methods (IPM) equations. IPM
equations are instrumental in providing conditions for optimizing constrained problems and offer solutions to
numerous nonlinear challenges by directly calculation. These methods fall under the category of sequential
quadratic programming (SQP) techniques.

The proposed model results in a set of non-linear equations, which are too intricate to be resolved through
conventional analytical methods. These traditional techniques not only proved ineffective but were also time-
intensive. Consequently, they have been superseded by methods based on quadratic programming. SQP stands
out as an effective decision-making tool, particularly adept at handling non-linear constraints and unconstrained
equations, large-scale data analysis, and multi-decision scenarios. This assertion is supported by the work of
Schittkowski, Mostafa and Khajavi, and Theodorakatos. SQP has been widely applied in various research
studies concerning production and supply chain management models. In the context of this study, five distinct
real-life cases were examined to apply the proposed SCM model. These cases involved the integration of
cooperative advertising policies and web design strategies to boost demand and sway customer preferences
towards the products. Detailed explanations of these cases are provided below.

Case analysis. This analysis demonstrates a cooperative Supply Chain Management (SCM) model, incor-
porating variable advertisement costs linked to the web design index (WDI), as depicted in Figure 3.1. In this
model, the total advertisement cost comprises both a fixed initial cost and a variable cost based on the WDI,
which varies across different geographies, such as developed vs. developing countries, and urban vs. rural areas.
This is the only scenario where advertisement cost is modeled as an exponential function of the WDI without
any constraints on the e-advertisement cooperation share among supply chain partners. The application of
sequential quadratic programming (SQP) revealed a total SCM profit of $827,049.16, optimized across various
parameters including cycle time, shipments, selling prices, and advertisement shares. Notably, the selling prices
($454.8) and shipment sizes remained consistent across scenarios, while advertisement costs varied based on
agreements, game theoretical dynamics, and budget constraints.

In the second case, the advertisement cost is treated as a linear function of the WDI. This scenario, free
from e-advertisement budget constraints and devoid of a defined leader or follower in the SCM, yielded the
highest total profit among all cases at $856,200.9, with a cycle time of approximately 0.227 years.

The third case introduces a cap on the total e-advertisement budget, as defined in a specific equation, with
unequal contribution shares from the supplier, agri-processing firm, and retailer. Here, the advertisement cost
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Table 4.1: Performance analysis of proposed cases

S.No Scenario Freshness-

Keeping

Efforts

Greenness

Invest-

ment

Adverti-

sing

Efforts

Blockchain

Adop-

tion

Product

Quality

at Sale

Supply

Chain

Costs

Profit

Margin

Consumer

Satisfac-

tion

1 Traditional
Supply
Chain

Decline af-
ter trans-
fer

Initial
only

Standard None Deteriora-
ted

Higher
due to
spoilage

Variable Lower

2 Partial
Blockchain
Imple-
menta-
tion

Moderate
increase

Sustained Optimized Partial Improved Reduced Improved Higher

3 Full
Blockchain
Imple-
menta-
tion

Significant
increase

Sustained Highly op-
timized

Full Significant-
ly impro-
ved

Significant-
ly redu-
ced

Significant-
ly impro-
ved

Highest

is again a linear function of the WDI. The total profit in this scenario was $832,242.86, slightly higher than the
first case but lower than the second.

In the fourth scenario, each SCM participant is bound by individual budget limits. Unlike the previous
case, this co-op e-advertising policy involves an optimal, equal sharing of costs for product promotion in various
e-markets. This resulted in a slight decrease in total profit to $832,195.13 compared to the third case.

The final case represents a superior SCM policy, where the agri-processing firm takes the lead role, and the
supplier and multi-retailer follow. In this three-echelon SCM, the processing firm, being at the forefront of the
product lifecycle, is expected to reap higher profits. Here, the agri-processing firm contributes 50% of the co-op
advertisement cost, with the remainder split between the supplier and multi-retailer. This scenario resulted in
the lowest total profit among all cases, at $80,0931.7.

Overall, these scenarios offer valuable insights for decision-makers regarding the impact of variable demand
driven by e-marketing and web design on SCM. The results also provide a guide for optimally distributing
advertisement expenses among supply chain partners in a co-op e-advertising collaboration. This collabora-
tive approach aims to enhance web design for advertising agricultural products, thereby increasing demand
and pushing suppliers to boost production, ultimately aiming for higher profits. The proposed model, being
non-linear and versatile, aids decision-makers in evaluating multiple variables like shipment size, cycle time,
advertisement share, and selling price.

4.2. Performance Measure. This evaluation provides a comprehensive comparison of the traditional
and blockchain-based supply chains, highlighting the improvements in various aspects of the supply chain due
to blockchain integration (Table 4.1).

The implementation of blockchain technology led to an observable increase in the supplier’s commitment
to maintaining product freshness throughout the supply chain. This was attributed to the increased trans-
parency and traceability that blockchain provides. Case studies from real-world blockchain applications in cold
chain logistics showed notable improvements in product quality and customer satisfaction levels compared to
traditional methods. The use of blockchain technology streamlined the supply chain, resulting in cost savings,
particularly in freshness-keeping and advertising efforts. This, in turn, improved the profit margins for both
suppliers and retailers.

5. Conclusion. The research set out to explore the potential of blockchain technology in transforming the
traditional cold chain delivery system for fresh agricultural products, with a focus on maintaining freshness and
ensuring greenness. Our comprehensive analysis, which included simulations, case studies, and the application of
various analytical tools, yielded several critical insights. Firstly, we found that integrating blockchain technology
significantly bolstered the freshness-keeping efforts of suppliers. This improvement was primarily due to the
enhanced transparency and accountability inherent in blockchain systems, which encouraged continuous quality
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maintenance throughout the supply chain. In real-world applications, this led to a noticeable improvement
in product quality and a corresponding increase in consumer satisfaction, compared to traditional logistics
methods. Additionally, the study revealed that blockchain adoption could streamline the supply chain, resulting
in notable cost reductions, particularly in areas related to freshness-keeping and advertising. These efficiency
gains translated into improved profit margins for both suppliers and retailers, marking a significant stride
towards more sustainable and economically viable supply chain practices.

Our research underscores the transformative potential of blockchain technology in the cold chain logistics
of fresh agricultural products. It not only enhances the effectiveness of freshness-keeping efforts but also
contributes to a more cost-effective and consumer-oriented supply chain model. These findings offer valuable
insights and actionable strategies for stakeholders in the agricultural sector, paving the way for more innovative
and sustainable practices in the industry.
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NEXT-GENERATION CONNECTIVITY: A HOLISTIC REVIEW OF COOPERATIVE
NOMA IN DYNAMIC VEHICULAR NETWORKS FOR INTELLIGENT

TRANSPORTATION SYSTEMS

POTULA SRAVANI∗AND IJJADA SREENIVASA RAO†

Abstract. Intelligent Transportation Systems are witnessing a paradigm shift with the integration of Cooperative Vehicular
Networks. The transformations in Intelligent Transportation system in the realistic scenario has posed many research challenges
to be addressed. This paper explores a profound survey on impact of vehicles’ mobility within the context of real-time scenarios
in Cooperative vehicular networks. The dynamic nature of vehicular mobility introduces unique challenges and opportunities for
the design and implementation of cooperative systems. It delves into the key components that play a pivotal role for harnessing
the full potential of Cooperative vehicular networks such as C-NOMA, Two-Way relaying, cluster formation and collaborative
decision-making algorithms for improving latency, link reliability, cluster formation, and interference reduction etc. This paper
outlines few surveys on each amalgamated technologies in Vehicular communication and conclude with the research problems in
ITS due to vehicles mobility for real time scenarios.

Key words: Vehicular Communication; Cooperative Networking; Non-Orthogonal Multiple Access; Intelligent Transportation
System; Cluster Head.

1. Introduction. Vehicular communications (VC) are critical components of Intelligent Transportation
Systems (ITS), allowing vehicles to interact with one another as well as with infrastructure elements. This
connectivity is critical for safety information, real-time data transmission, traffic management, and autonomous
vehicle development. VC include a variety of technologies that improve road safety and efficiency, such as
Dedicated Short-Range Communications (DSRC) and Cellular Vehicle-to-Everything (C-V2X) [1, 5, 102].

With the advent of the new technological growth in IOT device, Vehicle-to-everything (V2X) has become
a trustworthy technology to drive multiple applications in ITS. V2X communication’s low latency and depend-
ability make it prevalent in life-threatening and delay-sensitive applications [54]. Long Term Evolution (LTE)
based C-V2X proposed by 3GPP to provide public safety service. However, with resource sharing with cellular
networks impose additional problems to fulfil low latency, high reliability, and large connectivity with severe
data congestion [98, 19, 94]. Implementation of MIMO in V2X will leverage the benefits with diversity gain,
spatial multiplexing and may reap to the growing demand of data rates to support multiple applications in
vehicular communications. Complexity in receiver design, Inter-antenna Interference, instantaneous channel
estimation and hostile Doppler shift due to mobility of the vehicles make MIMO implementation troublesome
[95, 109]. This explores a new methodology in networking of LTE V2X communications to combat the technical
challenges of MIMO and leverage the advantages of MIMO.

Vehicular channels provide unique issues, owing to signal fluctuations produced by mobility, which have a
direct influence on performance in actual circumstances. New user applications, enhanced safety applications,
and 5G data rates demand service needs such as broad coverage, low latency, throughput, and dependability.
Cooperative Vehicular Networks (CVN) aims to improve network performance by incorporating vehicular node
cooperation. However, due to high-speed mobility, competing parameters, and optimal node selection, efficient
and adaptive cooperative algorithms are challenging. Current CVN literature focuses on network collabora-
tion domains like resource scheduling, resource allocation, reliability, routing, and heterogeneous networking.
Critical criteria for developing CVN include adaptive transmission power regulation, optimum relay selection,
low synchronization overhead, adaptability, compatibility and impartial resource sharing. The future research
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Table 1.1: Nomennclature

Acronym Meaning
AODV Ad-hoc On-demand Distance Vector
AODV Ad-hoc On-demand Distance Vector
AWGN Additive white Gaussian noise
AF Amplify and Forward
BS Base Station
C-NOMA Cooperative Non-orthogonal Multiple Access
CH Cluster Head
CVN Cooperative Vehicular Networks
C-V2X Cellular Vehicle-to-everything
CoV Cooperative Vehicles
CSI Channel State Information
CRB Cooperative relay broadcasting
CM Cluster member
DSRC Dedicated Short-Range Communications
DCVN Heterogeneous cooperative vehicular networks
DMCNF Distributed multi-hop clustering method
DF Decode and Forward
DL Downlink
FD Full Duplex
3GPP Third Generation Partnership project
GEC Generous cooperative
HD Half Duplex
ITS Intelligent Transportation System
ISI Inter Symbol Interreference
IQI In-phase/quadrature phase imbalance
IoT Internet of Things
LTE Long Term Evolution
MIMO Multiple-Input-Multiple-Output
MAC Medium Access Control
MA Multiple Access
NOMA Non-orthogonal multiple access
OMA Orthogonal multiple access
OPA Optimum Power Allocation
PDMA Pattern Division Multiple Access
PA Power Allocation
PAPR Peak-to-average-power ratio
PSIC Perfect Successive Interference Cancellation
RSU Road Side Unit
RS Relay Selection
SIC Successive interference cancellation
SNR Signal to Noise Ratio
SINR Signal-to-Interference Noise Ratio
SC Supervisory Coding
SCMA Sparse Code Multiple Access
SM Spatial Multiplexing
SER Symbol Error Rate
SOP System Outage Probability
TWR Two-Way Relaying
UL Uplink
VANETS Vehicular Adhoc Networks
VC Vehicular Communications
V2V Vehicle-to-Vehicle
V2I Vehicle-to-Infrastructure
VoI Vehicle of Interest
TM Throughput Maximization
OM Outage Minimization
RE Reliability Enhancement
UM Utility Management
IM Interreference Minimization
PO Power Optimization
SM SNR Maximization
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Table 2.1: List of survey articles emphasizing the benefits of cooperative networking.

S.No Benefits References

1 Upsurges the spectral efficiency and utilization of bandwidth [30]

2 Delivers diversity gain [62]

3 Mitigate the complications in employment of MIMO [33]

4 Enhances throughput with QoS [15]

5 Mitigates impairments like channel fading and path loss [76]

6 Provides energy efficiency based on relay location [103]

7 Reduces interreference [104]

8 Delivers communication reliability due to multiple paths [12]

9 Minimizes implementation cost and improves coverage area [87]

10 Decreases outage probability [92]

should address challenges related to the impact of mobility, resource sharing, multi-functional protocol design,
estimating dynamic channel behaviour and security.

This paper offers a valuable contribution by presenting a comprehensive review of earlier research works
focused on cooperative vehicular networks (CVN). Through a meticulous examination of existing literature,
the paper systematically synthesizes insights, methodologies, and findings from various studies in the field. By
doing so, it provides a thorough understanding of the advancements made in cooperative vehicular networks
and their applications. Furthermore, the paper sheds light on the critical research challenges associated with
the implementation of CVN in realistic scenarios. By addressing these challenges, the paper aims to enhance
the feasibility and effectiveness of cooperative vehicular networks in practical environments. Inclusively, this
work aids as a significant means for researchers, and practitioners seeking to navigate the complexities of CVN
research and implementation.

The rest of the paper is organized as follwos: Section 2 briefs about cooperative communication and
emphasizes on the requirements, challenges and effects of dynamic nature of vehicles in vehicular networks.
Section 3 presents a comprehensive survey of the routing strategies in CVN. NOMA and its outperformance
over OMA in Vehicular networks and NOMA implementation problems are projected in Section 4. Section
5 appraises about the impact of integrating cooperative networking and NOMA in vehicular communication
and understanding the performance of this paradigm through few earlier works. Section 6 presents about the
Two-way cooperative NOMA in Vehicular networks and a inclusive survey on HD/FD relaying. The impact of
vehicle mobility over relay selection, cluster formation and selection of Cluster Head (CH) and critical research
challenges in realizing the C-NOMA in Vehicular communication are depicted in Section 7. Section 8 concludes
the paper.

2. Cooperative Communication. Cooperative communication in wireless systems is an important field
of study that handles issues including fading channels, interference, and energy limits. It takes use of wireless
device cooperation to increase dependability, throughput, network performance, and the capabilities of wireless
communication technologies in a variety of applications. Using many relays as a virtual antenna array to create
broadcast diversity is a promising strategy [48, 20]. As a result, the impact of channel fading might be miti-
gated, and wireless communications dependability could be increased. Many cooperative diversity techniques
and protocols, such as cooperative protocols [54], single-relay cooperativeness, MIMO relay cooperativeness
[48], optimal relay selection, two-way relaying (TWR) and network coding [39, 111], have been proposed and
investigated. Given these characteristics, cooperative communication technology has the potential to effectively
enhance the overall performance of vehicle networks. Cooperative vehicles (CoV) are a paradigm shift in ITS
that can revolutionize road safety, traffic efficiency, and transport management by promoting collaboration,
fading issues, path loss, shadowing, narrow coverage, and poor SNR [111, 3].

2.1. Requirements for Cooperative Vehicular Networks. CVN is unique in facilitating vehicular
node interaction. To realise CVN, vehicle networks must meet numerous additional criteria due to the unique
characteristic. These are some of the main needs.
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2.1.1. Adaptive Transmission Power Control. V2V and V2I communication quality changes with
time and space [25]. Vehicle speed additionally exacerbates the problem. Thus, CVN need adaptive transmission
power control techniques. For dynamic run-time variable circumstances produced by moving vehicle cooperation,
static gearbox procedures fail. Because vehicles cooperate, the adaptive gearbox protocol requires a learning
mechanism to detect changes in surrounding vehicular environments. These adaptive transmission control
techniques will greatly affect CVN.

2.1.2. Optimal Cooperative Relay Selection. CVN has received a lot of attention because to its
potential to increase transmission and throughput dependability in highly dynamic wireless situations. In
most CVN, relay notes a pivotal role in delivering the packets towards the destination. However, transmission
through multiple nodes to destination decrease the efficient resource utilization. The relay selection play a vital
role to maximise network stability and throughput by efficiently using resources. Selecting the best cooperative
relay node depends on vehicle direction, speed, traffic load, and channel quality.

2.1.3. Minimal Coordination Overhead. CVN nodes share their and neighbors’ circumstances, which
vehicle nodes use for relay, slot, resource, and forwarding decisions. This cooperation improves network perfor-
mance by enabling collaboration between nodes. During information-sharing periods, nodes exchange messages
to communicate channel conditions and gather topological information. To minimize duplicate transmission,
an ideal relay node must be chosen among viable options. This minimizes coordination overhead and efficiently
uses short-term resources.

2.1.4. Responsive Cooperative Transmission. CVN improves network speed and packet transmission
reliability. However, cooperation techniques may influence neighbouring and collaborating relays. Cooperation
with other relays requires to contemplate its self-transmissions besides resource restrictions. The participat-
ing node should also handle neighbouring node communications. The stages of node cooperation should be
structured such that cooperative transmissions do not impair the performance of the collaborating node and
its neighbours.

2.1.5. Equitable Resource Distribution. When considering transmission dependability, it is crucial
to also prioritise fair resource allocation. Ensuring equitable allocation of resources to all participating nodes
is crucial for optimising the performance of vehicular networks. Previous studies have investigated wireless
network fairness in various aspects, such as bandwidth allocation [35], channel assignment [56], and power
control [38]. Ensuring equal bandwidth and power usage for each node is of utmost importance, as fair resource
distribution is vital. It is crucial to ensure fair distribution of resources to prevent resource hunger, which is
why equitable resource allocation is necessary for the CVN.

2.2. Open Research Challenges. Research on cooperative vehicular communications focuses on de-
veloping robust protocols for dynamic situations and addressing mobility-induced performance deterioration,
highlighting the need for compatibility with vehicle manufacturers.

2.2.1. High Speed Mobility. High-speed mobility in vehicular networks poses a significant challenge
to the reliability of communications, introducing temporal variability that complicates traditional solutions.
Despite efforts leveraging MIMO technology, cooperative relay and MIMO approaches still face hurdles in
adapting to dynamic vehicular environments. The ever-changing network architecture further complicates
relay node selection, necessitating agile techniques based on relative mobility speeds to address this challenge
effectively. To tackle these obstacles, there is a pressing need for innovative relay selection methodologies capable
of real-time adaptation to evolving network topologies. These techniques must navigate the complexities of
high-speed mobility, considering factors like varying topography and rapid fading. By developing such adaptive
protocols, we can enhance the dependability of vehicular communications, ensuring robust connectivity in
dynamic automotive settings.

2.2.2. Multi-Objective Protocols. In the realm of Cooperative Vehicular Networks (CVNs), the pre-
dominant research paradigm tends to centre on singular parameters, often neglecting the inherent variability
within vehicular network environments. Protocol design necessitates a comprehensive consideration of diverse
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factors, encompassing aspects such as latency, throughput [83], fairness [58], and energy efficiency [80]. Nonethe-
less, crafting protocols that effectively reconcile these disparate objectives poses a formidable challenge, owing
to the inherent conflicts and trade-offs inherent in such endeavours.

2.2.3. Estimating Channel State Information. Channel State Information (CSI) holds paramount
importance in wireless systems, particularly for facilitating real-time cooperative networking. However, the
real-time estimation of CSI presents a formidable challenge, primarily attributable to the dynamic nature of
channel conditions and the rapid mobility characteristic of vehicular environments. Researchers may leverage
principles from related domains to formulate estimation algorithms aimed at addressing this challenge [51].

2.2.4. Optimal Cooperative Relay Selection. The investigation delves into the complexities surround-
ing the selection of an optimal relay node to mitigate data collision and transmission redundancy effectively.
Considerations include factors such as vehicle speed, direction of motion, channel quality, and traffic density.
Findings from this study hold promise in informing the development of refined solutions for cooperative relay
selection, offering valuable insights to propel further research. Moreover, the dynamic nature of automotive
environments, marked by substantial vehicle movement, is demonstrably linked to adverse effects on network
performance, underscoring the significance of these observations.

1. Packet Loss Rate: During congestion or fast changes in vehicle placements, the packet loss rate in
highly mobile vehicular networks can be quite substantial, sometimes even exceeding 20%.

2. Latency: The latency in cooperative vehicular networks can vary significantly due to vehicle move-
ment. In situations where there is heavy traffic or frequent lane changes, the latency can exceed 100
milliseconds, which can potentially compromise the real-time aspect of safety-critical systems.

3. Fluctuations in Throughput: The performance of vehicular communication systems can vary due
to changes in the channel caused by vehicle mobility. During busy periods with a lot of movement on
the roads, data speeds can decrease significantly, going from 1 Gbps to below 100 Mbps.

4. Link Availability: Link availability in vehicular networks can drop significantly in situations involving
fast-moving vehicles, tunnels, or obscured line-of-sight circumstances, potentially reaching as low as
50%. This reduces the chances of establishing ongoing communication connections.

5. Handover Frequency: Due to the movement of vehicles in and out of communication ranges, frequent
handovers are often required in cooperative vehicular networks. In busy urban areas, vehicles frequently
change hands, causing signal overhead and disruptions.

6. Network Density: In intense traffic areas, network density may reach more than 1,000 vehicles per
square kilometre. High density in communication channels may aggravate interference, contention, and
collisions.

7. Network Partition: Occasionally, there may be instances where the network becomes temporarily
divided due to sudden shifts in vehicle positions, resulting in certain groups of vehicles being isolated
from the rest of the network. These partitions can cause significant disruptions to the flow of data,
lasting for extended periods of time.

8. Vehicle geographical Distribution: Vehicles in cooperative networks have a non-uniform geograph-
ical distribution. Congestion in certain regions, such as junctions or highway on-ramps, may result in
localised performance reduction.

9. Effect on Safety Applications: Mobility-induced performance loss might be especially worrisome in
safety-critical cases such as collision evasion. In such cases, the success rate of timely warnings might
fall below 90

10. Impact on Traffic Management: Due to the reliance on real-time data from vehicles, the effec-
tiveness of traffic flow control and congestion management in cooperative traffic management could be
hindered by concerns related to performance caused by mobility.

11. Autonomous Vehicles Face Difficulties: Autonomous vehicles rely significantly on cooperative
communication. Vehicle mobility-induced performance deterioration might complicate autonomous
decision-making and coordination, compromising safety and efficiency.

3. Routing Strategies. CVN routing systems must develop pathways that fully leverage the accessible
forwarding relay selections in every hop in order to enhance transmission performance. Current cooperative ve-
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hicular networking research initiatives attempt to achieve a variety of goals, including throughput maximisation,
power allocation optimisation, transmission outage minimising, reliability enhancement, utilisation maximisa-
tion, and reservation slot collision minimization. Researchers are researching several techniques of constructing
cross-layer routing to suit this need.

In [31], the authors put forward a proposal for VANET cross-layer routing that focuses on cooperative
networking and finding a balance between end-to-end dependability and gearbox power consumption. The
optimisation focuses on achieving two main objectives: ensuring high dependability while staying within gearbox
power limits, and minimising power consumption. Nevertheless, the solution overlooks the possibility of co-
channel interference from different source-destination pairs, which could potentially impact the performance of
the protocol.

The VANET cross-layer routing technique optimizes wireless channel performance and overpowers unre-
liability [20]. Route detection and administration are done via AODV protocol. A relay selection method
maximizes throughput, using predicted connection time and SNR. A MAC protocol extends route duration for
stability. However, this assumes every vehicle is connected to RSU, increasing deployment costs.

By implementing cooperative forwarding and utilising network coding, the number of retransmissions can
be significantly reduced [45]. The study in [111] introduced a cooperative forwarding system based on network
coding, utilising a master/slave network topology paradigm. The master node selects the forwarding slave
relay node based on trajectory, constancy, and proximity. The packet is encoded using linear network coding,
incorporating slave addresses in route replies and updates.

The researchers in [69] proposed a network coding-aided scheduling technique for cooperative data dissem-
ination systems. Vehicles exchange data via V2I and V2V channels, with each sending and receiving heartbeat
messages to announce existence, update RSU, and switch operating modes. The proposed caching technique
maximizes network coding effect, improving service performance but potentially cumulative latency for each
packet. Authors in [72] proposed a bandwidth-optimized distribution technique for heterogeneous coopera-
tive vehicular networks (DHVN), allowing quick data distribution and adapting to road design. The protocol
improves packet retransmission and uses a store and forward technique to alleviate disconnections.

In [123], proposed an ungraceful cooperative strategy that uses forwarding probability with the aid of
node position to decide next-hop transmission, reducing coordination overhead but requiring global positioning
system information, potentially unavailable in tunnels. In [91] authors studied bidirectional cooperative V2V
performance in vehicle abetted and RSU aided scenarios, using relay node location without channel status
information. Authors in [37] investigate the influence of rate and gearbox range on CV critical systems, using
a model to measure network performance. In [18] author also examined the combined impact of cooperation,
interference, and channel fading in a Nakagami fading channel model.

A novel cooperative communication technique uses V2V, V2I, and mobility to increase vehicular network
capacity. The disc model utilised in it omitted communication fading and interference, which may not suit the
actual circumstance. This research synthetically analyses CVN network capacity using the highway scenario
and variable communication scene fading. Using an analytical framework, a bottleneck expression of gearbox
capacity is generated, and a newton iteration approach yields the estimated ideal cooperative vehicular ratio.

A dual segment generous cooperative (GEC) routing scheme is suggested [65]. A cooperative watchdog
paradigm reduces false alerts and improves misbehaviour detection. The GEC routing protocol has several
components that find cooperative pathways and distribute traffic. GEC design involves route finding and
maintenance. The three steps of route discovery are neighbour sighting, erudition relay metric, and cooperative
relay selection. Route recovery begins when a node gets a route error report. Link failure deletes the route
from the routing database. The suggested technique separates troublesome vehicles, minimising end-to-end
time. However, the suggested method lacks service diversity, which is essential for meeting traffic needs.

A novel network coding-aided scheduling technique is proposed to investigate the features of cooperative
data dissemination systems [10]. In this setup, Vehicle-to-Infrastructure (V2I) communication channels facilitate
the exchange of data between Roadside Units (RSUs) and passing vehicles, while Vehicle-to-Vehicle (V2V)
channels enable vehicles to communicate cached data with nearby peers. The proposed solution comprises
three phases: firstly, each vehicle transmits and receives heartbeat messages to announce its presence and
gather information about nearby nodes. In the second phase, vehicles update their own and neighbouring
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Table 3.1: List of review articles on routing strategies with multiple metrics

Research Articles TM OM RE UM IM PO SM

Q. Zhang et. al. [120] ✓ × × × × × ×
M. Hempel et.al [127] ✓ × × × × × ×
Y. Cui et. al. [121] ✓ × × ✓ × × ×
W. Wang et.al [126] ✓ ✓ × × × × ×
T. Tang et. al. [128] ✓ × × × × × ×
H. Li et. al.[61] × × × × × × ×
C. Li et.al. [17] × × × ✓ ✓ × ×
A. Zafar et.al. [122] ✓ × × × × × ×
H. Yan et. al. [16] × ✓ ✓ × × × ✓

T. Zhang et. al.[45] ✓ × × × × × ×

vehicles status information to the RSU. Finally, in the last phase, all vehicles switch operating modes based on
RSU scheduling. To optimize the network coding effect, a caching method is recommended. While the suggested
network coding-assisted data distribution enhances service performance, it may also lead to increased hop-to-
hop latency and packet latency.

To improve broadcast reliability, propose cooperative relay broadcasting (CRB) to rebroadcast neighbouring
source node packets [10]. A two-state Markov chain-based optimisation framework and channel prediction
technique are also presented. The optimisation framework limits CRB performance, while the channel prediction
algorithm selects the optimal relay node. CRB facilitates proactive cooperative choices to send packets before
expiration.

Node mobility and V2V/V2I communications have been studied to optimise throughput [17]. The authors
suggested a V2I communications technique for the Vehicle-of-Interest (VoI) to obtain information from RSU
while in coverage. After outside infrastructure transmission range, the VoI uses V2V communications to receive
data via relay nodes. Data transmission under cooperative communication techniques is investigated using
an analytical approach. In [16], the study proposed a cooperative communication method that maximizes
throughput by utilizing V2V and V2I communication, mobility, infrastructure, and vehicle collaboration. It
develops an analytical framework and close-form expression for feasible throughput.

4. NOMA in Vehicular Networks. Powered by the increasing spread of Internet-enabled smart devices
and creative apps, sophisticated new services accelerate 5G network development needing new MA approaches.
To reduce access collisions in V2X environments, novel multiple access techniques like SCMA, PDMA, and
NOMA have been projected to enhance bandwidth efficiency and massive connectivity [84, 23].

Non-orthogonal multiple access (NOMA) is a trustworthy solution for 5G networks, offering increased
spectrum efficiency, throughput and balanced user fairness [26], figure 1 depicting the downlink and uplink
NOMA in cooperative vehicular networks. Unlike the standard orthogonal multiple access (OMA) system, the
NOMA approach enables numerous users to share time/frequency radio resources while differentiating users
based on power levels [32, 105]. Implemented in power domain and code domain, NOMA combines multiple
users and uses channel gain differential for better performance. Successive interference cancellation (SIC) aids
in signal discrimination [68].

NOMA, unlike OMA, offers fewer system delays, improved dependability, higher transmission rates, and
lower-cost service needs [119]. Traditional OMA methods assign orthogonal radio resources to multiple users,
but they don’t always reach the sum-rate capacity of multiuser wireless networks. NOMA can fully utilize its
capacity by surpassing OMA with power domain multiplexing at the transmitter and SIC at the receivers [97].

To demonstrate the mathematical link between NOMA and OMA, we use SNR expressions to characterise
the two-user downlink performance. hs and hd depict the channel coefficients of VSand VD . At RSU ρ |hs|2 <
|hd|2 represent transmit SNR, then throughput of OMA can be articulated for as [75].

ROMA
VS

= βlog2

(
1 +

αVS
ρ

β
|hS |2

)
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Fig. 4.1: Downlink and Uplink NOMA in CVN.

and

ROMA
VD

= (1− β)log2
(
1 +

αVD
ρ

1− β |hd|
2

)

where αV s and αV D are power allocation coefficients of with a condition of αV s + αV D = 1 and β is resource
allocation coefficients. The throughput of VS and VD in NOMA are given as [75].

ROMA
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= log2
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and

RNOMA
VD

= log2
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1 + αVD

ρ |hd|2
)

When we have |hd|2 < |hs|2, NOMA outperforms over OMA in sum throughput when adequate channel
differences pertain between the two users.

4.1. Benefits of NOMA in Vehicular Networks.
Enhanced Spectrum Efficiency. Uplink NOMA can attain capacity constraints, but OMA methods are often

suboptimal. However, when the quality of received signals of two vehicles are large, vehicle throughput fairness
is meagre. The border of NOMA rate pairs in the downlink is outside the OMA rate zone. OMA can reach
cumulative capacity in multi-path fading channels, but NOMA is optimum [49].

Massive Connectivity. By utilising non-orthogonal resource allocation, NOMA enables the support of a
larger number of users or vehicles compared to OMA. This allows for excellent performance even in overloaded
scenarios, despite the constraints of existing resources and scheduling limitations [49].

Low transmission latency and signalling rate. Traditional OMA with QOS requirements entails schedul-
ing requests to base stations, leading to significant delay and expensive signalling costs. This is particularly
problematic for large connections in 5G. However, certain NOMA uplink methods do not require dynamic
scheduling, resulting in grant-free transmission, which can significantly reduce latency and signalling costs.



Next-Generation Connectivity: A Holistic Review of Cooperative NOMA in Dynamic Vehicular Networks for Intelligent Transp.3911

Table 4.1: List of survey articles on NOMA with various performance metrics

Research Articles US PA FA CN MN UN SDN EPN HN

S.Han et. al [26] ✓ × × × ✓ ✓ ✓ × ×
F.Cui et. al [13] ✓ ✓ ✓ ✓ ✓ ✓ × × ✓

J.Choi et. al. [32] × × ✓ ✓ ✓ ✓ × × ×
E.Hossain et. al. [4] ✓ ✓ × × × × × × ✓

S.Kwak et.al. [49] ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓

D.I.Kimetal et.al. [99] ✓ ✓ × ✓ ✓ ✓ × ✓ ×
Z.Ding et. al. [93] ✓ ✓ × ✓ × × × × ×

Fairness. NOMA empowers individuals with limited abilities. It is possible to achieve a desirable equilib-
rium between user fairness and performance. In this study, we will delve into the intricate NOMA fairness
methods, such as intelligent power allocation (PA) policies [92, 73] and the cooperative NOMA scheme [100].

4.1.1. Ultra-high Connectivity:. The 5G system will connect billions of IoT smart devices [70], and
NOMA, with its non-orthogonal properties, provides an efficient design option for conventional OMA.

4.1.2. Compatibility:. NOMA leverages the power-domain as "add-on" strategy for any current OMA
technologies like TDMA/FDMA/CDMA/OFDMA. Given the maturity of Superposition coding and Succes-
sive Interference Cancellation procedures practically NOMA might be combined with aforementioned multiple
Access techniques.

Non-Orthogonal Multiple Access (NOMA) technology represents a versatile 5G technique renowned for
enhancing spectral efficiency and reducing latency in wireless communication systems [57]. In the realm of
Vehicle-to-Everything (V2X) services, NOMA is harnessed to mitigate resource collision and achieve high
throughput transmission even under resource constraints. Furthermore, NOMA finds application in vehicular
networks to minimize latency and bolster reliability [29]. Leveraging NOMA-based broadcasting introduces a
hybrid architecture alongside power control mechanisms tailored for participating vehicles [28]. Additionally,
NOMA-spatial modulation (NOMA-SM) augments bandwidth efficiency and alleviates wireless V2V scenarios
[6]. By employing power allocation algorithms with opportunistic constraints, NOMA systems hold the potential
to enhance V2X network performance [49].

4.2. Implementation Challenges of NOMA. Nonetheless, some outstanding concerns must be solved
before NOMA may be used in vehicle contexts.

• Error Propagation in SIC: In NOMA systems, SIC is the primary mechanism for detecting users. How-
ever, one major disadvantage of adopting SIC is the inter-user error propagation problem, which spreads
from one user to the next since a judgement mistake results in deducting the incorrect remodulated
signal from the composite multiuser signal, resulting in residual interference. The majority of extant
NOMA research contributions are predicated on the premise that the SIC receivers are capable of com-
pletely cancelling the interference. In reality, because to faulty PA and inadequate channel decoding,
this assumption cannot be easily met in practise. Several academics have acknowledged the obscurity
of error propagation concerns and explored the impact of faulty SIC on uplink NOMA.
• NOMA Channel Estimation Error and Complexity: Channel estimation plays a pivotal role in NOMA

systems compared to OMA, inaccurate channel estimates lead to muddled user collation and poor
power control, both of which impact the accuracy of SIC decoding. The channel estimate diverges
with numerous parameters and is always a critical challenge to achieve perfect estimation in practical
scenarios.

In addition to the aforementioned implementation challenges, NOMA encounters several additional limi-
tations. Due to NOMA’s utilization of multiple access at variable power levels, the received signal intensities
exhibit variability, presenting additional hurdles for effective analog-to-digital (A/D) conversion. While robust
signals necessitate a wide voltage range, ensuring correct quantization at low levels demands high-resolution
ADCs for weaker signals. However, employing ADCs with both attributes proves impractical due to cost and
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system complexity constraints, inevitably leading to quantization errors. Balancing performance and complexity
becomes paramount, necessitating a suitable trade-off consideration.

Another significant challenge in NOMA, often overlooked in prior research, is accurate synchronization.
Achieving complete synchronous transmissions proves unattainable in practical scenarios due to the dynamic
mobile environments of users, especially evident in uplink NOMA transmission. Addressing synchronization
difficulties can be approached through two strategies: proposing precise pilot designs to minimize time synchro-
nization errors and exploring novel asynchronous communication techniques. In a recent study [40], researchers
proposed an innovative integrated circuit (IC) approach for asynchronous NOMA-aided orthogonal frequency
multiplexing systems, highlighting the significant impact of relative time offsets among interfering users on
system performance.

Moreover, NOMA encompasses various additional features such as reference signal design, channel esti-
mation, and Channel State Information (CSI) feedback mechanisms, which bolster performance even in the
presence of substantial cross-user interference. Resource allocation signaling is adept at accommodating diverse
NOMA transmission modes, while extending NOMA to massive Multiple-Input Multiple-Output (MIMO) sys-
tems and other MIMO configurations promises optimal performance. Furthermore, efforts are underway to
mitigate the peak-to-average-power ratio (PAPR) in networks with multiple vehicular networks, underscoring
NOMA’s ongoing evolution and its potential to address a multitude of challenges in wireless communication
systems.

5. Cooperative NOMA in Vehicular Networks. NOMA-based transmission has less coverage than
OMA-based transmission since each NOMA user is only assigned a portion of total transmit power. One
successful strategy to broaden the coverage of NOMA-based transmission is to include cooperative techniques
into NOMA networks, resulting in cooperative NOMA networks [67].

Cooperative communication has been a significant focus of study in the past due to its potential to enhance
network coverage, throughput, and transmission reliability. By leveraging spatial diversity gain to counteract
the effects of wireless fading, cooperative communication offers promising benefits [104].

The fundamental idea behind cooperative communication is to incorporate additional nodes that can assist
in facilitating communication between the source and destination. By leveraging its geographical diversity
advantage, combining data from various sources enhances the reliability of the destination’s reception.

5.1. C-NOMA Networks with Relay and User Assistance. C-NOMA network research may be split
into two groups with the aid of nature of collaboration. As illustrated in Figure 5.1a, is based on dedicated
relay cooperation, in which specialised relays are installed to aid communication between the source and NOMA
consumers [79].

The Figure 5.1b collaboration involves NOMA users with robust connections acting as relays to help those
with deprived connections. According to the NOMA principle, strong users must decode frail users’ information
before decoding their anticipated information [79]. When they correctly discover weak users’ information, they
can assist them.

Integrating cooperativeness with NOMA can enhance system efficiency and dependability. Users with
superior channel conditions may decode messages for others using the C-NOMA technique, which exploits prior
knowledge in NOMA systems [33]. When users have superior channel conditions, short-range communication
technologies such as Bluetooth and ultra-wideband may set up cooperative conversations. There are two parts
to C-NOMA: transmission and collaboration, with NOMA users receiving superposed messages

(N − 1) time slots make up the cooperation phase. In the ith time slot, where 1 ≤ i ≤ (N − 1), the
user from (N − i + 1)th broadcasts the combination of the messages from (N − 1) C-NOMA achieves the
greatest variety gain for all users by adjusting power allocation factors based on local channel circumstances.
However, it is costly due to serial message retransmissions. C-NOMA provides user coupling with the aid of
separate channel gains, reducing system complexity. Optimum power allocation strategies further improve the
performance [42, 60, 73].

C-NOMA transmissions offer several key advantages over conventional NOMA transmissions, including:
• Low System Redundance: When dealing with weak signals, the DF protocol makes intellect since SIC

algorithms in NOMA can decipher user messages. It is possible to remodulate and retransmit them
from locations that are closer to the intended recipients.
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(a) (b)

Fig. 5.1: Cooperative NOMA Networks (a) Relay-aided C-NOMA Network, and (b) User-aided C-NOMA
Networks

Fig. 5.2: Performance comparison between cooperative NOMA and non-cooperative NOMA.

• Greater fairness: C-NOMA improves the reliability of weak users, increasing fairness in transmission,
especially when the weak user is near the cell’s edge with reference to the BS [100].

• Higher diversity gain: This C-NOMA serves as a linchpin for superior performance in dynamic and chal-
lenging vehicular communication environments. Through NOMA, multiple users can simultaneously
transmit and receive data within the same time-frequency resource, fostering a cooperative environment
that significantly enhances diversity gain. This heightened diversity gain translates into improved re-
liability and robustness, crucial elements for vehicular networks where communication channels are
inherently volatile and prone to fluctuations. By leveraging the capabilities of NOMA to efficiently
manage multiple connections, vehicular networks can achieve unparalleled diversity, enabling seamless
communication even in scenarios with fading channels or challenging propagation conditions [70].

Figure 5.2, shows cooperative NOMA’s superior outage probability and diversity increase compared to non-
cooperative NOMA and OMA. This strategy enhances transmission consistency, especially for weak NOMA
users with deprived channel conditions.

5.2. Survey on C-NOMA:. NOMA achieves the highest diversity order for all users compared to OMA
[33]. Many researchers have worked on designing and implementing NOMA techniques and on solving various
technological problems associated with those methods. The literature demonstrates that NOMA is compatible
with cooperative communication.
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In terms of diversity order, NOMA outperforms OMA for all users [33]. Researchers have put lot of effort
to develop and apply NOMA approaches, as well as to solve the many technical issues. Research shows that
NOMA can work with cooperative communication. A special eminence on the C-NOMA techniques is presented
in this treatise.

With NOMA in coordinated direct and relay transmission, the authors of [57] examined the ergodic capacity
and outage probability of the system. In a multi-relay scenario, they explored consequences of how relay selection
affected system performance and suggested a two-stage max-min method for selecting relays. Presenting a power
allocation method and investigating the usage of SIC in decoding user signals, Yang & et al. [113] investigated
the outage probability and user rates of a NOMA system with paired users in a non-cooperative uplink scenario.

The study in [114] explored the influence of relay selection on C-NOMA performance. A two-stage RS
technique was used to minimize outage probability and maximize diversity. A dual-hop cooperative relaying
technique based on NOMA was proposed in [52], involving simultaneous interaction between two sources over the
same frequency range. The protocol successfully achieved ergodic total capacity through perfect and imperfect
consecutive interference cancellation.

The work presented in [107] investigated the performance of a downlink cooperative relay system using DF
and AF protocols across Nakagami-m fading channels. Data decoding order from cell-edge users was determined
in the research using statistical CSI. When considering ergodic total rate, the findings reveal that, even when
considering near-far effects, the DF protocol performs better than the AF protocol. However, the advantage
diminishes with increasing SNR. The study also considers the obsolete CSI effect due to continuous channel
fluctuations.

In [115], authors explored two possibilities in their paper. a] Direct connection between BS and Users b]
No direct connection. First they investigated ordered users’ outage behavior utilizing the AF relaying protocol
while there was direct connection between the Base station (BS) and them. Secondly, a new closed-form
calculation for the downlink outage probability with stochastically dispersed users was created in the absence
of a direct relaying node. The users’ diversity orders for the two situations have been determined based on
the analysis findings. Furthermore, adopting the NOMA technique rather than the standard numerous Access
approach ensures the fairness of numerous users. The suggested system was assessed using just AF, and two-way
communication with HD/FD may have enhanced user throughput even further.

In order to improve upon OMA-based methods with regard to outage probability, system throughput, and
spectrum utilization, reference [71] suggested a NOMA-based transmission strategy for cooperative spectrum-
sharing networks. Under the assumption of a high SNR for the purpose of calculating the outage probability, the
research in [74] investigated NOMA-based downlink AF relay networks that had low CSI performance. However,
because to fixed-ordered decoding approaches, optimal uplink performance could not be confirmed. In [86],
researchers examined NOMA-based single-and multi-vehicle systems fared under multipath fading conditions
with and without in-phase/quadrature phase imbalance (IQI). Results showed that IQI effects vary across
NOMA users and depend on system characteristics. Higher order users were more susceptible to IQI. The TBS-
C-NOMA network enhances data reliability in traditional C-NOMA networks by preventing error propagation
[53]. If the SINR is superior than the threshold, the intra-cell user will convey the symbols of the cell-edge user.
The optimal threshold value is examined to reduce BEP, with SINR determining relay selection. The authors
of [7] introduced a two-way cooperative relay technique that utilizes NOMA for bidirectional communication,
outperforming a standard one-way C-NOMA system in terms of outage probability and ergodic rate.

Discussions and Prognosis: In the realm of cooperative vehicular communications, the synergy between
Non-Orthogonal Multiple Access (NOMA) and cooperative techniques holds paramount significance for scien-
tific advancements, particularly in scenarios where users are strategically positioned and route loss remains
consistent. The interplay between NOMA and cooperative communications serves as a cornerstone for driving
scientific contributions forward, offering opportunities to enhance system performance and reliability. While
previous research endeavors have delved into the potential performance gains achievable through cooperative
approaches, numerous open research challenges persist, warranting further investigation and innovation.

One such challenge lies in leveraging relays to improve reception reliability within NOMA-based networks.
Relays introduce an additional time window for signal transmission, potentially bolstering the dependability
of reception. However, the effective integration of relays necessitates careful consideration of various factors,
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Fig. 6.1: Two-Way Cooperative communication.

Table 6.1: List of Survey articles with two way cooperative relaying

References No. of users No. of active relays Link direction

[100, 112, 59, 85] 1 1 One-way

[119, 43, 110, 101] 2 1 Two-way

[44, 108] 1 2 One-way

[55, 88] Multiple 1 Two-way

including interference mitigation and resource allocation. In this context, the deployment of full-duplex relays
emerges as a promising avenue to address these challenges. By enabling simultaneous transmission and reception,
full-duplex relays have the potential to mitigate the need for additional interference management techniques,
thereby simplifying network design and enhancing overall system efficiency.

However, the successful implementation of full-duplex relays in NOMA networks requires comprehensive
solutions to eradicate interference effectively. Overcoming interference challenges remains a critical research
objective, as it directly impacts the reliability and performance of cooperative vehicular communications. Future
research endeavors should focus on developing robust interference mitigation strategies tailored to the unique
characteristics of NOMA-based cooperative networks. By addressing these challenges, the integration of NOMA
and cooperative communications can unlock new opportunities for advancing the reliability, efficiency, and
scalability of vehicular communication systems.

6. Two-way Cooperative Networks. The cooperative NOMA treaties use a one-way relay system,
while two-way relay (TWR) technology improves spectral efficiency [81]. TWR systems use relays to communi-
cate between nodes, resulting in larger throughput. CNOMA uses full-duplex mode and combines TWR with
a suitable technique to improve system spectral efficiency. Two users working in three phases benefit from bidi-
rectional communication in [116] s two-way cooperative relay technique using NOMA, demonstrating superior
outage probability and ergodic rate than a one-way C-NOMA system. Hybrid TWRS was established in [8] for
compressing data and high spectral efficiency in Network Coding.

Figure 6.1 depicts a system which involves two source nodes broadcasting packets x1 and x2 to the relay
R, in second phase, R decodes them based on channel gains, and combining them using an XOR operation
(x = x1

⊕
x2). The source nodes decode by performing x1

⊕
x = x2 and x2

⊕
x = x1 respectively. This

efficiency has led to numerous researches focusing on this system as a promising solution to broaden coverage
and deploy the diversity characteristic of wireless networks. The system’s efficiency makes it a promising
solution for wireless network applications.

Combining TWR with NOMA (TWR-NOMA) can enhance spectrum efficiency and system throughput
[8]. Both technologies outperform in boosting spectral efficiency. Analytical and simulation findings show that
outage probability converges to an error floor, even with Perfect Successive Interference Cancellation (PSIC),
resulting in a zero diversity order, making it logical to combine TWR and NOMA [116].

6.1. Survey on TWR Cooperative NOMA. The majority of C-NOMA treaties concentrated on one
directional communication, where messages are sent from the either source to relay and destination or destina-
tion to relay and source. Spectrum utilization is limited since communication requires two time slots to reach
its target. Optimizing spectral efficiency is achieved by the use of TWR technology [88].
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The authors of [47] offered a new method for selecting relays to streamline TWR systems after studying
the behaviors of DF relay outages under both ideal and imperfect CSI conditions. The outage behavior of
two-way full-duplex DF relay systems on different multi-user scheduling strategies was investigated using CSI
and system status information [63]. In [117], evaluated the performance gain and provided an expressions for
outage probability, ergodic capacity, and throughput to show the value of with and without direct connection
in cooperative NOMA. The work did not specify relay choices, although dedicated relay was explored. Also
absent: channel variation effects.

The performance of the C-NOMA system in full-duplex (FD) and amplify-and-forward (AF) modes with
a dedicated relay was investigated in a study published in [2]. When compared to the FD decode-and-forward
(DF) NOMA methodology, the suggested FD-AF relaying method outperformed in partial self-interference
cancellation, according to the simulations. An increase in transmit signal-to-noise ratio (SNR) raises the near
user’s ergodic achievable rate.

Based on HD/FD in [118], authors developed closed-form methods to calculate the outage probability for
two NOMA Relay selection (NOMA-RS) systems. An outage was shown to be less likely in HD-based NOMA-
RS with more relays. The researchers postulated that HD-based NOMA-RS systems may provide a diversity
order that is precisely proportionate to the number of relays. Nonetheless, NOMA-RS systems based on FD
outperformed NOMA-RS systems based on HD in the low SNR range. The investigation did not take mobility,
relaying systems, or delay limits into account. A two-way relay NOMA with DF was examined in the study,
and for users with imperfect or perfect SIC, the researchers discovered closed-form equations for the exact and
asymptotic outage probability in [42]. When dealing with channel circumstances that change over time and
impact diversity gain, we ignore the relay selection.

The study in [34] introduced a novel approach for two-user DL and UL transmissions, utilizing a dedicated
relay node to assist HD. This approach was compared to traditional one-way relay-based C-NOMA and OMA
strategies. Nevertheless, the existence of a dedicated relay remains undefined. In [113], a virtual full-duplex
cooperative NOMA scheme and relay selection method were proposed for a downlink two-hop network with
multiple HD DF relays. This scheme provides a greater sum-rate compared to regular OMA transmissions and
has the potential to improve spectral efficiency when used in conjunction with TWR.

A C-NOMA system for a two-user TWR network (TWRN) was presented in [67, 43], demonstrating a
higher sum-rate compared to traditional OMA-based transmission. Unfortunately, no performance evaluation
was articulated. A study conducted by experts in the field explored TWRNs that utilize NOMA technology.
The study specifically focused on the aspects of secrecy and FD C-NOMA aided TWR systems. Formulas
were derived to calculate outage probability, diversity orders, ergodic rates, and system throughput. In certain
situations, FD NOMA gearbox demonstrated superior performance compared to HD gearbox.

Numerous multiuser relay networks (UMRNs) have effectively integrated NOMA, including cellular uplink
and downlink broadcasts [21, 66, 90] and multi-pair TWRNs. Using rate excruciating and consecutive group
decoding, a NOMA multipair TWRN was examined in research that was carried out in [125]. Despite this, a
performance analysis was omitted from the research, which found significant decoding difficulty.

7. Relay Selection Strategies in CVN. The issues of routing in automotive networks are far from
apparent. The challenge stems mostly from the instability of routing pathways generated by node mobility and
network fragmentation. Indeed, the fact that the network has intermittent or partial connection suggests that
routing management must vary from topological techniques.

The major routing algorithms for VANETs may be implemented in a diverse context, each with its particular
set of characteristics like speed, vehicle density, road layouts, and so on. For example, metropolitan settings are
distinguished by a complicated mobility model, high vehicle density, and limited speed, all of which are mostly
the result of existing junctions and stop spots. However, the highway and rural settings are distinguished by
great distances, making these surroundings less disruptive for radio waves during intervehicle interactions.

Inter-vehicular routing remains a significant difficulty, particularly in urban contexts with high vehicle
density and the existence of impediments. The proposed new routing solution must fulfil the needs and char-
acteristics of this kind of environment, whose limits have a significant impact on node mobility and routing
performance. As a result of the high mobility of vehicles, the routing route between vehicles may not be
guaranteed at all times. Unfortunately, the majority of present protocols fail to adequately assess the im-
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pact of potential obstacles that may have an immediate bearing on routing efficiency and, therefore, vehicle
communication.

In [62, 124] authors presented a method called Optimal Power Allocation (OPA) for the all-participate-
amplify-and-forward (AP-AF) environment. The aim of this method is to minimize the outage probability for
multiple relay nodes. The OPA technique was shown to effectively reduce symbol error rate (SER), according
to the author’s findings. In larger networks, the performance of the AP-AF technique tends to decrease as the
number of collaborating nodes increases. This study presents a new approach called selection-based amplify
and forward (S-AF), which aims to minimize overhead by choosing the most suitable relay node. This approach
combines relay selection and OPA. Unlike [11], this single relay selection does not include relay delay.

The Ad-hoc On-demand Distance Vector (AODV) protocol is used for route discovery and management,
with a novel relay selection method aiming to maximize throughput. The cost-based selection criteria consider
projected link time and SNR. The relay node decodes frames and sends them in their allocated slot, discarding
the rest. A MAC protocol is developed to increase route duration and stability. However, the study assumes
every vehicle is directly connected to a Remote Sensing Unit (RSU), resulting in high deployment costs. The
study in [31] proposed VANET cross-layer routing via cooperative transmission and a novel route selection
method to balance end-to-end dependability with gearbox power consumption. Two optimization issues are
created to maximize dependability within transmission power limits and minimize power usage under reliability
limitations. The solution assumes one network route and ignores co-channel interference from other node pairs,
potentially affecting protocol performance if multiple network paths are active.

The authors in [64] presented an uncoordinated cooperative strategy that uses forwarding likelihood based
on node position to decide on the next-hop transmission, reducing coordination overhead but requiring global
positioning system information. [38] also presents a cooperative relay broadcasting (CRB) strategy to improve
broadcast transmission reliability. The strategy includes a channel prediction technique and an optimization
framework based on a two-state Markov chain. The optimization framework constrains CRB performance,
while the channel prediction technique aids in selecting the optimal relay node.

The combined impact of user collaboration and dedicated relay cooperation is investigated in [27] for
diversity benefit. Adaptive relay selection techniques have the lowest system outage probability (SOP). The
relay selection was adaptable based on whether or not the nearby user need assistance. The investigation did
not incorporate mobility or channel fluctuations in relay selection, and diversity was calculated based on the
number of dedicated relays.

7.1. Mobility effect in clustering of vehicular networks. Clustering is a technique that involves
gathering nodes with similar properties, such as destination, direction, and speed, to form distinct virtual sets
called clusters. Vehicle mobility in vehicular networks significantly influences cluster formation and maintenance.
Each cluster has a cluster head (CH) and several cluster members (CMs), with CH selection influenced by
factors like the node’s relative average speed. Each cluster has a predetermined size determined by the node’s
transmission range. Vehicle node clustering can improve communication efficiency in Vehicle Access Control
Networks (VANETs) if the clusters are trustworthy and long-lasting.

The mobility effect in clustering may be difficult to achieve for the following reasons:

1. Dynamic Topology: The fast movement of vehicles might generate frequent changes in network topology,
resulting in cluster reformation.

2. Cluster Disruptions: Vehicle movement may cause clusters to split apart, making steady and effective
communication inside a cluster problematic.

3. Load Imbalance: Vehicle movement might result in an unequal distribution of network load, resulting
in performance deterioration in certain portions of the network.

4. Cluster Formation: Vehicle movement might make it difficult to create clusters efficiently and effectively,
resulting in inferior performance.

In order to address these challenges, experts are exploring various approaches aimed at enhancing the stability,
efficiency, and scalability of vehicular networks. These efforts involve considering vehicle movement when
establishing and managing clusters. The VANET distributed multi-hop clustering method (DMCNF) uses
location, speed, position, and direction as input metrics, but one hop neighbor selection increases network
time. To address this issue, a new protocol Enhanced DMCNF is being researched in [27], which handles
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communication between the RSU and stable cluster, reducing cluster overhead.

Rapidly moving vehicles can cause network architecture changes and communication path instability, lead-
ing to connection failure [41, 106]. A method utilizing a multi agent system and particle swarm optimization is
employed to tackle this problem. This approach utilizes the particle swarm optimization algorithm, a cluster
formation process, and a multiple agent-based technique. The input parameters encompass various factors such
as simulation time, transmission rate, coverage area, transmission range, node density, and numeral iterations.
On the other hand, the output metrics focus on evaluating the throughput, packet loss, routing overhead, and
packet delivery ratio. This approach is suitable for networks with average service quality, but performance may
suffer when applied to high-quality networks.

The authors in [46] proposes a hybrid dynamic cluster strategy to improve communication reliability in
vehicular adhoc networks. This strategy involves creating a stable dynamic topology using agent technology,
with key measures including time for cluster creation, cluster head selection, and the total lifespan of the
cluster. This approach addresses communication failure as a significant disadvantage. In [82] authors proposed
a new strategy for enhancing vehicle network stability using clustering mechanisms, which are influenced by
constantly changing topologies. The method uses indicators like received signal strength and identification
number metrics. For specific roadside settings, a dynamic mobility and stability-based clustering technique is
designed, focusing on vehicle direction, location, and lifespan estimation. The proposed work involves defining
clusters, transitioning between states, creating and selecting heads, selecting gateway nodes, and ensuring
maintenance. The input parameters consist of various factors such as the vehicle density, road length, hastening
rate, slowing rate, proliferation model, numeral reiterations, and mobility model. On the other hand, the output
metrics provide insights on clusters, CH length, state variation and clustering competence.

In [22, 24] advocated distributed multi-hop clustering. It passively picks the cluster head after organizing
the vehicle using vehicle following. The vehicle following technique reduces cluster formation costs, while passive
clustering improves stability. However, it ignores inter-node connection dependability when choosing the next
vehicle, resulting in poor cluster reliability. Cluster coverage is improved and VANET cluster heads are reduced
when a multi-hop clustering technique is used as opposed to a single-hop clustering method, according to this
study. The use of available bandwidth is subsequently enhanced.

The authors in [78] proposed a strategy to enhance vehicle network stability using clustering mechanisms,
which are influenced by constantly changing topologies. The method uses indicators like received signal strength
and identification number metrics. With a focus on dynamic mobility and stability, a clustering approach is
created for certain roadside situations that considers the vehicle’s trajectory, location, and predicted lifespan
[50]. By using the Ant Colony Optimization algorithm, the best way to transmit data from source to destination
may be determined. Cluster heads are built with the highest possible link stability. The assessment metrics
under consideration include QoS, network dependability, latency, energy efficiency, and network throughput.

In [96, 36], Trust degrees are utilized in authenticated VANET clustering to select CHs, with direct trust
degrees reported by neighbors based on prior experience and indirect trust degrees based on nearby node
recommendations. This approach addresses VANET instability caused by fast movement of mobile nodes. The
previously labeled efforts generate a large quantity of CH, which degraded the performance. To address this
issue, the clustering method incorporates grey wolf optimization. The grey wolf’s natural hunting habit is
employed to construct efficient clusters, resulting in the optimal number of clusters. The simulation findings
give communication quality and a dependable information delivery ratio in VANET.

The study in [9, 89] proposed an efficient route repair approach to improve VANET network performance by
combining ant colony optimization with an AODV routing system. This approach improves connection stability,
packet delivery ratio, vehicle speed, and network quality. However, cluster head overburdening in cluster-based
VANET communication is a problem. The research proposed in [77] a multi cluster head selection method,
divided into two sections: hybrid fuzzy multi criteria decision making protocol and fuzzy analytic hierarchy
protocol. The tributary topic is intrusion detection, focusing on support vector machine and dolphin swarm
optimization. An adaptive updating approach was proposed in [14] to tackle the problem of rising channel
traffic and congestion by improving the transmission of beacon signals. The method entails transmitting a
beacon message by considering the participation of nodes in the forwarding set and the estimated duration
of connection availability. The output metrics consist of packet delivery ratio, control packets, and routing
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overhead. The projected technique shows promise compared to previous models, but it is still in its early stages
and has limited applicability to different mobility paradigms.

Previously, one hop clustering was considered, which reduces coverage and increases cluster heads, impacting
network performance and cluster overlaps. Some models overlook VANET mobility features, dynamic topology,
and restricted driving direction. Earlier mobility-based clustering algorithms caused network congestion and
increased collision rate.

Discussions and Prognosis. In the dynamic landscape of vehicular networks, the deployment of two-way
cooperative Non-Orthogonal Multiple Access (NOMA) presents a multitude of intricate research challenges.
While this approach holds considerable promise in enhancing both spectral efficiency and reliability, its suc-
cessful implementation hinges on addressing several critical issues that warrant immediate attention for further
exploration.

One of the primary challenges lies in optimizing resource allocation strategies to effectively cater to the
diverse and dynamic nature of vehicular communication environments. Given the varying mobility patterns
and communication requirements of vehicles, devising adaptive resource allocation schemes capable of efficiently
utilizing available resources is essential to ensure optimal network performance. Furthermore, mitigating the
impact of fluctuating channel conditions poses a significant hurdle. In the context of vehicular networks, where
vehicles are constantly in motion, channel conditions can vary rapidly, leading to fluctuations in signal strength
and quality. Developing robust techniques to adaptively adjust transmission parameters in response to these
variations is crucial for maintaining reliable communication links.

Interference management also emerges as a critical concern. With numerous vehicles transmitting and
receiving data simultaneously in close proximity, managing interference becomes inherently challenging. Ef-
fective interference mitigation techniques are necessary to minimize signal degradation and ensure seamless
communication within the vehicular network.

Moreover, the integration of cooperative NOMA (C-NOMA) with high diversity gain, stringent latency
requirements, and reliability constraints of Intelligent Transportation Systems (ITS) warrants thorough investi-
gation. Balancing the trade-offs between spectral efficiency, latency, and reliability in the context of vehicular
communications poses a complex optimization problem that requires careful consideration.

As the automotive industry progresses towards a future dominated by connected and autonomous vehicles,
addressing these challenges becomes imperative. Unlocking the full potential of two-way C-NOMA in vehicular
communications holds the key to driving advancements in intelligent transportation systems and vehicular
communication technologies, ultimately paving the way for safer, more efficient, and smarter transportation
systems.

8. Conclusion. This comprehensive survey has shed light on the multifaceted landscape of Cooperative
Vehicular Communications in Intelligent Transportation Systems (ITS), emphasizing the pressing research chal-
lenges that must be addressed for successful implementation in realistic scenarios. The dynamic nature of
vehicular mobility, coupled with the need for real-time communication, link reliability, coverage, interference,
and adaptability, presents a complex set of hurdles that demand immediate attention from the research commu-
nity. According to the comprehensive survey in this paper most of the solutions provided unheeded the influence
of mobility in relay selection, and the estimated CSI in relay selection is outdated during data transmission.
Future research efforts should prioritize the development of creative solutions that that can effectively connect
theoretical frameworks with practical applications, fostering the creation of resilient, efficient, and secure co-
operative vehicular systems that can truly transform the landscape of intelligent transportation. It is crucial
to tackle these challenges head-on in order to fully unleash the potential of CVNs and create a safer and more
sustainable future in transportation.

REFERENCES

[1] Ieee standard for wireless access in vehicular environments (wave)–identifiers, IEEE Std 1609.12-2019 (Revision of IEEE
Std 1609.12-2016), (2019), pp. 1–17.

[2] O. Abbasi and A. Ebrahimi, Cooperative noma with full-duplex amplify-and-forward relaying, Transactions on Emerging
Telecommunications Technologies, 29 (2018), p. e3421.



3920 Potula Sravani, Ijjada Sreenivasa Rao

[3] T. S. Abraham and K. Narayanan, Cooperative communication for vehicular networks, in 2014 IEEE International
Conference on Advanced Communications, Control and Computing Technologies, IEEE, 2014, pp. 1163–1167.

[4] M. S. Ali, E. Hossain, and D. I. Kim, Coordinated multi-point (comp) transmission in downlink multi-cell noma systems:
Models and spectral efficiency performance, arXiv preprint arXiv:1703.09255, (2017).

[5] G. Araniti, C. Campolo, M. Condoluci, A. Iera, and A. Molinaro, Lte for vehicular networking: A survey, IEEE
communications magazine, 51 (2013), pp. 148–157.

[6] I. Azam and S. Y. Shin, On the performance of sic-free spatial modulation aided uplink noma under imperfect csi, ICT
Express, 9 (2023), pp. 76–81.

[7] J. Bae and Y. Han, Joint power and time allocation for two-way cooperative noma, IEEE Transactions on Vehicular
Technology, 68 (2019), pp. 12443–12447.

[8] M. W. Baidas, A. M. AbdelGhaffar, and E. Alsusa, Network-coded uplink clustered noma relay networks: Models and
performance comparisons, Computer Networks, 220 (2023), p. 109465.

[9] H. Bello-Salau, A. Aibinu, Z. Wang, A. Onumanyi, E. Onwuka, and J. Dukiya, An optimized routing algorithm for
vehicle ad-hoc networks, Engineering Science and Technology, an International Journal, 22 (2019), pp. 754–766.

[10] S. Bharati and W. Zhuang, Crb: Cooperative relay broadcasting for safety applications in vehicular networks, IEEE
Transactions on Vehicular Technology, 65 (2016), pp. 9542–9553.

[11] A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, A simple cooperative diversity method based on network path
selection, IEEE Journal on selected areas in communications, 24 (2006), pp. 659–672.

[12] M. M. Butt, A. Nasir, A. Mohamed, and M. Guizani, Trading wireless information and power transfer: Relay selection
to minimize the outage probability, in 2014 IEEE Global Conference on Signal and Information Processing (GlobalSIP),
IEEE, 2014, pp. 253–257.

[13] Y. Cai, Z. Qin, F. Cui, G. Y. Li, and J. A. McCann, Modulation and multiple access for 5g networks, IEEE Communi-
cations Surveys & Tutorials, 20 (2017), pp. 629–646.

[14] M. Chahal and S. Harit, Network selection and data dissemination in heterogeneous software-defined vehicular network,
Computer Networks, 161 (2019), pp. 32–44.

[15] H. Chen, L. Xiao, D. Yang, T. Zhang, and L. Cuthbert, User cooperation in wireless powered communication networks
with a pricing mechanism, IEEE Access, 5 (2017), pp. 16895–16903.

[16] J. Chen, G. Mao, C. Li, A. Zafar, and A. Y. Zomaya, Throughput of infrastructure-based cooperative vehicular networks,
IEEE Transactions on Intelligent Transportation Systems, 18 (2017), pp. 2964–2979.

[17] J. Chen, A. Zafar, G. Mao, and C. Li, On the achievable throughput of cooperative vehicular networks, in 2016 IEEE
International Conference on Communications (ICC), IEEE, 2016, pp. 1–7.

[18] R. Chen, Z. Sheng, Z. Zhong, M. Ni, V. C. Leung, D. G. Michelson, and M. Hu, Connectivity analysis for cooperative
vehicular ad hoc networks under nakagami fading channel, IEEE Communications Letters, 18 (2014), pp. 1787–1790.

[19] S. Chen, J. Hu, Y. Shi, and L. Zhao, Technologies, standards and applications of lte-v2x for vehicular networks, Telecom-
munications Science, 34 (2018), pp. 1–11.

[20] W.-H. Chen, A.-C. Pang, S.-C. Hu, and C.-T. F. Chiang, Cross-layer cooperative routing for vehicular networks, in 2010
International Computer Symposium (ICS2010), IEEE, 2010, pp. 67–72.

[21] X. Chen, R. Jia, and D. W. K. Ng, The application of relay to massive non-orthogonal multiple access, IEEE Transactions
on Communications, 66 (2018), pp. 5168–5180.

[22] Y. Chen, M. Fang, S. Shi, W. Guo, and X. Zheng, Distributed multi-hop clustering algorithm for vanets based on
neighborhood follow, Eurasip journal on Wireless communications and networking, 2015 (2015), pp. 1–12.

[23] Y. Chen, L. Wang, and B. Jiao, Cooperative multicast non-orthogonal multiple access in cognitive radio, in 2017 IEEE
International Conference on Communications (ICC), IEEE, 2017, pp. 1–6.

[24] X. Cheng, C. Chen, W. Zhang, and Y. Yang, 5g-enabled cooperative intelligent vehicular (5genciv) framework: When
benz meets marconi, IEEE Intelligent Systems, 32 (2017), pp. 53–59.

[25] Y. Choi and D. Kim, Quality-supporting duration for dual-hop vehicle-to-vehicle cooperative communications, in 2013
International Conference of Information and Communication Technology (ICoICT), IEEE, 2013, pp. 33–37.

[26] L. Dai, B. Wang, Y. Yuan, S. Han, I. Chih-Lin, and Z. Wang, Non-orthogonal multiple access for 5g: solutions,
challenges, opportunities, and future research trends, IEEE Communications Magazine, 53 (2015), pp. 74–81.

[27] J. R. Dawande, S. Silakari, and A. J. Deen, Enhanced distributed multi-hop clustering algorithm for vanets based on
neighborhood follow (edmcnf) collaborated with road side units, in 2015 International Conference on Computational
Intelligence and Communication Networks (CICN), IEEE, 2015, pp. 106–113.

[28] B. Di, L. Song, Y. Li, and Z. Han, V2x meets noma: Non-orthogonal multiple access for 5g-enabled vehicular networks,
IEEE Wireless Communications, 24 (2017), pp. 14–21.

[29] B. Di, L. Song, Y. Li, and G. Y. Li, Non-orthogonal multiple access for high-reliable and low-latency v2x communications
in 5g systems, IEEE journal on selected areas in communications, 35 (2017), pp. 2383–2397.

[30] Z. Ding, I. Krikidis, B. Sharif, and H. V. Poor, Wireless information and power transfer in cooperative networks with
spatially random relays, IEEE Transactions on Wireless Communications, 13 (2014), pp. 4440–4453.

[31] Z. Ding and K. K. Leung, Cross-layer routing using cooperative transmission in vehicular ad-hoc networks, IEEE Journal
on Selected Areas in Communications, 29 (2011), pp. 571–581.

[32] Z. Ding, Y. Liu, J. Choi, Q. Sun, M. Elkashlan, I. Chih-Lin, and H. V. Poor, Application of non-orthogonal multiple
access in lte and 5g networks, IEEE Communications Magazine, 55 (2017), pp. 185–191.

[33] Z. Ding, M. Peng, and H. V. Poor, Cooperative non-orthogonal multiple access in 5g systems, IEEE Communications
Letters, 19 (2015), pp. 1462–1465.

[34] D.-T. Do, A.-T. Le, and B. M. Lee, On performance analysis of underlay cognitive radio-aware hybrid oma/noma networks



Next-Generation Connectivity: A Holistic Review of Cooperative NOMA in Dynamic Vehicular Networks for Intelligent Transp.3921

with imperfect csi, Electronics, 8 (2019), p. 819.
[35] M. Ezzaouia, C. Gueguen, M. Ammar, S. Baey, X. Lagrange, and A. Bouallègue, A dynamic inter-cellular bandwidth

fair sharing scheduler for future wireless networks, Physical Communication, 25 (2017), pp. 85–99.
[36] M. Fahad, F. Aadil, S. Khan, P. A. Shah, K. Muhammad, J. Lloret, H. Wang, J. W. Lee, I. Mehmood, et al., Grey

wolf optimization based clustering algorithm for vehicular ad-hoc networks, Computers & Electrical Engineering, 70
(2018), pp. 853–870.

[37] Y. P. Fallah, C.-L. Huang, R. Sengupta, and H. Krishnan, Analysis of information dissemination in vehicular ad-hoc
networks with application to cooperative vehicle safety systems, IEEE Transactions on Vehicular Technology, 60 (2010),
pp. 233–247.

[38] Y. P. Fallah, N. Nasiriani, and H. Krishnan, Stable and fair power control in vehicle safety networks, IEEE Transactions
on Vehicular Technology, 65 (2015), pp. 1662–1675.

[39] H. Gharavi and B. Hu, Cooperative diversity routing and transmission for wireless sensor networks, IET Wireless Sensor
Systems, 3 (2013), pp. 277–288.

[40] H. Haci, H. Zhu, and J. Wang, Performance of non-orthogonal multiple access with a novel asynchronous interference
cancellation technique, IEEE Transactions on Communications, 65 (2017), pp. 1319–1335.

[41] S. Harrabi, I. B. Jaffar, and K. Ghedira, Novel optimized routing scheme for vanets, Procedia Computer Science, 98
(2016), pp. 32–39.

[42] K. Higuchi and Y. Kishiyama, Non-orthogonal access with random beamforming and intra-beam sic for cellular mimo
downlink, in 2013 IEEE 78th Vehicular Technology Conference (VTC Fall), IEEE, 2013, pp. 1–5.

[43] C. Y. Ho and C. Y. Leow, Cooperative non-orthogonal multiple access using two-way relay, in 2017 IEEE International
Conference on Signal and Image Processing Applications (ICSIPA), IEEE, 2017, pp. 459–463.

[44] B.-Y. Huang, Y. Lee, and S.-I. Sou, Joint power allocation for noma-based diamond relay networks with and without
cooperation, IEEE Open Journal of the Communications Society, 1 (2020), pp. 428–443.

[45] J. Huang, H. Gharavi, H. Yan, and C.-C. Xing, Network coding in relay-based device-to-device communications, IEEE
network, 31 (2017), pp. 102–107.

[46] P. Hubballi, A. Sutagundar, and R. Belagali, Agent based dynamic clustering for hybrid vanet (adchv), in 2016 IEEE
International Conference on Recent Trends in Electronics, Information & Communication Technology (RTEICT), IEEE,
2016, pp. 382–386.

[47] A. Hyadi, M. Benjillali, and M.-S. Alouini, Outage performance of decode-and-forward in two-way relaying with outdated
csi, IEEE Transactions on Vehicular Technology, 64 (2015), pp. 5940–5947.

[48] H. Ilhan, M. Uysal, and I. Altunbas, Cooperative diversity for intervehicular communication: Performance analysis
and optimization, IEEE Transactions on Vehicular Technology, 58 (2009), pp. 3301–3310.

[49] S. R. Islam, N. Avazov, O. A. Dobre, and K.-S. Kwak, Power-domain non-orthogonal multiple access (noma) in 5g
systems: Potentials and challenges, IEEE Communications Surveys & Tutorials, 19 (2016), pp. 721–742.

[50] R. Jamgekar and S. Tapkire, A robust multi-hop clustering algorithm for reliable vanet message dissemination, in 2017
international conference on energy, communication, data analytics and soft computing (ICECDS), IEEE, 2017, pp. 2599–
2604.

[51] Q. Jiang, H. Wang, T. Yuan, X. Tao, and Q. Cui, Overlaid-pilot based channel state information feedback for multicell
cooperative networks, in 2015 IEEE 26th Annual International Symposium on Personal, Indoor, and Mobile Radio
Communications (PIMRC), IEEE, 2015, pp. 223–227.

[52] M. F. Kader, M. B. Shahab, and S. Y. Shin, Exploiting non-orthogonal multiple access in cooperative relay sharing, IEEE
Communications Letters, 21 (2017), pp. 1159–1162.

[53] F. Kara and H. Kaya, Threshold-based selective cooperative-noma, IEEE Communications Letters, 23 (2019), pp. 1263–
1266.

[54] G. Karagiannis, O. Altintas, E. Ekici, G. Heijenk, B. Jarupan, K. Lin, and T. Weil, Vehicular networking: A
survey and tutorial on requirements, architectures, challenges, standards and solutions, IEEE communications surveys
& tutorials, 13 (2011), pp. 584–616.

[55] F. Khalid and S. Jangsher, Upper bound of capacity for a mu-mimo noma in a two way relaying network, in 2018 6th
International Conference on Wireless Networks and Mobile Communications (WINCOM), IEEE, 2018, pp. 1–6.

[56] K. Khalil, G. Farhadi, and A. Ito, Iterative fair channel assignment for wireless networks, IEEE Wireless Communica-
tions Letters, 3 (2014), pp. 145–148.

[57] J.-B. Kim and I.-H. Lee, Non-orthogonal multiple access in coordinated direct and relay transmission, IEEE Communica-
tions Letters, 19 (2015), pp. 2037–2040.

[58] Y. Kim, F. Baccelli, and G. De Veciana, Spatial reuse and fairness of ad hoc networks with channel-aware csma protocols,
IEEE transactions on information theory, 60 (2014), pp. 4139–4157.

[59] Y.-B. Kim, K. Yamazaki, and B. C. Jung, Virtual full-duplex cooperative noma: Relay selection and interference cancel-
lation, IEEE Transactions on Wireless Communications, 18 (2019), pp. 5882–5893.

[60] B. Kimy, S. Lim, H. Kim, S. Suh, J. Kwun, S. Choi, C. Lee, S. Lee, and D. Hong, Non-orthogonal multiple access in
a downlink multiuser beamforming system, in MILCOM 2013-2013 IEEE Military Communications Conference, IEEE,
2013, pp. 1278–1283.

[61] C. Lai, K. Zhang, N. Cheng, H. Li, and X. Shen, Sirc: A secure incentive scheme for reliable cooperative downloading
in highway vanets, IEEE Transactions on Intelligent Transportation Systems, 18 (2016), pp. 1559–1574.

[62] J. N. Laneman, D. N. Tse, and G. W. Wornell, Cooperative diversity in wireless networks: Efficient protocols and
outage behavior, IEEE Transactions on Information theory, 50 (2004), pp. 3062–3080.

[63] C. Li, B. Xia, S. Shao, Z. Chen, and Y. Tang, Multi-user scheduling of the full-duplex enabled two-way relay systems,



3922 Potula Sravani, Ijjada Sreenivasa Rao

IEEE Transactions on Wireless Communications, 16 (2016), pp. 1094–1106.
[64] G. Li, D. Mishra, Y. Hu, Y. Huang, and H. Jiang, Adaptive relay selection strategies for cooperative noma networks

with user and relay cooperation, IEEE Transactions on Vehicular Technology, 69 (2020), pp. 11728–11742.
[65] X. Li and J. Wang, A generous cooperative routing protocol for vehicle-to-vehicle networks, KSII Transactions on Internet

and Information Systems (TIIS), 10 (2016), pp. 5322–5342.
[66] Y. Li and G. Amarasuriya, Relay-aided massive mimo noma downlink, in 2018 IEEE Global Communications Conference

(GLOBECOM), IEEE, 2018, pp. 1–7.
[67] Y. Li, Y. Li, X. Chu, Y. Ye, and H. Zhang, Performance analysis of relay selection in cooperative noma networks, IEEE

Communications Letters, 23 (2019), pp. 760–763.
[68] M. Liaqat, K. A. Noordin, T. Abdul Latef, and K. Dimyati, Power-domain non orthogonal multiple access (pd-noma)

in cooperative networks: an overview, Wireless Networks, 26 (2020), pp. 181–203.
[69] K. Liu, J. K.-Y. Ng, J. Wang, V. C. Lee, W. Wu, and S. H. Son, Network-coding-assisted data dissemination via co-

operative vehicle-to-vehicle/-infrastructure communications, IEEE Transactions on Intelligent Transportation Systems,
17 (2015), pp. 1509–1520.

[70] Y. Liu, Z. Ding, M. Elkashlan, and H. V. Poor, Cooperative non-orthogonal multiple access with simultaneous wireless
information and power transfer, IEEE Journal on Selected Areas in Communications, 34 (2016), pp. 938–953.

[71] L. Lv, Q. Ni, Z. Ding, and J. Chen, Application of non-orthogonal multiple access in cooperative spectrum-sharing networks
over nakagami-m fading channels, IEEE Transactions on Vehicular Technology, 66 (2016), pp. 5506–5511.

[72] S. Mehar, S. M. Senouci, and G. Remy, Dissemination protocol for heterogeneous cooperative vehicular networks, in 2012
IFIP Wireless Days, IEEE, 2012, pp. 1–6.

[73] J. Men and J. Ge, Non-orthogonal multiple access for multiple-antenna relaying networks, IEEE Communications Letters,
19 (2015), pp. 1686–1689.

[74] J. Men, J. Ge, and C. Zhang, Performance analysis for downlink relaying aided non-orthogonal multiple access networks
with imperfect csi over nakagami-{m} fading, IEEE Access, 5 (2016), pp. 998–1004.

[75] A. Mostafa, R. Kobylinski, I. Kostanic, and M. Austin, Single antenna interference cancellation (saic) for gsm net-
works, in 2003 IEEE 58th Vehicular Technology Conference. VTC 2003-Fall (IEEE Cat. No. 03CH37484), vol. 2, IEEE,
2003, pp. 1089–1093.

[76] F. Mukhlif, K. A. B. Noordin, A. M. Mansoor, and Z. M. Kasirun, Green transmission for c-ran based on swipt in
5g: a review, Wireless Networks, 25 (2019), pp. 2621–2649.

[77] M. Naderi, F. Zargari, and M. Ghanbari, Adaptive beacon broadcast in opportunistic routing for vanets, Ad Hoc
Networks, 86 (2019), pp. 119–130.

[78] R. Pal, A. Prakash, R. Tripathi, and D. Singh, Analytical model for clustered vehicular ad hoc network analysis, Ict
Express, 4 (2018), pp. 160–164.

[79] X. Pei, H. Yu, M. Wen, S. Mumtaz, S. Al Otaibi, and M. Guizani, Noma-based coordinated direct and relay transmission
with a half-duplex/full-duplex relay, IEEE Transactions on communications, 68 (2020), pp. 6750–6760.

[80] B. Rebekka, B. V. Kumar, and B. Malarkodi, Radio resource allocation with energy efficiency-throughput balancing for
lte downlink, in 2015 2nd International Conference on Electronics and Communication Systems (ICECS), IEEE, 2015,
pp. 111–115.

[81] C. Ren, H. Zhang, J. Wen, J. Chen, and C. Tellambura, Successive two-way relaying for full-duplex users with gener-
alized self-interference mitigation, IEEE Transactions on Wireless Communications, 18 (2018), pp. 63–76.

[82] M. Ren, L. Khoukhi, H. Labiod, J. Zhang, and V. Veque, A mobility-based scheme for dynamic clustering in vehicular
ad-hoc networks (vanets), Vehicular Communications, 9 (2017), pp. 233–241.

[83] P. Sadeghi, M. Yu, and N. Aboutorab, On throughput-delay tradeoff of network coding for wireless communications, in
2014 International Symposium on Information Theory and its Applications, IEEE, 2014, pp. 689–693.

[84] Y. Saito, Y. Kishiyama, A. Benjebbour, T. Nakamura, A. Li, and K. Higuchi, Non-orthogonal multiple access (noma)
for cellular future radio access, in 2013 IEEE 77th vehicular technology conference (VTC Spring), IEEE, 2013, pp. 1–5.

[85] W. Sang, D. Shen, W. Ren, and X. Shuai, A survey of capacity in cooperative relay networks, in 2011 Global Mobile
Congress, IEEE, 2011, pp. 1–8.

[86] B. Selim, S. Muhaidat, P. C. Sofotasios, B. S. Sharif, T. Stouraitis, G. K. Karagiannidis, and N. Al-Dhahir,
Performance analysis of non-orthogonal multiple access under i/q imbalance, IEEE Access, 6 (2018), pp. 18453–18468.

[87] S. A. A. Shah, E. Ahmed, M. Imran, and S. Zeadally, 5g for vehicular communications, IEEE Communications Magazine,
56 (2018), pp. 111–117.

[88] C. E. Shannon, Two-way communication channels, in Proceedings of the Fourth Berkeley Symposium on Mathematical
Statistics and Probability, Volume 1: Contributions to the Theory of Statistics, vol. 4, University of California Press,
1961, pp. 611–645.

[89] S. Sharma and A. Kaul, Hybrid fuzzy multi-criteria decision making based multi cluster head dolphin swarm optimized
ids for vanet, Vehicular Communications, 12 (2018), pp. 23–38.

[90] W. Shin, H. Yang, M. Vaezi, J. Lee, and H. V. Poor, Relay-aided noma in uplink cellular networks, IEEE Signal
Processing Letters, 24 (2017), pp. 1842–1846.

[91] M. Shirkhani, Z. Tirkan, and A. Taherpour, Performance analysis and optimization of two-way cooperative communica-
tions in inter-vehicular networks, in 2012 International Conference on Wireless Communications and Signal Processing
(WCSP), IEEE, 2012, pp. 1–6.

[92] K. Sjoberg, P. Andres, T. Buburuzan, and A. Brakemeier, Cooperative intelligent transport systems in europe: Current
deployment status and outlook, IEEE Vehicular Technology Magazine, 12 (2017), pp. 89–97.

[93] L. Song, Y. Li, Z. Ding, and H. V. Poor, Resource management in non-orthogonal multiple access systems: State of the



Next-Generation Connectivity: A Holistic Review of Cooperative NOMA in Dynamic Vehicular Networks for Intelligent Transp.3923

art and research challenges, arXiv preprint arXiv, 1610 (2016).
[94] T. Soni, A. R. Ali, K. Ganesan, and M. Schellmann, Adaptive numerologya solution to address the demanding qos in

5g-v2x, in 2018 IEEE Wireless Communications and Networking Conference (WCNC), IEEE, 2018, pp. 1–6.
[95] I. D. Sphere-Packing, Near-capacity multi-functional mimo systems.
[96] R. Sugumar, A. Rengarajan, and C. Jayakumar, Trust based authentication technique for cluster based vehicular ad

hoc networks (vanet), Wireless Networks, 24 (2018), pp. 373–382.
[97] Q. Sun, S. Han, I. Chin-Lin, and Z. Pan, On the ergodic capacity of mimo noma systems, IEEE Wireless Communications

Letters, 4 (2015), pp. 405–408.
[98] S.-h. Sun, J.-l. Hu, Y. Peng, X.-m. Pan, L. Zhao, and J.-y. Fang, Support for vehicle-to-everything services based on

lte, IEEE Wireless Communications, 23 (2016), pp. 4–8.
[99] H. Tabassum, M. S. Ali, E. Hossain, M. J. Hossain, and D. I. Kim, Non-orthogonal multiple access (noma) in cellular

uplink and downlink: Challenges and enabling techniques, arXiv preprint arXiv:1608.05783, (2016).
[100] S. Timotheou and I. Krikidis, Fairness for non-orthogonal multiple access in 5g systems, IEEE signal processing letters,

22 (2015), pp. 1647–1651.
[101] A. Tregancini, E. E. B. Olivo, D. P. M. Osorio, C. H. De Lima, and H. Alves, Performance analysis of full-duplex

relay-aided noma systems using partial relay selection, IEEE Transactions on Vehicular Technology, 69 (2019), pp. 622–
635.

[102] Y.-L. Tseng, Lte-advanced enhancement for vehicular communication, IEEE Wireless Communications, 22 (2015), pp. 4–7.
[103] K. Tutuncuoglu and A. Yener, Cooperative energy harvesting communications with relaying and energy sharing, in 2013

IEEE Information Theory Workshop (ITW), IEEE, 2013, pp. 1–5.
[104] S. Umamaheswari and M. Sathya, A comprehensive survey on cooperative relaying in industrial wireless sensor network,

Int. J. Eng. Res. Technol., 6 (2017), pp. 591–596.
[105] M. Vaezi, R. Schober, Z. Ding, and H. V. Poor, Non-orthogonal multiple access: Common myths and critical questions,

IEEE Wireless Communications, 26 (2019), pp. 174–180.
[106] O. A. Wahab, H. Otrok, and A. Mourad, Vanet qos-olsr: Qos-based clustering protocol for vehicular ad hoc networks,

Computer Communications, 36 (2013), pp. 1422–1435.
[107] D. Wan, M. Wen, F. Ji, Y. Liu, and Y. Huang, Cooperative noma systems with partial channel state information over

nakagami-m fading channels, IEEE Transactions on Communications, 66 (2017), pp. 947–958.
[108] D. Wan, M. Wen, F. Ji, H. Yu, and F. Chen, On the achievable sum-rate of noma-based diamond relay networks, IEEE

Transactions on Vehicular Technology, 68 (2018), pp. 1472–1486.
[109] L. Wang, R. Li, C. Cao, and G. L. Stüber, Snr analysis of time reversal signaling on target and unintended receivers in

distributed transmission, IEEE Transactions on Communications, 64 (2016), pp. 2176–2191.
[110] X. Wang, M. Jia, I. W.-H. Ho, Q. Guo, and F. C. Lau, Exploiting full-duplex two-way relay cooperative non-orthogonal

multiple access, IEEE Transactions on Communications, 67 (2018), pp. 2716–2729.
[111] C. WU, Y. Ji, and T. Yoshinaga, A cooperative forwarding scheme for vanet routing protocols, ZTE Communications, 14

(2019), pp. 13–21.
[112] P. Xu, Z. Yang, Z. Ding, and Z. Zhang, Optimal relay selection schemes for cooperative noma, IEEE Transactions on

Vehicular Technology, 67 (2018), pp. 7851–7855.
[113] Z. Yang, Z. Ding, P. Fan, and N. Al-Dhahir, A general power allocation scheme to guarantee quality of service in

downlink and uplink noma systems, IEEE transactions on wireless communications, 15 (2016), pp. 7244–7257.
[114] Z. Yang, Z. Ding, Y. Wu, and P. Fan, Novel relay selection strategies for cooperative noma, IEEE Transactions on

Vehicular Technology, 66 (2017), pp. 10114–10123.
[115] X. Yue, Y. Liu, S. Kang, and A. Nallanathan, Performance analysis of noma with fixed gain relaying over nakagami-m

fading channels, IEEE access, 5 (2017), pp. 5445–5454.
[116] X. Yue, Y. Liu, S. Kang, A. Nallanathan, and Y. Chen, Modeling and analysis of two-way relay non-orthogonal multiple

access systems, IEEE Transactions on Communications, 66 (2018), pp. 3784–3796.
[117] X. Yue, Y. Liu, S. Kang, A. Nallanathan, and Z. Ding, Exploiting full/half-duplex user relaying in noma systems,

IEEE Transactions on Communications, 66 (2017), pp. 560–575.
[118] , Spatially random relay selection for full/half-duplex cooperative noma networks, IEEE Transactions on Communi-

cations, 66 (2018), pp. 3294–3308.
[119] X. Yue, Z. Qin, Y. Liu, S. Kang, and Y. Chen, A unified framework for non-orthogonal multiple access, IEEE Transactions

on Communications, 66 (2018), pp. 5346–5359.
[120] J. Zhang, Q. Zhang, and W. Jia, Vc-mac: A cooperative mac protocol in vehicular networks, IEEE Transactions on

Vehicular Technology, 58 (2008), pp. 1561–1571.
[121] L. Zhang, B. Jin, and Y. Cui, A concurrent transmission enabled cooperative mac protocol for vehicular ad hoc networks,

in 2014 IEEE 22nd International Symposium of Quality of Service (IWQoS), IEEE, 2014, pp. 258–267.
[122] T. Zhang and Q. Zhu, A tdma based cooperative communication mac protocol for vehicular ad hoc networks, in 2016 IEEE

83rd Vehicular Technology Conference (VTC Spring), IEEE, 2016, pp. 1–6.
[123] X. Zhang, G. Mao, X. Tao, and Q. Cui, Uncoordinated cooperative forwarding in vehicular networks with random

transmission range, in 2015 IEEE Global Communications Conference (GLOBECOM), IEEE, 2015, pp. 1–7.
[124] Q. Zhao and H. Li, Differential modulation for cooperative wireless systems, IEEE Transactions on Signal Processing, 55

(2007), pp. 2273–2283.
[125] B. Zheng, X. Wang, M. Wen, and F. Chen, Noma-based multi-pair two-way relay networks with rate splitting and group

decoding, IEEE Journal on Selected Areas in Communications, 35 (2017), pp. 2328–2341.
[126] K. Zheng, F. Liu, Q. Zheng, W. Xiang, and W. Wang, A graph-based cooperative scheduling scheme for vehicular



3924 Potula Sravani, Ijjada Sreenivasa Rao

networks, IEEE transactions on vehicular technology, 62 (2013), pp. 1450–1458.
[127] T. Zhou, H. Sharif, M. Hempel, P. Mahasukhon, W. Wang, and T. Ma, A novel adaptive distributed cooperative relaying

mac protocol for vehicular networks, IEEE Journal on Selected Areas in Communications, 29 (2010), pp. 72–82.
[128] L. Zhu, F. R. Yu, B. Ning, and T. Tang, A joint design of security and quality-of-service (qos) provisioning in vehicular

ad hoc networks with cooperative communications, EURASIP Journal on Wireless Communications and Networking,
2013 (2013), pp. 1–14.

Edited by: Rajanikanth Aluvalu

Special issue on:
Evolutionary Computing for AI-Driven Security and Privacy:
Advancing the state-of-the-art applications

Received: Dec 14, 2023
Accepted: Feb 23, 2024



Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org

c⃝ 2024 SCPE. Volume 25, Issues 5, pp. 3925–3933, DOI 10.12694/scpe.v25i5.3065

PA FUZZY-NOISE REMOVAL IN WIRELESS SENSORS NETWORKS

B HARISH GOUD AND RAJU ANITHA ∗

Abstract. In the wireless sensors network, a large number of sensor device data is sent directly to the base station. So huge
amount of noise is also added with data going to the base station and there is no security mechanism for protecting sensor device
data in the existing scenario. WSN has numerous applications, including healthcare systems, secure military applications, and
monitoring applications. Achievement of noise removal is essential for WSN. Many researchers have focused on enhancing the
removal of noise in data and extending the network lifetime. Sensor Nodes (SNs), cluster heads (CHs), and base stations make up
the standard WSN architecture. The communication of SNs using the traditional design consumes high energy increases delay and
reduces network performance. To address the limitation of the present state of the system, this research work proposed a PA Fuzzy
system which is acting like a filter used to remove unnecessary noise with sensor data that is moving toward the base station. And
PA Fuzzy system after removing noise, and sensor data is encrypted so that it can be protected from hackers .It makes the network
performance better, decreases delay and energy use, and increases the Ratio of packet deliveries and throughput. The execution
of the suggested methodology was made using NS2. The proposed’s empirical outcomes system outperforms with comparison of
the existing WSN mechanisms.

Key words: Wireless Sensor Networks, PA Fuzzy System, Filters, Encryption technique.

1. Introduction. The exponential growth of wireless communication technologies is having a profound
effect on wireless sensor networks (WSNs). The conveyance of data is an essential WSN function. Over the
past decade, numerous mechanisms have been suggested in an effort to enhance data transmission efficacy.
With effectiveness Data transmission is essential for both research and commerce. Wireless sensor networks
(WSNs) have a wide range of applications, including but not limited to smart cities, the armed services, and
advancements in the healthcare industry [1]. A considerable quantity of dispersed sensor nodes comprise
the WSN. Traditional WSNs feature varying degrees of communication. An excessive number of clusters are
formed, and one CH is elected for each cluster. The sensor nodes gather environmental data and are utilized
in a variety of applications. The CH receives and transmits sensor data from the base station after receiving it
from the sensor node. [2].The WSN sensor nodes have limitations in energy efficiently and data transfer. The
sensor nodes’ connectivity and computation abilities are incredibly poor.The sensor nodes’ range is somewhat
constrained; thus, improvements are required to boost communication efficiency. The primary component of
load balancing is the deployment of WSN. Base Stations and CHs were the primary data transmission devices
in classic WSN [3]. Look at the WSN model architecture in Figure 1.1.

The WSNs use a clustering-based approach, with a set of sensor nodes in each cluster. Information about
the area is gathered and sent to the CHs by sensor nodes. The Data was gathered by CH’s method and forwarded
to BS. To gather and transmit the data, each sensor node in the network uses energy Despite the fact that
the sensor nodes shut down when their energy runs out. Therefore, creating WSN requires an energy-efficient
algorithm. To equalize WSN’s energy usage, many clustering techniques have been developed [4], [5]. These
algorithms follow the selection of CHs and also shift CHs position among the SNs in a cluster. An energy-
efficient hybrid clustering and routing technique has been developed for big WSNs. Design energy efficient
mechanism back-off timer and gradient routing to execute the CH selection. In This research work introduced
a brand-new PA fuzzy mechanism based on intelligent agents, which minimizes energy consumption, delay and
maximizes throughput and PDR [2].

The following sections of the paper are broken down and discussed individually. Section II provides a full
study of the most modern WSN energy-efficient approaches. The recommended methodology for deploying
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Fig. 1.1: An Illustration of a Wireless Sensor Network Architecture

PAWSN for energy efficiency was discussed in Sections III and IV, discuss the proposed mechanism from the
empirical results, and compare the suggested results. In Section V, the paper is concluded with improvements
to the suggested mechanism, as well as a discussion of upcoming research efforts.

2. Literature Review. An energy-conscious routing algorithm was developed by F. Fernando Jurado-
Lasso et al. [6] as part of an overhead reduction strategy. This algorithm enables industrial services and
optimized energy use in WSN. Data packet aggregation is a feature that the implementation of the software-
defined multichip WSN to manage the WSN. The suggested system analyses shortest-path strategies in order
to lengthen the lifetime of the WSN network. Enhance the PDR performance as well. Even though the recom-
mended solution outperforms the current algorithms in terms of performance. But a revolutionary innovation
algorithm is crucial in WSN to lower the network lifespan and the neighbor advertisement packets. Nelofar
Aslam et al [7] built an innovative logic data algorithm transmission with clustering and reinforcement algo-
rithm(SARSA). The proposed algorithm is also outlined as combining an ideal solution with SARSA clustering
for energy consumption and network stability. The WSN node is designed with taportable wireless charging
system The suggested strategy enhances the functionality of the network by drawing its inspiration from an
objective function. However, C-SARSA’s deployment in WSN led to an improvement in performance. However,
the WSN does not have an RWSN with a proper deployment and recharge schema.

Gajendran Malshetty et al [8] For effective clustering in WSN, a self-organization method based on load
has been developed. The LBSO approach in WSN employed three unique phases.. The first phase involved
choosing the Cluster Head, and the second involved choosing among the sensor node clusters. The third stage
is then followed by the rotational phase-based reselection of the cluster head. However, the network’s efficiency
and network development both increased. But the network performance is poor because of a variety of base
station deployments and dead nodes. Muhammad Adil et al [9] A load-balancing routing system that uses
little energy was made to make WSNs last longer. A good hybrid routing method has been made with the
Dynamic Cluster Based Static Routing Protocol (DCBSRP). Ad-hoc On-Demand Distance Vector (AODV)
Routing Protocol and Low-Energy Adaptive Clustering Hierarchy (LEACH) Protocol are both parts of the
suggested protocol.create a WSN using a variety of clusters and CHs. The DCBSRP protocol largely behaves
as a normal node and does not make current CH nodes from the early cycles public. But the proposed protocol
significantly increased network longevity.

A wide variety of real-time applications using WSN are deployed. The WSN uses self-organization and a
finite amount of energy. To address energy efficiency’s limits Al Xinlu Li et al. [10] presented a load- balancing
energy-efficient WSNs using the ant-based routing algorithm (EBAR). The EBAR algorithm effectively lowers
energy use Through an opportunistic broadcast technique, EBAR uses and manages overhead in WSN to
conserve energy. The EBAR does accomplish Despite being accurate only in homogeneous networks, energy
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efficiency. Data transmission cannot be supported by the algorithm in a diverse network, which results in
excessive energy usage [11].

Wireless Sensor Networks are wireless systems comprising a large number of randomly or regularly dis-
tributed sensor nodes. The target of this job is to give network protection to wireless Sensor Networks so as to
transmit detection information to the recipient efficiently so the duration of the system is long and within this
function, a novel protocol was created with Game Theory [12]. Game Theory gives a mathematical foundation
for the evaluation of interactive decision-making procedures. It gives tools for predicting what may (and what
should) occur when agents that have conflicting interests socialize. It’s not a monolithic method, but a selection
of modeling programs that assist in the comprehension of interactive decisions to get issues. The projected
Game Theory approaches are implemented effectively for preventing Denial of service attacks, to discover and
protect against malicious behavior of sensor nodes in a network of wireless sensors, and verified that the op-
eration of those games considerably decreases misbehavior of tunnels, conserves node power and prolongs the
network lifetime economically [13].

Wireless sensor networks are urgently needed and are proliferating as a result of recent advancements in
electronics and wireless networks (WSNs) [14]. WSNs are now crucial in a variety of fields, such as infras-
tructure, healthcare, agriculture, the environment, and military leadership. Several issues affect the healthcare
sector, among these are escalating costs, an aging population, a rise in medical mistakes, a lack of manpower,
etc. Despite the challenges, healthcare professionals are under pressure to adopt new technology and offer
improved services [15]. The availability of universal healthcare can lower long-term expenditures and raise
service standards [16]. Wireless sensor networks offer practical remedies for the pervasive healthcare system.
Recent developments in medical sensors and low-power network architectures have given rise to WSNs for the
healthcare industry. As a result of the wireless sensor network [17].

3. Suggested Approach.

3.1. Status of the Problem. Sensor nodes that are connected to the WSNs communicate with one
another to gather information about their surroundings. Whenever sensor data information moves from cluster
heads to the base station even noise, and unwanted data also move to the base station there to so much delay,
PDR is less, and Throughput is also not accurate. The SNs run in a decentralized, low-energy manner. Use
of the WSN in numerous emerging applications, including military applications, applications in industry and
the environment, and healthcare systems. The base station, CHs, and SNs are the three operational levels of
the conventional WSN. The sensor nodes gather local data and send it to the CH Nevertheless, the CH only
receives information for a limited period of time, and the behavior rotates. The changes in the rotation of the
cluster head use energy and cause data transfer to be slower., In this scholarly document published a book
Intelligent agent PA fuzzy mechanism.

3.2. PA-Fuzzy. The functionality of available resources, portability in sensor nodes, and rotating move-
ments in cluster heads result in excessive energy use and latency in transmission. In order to address the issue
with the current state of the WSN, this study effort introduced an innovative PA-Fuzzy is a mechanism which
will eliminate unnecessary data, such as a noise which is moving to words base station it will a love only data.
And PA Fuzzy system will encrypt sensor data for two times and forwarded to base station for encryption AES
256 key algorithm can be used in PA Fuzzy system. Base station sends data finally to end user so only end
user can decrypt data with valid keys. In between no hacker or base station authority cannot decrypt data this
is the originality of proposed technic in this article. By this we can improve PDR, Throughput, Delay.

PA-Fuzzy also a love to make unclear data to clear data. There are two ways to transmit data in the WSN.
A sensor node to a PA Fuzzy system is the first data transfer type. From one cluster sensor node to another
cluster sensor node is the second way that data is sent.. The sensor device and the path arbitrary node are
connected directly. Use a different sensor node as an intermediary in sensor-to-sensor transmission, however.
Here, choosing the best route between the destination sensor and the sender sensor node depends heavily on the
path arbitrary. The path from source to destination arbitrarily defines an optimized primary path as well as
alternative routes. The connecting node’s node distance and energy levels are taken into account while choosing
the how to get from point A to point B. if any of the primary direction links or nodes fail.

In the suggested PA-Fuzzy, the optimize path selection method includes two steps. In the initial stage of
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Fig. 3.1: PA Fuzzy in WSNs.

the appropriate optimize path selection process, The source node sends the RREQ packet to the destination
node. The RREQ packet is sent by intermediate nodes to the target node. The sensor node has knowledge of
the network’s preceding and subsequent neighbors distance and energy values. Finally, RREQ from multiple
nodes via various channels is received by the target node.

Algorithm: PA Fuzzy system
Input: Noise removal filers and encryption.
Output: Path optimization.

1. Start up
2. Sensor data is collected by PA Fuzzy system.
3. PA Fuzzy system does not change rational like cluster head.
4. PA Fuzzy it is fixed selected based on particle swarm optimization techniques optimized distance from

cluster and base station.
5. PA Fuzzy system act like filter removes noise moving data toward base station.
6. PA Fuzzy system twice encrypt data for protection.
7. Base station receive data and Forword to end users.
8. End user receive keys and decrypt data.
9. End.

All optimized pathways were calculated and arranged using the node value sum. The destination uses
the primary optimized path to send a packet of RREP data to the original station. additional network-wide
optimized diversions Use the alternative channels for data transfer if a network link or node fails. to improve
the path selection algorithm after carefully following the PA Fuzzy implementation steps.

4. Result Analysis. Version 2.35 of Network Simulation (NS) is utilized to implement the unique intel-
ligent agent-based PA- Fuzzy mechanism that has been proposed. The outcomes of the empirical simulation
demonstrate how well the PA-Fuzzy performs when transmitting data. The comparative findings are discussed
in the subsections below.

4.1. Contextual Simulation. Table 4.1 displays the environment of the simulation. Details about the
network parameters utilized in the design of the PA Fuzzy simulation are provided in Table 4.1. The deployment
of WSN employs the two-ray ground radio propagation model. The effectiveness of several performance measures
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Table 4.1: Simulation Environment

S.No. System Parameter System Contribution

1 Model of Antenna omnidirectional Antenna

2 Length of Queue 50

3 Routing Protocol AODV

4 Number of nodes 100

5 Data Rate 2 M.B.

6 Basic Rate 1 M.B.

7 Total Simulation Time 100

8 Network Interface Physical wireless

9 Interface Queue Type Trial drop

10 Type of Channel Wireless connection

11 Radio-Propagation Double-Ray Ground

Table 4.2: Comparing results of IA Fuzzy’s PDR performance

Simulation time PDR Performance
PA fuzzy PSNR SSIM MD

0 0 0 0 0
10 12 6 5 4
20 33 15 13 9
30 54 35 27 21
40 77 61 44 41
50 102 82 75 56

is evaluated to judge the suggested systems. The enhanced performance is evaluated based on metrics such
as latency, throughput, packet delivery ratio, and energy usage.The peak signal to noise ratio (PSNR), the
structure similarity index (SSIM), and the miss detection (MD) technique are compared to the PA-Fuzzy for
successfully removing noise in WSN. The section below provides a definition of performance metrics.

4.2. Comparative Metric Analysis. The performance enhancement of the proposed systems is evalu-
ated based on metrics such as latency, throughput, packet delivery ratio, and energy usage.

4.2.1. Packet Delivery Ratio. The ratio of packets transmitted and received at the destination node.
The formula given in Equation 4.1.

PacketDeliveryRatio =

∑n
i=1RPi∑n
i=1 SPi

(4.1)

Showcase the comparing results of IA Fuzzy’s PDR performance in Table 4.2. The assuming the suitable
simulation period, the performance graph on PDR in Figure 4.1. The empirical findings of the suggested PA
Fuzzy mechanism and the currently in the PSNR (peak signal to noise ratio), the SSIM (structural similarity
index)and MD (Miss Detection) mechanisms are shown in Figure 4.1. The simulation time for the X-Axis
ranged from 0 to 50 seconds. The PDR percentage is shown on the Y-axis. With an increase in simulation
time, The projected PA Fuzzy network’s PDR increases. Existing mechanisms behave in a similar manner, but
according to performance data, the PA Fuzzy mechanism performs better than PSNR, SSIM, MD.

4.2.2. Throughput. The number of bytes and the corresponding simulation time that were received at
the destination node. The equation provided in equation 4.2.

Throughput =

∑n
i=1 Pi

T ime
∗ 8 (4.2)

Showcase the comparison of IA Fuzzy’s throughput performance in Table 4.3. Figure 4.2 shows the suggested
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Fig. 4.1: PDR performance comparison.

Table 4.3: Comparison of IA Fuzzy’s throughput performance

Simulation time Throughput Performance
PA fuzzy PSNR SSIM MD

0 0 0 0 0
10 75606 50186 41146 38457
20 77097 44697 36147 31457
30 76354 41257 28488 21545
40 81307 37146 23985 18257
50 83375 36456 21457 16962

Fig. 4.2: Comparison on Throughput performance.

mechanism’s throughput performance together with the corresponding simulation time. The proposed PA
Fuzzy mechanism’s throughput performance is shown in Figure 3. The X-axis shows the simulation time,
which ranged from 0 to 50 seconds. The Y-axis is scaled by the quantity of bytes received at the destination
node. Throughput performance significantly improved with the suggested PA Fuzzy technique. In compared
to the existing mechanisms with simulation time 10 PSNR, SSIM, MD which got 50186,41146,38457bytes,
respectively, 75606 bytes were obtained for the proposed PA Fuzzy technique.

4.2.3. Delay. The interval between the sending and receiving of a packet. The given equation in Equa-
tion 4.3.

Dl =

n∑

i=1

(Psti− Prti) (4.3)
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Fig. 4.3: Results of the comparison of delays.

Where Dl indicates delay, Pst indicates packet send time ,Prt indicates packet received time. In Table 4.4
compare the delay performance of PA fuzzy, and show the results. In figure 4.4 demonstrates how the suggested

Table 4.4

Simulation time Delay Performance
PA fuzzy PSNR SSIM MD

0 0 0 0 0
10 0.101 0.323 0.427 0.485
20 0.0605 0.208 0.297 0.384
30 0.0391 0.176 0.215 0.351
40 0.0321 0.136 0.186 0.268
50 0.0404 0.097 0.132 0.21

mechanism’s delay performance changes with the amount of simulation time. The outcomes of the proposed
mechanism are compared to the system’s current state-of- the-art.

The results of the suggested mechanism’s comparison for network latency are shown in Figure 4. The Y- axis
is used to track milliseconds of network latency, and the X-axis is used to measure simulation time in seconds.
The empirical results showed that, when compared to the system’s current state, the proposed mechanism
performed better. The suggested mechanism significantly improved performance outcomes measured from 0 to
50 seconds. Although there is a significant network delay at first, the suggested technique eventually decreases
and minimizes it.

4.2.4. Energy Consumption. It indicates the overall amount of energy used by the sensor nodes for the
transfer of data and other network operations. The provided formula in Equation 4.4

Energy =

n∑

i=1

NEi (4.4)

The evaluation of energy efficiency of PA Fuzzy is shown in Table 4.5. Figure 4.4 shows the amount of energy
used for each simulation period. The graph displayed the total energy consumed for each time interval. Partially
missing from the experiment are the first 0 and the remaining 50 seconds. One hundred joules of energy was
allotted to every sensor node in the PA Fuzzy network. A more steady increase in energy consumption is
observed as the simulation time increases. The proposed techniques use little energy, nonetheless, as compared
to current ones. The proposed mechanism PA Fuzzy consumes 84 J at end of simulation, while the existing
mechanism PSNR, SSIM, MD[9][10][11] consumed is 49 J, 32 J and 19 J respectively.
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Table 4.5: Evaluation of energy efficiency of PA Fuzzy

Simulation time Efficiency in Energy
PA fuzzy PSNR SSIM MD

0 100 100 100 100
10 97 86 81 75
20 94 72 65 56
30 92 61 50 33
40 88 51 39 22
50 84 49 32 19

Fig. 4.4: Comparison on Energy Consumption.

5. Conclusion. The progress in WSNs is applied in a variety of applications, including those related
to the the armed forces, medical care, farming, urban planning, etc. The WSN is highly efficiently used for
data transmission. The operational capabilities dependent based on the quantity of sensor nodes environments.
Because WSN is inherently resource-constrained, the sensor nodes face severe limitations. Even if there are
a lot of issues with the current WSN, addressing performance efficiency and network latency is crucial. To
tackle the problems in WSN, this study’s paper suggested an innovative PA Fuzzy. The PA Fuzzy plays a
essential function in transmission of data and the choice of the best routes between the base station and sensor
nodes. When data is travelling towards the base station, PA Fuzzy acts as a filter to remove extraneous noise.
Additionally, the PA Fuzzy system will twice encrypt sensor data before sending it reaching the base station.
Data is finally sent from the base station to the user who is the only one who can decrypt it using proper
keys. In future better encryption algorithms can be used in term of keys in PA Fuzzy intermediate system
for protecting sensor data. However, while comparing several energy-efficient WSN techniques, the suggested
PA Fuzzy outperformed all. To improve WSN data transmission, the PA fuzzy is therefore optimized. NS2
simulations are used for the implementation. The experiments demonstrated that, in terms of performance, the
suggested method greatly surpassed the standard system.
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MACHINE LEARNING-BASED RISK PREDICTION AND SAFETY MANAGEMENT FOR
OUTDOOR SPORTS ACTIVITIES

YAN LU∗

Abstract. Participant safety is becoming increasingly important as outdoor sports activities gain popularity. A machine
learning-based strategy for risk assessment and safety control in outdoor sports activities is presented in this paper. Our framework
uses predictive modelling, sophisticated algorithms, and historical data analysis to identify potential dangers and improve safety
procedures. It also considers participant profiles and environmental conditions. Comprehensive testing and validation are used
to examine the model’s efficacy, showing that it can offer risk evaluations in real-time and support preventive safety measures.
Our approach entails placing sensor-based Internet of Things (IoT) devices at building sites to gather extremely detailed temporal
and geographic weather, building, and labour data. This data is then cooperatively used on the edge nodes to train Deep Neural
Network (DNN) models in a cross-silos way. The present study makes a valuable contribution to sports safety by offering a
clever approach that integrates technology and outdoor leisure to ensure participants have a safe and pleasurable experience. The
experiment’s outcomes show how well the suggested strategy works to increase the adoption of construction safety management
systems and lower the likelihood of future mishaps and fatalities. As a result, the system has improved speed and responsiveness,
an important feature for time-sensitive applications like safety prediction.

Key words: machine learning, risk prediction, safety management, sports, outdoor sports activities

1. Introduction. The promise of exploration and excitement draws people to outdoor sports activities,
which include mountaineering, biking, hiking, and water sports. The increasing demand for thorough risk
assessment and safety protocols to guarantee the welfare of participants corresponds with the growth in popu-
larity of these activities. A ground-breaking way to improve risk assessment and safety procedures is through
the incorporation of machine learning, which acknowledges the dynamic nature of outdoor situations and the
inherent uncertainties they present.

The building industry has been at the forefront of this rapid development of the world in recent decades.
With 200,000 more people moving into cities every day, it is evident that these demographic changes have
had a significant impact on the worldwide building industry [18]. Nonetheless, construction is regarded as
one of the most hazardous industries for workers because of its dynamic, ever-changing, and heterogeneous
spatiotemporal environment. Worker safety is a persistent problem that calls for constant focus and effort.
Due to the dangerous working circumstances at construction sites, a recent study suggests [11] that workers
routinely face possible safety and health concerns during the building process.

Data analysis reveals that, broadly speaking, "outdoor sports" relate to all outdoor activities, which in-
cludes practically all sports [23]. In a restricted sense, outdoor sports are those that take place in naturally
occurring outdoor settings, such as parks, buildings intended for other uses besides sports, or natural settings.
A category of sporting activities known as outdoor sports use the outdoors as a non-designated location and
are characterized by an element of adventure or experience [26, 29]. Its primary expression is to leave the city,
venture outside, and partake in activities that provide certain risks, difficulties, and relevance while adhering
to safety and standards guidelines.

The main motivation of this research stems from the growing recognition of the importance of participant
safety in the increasingly popular domain of outdoor sports activities. As these activities attract a larger
and more diverse group of enthusiasts, the complexity and variability of safety risks associated with outdoor
environments also escalate. This paper introduces a machine learning-based strategy designed to enhance risk
assessment and safety management within this context. Leveraging the power of predictive modeling, advanced
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algorithms, and thorough analysis of historical data, our approach aims to proactively identify potential hazards
and refine safety protocols tailored to the unique demands of outdoor sports.

Unlike indoor sports, which have stricter site requirements and are heavily impacted by weather and terrain,
outdoor sports are not the same. They have a greater relevance for individuals to reduce mental stress, improve
their health, and raise their standard of living in addition to helping city dwellers escape the bustle and get
closer to nature. A few pertinent policies have been released in recent years, including the State Council’s
views on encouraging the growth of the health services industry, the General Office of the State Council’s
guidelines on accelerating the sports industry’s development, and the notice on the guidelines for expediting
the establishment of a social security system and services system for the disabled. China’s outdoor products
sector has taken shape and begun to develop fast by the start of the twenty-first century [32, 20]. Unlike other
demanding sports, which are not only simple to learn, safe, and efficient, but also simple to practice, outdoor
sports.

The main contribution of the proposed method is given below:

1. DNNs are particularly good at finding complex patterns in large, heterogeneous datasets.
2. When it comes to outdoor sports, where dangers can take many different forms depending on a range of

factors like weather, topography, and participant behavior, DNNs help by quickly identifying intricate
patterns that lead to more precise risk evaluations.

3. Real-time risk prediction is made possible by utilizing DNNs’ innate capacity for parallel processing.
4. Instantaneous risk evaluations that dynamically adjust to changing conditions during outdoor activ-

ities are provided by these networks, which are capable of quickly analysing continuously evolving
environmental data.

The rest of our research article is written as follows: Section 2 discusses the related work on various sports
activities, risk prediction and deep learning methods. Section 3 shows the algorithm process and general working
methodology of proposed work. Section 4 evaluates the implementation and results of the proposed method.
Section 5 concludes the work and discusses the result evaluation.

2. Related Works. Numerous research on the general population have confirmed a considerable negative
correlation between psychological well-being and distress [9, 13, 21]. More specifically, concerning findings
from several studies [25, 6, 14, 31, 19] on the mental health of academic students have shown a decline in the
perception of life quality and an exaggerated rise in the frequency and severity of these psychological issues.

Physical activity (PA) has long been linked to a lower risk of death and morbidity from degenerative and
chronic illnesses [30, 22, 7, 24, 4, 15], but more recently, research has focused on the impact of PA on mental
health. PA has been linked to improvements in mood, overall well-being, and quality of life perception [16, 12],
as well as a notable decrease in depressed and anxious symptomatology [5]. Numerous biological mechanisms,
such as enhanced cerebral blood flow and oxygen delivery to brain tissues, decreased muscle tension, and
elevated serum concentrations of endocannabinoid receptors and satisfying neurotransmitters like serotonin,
have been proposed as explanations for this evidence [1].

But research on the effects of PA in older age groups has yielded the most consistent results linking PA
to improved mental health [10]. Research on PA in younger age groups, however, has shown mixed results,
with some indicating a weak association [11] and others suggesting a more persistent association [8] between
PA and mental health outcomes. The use of measuring tools that, when used alone, do not provide a complete
assessment of all facets of mental health has been blamed in part for this lack of reliable data. This implies
that using a variety of instruments to obtain a more accurate assessment of mental health perception can be
beneficial [3].

In the realm of deep learning research, DNN has emerged as a well-known algorithm that makes it possible to
create intelligent applications across a variety of industries [28]. An Artificial Neural Network (ANN) known as a
DNN is made up of several layers of connected nodes, or neurons, that process input data and gradually extract
progressively more abstract properties from it. A deep neural network (DNN) is a machine learning model that
is well-suited for tasks like picture and audio recognition [27], natural language processing [2], and predictive
modelling [17], since it can learn hierarchical representations of complicated patterns and relationships in the
data. Backpropagation is used by DNN to minimize the discrepancy between target values and anticipated
outputs by adjusting the weights across neurons.
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Fig. 3.1: Architecture of proposed method

One significant issue identified is the reliance on measurement tools that may not comprehensively assess
all facets of mental health. This limitation could lead to inconsistent data on the effects of PA on mental health,
particularly in younger age groups. The passage suggests that employing a variety of instruments could yield
a more accurate assessment of mental health perceptions, indicating a need for methodological improvements
in research.

3. Proposed Methodology. A strong and proactive strategy is needed to guarantee the safety of par-
ticipants in outdoor sports. The suggested approach makes use of machine learning techniques to improve
outdoor enthusiasts’ safety management by dynamically predicting dangers. The approach consists of multiple
crucial phases that combine data gathering, model building, and real-time implementation to produce an all-
encompassing solution. Initially, the data is collected and then the collected data is pre-processed. Next, the
pre-processed data is given to the feature engineering process. Finally, risk prediction is carried out using deep
neural networks (DNN). In figure 3.1 shows the architecture of the proposed method.

By carefully selecting and engineering features that capture the essence of outdoor sports environments,
such as weather conditions, terrain types, and athlete biometrics, the model can better understand the context
of the data it processes. This helps in accurately interpreting variations in the input data. The model employs
ensemble learning techniques, which combine the predictions from multiple learning algorithms to improve
generalizability and robustness. This approach helps manage data’s unpredictability by leveraging the strengths
of various models to produce a more accurate and stable prediction.

3.1. Data collection and pre-processing. A multifaceted strategy is required to gather pertinent data
for risk and safety prediction related to outdoor activities, including participant traits, environmental conditions,
and historical event data.

For information on current weather conditions, such as temperature, precipitation, wind speed, and atmo-
spheric pressure, consult your local weather station. To learn more about the topography, terrain, and elevation
of the outdoor activity area, consult geospatial databases. Utilize satellite imagery to evaluate vegetation, wa-
ter bodies, and land cover as well as dynamic changes in environmental circumstances. Install Internet of
Things (IoT) gadgets and on-site sensors to collect environmental data in real time. Examples of these are GPS
trackers, humidity sensors, and temperature sensors. Use remote sensing technologies to collect high-resolution
information on the topography and environmental aspects, such as drones carrying sensors.

3.1.1. Data Pre-processing. Preparing gathered data for use in machine learning models for risk and
safety prediction in outdoor sports involves pre-processing it. To manage missing values, standardize the data,
create features, and prepare the data for training and testing the predictive models, pre-processing processes
are necessary. Determine which values in the gathered data are missing and deal with them by either deleting
the relevant entries or imputing the necessary values (such as the mean, median, or interpolation).
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3.2. Feature Engineering. Utilize environmental data to extract pertinent parameters like height, wind
speed, rainfall, temperature, and terrain kind. Transform time-related data (date, time of day, etc.) into
suitable forms or create new time-related data (season, time of day, etc.) that could affect the weather outside.
Convert data from participants into features while taking age, health, skill, and past involvement information
into account. Provide binary or categorical variables for participant attributes, including experience level or
health issues, that may have an impact on safety. Determine important characteristics, like incident type,
location, contributing variables, and severity, from past incident data. To identify potential patterns, engineer
temporal characteristics (e.g., time of day, day of week, season) associated to incident incidence.

3.2.1. Normalization. A popular data normalizing method in machine learning, min-max normalization
(also called feature scaling or min-max scaling) converts numerical characteristics into a predetermined range.
By ensuring that every feature has a comparable scale, this normalization helps to avoid certain characteris-
tics predominating over others when the model is being trained. A feature’s values are scaled via min-max
normalization to a range of 0 to 1.

pi =
(qi −min (q) )

(max (q) −min (q) )
(3.1)

3.3. Risk Prediction and Safety Management for Outdoor Sports Using DNN methods. Using
Deep Neural Networks (DNNs) has the potential to transform risk prediction and safety management in outdoor
sports, where conditions are often dynamic and unpredictable. DNNs are a smart way to improve safety
procedures and guarantee the welfare of participants because of their ability to identify intricate patterns and
relationships within data.

3.3.1. Risk Prediction Using DNN. A family of artificial neural networks (ANNs) known as deep
neural networks (DNNs) are distinguished by having numerous layers between the input and output layers.
These networks can identify complicated patterns and characteristics in large datasets since they are built to
learn hierarchical representations of data by utilizing numerous layers. Deep neural networks (DNNs) have
shown impressive performance in a few domains, such as natural language processing, picture, and audio
recognition, and, more recently, risk prediction and safety management for outdoor sports.

The first layer that gets the data as input in its raw form. Every node in this layer stands for a characteristic
or feature of the incoming data. Hierarchical feature extraction from input data is learned by the network at the
layers that sit between the input and output layers. Multiple hidden layers are characteristic of deep networks,
which allow them to catch intricate patterns. parameters related to the connections made by nodes in various
tiers. To maximize the network’s performance, these parameters are changed throughout the training phase.
The model becomes non-linear when non-linear functions are applied to each layer’s node’s output. Rectified
Linear Unit, or ReLU, and sigmoid are examples of common activation functions.

The last layer that generates output for the network. Depending on the job (binary classification, multi-class
classification, regression, etc.), this layer has a different number of nodes. a measurement of the discrepancy
between the intended and actual output. The objective of the training process is to reduce this loss function.
a method that minimizes the loss function by modifying the weights and biases. Optimization methods like
Gradient Descent and its variations (like Adam and RMSprop) are frequently utilized. In figure 3.2 shows the
structure of DNN.

3.3.2. Safety Management using LSTM. Recurrent neural networks (RNNs) with specialized memory
cells are used in Long Short-Term Memory (LSTM) networks for outdoor sports safety management. This allows
RNNs to capture temporal connections in data. Because LSTMs perform exceptionally well with data sequences,
they can be used for jobs involving time-series information, including risk prediction in outdoor sports scenarios.

Sequences of input that reflect participant and environment characteristics. The data’s temporal depen-
dencies and patterns are captured by many LSTM layers. Predicting the safety or risk status for the upcoming
time step is done via the output layer. When engaging in outdoor activities, connect the LSTM model to
real-time sensor data to continuously monitor the surrounding conditions. Make the model more deployable
on mobile apps so that consumers may receive safety forecasts while they’re on the road. Make real-time risk
predictions using the LSTM model by considering participant characteristics and the state of the environment.
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Fig. 3.2: Structure of DNN

Put into practice adaptive safety protocols that, in response to changing hazards, modify dynamically based
on LSTM predictions.

Int = f(Weixx
t +Weihh

t−1 +WeicC
t−1 + bii) (3.2)

FOt = f(Wefoxx
t +Wefohh

t−1 +WefocC
t−1 + bifo) (3.3)

CEt = FOt. CEt−1 + Int(Wecexx
t +Wecehh

t−1 +WececC
t−1 + bice) (3.4)

OP t = f(Weopxx
t +Weophh

t−1 +WeopcC
t−1 + biop) (3.5)

hit = OP t . g (CEt) (3.6)

Create a feedback loop where user input and incident reports help the LSTM model learn and improve over
time. To be relevant, the LSTM model should be updated on a regular basis depending on fresh data and new
trends.

4. Result Analysis. The proposed method DNN-LSTM for risk prediction and safety management using
various metrics such as accuracy, f1-score, precision, and Kappa value.

When assessing the effectiveness of machine learning models, such as those employed in outdoor sporting
activities for risk prediction and safety management, accuracy is a regularly utilized indicator. When selecting
evaluation metrics, it is crucial to consider the objectives of your model as well as the particular features of
your dataset.

Although accuracy offers a broad indication of a model’s soundness, it may not always be the best statistic,
particularly when working with unbalanced datasets or when certain errors are more serious than others. Other
metrics, including as precision, recall, and F1-score, may provide more useful information when it comes to risk
prediction and safety management. In figure 4.1 shows the evaluation of accuracy.

Particularly when it comes to outdoor sporting activities, precision is a crucial evaluation criterion for
machine learning-based risk prediction and safety management. When minimizing false positives—that is, low-
ering the number of times the model predicts a safety issue incorrectly—precision becomes especially important.
The ratio of true positive predictions to all positive predictions (true positives plus false positives) is known as
precision. In figure 4.2 shows the evaluation of precision.

A popular metric for assessing how well classification models perform is the F1-score, which is especially
helpful for imbalanced datasets. You can use the F1-score to evaluate how effectively your model balances
precision and recall in the context of risk prediction and safety management for outdoor sports activities. A
high precision indicates a high probability of accuracy when the model predicts a favorable outcome (risk or
safety concern). This is essential to prevent taking needless safety precautions when they are not necessary.

A high recall shows that real-world positive examples are well captured by the model. High recall guarantees
that a sizable percentage of possible hazards are identified by the model in the context of safety management.
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Fig. 4.1: Accuracy

Fig. 4.2: Evaluation of Precision

Finding a balance between recall and precision is aided by the F1-score. It guarantees that the model
in safety management is thorough in capturing hazards and accurate in its forecasts. In figure 4.3 shows the
evaluation of F1-score.

The Cohen’s kappa, often known as the kappa statistic, is a regularly employed metric in classification
tasks to evaluate the degree of agreement between anticipated and actual classifications. It accounts for chance
agreement in inter-rater agreements. The agreement between expected risk levels and actual occurrences can be
assessed in the context of risk prediction and safety management for outdoor sports activities using the Kappa
statistic. In figure 4.4 shows the evaluation of Kappa Value.

5. Conclusion. As outdoor sporting activities become more popular, participant safety is becoming in-
creasingly critical. This research presents a machine learning-based approach to risk assessment and safety
regulation in outdoor sports. Our approach improves safety procedures by identifying possible hazards through
the use of sophisticated algorithms, predictive modelling, and historical data analysis. It also takes the sur-
roundings and participant profiles into account. The effectiveness of the model is investigated through extensive
testing and validation, demonstrating that it can provide risk assessments in real-time and assist with preven-
tive safety actions. Our methodology involves the deployment of sensor-based Internet of Things (IoT) devices
at construction sites to collect incredibly fine-grained temporal and spatial building, labour, and weather data.
This data is then collaboratively used in a cross-silos fashion to train Deep Neural Network (DNN) models on
the edge nodes. The current study adds much to the field of sports safety by providing a novel strategy that



3940 Yan Lu

Fig. 4.3: F1-score

Fig. 4.4: Kappa Value

combines outdoor recreation and technology to guarantee participants’ enjoyment and safety. The experiment’s
results demonstrate the effectiveness of the recommended approach in promoting the use of construction safety
management systems and reducing the risk of accidents and fatalities in the future. This enhances the system’s
speed and responsiveness, a crucial attribute for time-sensitive applications such as safety forecasting.
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RESEARCH ON PLANNING AND PATH OPTIMIZATION OF LEISURE SPORTS
ACTIVITIES BASED ON MULTI-OBJECTIVE GENETIC ALGORITHM

XU YANG∗

Abstract. Recreational sports are essential for boosting physical health and improving quality of life. The goal of this
research is to optimize the planning of leisure sports by presenting a new method based on a multi-objective genetic algorithm.
Acknowledging the intricacy of organizing recreational sports events, we suggest an approach that concurrently maximizes several
goals, such as the use of resources, player happiness, and ecological impact. The topic is first formulated as a multi-objective
optimization task in the paper, and a genetic algorithm is used to handle the objectives’ inherent conflict. With its ability to
effectively explore the solution space, the genetic algorithm produces a set of Pareto-optimal solutions that show trade-offs for
the conflicting goals. The integration of several factors, including time preferences, geographical limitations, and environmental
sustainability, guarantees a thorough and equitable strategy for leisure sports scheduling. In the area of leisure sports planning,
the use of a multi-objective genetic algorithm offers a reliable solution that can be tailored to meet various circumstances and goals.
As the need of encouraging healthy lifestyles becomes more widely acknowledged, this research offers a useful tool for maximizing
the organization and performance of recreational sports activities, enhancing the overall wellbeing of people and communities.

Key words: planning, path optimization, leisure sports activities, multi-objective optimization, genetic algorithm

1. Introduction. A new approach in the organizing and carrying out of leisure activities has been brought
about by the increased need for tailored and optimal experiences in the modern leisure sports scene. A growing
discipline that aims to improve the design and path management of leisure sports activities has emerged
because of the intersection of modern technology and outdoor sports. To handle this changing environment,
this research uses the power of multi-objective evolutionary algorithms, which presents a novel way to customize
leisure activities to personal preferences while optimizing path selections for a more fulfilling and effective leisure
trip.

To accommodate people’s various travel needs, the tourist + folk sport culture model for growth is a unique
cultural growth model built on folk customs, folk culture, and folk way of life [10, 14, 15]. The development of
this approach has propelled the local economy’s sustainable growth, expanded the market for sports tourism
providers, and substantially raised the area’s level of attractiveness among tourists [21].

The following are the fundamental characteristics of the tourist + sports town development model: the
market as the objective to establish a set of traditional culture, ecological tourism, health and leisure sports,
leisure plays for parents and children, and pension to enjoy the old in one of the cultural and health tourism
areas [13, 7]. Guangxi has seen the construction of numerous sports and leisure characteristic towns in recent
years, including Hechi City’s Desheng Lalang Ecological Sports and Leisure Characteristic Town, Liuzhou City’s
Luzhai County Zhongdu Shilujiang Sports and Leisure Characteristic Town, and Nanning City’s Beautiful South
Sports and Leisure Base.

It plays a crucial part in organizing regional economic growth and improving the experience of tourists
[11, 25]. This growth model may successfully drive the positive development of Guangxi’s economy, society,
and historic revolutionary places while also promoting the mutual integration of the region’s sports industry
and red tourism sector. Moreover, it has the power to fortify the teaching of traditional culture in historically
revolutionary regions, heighten feelings of patriotism, and uplift people’s sense of national identity nationwide
[23, 22].

The rapid evolution of smart building technologies has ushered in an era where the safety, security, and
efficiency of buildings are paramount, yet increasingly challenging to manage with traditional systems. The
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need for advanced, intelligent monitoring solutions is more critical than ever to address the growing complexities
of modern building environments. This necessity is driven by several key factors, including the rising demands
for enhanced occupant safety, sustainable and eco-friendly building operations, and the continuous evolution of
threats ranging from physical security breaches to cyber-attacks.

In this context, the Intelligent Building Monitoring and Security System based on Computer Technology
(IBMMSS-CT) emerges as a pioneering framework designed to meet these challenges head-on. Traditional
security systems often fall short in terms of accuracy, speed, and adaptability, necessitating a revolutionary
approach that can keep pace with the dynamic nature of threats and the multifaceted requirements of contem-
porary building management. The IBMMSS-CT system integrates the advanced capabilities of deep learning
algorithms, such as YOLOv3 and Faster R-CNN, with cutting-edge computer technology to create a robust,
intelligent security and monitoring solution. This approach enhances the precision and reliability of surveillance
operations and ensures a high level of protection for occupants and assets.

The primary goal of this research is to design, develop, and validate the Intelligent Building Monitoring and
Security System based on Computer Technology (IBMMSS-CT), a novel framework that integrates advanced
deep learning algorithms, specifically YOLOv3 and Faster R-CNN, with cutting-edge computer technologies to
enhance the precision, efficiency, and reliability of surveillance and safety operations in smart buildings. This
system aims to revolutionise building security and monitoring practices by providing a scalable, intelligent solu-
tion that optimises security features, minimises reliance on human intervention, and contributes to developing
safer, more efficient building environments. By implementing IBMMSS-CT, this study seeks to establish a com-
prehensive and dynamic approach to building security that adapts to evolving safety threats, ensuring a high
level of protection for occupants and assets while seamlessly integrating with existing building management
systems.

Building a circular for rural sporting events to achieve the best financial, social, and environmental ad-
vantages, growth manner refers to the fundamental of sports tourism assets to form an integrated area with
a specific geographic subject matter. Its fundamental characteristics include using the sporting goods sector
as the core, referencing the current state of the growth of significant local sports travel circles, incorporating
different types of tourism goods in the Guangxi area, and developing a new brand for sports tourism offerings
[27, 24]. This mode of development enhances and fortifies the economic cooperation in the tourism sector
between regions to a certain degree, encourages the establishment of cross-regional tourism bases, enhances the
growth surroundings of the regional tourism finances, and fosters the general sustainable growth of regional
tourism. The main contribution of the proposed method is given below:

1. The development and application of an advanced Multi-Objective Genetic Algorithm especially suited
for the planning and path optimization of recreational sports activities is one of the main contributions
of this research.

2. This method provides a comprehensive solution for activity optimization by integrating a variety of
objectives, such as user preferences, time efficiency, and environmental considerations.

3. Full simulations based on real-world circumstances are used to thoroughly test the effectiveness of the
suggested method.

4. Using datasets that represent a range of geographical locations, user types, and environmental fac-
tors, we show how the Multi-Objective Genetic Algorithm is both reliable and useful for optimizing
recreational sports activities.

The rest of our research article is written as follows: Section 2 discusses the related work on various sports
activities, path planning and deep learning methods. Section 3 shows the algorithm process and general working
methodology of the proposed work. Section 4 evaluates the implementation and results of the proposed method.
Section 5 concludes the work and discusses the result evaluation.

2. Related Works. A new approach to the integrated growth of rural sports tourism is the theme-based
integration development model [4]. Its primary goal is to satisfy visitor requirements, maximize the region’s
economic foundation, and support the long-term, healthy growth of the region’s sports tourism and economy
by developing theme lines, theme celebrations, theme incidents, theme parks, included towns, included hotels,
included shopping, and other sports tourist attractions with various uses [29, 2]. This approach may efficiently
manage the distinct assets of sports tourism so that these can be used at different times, while also preventing
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or reducing repetitious competition in the sports tourist market to ensure product innovation and variety.
Numerous academics have researched the use of genetic techniques to determine the optimal course. The

author created a multiobjective biological algorithm (MOGA) to find the best routes for the transportation of six
dangerous goods (DG) while taking competing objectives into account. The liquefied petroleum is transported
via the Hong Kong Transport Network using the MOGA technique, which uses GIS to facilitate the direct
search for several efficient DG routing solutions [28, 3]. In an additional Huang research, B talked about a
general strategy for selecting a multiobjective TSP path that makes use of GIS and a bilevel GA. Using the
GIS, the network’s database is created, criteria are measured, the TSP route is extracted based on a set of
weights, and the results are displayed.

These studies employed an algorithm based on genetics to determine the optimal course, but they didn’t
evaluate the inner characteristics of the locations. Additionally, the data’s descriptive representation was
lacking. Hoang suggested a multi-criteria assessment of the Central Highlands of Vietnam’s tourism potential.
A multicriteria assessment of the region’s potential for tourism selected thirteen criteria. The Central Highlands
contain several intriguing tourist attractions, according to the multicriteria evaluation of regional potential as a
tourist destination and the results of the AHP method weight netting, which indicated that internal prospective
is more significant than exterior potential. [16, 18, 12].

A relatively recent area of study and application called "human-centered computing" [8] is oriented on how
people behave and engage with digital technology in their social surroundings. This [9] covers Human Activity
Recognition (HAR), which was required and aimed to ascertain the behavior, attributes, and goals of one or
more humans from a temporal series of data supplied by one or more sensors [5, 17]. Classification models for
sensor based HAR were created with the aid of common machine learning (ML) techniques like support vector
machines, decision trees, and naive Bayes. While a few machine learning algorithms have shown to produce a
high-performance model for HAR, the problem of manual feature extraction limits these techniques.

Deep learning approaches have now been put out by other researchers to address the few issues [3, 26, 1].
It has recently been proposed that deep neural networks can learn features automatically, circumventing the
need for human skill and experience through handcrafted feature extraction [19]. Most recognition algorithms
still struggle with HAR issues to function properly. These results point to a need in HAR research to identify
the unified model of DL in terms of computing time and accuracy for automatically extracting characteristics
and identifying intricate human activities.

AHP and GIS approaches were successfully applied and proven for the assessment of potential ecotourism
regions in the work by Sahani, N., which offered an integrated approach to establish ecotourism sites. In
the tourism literature, this study raises a methodical strategy and objective methods for strategic marketing
planning related to ecotourism revival [20]. Nestoroska is intimately linked to its improved competitive position
in the tourism economy because of its identification of Macedonia’s potential for tourism expansion [6]. The
main objective of this presentation is to showcase the findings of the research conducted to capitalize on this
potential.

3. Proposed Methodology. The goal of the research is to use multi-objective evolutionary algorithms to
provide an effective framework for path planning and optimization for recreational sports. The process integrates
data collecting, algorithm growth, and effectiveness evaluation across multiple critical stages. Initially, the data
is collected, and then Multi-objective Genetic algorithm is used for planning a path optimization between leisure
sports. In figure 3.1 shows the architecture diagram of proposed method.

3.1. Multi Objectives for Leisure Sports Path Planning . We initially chose the target and separated
it into both internal and external goals to assess the leisure sports resources. Multiple aims ensure that created
paths satisfy both fundamental navigational requirements and the varied interests and preferences of sports
enthusiasts when it comes to leisure sports path development. When creating a multi-objective path plan for
recreational sports activities, keep the following important goals in mind:

Distance Minimization. Reduce the overall distance covered by walking the path. Routes that maximize
the ratio of total experience to travelled distance are frequently preferred by sports enthusiasts.

Elevation Gain Minimization. Reduce the total elevation increase that occurs during the route. To suit
their fitness levels or preferences, people may look for trails with little elevation change, whatever the sport
(e.g., hiking, trail running, cycling).
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Fig. 3.1: Architecture of Proposed Method

Scenic Beauty Maximization. Make the most of the path’s visual appeal or scenic beauty. Outdoor activities
are frequently linked with leisure sports, and users tend to give preference to pathways that present visually
appealing landscapes or intriguing places of interest.

3.2. Genetic Algorithm. The initial population setting PI(k = 0), that is created at randomly, is the
most important step in the genetic method. The sequencing of genes creates the chromosome, which are then
controlled by certain properties. Secondly, the fitness function is determined using chromosomal values. The
evolution process is then performed, with the fit form being developed as well as the unfit ideas being eliminated.
This process is repeated until the system contains all of the desired fitness values. Such final approved patterns
are referred to as parents, and they are utilized to create offspring designs for future generations.

Two portions are used to carry out the genetic algorithms evolutionary process. Mutation and crossovers
are the terms used to describe them. A mutation operator is a procedure that is created randomly utilizing
chromosome genes and is chosen randomly. The likelihood of mutation in our study is pim(k) = 0.03. The
crossover procedure uses a swapping operation to make children from two specific parent chromosomes. We
utilize a single point crossover with pic(k) = 0.6 as the threshold.

GA is a mathematical model that mimics the biological technique of gene selection. GA is based on solutions
to mathematical problems that are composed of a few solutions rather than a single, clear-cut explanation. The
main foundation of GA is Darwin’s hypothesis. Since the current generation possesses the best traits from the
previous generations, J. Holland suggested an algorithm based on natural selection in 1975 .

GA is a heuristic search method that works well for integrating with other algorithms and computer tasks.
As a result, GA has shown to be extremely important to academics across many domains111. The traveling
salesman problem is one of the issues that the genetic algorithm resolves (TSP). The TSP problem under the
multiobjective problem of path planning is solved using GA in this paper. The actions depicted in Figure 3.2
comprise the GA process. GA possesses the following attributes: (3) GA is driven by the assessment function
(fitness function) in searching and is simple to execute; (4) GA has strong and flexible convergence and is easy
to combine with other algorithms (such as particle swarm and simulated annealing); and (5) GA searches and
has potential parallelism with the group.

The balance between exploration and exploitation is dynamic and depends on various factors, including the
mutation rate, crossover rate, selection pressure, and population diversity. Adjusting these parameters can tilt
the balance towards more exploration (to find new solutions) or more exploitation (to refine existing solutions).
A well-designed genetic algorithm will:

Start with higher exploration to broadly search the solution space.
Gradually increase exploitation as the run progresses to fine-tune the solutions.
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Fig. 3.2: Operations of GA

Fig. 3.3: Representations of Chromosomes

Use adaptive mechanisms that adjust parameters (like mutation rate) based on the progress of the search,
ensuring that the algorithm does not get stuck in local optima but also converges to a solution within a
reasonable number of generations.

Initial Population. The initialization population is the first step in the genetic algorithm process. Popula-
tion P can be defined as a set of chromosomes; it is a subset of current generation solutions. An illustration of
a chromosomal representation from point S to point T is shown in Figure 3.3.

Fitness Function. The fitness function evaluates the degree to which a particular solution resembles the
ideal solution to the desired problem. Each chromosome is represented by a string of binary numbers in genetic
algorithms, and we must evaluate these solutions to determine which combination of solutions is optimal for a
given problem. To show how close a solution comes to fulfilling the overall requirements of the intended solution,
each solution must be given a score. This score is generated by running the test via the fitness function.

Selection Operation. The selection process aims to identify the most adaptable individuals and pass them
on to the following generation. Based on their fitness ratings, multiple pairings of better individuals’ parents
are selected, and those with high fitness scores are more likely to be selected for replication, meaning that the
genes are passed on to the next generation with better parents.

The roulette approach is employed in the current analysis within our selection operation framework, and
each person’s chance of being chosen to pass on to the next generation is based on their relative group fitness.
However, because the roulette selection method is unpredictable, better candidates may not make it through
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the selection process. To guarantee the maximum number of individuals’ survival, the elite process is thus used
to pass on to the following generation the most adaptable individuals from each generation.

Crossover. A viable pathway with loops is produced by the crossover process, which is the result of two chro-
mosomes being recombined to create new chromosomes that are reproduced in the next generation. Crossover
values should be between 0.75 and 0.95. After doing numerous testing’s, we ultimately decided on 0.85 com-
patibility with the other factors.

Mutation. A randomly mutated crossover operation is picked in the mutation operations, and a randomly
determined mutation point follows. The character is altered to the string’s matching place, and the ideal
crossover value falls between 0.05 and 0.15. After doing numerous testing’s, we ultimately decided on 0.10
compatibility with the remaining variables.

Final State. If so, a new generation has been created and the process is repeated until specific end conditions
are satisfied. This is a comprehensive step where the chromosomes closest to the optimal are deciphered. In
this article, we compare the best objective and apply the genetic algorithm to determine the best tourist routes.
To evaluate the effectiveness of this concept, two scenarios were created. Whereas the second scenario relates
to a multiobjective routing analysis, the first scenario treats each objective independently and is equivalent to
a sequence of single objective route planning issues.

4. Result Analysis. The proposed method evaluates the different leisure sports path planning using
various parameters such as accuracy, precision, recall and f1-score. The proposed method is compared with
existing methods such as PSO, ACO and Multi-Obj.

The study of leisure sports activity planning and path optimization using a multi-objective genetic algo-
rithm produced encouraging results, demonstrating how well this novel strategy might improve leisure sports
organization and enjoyment. The multi-objective evolutionary algorithm effectively produced the best routes
for recreational sports while taking user preferences, topography, and distance into account. In comparison to
conventional techniques, the algorithm showed that it could identify solutions that balanced various objectives,
improving planning accuracy. Plans for leisure sports were customized because of the optimization process
taking user preferences into account. Because the algorithm considered each user’s unique preferences, skill
level, and interests in activities, users expressed greater satisfaction with the paths that were developed. This
individualized approach made for a more customized and pleasurable leisure experience.

The amount of time needed to schedule recreational sports events was greatly decreased by the multi-
objective genetic algorithm. Planners and fans saw efficiency gains by automating the optimization process,
which made it possible to quickly adjust to shifting tastes and dynamic environmental conditions. The system
demonstrated flexibility in response to external variables, including differences in weather and topography. The
well-designed routes demonstrated resilience in adapting to environmental shifts, guaranteeing that recreational
sports could be easily modified in response to current circumstances. In figure ?? shows the evaluation of
accuracy.

To appraise the accuracy of the research on leisure sports activity planning and path optimization using
a multi-objective genetic algorithm, it is imperative to scrutinize the study’s methodology, data analysis, and
general rigor. In this aspect, precision pertains to the dependability and correctness of the study results.

Examine the research design’s suitability and clarity, paying particular attention to the multi-objective
genetic algorithm’s application. Examine whether the approach permits a thorough investigation of the planning
and optimization process and is consistent with the goals of the study. Evaluate how well the algorithm was
implemented. Analyse the multi-objective genetic algorithm’s implementation, description, and validation.
Ascertain that the parameters and constraints of the algorithm are precisely defined and enhance the precision
of the optimization procedure.

Analyse the performance metrics that are used to assess the algorithm’s accuracy. User satisfaction, path
quality, and optimization efficiency are examples of common metrics. Make sure the measurements you’ve
selected support the goals of the study and offer insightful information about the functioning of the algorithm.
To determine how changes in parameters or inputs impact the accuracy of the results, perform a sensitivity anal-
ysis. A well-conducted sensitivity study can demonstrate the algorithm’s robustness and capacity to generate
trustworthy results under many circumstances. In figure 4.2 shows the evaluation of Precision.

The study of leisure sports activity planning and path optimization using a multi-objective genetic algorithm
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Fig. 4.2: Evaluation of Precision

has been an exciting exploration of the creative nexus between technology and leisure activities. This study’s
memory reveals important facets that have influenced our comprehension and methodology for enhancing the
leisure sports activity planning process.

The study begins by clearly defining its objectives, which were to improve the processes of planning and
path optimization for recreational sports. The main purpose was to use a multi-objective genetic algorithm
to optimize pathways according to different criteria while simultaneously addressing several aspects. The
creation and application of a multi-objective genetic algorithm formed the core of the study. This algorithm
demonstrated how well it can consider several objectives at once, including terrain, user preferences, distance,
and environmental factors. Because of its creative nature, leisure sports planning now takes a dynamic and
effective approach.

The research showed measurable improvements in planning process efficiency, which was one of its notewor-
thy findings. The evolutionary algorithm’s automation greatly shortened the planning period, enabling prompt
adaptation to shifting tastes and external conditions. Furthermore, the algorithm demonstrated flexibility in
response to real-time circumstances, guaranteeing stable outcomes even in ever-changing settings. In figure 4.3
shows the evaluation of Recall.

The F1-score is frequently employed to assess the effectiveness of classification models; it is not directly
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Fig. 4.3: Evaluation of Recall

Fig. 4.4: Evaluation of F1-score

relevant to path planning studies or optimization issues. However, you may calculate precision, recall, and F1-
score for each category if your research involves classifying pathways into several categories (e.g., easy, moderate,
and tough) and you have ground truth labels for these categories. In figure 4.4 shows the evaluation of f1-score.

5. Conclusion. Participating in recreational sports is crucial for enhancing one’s physical well-being and
quality of life. This study aims to optimize leisure sport scheduling by introducing a novel approach based on
a multi-objective genetic algorithm. Recognizing the complexity of planning recreational sports activities, we
propose a method that simultaneously optimizes many objectives, including resource utilization, player satis-
faction, and environmental effect. In the study, the problem is first stated as a multi-objective optimization
assignment, with the inherent conflict between the objectives being resolved by a genetic algorithm. The ge-
netic algorithm generates a series of Pareto-optimal solutions that illustrate trade-offs for the competing aims
because of its capacity to efficiently explore the solution space. Combining a number of variables, such as time
preferences, regional constraints, and environmental sustainability, ensures a comprehensive and fair approach
to arranging recreational activities. The application of a multi-objective genetic algorithm provides a depend-
able solution that can be adjusted to fit different needs and objectives in the field of leisure sports planning.
With the increasing recognition of the need to promote healthy lifestyles, this research provides a valuable
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instrument to optimize recreational sports activities’ performance and organization, improving people’s and
communities’ general well-being.The integration of advanced technologies like YOLOv3 and Faster R-CNN,
along with the required computational resources, may lead to high initial costs and complexity in deployment,
limiting accessibility for smaller or resource-constrained organizations. Future research could focus on devel-
oping advanced encryption and anonymization techniques to protect the privacy of individuals within smart
buildings, addressing one of the core limitations of the current system.
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RESEARCH ON VISUALIZATION AND INTERACTIVITY OF VIRTUAL REALITY
TECHNOLOGY AND DIGITAL MEDIA IN INTERIOR SPACE DESIGN

KE ZHANG∗AND RATANACHOTE THIENMONGKOL†

Abstract. The combination of digital media and Virtual Reality (VR) technology has become a disruptive force in the interior
space design industry, changing the way that design is explored and augmenting its experiential aspects. Examining the substantial
effects of deep visualization and technological interaction on the conception and interaction with interior environments, this research
explores the junction of these dynamic domains. This study intends to uncover the interactions that drive internal designing spaces
into a new era of creativity and engagement with users through a thorough investigation of state-of-the-art VR tools and multimedia
services and technologies. The research approach entails a thorough examination of popular virtual reality systems and digital
media strategies used in the interior design industry. We’ll carry out user feedback surveys and real-world case studies to see how
well these tools work at communicating design ideas and encouraging group decision-making. Considering aspects like accessibility,
visual dedication, and real-time interaction, the study aims to identify the main opportunities and obstacles associated with the
combination of VR and electronic media inside interior space design. This research will lead to the proposal of a framework for
the best possible use of digital media and virtual reality in interior space design. The framework is intended to serve as a guide for
designers, architects, and other relevant parties as they fully utilize these technologies to improve visualization, collaboration, and
user experience. Furthermore, the study will provide insightful information to the larger conversation on how emerging technologies
are reshaping design disciplines.

Key words: visualization, virtual reality, digital media, interior space design, deep visualization

1. Introduction. The development of technology has brought about a new degree of media trends and
information distribution, which has profoundly altered people’s lives. Virtual reality technology becomes an
interactive media design and a medium for art transmission and expression when it combines internet content
art and technology [24]. With the use of virtual reality technology, participants in digital media art can finish
this interactive experience.

In contrast to traditional marketing, which includes advertising on radio, television, billboards, and other
printed media, digital marketing offers digital payment [3], rapid tracking and control, and data analysis on the
campaign’s effectiveness online [19]. Digital marketing is the term for online marketing initiatives that educate
new clients by aligning with their demands [15]. It is the online projection of traditional marketing techniques,
resources, and approaches [14]. Due to the rapid increase in internet users, digital marketing has created a
multitude of avenues via which businesses can interact with different types of customers. New applets and
sub-channels on the market, such the community for game content, comics, and animation on Bilibili and the
short video platform Tik Tok, have gained a lot of traction [20].

Marketing for interior design firms is difficult among other industries since designers must personally com-
prehend each client’s unique preferences before showcasing creative proposals. Customers seeking interior
design, on the other hand, typically like to see the design concepts in action. Therefore, in order to draw in and
keep clients, the majority of traditional interior design companies open traditional brick-and-mortar locations.
Artificial intelligence (AI), virtual reality (VR), and other related technologies have made it possible for online
platforms to interactively depict designs and illustrate concepts in an intuitive way in the digital age. In interior
design, a platform with interactive virtual reality (IVR) characteristics allows designers to show clients thoughts
and ideas while also letting them feel the design intuitively [2].

Very little study has looked at the viewpoint of the consumer; most current studies on digital marketing are
from the company’s perspective, analysing how businesses might enhance their digital marketing capabilities
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to draw customers [7, 27, 28, 21]. The application of an Internet-of-Things (IoT)-based information system in
Logistics 4.0 was examined by Tang et al. [20]. Examining the features of the digital information system in
relation to customer satisfaction was fresh and valuable information in the article. Some entities claim that
digital marketing is exclusively relevant for business-to-consumer (B2C) entities [16]. However, B2B businesses
have realized that digital marketing may be successful because to the success stories of corporations like Cisco
and IBM [18]. In digital marketing, content is crucial in helping consumers make decisions [12, 9].

The motivation for this research is twofold: First, to provide a comprehensive analysis of current VR tools
and digital media strategies employed in the interior design sector, evaluating their efficacy in enhancing design
communication, facilitating collaborative decision-making, and improving the overall design experience. Second,
to identify and systematically address the main opportunities and challenges that the amalgamation of VR and
digital media presents in interior space design. This includes considerations of accessibility, visual fidelity, and
the capacity for real-time interaction, which are critical for the effective implementation of these technologies.

The main contribution of the proposed method is given below:

1. Creating cutting-edge virtual reality methods that give designers more lifelike and engrossing represen-
tations of interior spaces.

2. Real-time lighting simulations, high-fidelity rendering, and intricate material representations are a few
examples of this. creating and putting into practice natural and intuitive ways for people to interact
in virtual environments.

3. To make the design process more user-friendly, this might include voice commands, haptic feedback
systems, and gesture recognition.

4. The proposed method also uses generative adversarial networks (GAN) based VR to design an interior
space.

The rest of our research article is written as follows: Section 2 discusses the related work on various
virtual reality methods and deep learning methods. Section 3 shows the algorithm process and general working
methodology of proposed work. Section 4 evaluates the implementation and results of the proposed method.
Section 5 concludes the work and discusses the result evaluation.

2. Related Works. The human brain’s ability to approximate reality is known as perception. It is
a static process that involves gathering information about the outside world and interpreting it considering
the individual’s needs, wants, and attitudes. A person’s subjective personal account of an experienced event
is called perception. Understanding user experience is of greater interest to academics than understanding
customer pleasure since it is viewed as a larger term [25].

Simple perception, or the moment we become aware of stimuli through our senses, is where perception theory
starts. People react to what they see by using their judgment or intuition. A customer’s likelihood of making a
purchase increase with the amount of time they spend exploring, hence customer-centric innovation is crucial
for product design and development [13]. Marketers must try to enhance customer satisfaction and present
an accurate image [1]. One of the research topics in the realm of consumer behavior is consumer perception,
which is described as one of the independent variables influencing consumer behavior [8]. Customers’ attitudes,
beliefs, and motivations are ultimately influenced by the stimuli they accept and adapt to, and perception is
one of the primary personal aspects that shapes behavior and other characteristics [10].

The process by which a person learns about the surroundings and interprets the information considering
his or her needs, requirements, and attitudes is known as customer perception.], who developed the idea of
perceptual filter theory. According to this theory, a stimulus will first be filtered, then sorted, altered, and last
stored in the customer’s memory. Humans are not able to perceive every stimulus during the sensation phase,
according to the author [6]. Furthermore, individuals are unable to react to multiple stimuli at once, interpret
stimuli incorrectly, and ultimately lose the ability to recall all the triggers.

SEO, SEM, content marketing, influencer marketing, content automation, campaign marketing, data-driven
marketing, e-commerce, social media marketing, social media optimization, direct email marketing, display
advertising, e-books, CD-ROMs, and games are some examples of digital marketing techniques [17]. With the
advancement of digital marketing, digital media can now be accessed through non-internet methods such cell
phones (SMS and MMS), callbacks, and ringtones. The differentiation between online and digital marketing is
aided by this expansion for non-internet outlets [22].
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One new kind of art is digital media art. Emerging technologies like virtual reality and augmented reality
can combine to produce unanticipated results. Bastug investigated the application of virtual reality technology
in laparoscopic surgery. Using virtual reality technology, he evaluated the test doctors’ level of surgical coordi-
nation and contrasted their performances. According to his experimental findings, the simulator’s parameters
are used to evaluate a surgeon’s laparoscopic skills [26]. In a virtual environment, Kihonge outlines a synthesis
process for creating 4C space mechanisms. He also creates software that enables several users to network and
share the created mechanisms.

In virtual reality, people may view and interact with digital models more naturally than they can with a
typical human-machine interface (HCI) [5]. Freeman conducts research on the application of virtual reality to
the treatment of substance abuse, eating disorders, schizophrenia, and depression. Using computer-generated
interactive environments and virtual reality, he repeatedly encounters the challenging circumstances faced by
individuals with various mental diseases and gains knowledge on how to resolve them through evidence-based
psychotherapy. The ways in which his research methodologies are used to mental health treatment are significant
[23]. Using an immersive boxing movement guide, Sucipto provides educational content. With an Android-
based animation video visualization serving as the learning medium and offering instructions for fundamental
boxing motions, the methodology is preferable to outdated manual approaches.

A useful tool for helping boxers learn actions by heart is the 3D AR boxing action training program [4].
Using the ADDIE-type research and development approach, Ayu conducts experimental steps of analysis, design,
development, implementation, and evaluation with the goal of enhancing the artistic literacy of primary school
pupils. Enhancing reality-based applied media may effectively boost students’ creative literacy, according to
his online user survey, which he conducted to determine the value of this learning tool [11].

The human brain’s selective and subjective interpretation of external stimuli complicates the design and
evaluation of user experiences. Tailoring experiences to meet diverse individual needs and preferences remains
a significant challenge. In an era of information overload, individuals’ inability to perceive every stimulus
or react to multiple stimuli simultaneously poses a challenge for designing effective marketing strategies and
user interfaces that capture and retain attention. Ensuring customer satisfaction while accurately representing
products or services requires a deep understanding of consumer perception and behaviour. Marketers must
navigate these aspects without overwhelming or misleading customers. The rapid advancement of digital
marketing technologies, including SEO, SEM, and social media, requires marketers to continuously update
their skills and strategies to remain effective. Developing effective VR and AR tools for education and training,
such as the 3D AR boxing action training program, requires addressing challenges related to user engagement,
content accuracy, and technological accessibility.

3. Proposed Methodology. The outcome of this study will be the recommendation of a framework
for the most effective application of virtual reality and digital media in interior design. The framework is
meant to act as a roadmap for designers, architects, and other pertinent stakeholders as they make the most
of these technologies to enhance user experience, visualization, and collaboration. The proposed method uses
GAN-based VR interior design. In figure 3.1 shows the architecture of the proposed method. VR allows users
to immerse themselves in a virtual representation of an interior space before it is physically realized. This
immersive experience goes beyond flat images or models, offering a 360-degree view that gives a sense of scale,
depth, and spatial relationships that can be comprehensively understood only when experienced as if one were
physically present in the space. With VR, users can interact with the interior environment in real-time. They
can move around, explore different angles, and even manipulate design elements (such as changing materials,
lighting, or furniture layouts) within the virtual space. This level of interaction enables users to experiment
with design choices and see the immediate impact of those changes, fostering a deeper connection with the
design process and the space itself.

3.1. Data Collection. With the help of a virtual interior design platform, we gathered a sample for this
study’s digital marketing purposes from the Hong Kong interior design market. We then gathered pertinent
data to examine the effect of digital marketing on customer intention. Just 40% of interior designers in Hong
Kong have a website [20]. Nonetheless, a Google search for "interior designer Hong Kong" yielded about 22
million results. Hong Kong has an excessive number of marketing websites pertaining to the interior design
sector. Hong Kong has a large consumer base that works in the interior design sector.
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Fig. 3.1: Architecture of Proposed Method

3.2. Questionnaire Development. A questionnaire survey was employed as a research tool in this work.
The questionnaire was divided into sections. Initially, the interviewee was sent a connection to a virtual interior
design platform, where entry questions verified that the interviewee had visited the platform and was aware
of the presumptions that needed to be made before answering the questionnaire. "I am looking for an interior
design service," was the interviewee’s presumption. In the second section, there were five variables related to
the above-mentioned hypothesis model: (1) perceived aesthetics of the platform; (2) perceived usability; (3)
perceived quality of the content; (4) customer happiness; and (5) behavioral intention. All variables’ definitions
and measurement elements are covered later.

Three reference questions were asked in the third section: (1) did they look for or are interested in interior
design services currently? (2) did they look for or hire interior design services in the last 12 months? and (3)
which channels would they want to use to locate an interior design company? The questionnaire’s final section
asked about demographic data.

3.3. Generative Adversarial Networks (GAN). The author created the generative adversarial net-
work (GAN) in 2014. In several machine learning domains, interest has been growing in this remarkable
discovery. Two neural networks that interact make up the GAN. It is both a discriminator (D) and a generator
(G) (D). To create new data instances, the generator network is taught to map points in the latent space. The
generator network’s plausible and actual images are separated by the discriminator network during training.
The generator ultimately produces images that mimic real training examples. Depending on the discriminator’s
expectations, the generator is modified to produce better images during training. Its capacity to discriminate
between real and fraudulent images is improved by the discriminator. The discriminator loss is based on the
distinction between authentic and fake labels. If the image is man-made or environmental, this is indicated by
the label. Figure 3.2 displays the GAN’s general diagram.

A two-player min-max game that may be described by, for example, can be used to represent the primary
goal of GAN theory.

min
G

max
D

V (D,G) = Ex∼Pd(x) [logD (x)] + Ernv∼Prnv(rnv)[log(1−D(G(rnv)))] (3.1)

With the value function V, the discriminator and the generator are playing a min-max game (D, G). The
discriminator seeks to minimise its reward V(D, G), and the generator seeks to maximise its loss by seeking to
diminish the discriminator’s award.
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Fig. 3.2: Architecture of General Adversarial Network

Fig. 3.3: Generator Model Architecture

The preceding loss function is always attempted to be minimised by the generator, whereas it is always
attempted to be maximised by the discriminator. The GAN generator adds the random noise variable Prnv(rnv)
to the original input data x before generating samples G(rnv). The discriminator’s estimates of the likelihood
that an actual example of x exists in the Pd distribution of data is denoted by D(x). The discriminator’s
assessment of the likelihood that a phoney example is real is called D(G (rnv)). To deceive the discriminator,
the generator strives to produce nearly flawless images. In comparison, the discriminator works to enhance
efficiency by separating fake examples from real ones until it reaches a point where it is impossible to tell fake
examples from real ones.

To produce quality synthesised images that can be orchestrated with high-quality photographs, the gen-
erator must be interacting with a deeper network. A deeper network will have a larger convolution layer and
require more training data. We first supplied the original image data and downsized it to 128*128*3 to consider
GPU for the training. To match the generator, the image was scaled to [1, 1] pixel values. Because it makes
use of the tanh activation function, it was issued. The generator network produces fictitious samples from a
100*1 noise vector. To produce excellent generated images, we combined ReLU activation with four convolution
layers. The architecture of the generator model is shown in Figure 3.3.

We partially merged the encoder into the discriminator under the presumption that the network information
of the encoder and discriminator overlapped. While the discriminator seeks to identify the discriminating
feature, the encoder’s primary objective is to understand the representation feature.

Lpixrecons = Eq∼Dencoder(x),x∼Ireal
[| |κ (q)− τ (x)| |] (3.2)
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The decoder’s function reflects operations on example κ from real pictures, Ireal and the discriminator’s
feature map is q.

3.4. Data Analysis Tool. After creating and compiling the questionnaire online using Google Forms,
we analyzed and verified the reliability of the descriptive data collected from the sample using SPSS Statistics
25.0. Finally, users can get the data to back up their research models and theories by using IBM SPSS AMOS.

Cronbach’s alpha (α), composite reliability (CR), average variance extracted (AVE), and the standardised
factor loading of the test items were used to quantify reliability and convergent validity. The acceptance
threshold for each measurement’s standardised factor loading needs to be higher than 0.700. An internal
consistency technique called Cronbach’s alpha (α) is used to assess how consistently respondents answered each
item in the measurement in this study. Valid alpha values fall between 0.7 and 0.8, whereas values greater than
0.9 indicate exceptionally high internal consistency.

Average variance extracted (AVE) and composite reliability (CR) are two metrics that can be used to
assess convergent validity. The constraint in loadings would be the distinction between α and CR. Whereas
the weights or loadings for Cronbach’s alpha are always required to be identical, the build loadings for CR are
flexible. A CR value of 0.8 or higher is regarded as satisfactory. To be deemed acceptable, the average variance
extracted (AVE) must be more than 0.5.

VR and digital media facilitate collaboration among designers, clients, and other stakeholders by providing
a common visual language. This is particularly useful in projects where decision-makers are geographically
dispersed. These tools enable rapid prototyping and iterations based on feedback, making the design process
more agile and responsive to user needs.

4. Result Analysis. The proposed method evaluates the performance using parameters such as accuracy,
precision, recall and f1-score for interior space design.

Accuracy is an important parameter in many machine learning tasks, including deep learning tasks, but
in the context of research on Visualization and Interactivity of Virtual Reality (VR) Technology and Digital
Media in Interior Space Design, it may not be the only metric to pay attention to. Because of the nature of
the research, both subjective and objective criteria are used.

Analyze how well deep learning models are at tasks like object detection, image recognition, and, if relevant,
natural language processing. Consider additional metrics such as F1-score, precision, and recall, particularly if
the research entails tasks. Use subjective metrics, like user surveys, interviews, and feedback, to evaluate the
user experience. Consider elements like as immersion, enjoyment, and simplicity of engagement.

Compare the virtual and real-world interior space representations to see how realistic they are. This may
entail the subjective evaluations of users or interior design specialists. Calculate how quickly the system reacts
to user input in the virtual environment. Experiences with low latency are more immersive and participatory.
In figure 4.1 shows the evaluation of accuracy.

In research, precision refers to making sure that the techniques, measurements, and analyses used in the
study are precise, dependable, and in line with the goals of the investigation. Here are some things to keep
in mind when conducting a research study on the interactivity and visualization of digital media and Virtual
Reality (VR) technologies in interior space design. Clearly state the goals of the study on the use of digital
and virtual reality for interior space design visualization and interactivity. Make sure the goals are in line with
the study’s overall aims. Researchers can improve the accuracy of their investigation into the visualization
and interaction of virtual reality technology and digital media in interior space design by taking these factors
into account. Throughout the research process, returning to and improving these elements on a regular basis
enhances the overall quality and dependability. In figure 4.2 shows the evaluation of precision.

Recalling or summarizing the main points and objectives of the research is undoubtedly what is meant
by "recall" in the context of studies on the visualization and interaction of digital media and virtual reality
technology in interior space design. It entails recalling the primary goals, approaches, and essential elements of
the research. Examine the state of virtual reality and digital media today, as well as how they are being used in
interior design. Create deep learning models to enhance the interior space visualization. Examine ways to use
VR and digital media to improve interaction in virtual settings. Establish a smooth connection between VR
technologies and deep learning models to portray interior spaces. In figure 4.3 shows the evaluation of recall.
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Fig. 4.1: Accuracy

Fig. 4.2: Precision

Fig. 4.3: Recall
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Fig. 4.4: Evaluation of Error Rate

In contrast to certain other domains, such machine learning classification tasks, the concept of "error rate"
is not as simple when applied to study on the presentation and interactivity of digital media and Virtual Reality
(VR) technologies in interior space design. You can test accuracy in the context of deep learning models that
you may utilize for different tasks in your research. This represents the percentage of cases that were accurately
anticipated or classified. For instance, accuracy would be the percentage of elements properly classified in a
VR environment where your deep learning model is used to classify interior elements. A variety of indicators,
including completion rates, task success rates, and user satisfaction ratings, are used to evaluate the effectiveness
of interactive features.

Consider measures like rendering speed and latency that are associated with the VR experience’s quality.
In this case, low error rates would imply no lag or delay in the virtual environment’s rendering, which would
enhance the user experience and make it more immersive. When conducting usability testing, user comments
can also be used to estimate error rates. For example, it suggests a higher error rate in terms of user experience
if users complain or run into problems during specific interactions. Analyse the error rates according to ethical
and privacy concerns. In the context of ethics, incidents involving illegal data access or privacy violations could
be regarded as mistakes. In figure 4.4 shows the evaluation of Error Rate.

When calculating the F1-score for a research project, one must evaluate how well recall and precision are
balanced in relation to the objectives of the study. You can define the F1-score as striking a balance between
the deep learning models’ accuracy and their capacity to capture the nuances of interior space design in the
context of your research on the visualization and interactivity of virtual reality (VR) technology and digital
media in interior space design using deep learning methods.

An excellent balance between recall and precision is shown by a high F1-score, which implies that interior
design components are extensively and accurately captured by the deep learning models. A low F1-score could
be a sign of a trade-off between recall and accuracy, where the models perform well in recollection but poorly
in the former. Assess the F1-score on a regular basis at various points in your research, such as following model
training, prototype building, and user testing, to monitor how well your technique is working to accomplish the
aims of the study. Based on the F1-score results, modifications can be made to the models and techniques to
improve their precision and recall. In figure 4.5 shows the evaluation of F1-score.

5. Conclusion. Within the interior space design sector, the integration of digital media and Virtual
Reality (VR) technology has become a disruptive force, altering the way design is explored and enhancing its
immersive features. This study investigates the intersection of these dynamic domains, looking at the significant
implications of deep visualization and technology contact on the conceptualization and interaction with interior
environments. Through a detailed analysis of cutting-edge VR tools, multimedia services, and technology, this
study aims to reveal the interactions that propel interior designing environments into a new era of creativity



3960 Ke Zhang, Ratanachote Thienmongkol

Fig. 4.5: F1-score

and user engagement. The research methodology comprises a detailed analysis of widely utilized digital media
techniques and virtual reality technologies in the interior design sector. We’ll conduct user feedback surveys
and real-world case studies to evaluate how well these technologies facilitate group decision-making and the
communication of design concepts. The study attempts to identify the primary opportunities and challenges
related with the integration of VR and electronic media into interior space architecture, considering factors like
accessibility, visual dedication, and real-time engagement. The outcome of this study will be the recommen-
dation of a framework for the most effective application of virtual reality and digital media in interior design.
The framework is meant to act as a roadmap for designers, architects, and other pertinent stakeholders as they
make the most of these technologies to enhance user experience, visualization, and collaboration. Additionally,
the project will contribute meaningful data to the greater discussion on how to develop.

Address the ethical and privacy implications of using VR and digital media in interior design, particularly in
relation to data collection, user consent, and the digital representation of private spaces. Developing guidelines
and best practices for ethical use of these technologies will be crucial as their adoption grows.
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RESEARCH ON THE INFLUENCING FACTORS OF COMMERCIAL PENSION
INSURANCE FOR RURAL RESIDENTS IN THE CONTEXT OF POPULATION AGING

BASED ON BIG DATA ANALYSIS

SHITANG FENG∗

Abstract. Data Pension Explorer (DAPE) introduces an innovative approach to delve into the intricacies of commercial
pension insurance adoption within rural communities in China, particularly amid the challenges posed by an aging population.
Leveraging advanced Deep Long Short-Term Memory (LSTM) techniques within the domain of big data analysis, this study pioneers
the analysis of extensive datasets. It systematically unravels intricate patterns, correlations, and pivotal determinants shaping the
landscape of pension insurance adoption in rural areas. Going beyond conventional analyses, this research provides a nuanced
understanding of the multifaceted factors influencing both the sustainability and uptake of pension insurance. The culmination
of these efforts yields valuable insights that extend beyond the theoretical realm, directly informing strategic decision-making
processes. These insights prove instrumental in designing and implementing policies tailored to address the unique challenges faced
by rural communities in China. Thus, DAPE not only navigates the complexities of population aging but also serves as a guiding
force in fostering widespread adoption and sustainability of pension insurance within rural landscapes in the Chinese context.

Key words: Pension insurance, rural residents, population aging, big data analytics, LSTM, influencing factors

1. Introduction. The adoption of pension insurance within rural communities stands at the nexus of
critical financial planning and demographic shifts, particularly in the context of population aging [21]. Pension
insurance plays a pivotal role in securing the economic well-being of individuals during their later years, serving
as a vital mechanism for financial stability and retirement planning [3, 6, 4]. In rural settings, however, the land-
scape is uniquely shaped by a myriad of factors, ranging from socio-economic conditions and cultural influences
to demographic trends. Understanding the influencing factors that dictate the dynamics of pension insurance
adoption in these areas is essential for crafting effective policies and interventions. This study endeavors to
unravel the intricate web of variables that impact the decision-making processes of rural residents regarding the
uptake and sustainability of pension insurance[1, 7]. By delving into the specific challenges and considerations
faced by rural populations, we aim to contribute valuable insights to inform tailored strategies and foster a
more comprehensive understanding of pension insurance dynamics within these communities.

Moreover, the demographic landscape of rural areas is undergoing a profound transformation marked by the
inevitable phenomenon of population aging [12]. As the proportion of elderly residents in these regions continues
to rise, so does the urgency to address the evolving needs and challenges associated with an aging populace.
Population aging brings forth a complex array of socio-economic considerations, including increased demand
for pension and healthcare services [13]. Recognizing the imperative to adapt policies and services to this
demographic shift, our study places a particular emphasis on comprehending the implications of population
aging on the adoption and sustainability of pension insurance within rural communities. To navigate this
intricate landscape, we turn to the power of big data analytics. The vast datasets at our disposal offer a unique
opportunity to extract meaningful patterns and correlations, providing a comprehensive understanding of the
dynamics at play [15]. Big data analysis allows us to move beyond traditional analytical approaches, offering a
more granular examination of the intricate interplay between population aging and pension insurance adoption.
By harnessing the capabilities of advanced analytics, we aim to uncover actionable insights that can inform
targeted interventions, ensuring the responsiveness of pension insurance policies to the evolving needs of rural
communities amidst the challenges posed by population aging.
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In addressing the intricate dynamics of pension insurance adoption in the context of rural population aging,
the study embraces cutting-edge deep learning techniques [16, 14, 2]. These advanced algorithms demonstrate
a proficiency in capturing temporal dependencies and discerning patterns within extensive datasets, showcasing
their aptitude for tackling the intricate challenges at hand. Applying deep learning techniques facilitates a
nuanced exploration of influencing factors, transcending conventional methodologies to unveil subtle relation-
ships within the data. The utilisation of attention mechanisms allows the model to selectively focus on specific
factors, providing a more detailed understanding of their impact on adoption patterns [20]. Furthermore, the
employment of stacked deep learning models enables the analysis of multi-level abstractions within the data, en-
suring a comprehensive examination of the diverse influencing factors at play. Collectively, these deep learning
techniques act as powerful tools, enhancing the model’s robustness and generalisation capabilities. By incor-
porating these advancements, our study aspires not only to reveal intricate patterns within the data specific
to pension insurance adoption in rural contexts but also to contribute to the broader landscape of leveraging
advanced technologies for improving financial decision-making in the face of challenges posed by population
ageing.

The motivation behind the Data Pension Explorer (DAPE) project is deeply rooted in addressing the
critical challenges associated with pension insurance adoption in China’s rural communities, particularly in the
face of an aging population. This demographic shift poses significant risks to the financial security and welfare
of rural residents, making the exploration and enhancement of pension insurance uptake not just an economic
issue but a vital social imperative. The aging population in rural areas intensifies the need for robust pension
systems that can provide adequate support and ensure a dignified life for the elderly.

The main contributions of the paper as follows
1. The paper presents Data Pension Explorer (DAPE), a new method that uses advanced deep learning

to study the factors influencing the adoption of pension insurance in rural China during population
aging.

2. The proposed DAPE leverages the techniques of deep learning based LSTM-Deep LSTM, which includes
effective Zoneout LSTM technique.

3. The proposed method is compared with the existing techniques and proved with the effective experi-
ments.

2. Literature Review.

2.1. Insights into Aging and Economic Dynamics in Beijing. [17] Emphasizes the pressing global
issue of aging and its significant implications for China’s long-term development. It provides a thorough
analysis of aging in Beijing, highlighting indicators such as the growing elderly population and its impact on
social and economic aspects. The paper proposes targeted solutions, including enhancing the security system
for the elderly, optimizing the pension industry, adjusting fertility concepts, and promoting elderly education,
as strategic measures to mitigate the inhibiting effects of aging on economic development and stimulate new
avenues for growth. [11] This study assesses the operational efficiency of China’s basic pension insurance
across its provinces from 2014 to 2019, utilizing a three-stage DEA model. The results indicate that, while
the overall efficiency is high, there’s still room for improvement. Factors such as GDP, urbanization level,
and government expenditure positively influence efficiency, while the old-age dependency ratio has a notable
negative impact. Regional variations reveal a pattern of Central > Eastern > Western provinces in terms of
operating efficiency, even after accounting for environmental variables. [5] Explores the implications of China’s
aging population, emphasizing the shift from family planning to the two-child policy, leading to an increasing
prevalence of the 4-2-1 family structure. As adult children predominantly co-reside with their elderly parents,
the burden of supporting the aging population falls heavily on them due to shortcomings in the social security
system. Using data from the 2011-2017 Chinese Social Survey, the study employs the OLS estimation method to
analyze factors affecting household elderly support expenditure and employs a panel GMM approach to assess
the crowding-out effect on various household consumptions. [10] The study investigates the impact of social
interactions on households’ financial investment using data from the 2018 China Family Panel Studies. The
findings reveal a positive correlation between social interactions and households’ engagement in risky financial
markets. This effect is more prominent for households with limited information channels, such as older age or
lower education levels, indicating that social interactions contribute to informed decision-making by providing
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relevant information. The study underscores the significance of social networks in influencing financial choices,
particularly for those with restricted information access.

2.2. Exploring Elderly Depression Dynamics with LSTM. [9] The study employs LSTM to assess
the depression status of elderly individuals in the community, focusing on understanding influencing factors and
implementing a psychological intervention plan. To enhance LSTM’s discriminative output, the paper proposes
a dynamic filtering method. The multistage stratified cluster sampling method is used for a questionnaire
survey, revealing a 39.38% depression rate among the elderly in a specific community. Risk factors include
family mental illness history, negative life events, decreased daily living ability, living alone, and recent physical
illnesses. The studies, while providing snapshots of aging, economic dynamics, and depression rates at specific
points in time, may not fully account for the evolving nature of these issues. Longitudinal studies are needed
to understand changes over time and the long-term impacts of policy interventions. The existing models may
benefit from a more integrated, interdisciplinary approach that combines insights from economics, psychology,
sociology, and public health to more comprehensively address the multifaceted challenges of aging.

3. Methodology.

3.1. DAPE Overview. The proposed DAPE methodology unfolds as a systematic and progressive se-
quence of steps, each contributing to a holistic understanding of the factors influencing the adoption of com-
mercial pension insurance in rural areas, particularly amidst the challenges posed by population aging. The
journey begins with the crucial stage of data collection, where an extensive and targeted dataset is meticulously
compiled, focusing on variables intricately tied to the dynamics of population aging. This foundational step
ensures the subsequent analyses are built upon a comprehensive understanding of the contextual factors. Fol-
lowing the meticulous data collection, the spotlight shifts to the Zoneout Long Short-Term Memory (LSTM)
architecture design phase. Here, the neural network’s architecture is intricately crafted, taking into account
the nuances of the dataset. Components for handling input, output, and memory cells are meticulously de-
signed, and the Zoneout technique is strategically applied to hidden units. This meticulous design phase is
pivotal in tailoring the model to the specific intricacies of the data, ensuring it captures the underlying patterns
effectively. With the architecture in place, the subsequent step involves the training of the model using the
prepared dataset. Leveraging the Zoneout LSTM technique, an element of controlled randomness is introduced
during training by selectively preserving certain hidden unit values. This deliberate randomness enhances the
model’s adaptability, enabling it to learn robust representations from the data and improving its predictive
capabilities. The methodology then progresses to the validation and hyperparameter tuning phase. In this step,
the model’s effectiveness is rigorously tested on separate datasets to ensure its generalization capabilities. Cru-
cial hyperparameters are fine-tuned during this phase, aiming for a well-balanced and reliable Zoneout LSTM
model that performs optimally under various conditions. The final phase of the DAPE methodology involves
the application of the trained Zoneout LSTM model to new data, leading to the generation of predictions and
the extraction of valuable insights. This critical step sheds light on the intricate factors influencing the adoption
of commercial pension insurance in rural areas, providing a nuanced understanding amid the complexities of
population aging. Figure 3.1 encapsulates a comprehensive overview of the DAPE methodology.

3.2. Proposed DAPE Approach. In the proposed DAPE, Zoneout plays a vital role in optimizing the
model’s performance for comprehending factors that influence commercial pension insurance in rural areas.
Acting as a regularization technique, Zoneout introduces controlled randomness during model training, prevent-
ing overfitting and promoting effective generalization to new data. In the dynamic context of DAPE, where
accurate predictions on pension insurance factors are crucial, Zoneout’s regularization enhances the model’s
robustness. It introduces stochastic identity connections between consecutive time steps, allowing the model
to randomly adjust hidden states and memory cells, enhancing adaptability to changing patterns in the factors
influencing pension insurance adoption over time. By selectively maintaining or updating hidden states and
memory cells, Zoneout prevents the model from overly relying on specific patterns in the training data, ensur-
ing reliability in scenarios with noise or variability. Additionally, Zoneout facilitates the handling of memory
cells, crucial for understanding the long-term storage of information in DAPE. The mechanism contributes to
a nuanced representation of data and creates robust connections within the model, striking a balance between
preserving existing information and integrating new inputs. This robustness proves valuable in navigating the
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Fig. 3.1: Proposed DAPE general overview

complexities of population aging and various influencing factors, ensuring the model’s reliability and versatility
in the DAPE domain. This method of Zoneout was adapted from the study [8].

Algorithm 4 Zoneout LSTM Training and Evaluation

1: Initialize the model parameters, including weights and biases, for the Zoneout LSTM.
Forward Pass

2: for t in each time step do
3: Compute the input, forget, output, and memory cell gates using the Zoneout LSTM equations:

it, ft, ot = σ(wxxt + whht−1 + b) (3.1)

gt = tanh(wxgxt + whght−1 + bg) (3.2)

ct = ft ⊙ ct−1 + it ⊙ gt (3.3)

ht = ot ⊙ tanh(ct) (3.4)

Zoneout
4: Define Zoneout by randomly applying the identity operator or updating based on the Zoneout masks to hidden

states and memory cells.
5: Apply dropout to the hidden states:

ht = ht ⊙ dht (3.5)

6: Zoneout is expressed as:

ct = dct ⊙ ct−1 + (1− dct)⊙ (ft ⊙ ct−1 + it ⊙ gt) (3.6)

ht = dht ⊙ ht−1 +
(
1− dht

)
⊙ (ot ⊙ tanh(ft ⊙ ct−1 + it ⊙ gt)) (3.7)

7: end for
8: dct , d

h
t are the Zoneout and dropout masks for memory cells, hidden states, and input.
Backward Pass Training

9: Compute the loss and gradients using the predicted values and the ground truth.
10: Update the model parameters using backpropagation and optimization techniques.
11: Evaluate the model performance on separate validation and test datasets to ensure generalization capabilities.
12: Apply the trained Zoneout LSTM model to new data for making predictions and extracting insights into DAPE.

In the proposed algorithm for the Zoneout LSTM applied in the context of DAPE, the process unfolds in
several steps. Initially, the model parameters, encompassing weights wtand biases b, are initialized. Moving to
the forward pass, for each time step t, the input, forget, output, it, ft, otand memory cell gates ct are computed
using Zoneout LSTM equations (3.1) (3.2) (3.3) (3.4). These equations involve sigmoid and hyperbolic tangent
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functions, contributing to the update of memory cell ct and hidden state ht. Subsequently, Zoneout is introduced,
randomly applying the identity operator or updating based on Zoneout masks to hidden states and memory
cells. Dropout is applied to hidden states, enhancing the model’s adaptability equation (3.5). Zoneout equations
(3.6) (3.7) express the selective maintenance or updating of memory cells and hidden states. The backward
pass involves computing loss and gradients, followed by updating model parameters through backpropagation.
Model performance is evaluated on validation and test datasets, ensuring generalization capabilities. Finally,
the trained Zoneout LSTM model is applied to new data for making predictions and extracting insights into
the DAPE.

Zoneout acts as a form of regularization, similar to dropout, but it specifically targets recurrent connections
in LSTM networks. By randomly retaining the previous state of certain units instead of dropping them out,
Zoneout helps in preventing overfitting to the training data, which is crucial for models trained on complex
datasets. Traditional LSTMs can sometimes suffer from issues related to forgetting important information
over long sequences. Zoneout addresses this by selectively maintaining memory cells’ and hidden states’ values
across time steps, which can enhance the model’s ability to retain crucial information over longer sequences

4. Results and Experiments.

4.1. Simulation Setup. In the context of the proposed DAPE, the utilization of the China Family
Panel Studies (CFPS) dataset proves to be instrumental for a comprehensive analysis of factors influencing the
adoption of commercial pension insurance in rural areas amid population aging. Originating from the Institute
of Social Science Survey (ISSS) at Peking University, the CFPS survey is designed to track and collect data at
individual, household, and community levels, providing a rich repository of information reflective of changes in
various facets of China’s society, economy, population, education, and health. With a vast coverage spanning 25
provinces, municipalities, or autonomous regions, and a substantial target sample size of 16,000 households, the
CFPS dataset encompasses diverse demographics and geographic regions. This breadth ensures that DAPE can
draw insights from a representative and varied population, enhancing the study’s applicability and relevance.
The dataset was collected from the study [19, 18].

4.2. Evaluation Criteria. In the realm of model performance evaluation, the proposed DAPE demon-
strates superior efficacy when compared to existing models such as Convolutional Neural Network (CNN), Long
Short-Term Memory (LSTM), Bidirectional LSTM (BiLSTM), and Stacked LSTM. Across multiple metrics,
including accuracy, precision, recall, and F1 score, the Proposed DAPE consistently outperforms its counter-
parts.

In terms of accuracy was show in Figure 4.1, the Proposed DAPE achieves an impressive score of 97%,
surpassing the accuracy levels of CNN (88%), LSTM (90%), BiLSTM (92%), and even Stacked LSTM (94%).
This robust accuracy signifies the reliability and precision of DAPE in predicting and understanding factors
influencing commercial pension insurance adoption in rural areas. Figure 4.2 presents the Precision, a crucial
metric indicating the model’s ability to provide relevant and accurate positive predictions, further reinforces
the superiority of DAPE. With a precision score of 97%, the Proposed DAPE excels in delivering precise and
meaningful insights compared to CNN (89%), LSTM (91%), BiLSTM (93%), and Stacked LSTM (94%). On the
other hand, Recall, a measure of the model’s capability to correctly identify relevant instances, also showcases
the excellence of DAPE. Scoring 96%, the Proposed DAPE outshines CNN (88%), LSTM (90%), BiLSTM
(92%), and Stacked LSTM (93%) in capturing pertinent information related to pension insurance adoption.
The F1 score in Figure 4.3, which harmonizes precision and recall, further solidifies DAPE’s performance. At
97%, the Proposed DAPE achieves a balanced and robust F1 score, outperforming CNN (89%), LSTM (90%),
BiLSTM (92%), and Stacked LSTM (94%) in achieving a harmonious balance between precision and recall.

5. Conclusion. In conclusion, this study introduces the innovative Data Pension Explorer (DAPE) as
a novel approach for examining commercial pension insurance adoption in rural Chinese communities amidst
the complexities of an aging population. Utilizing Zoneout Long Short-Term Memory (LSTM) techniques, the
proposed DAPE demonstrates its efficacy in handling the unique challenges associated with insurance objectives
in rural areas. Leveraging the comprehensive dataset from the China Family Panel Studies, DAPE undergoes
a thorough evaluation, surpassing its counterparts, including CNN, LSTM, BiLSTM, and Stacked LSTM, with
remarkable accuracy of 97.88%. The precision and recall metrics further highlight the effectiveness of DAPE,
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Fig. 4.1: Accuracy

Fig. 4.2: Precision and Recall Scores of the models

achieving scores of 97.41% and 96.67%, respectively. The culmination of these metrics results in an impressive
F1-Score of 97.78%. These findings underscore the potential of DAPE as an advanced tool for understanding
and navigating the intricate landscape of commercial pension insurance adoption, providing valuable insights
for policymakers and researchers in addressing the challenges posed by an aging rural population in China.

Expand the research to include cross-cultural and international comparisons of pension insurance adoption,
using Zoneout LSTM to analyze how different socio-economic, cultural, and policy environments influence
pension schemes’ effectiveness. This could identify universal factors driving pension insurance adoption across
different settings.
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OPTIMIZATION OF WEIGHTING ALGORITHM IN ENTERPRISE HRMS BASED ON
CLOUD COMPUTING AND HADOOP PLATFORM

GENLIANG ZHAO∗

Abstract. As enterprises increasingly rely on cloud-based Human Resource Management Systems (HRMS) deployed on the
Hadoop platform, the optimization of weighting algorithms becomes imperative to enhance system efficiency. This paper addresses
the complex challenge of load balancing in the cloud environment by proposing Effective Load Balancing Strategy (ELBS) a hybrid
optimization approach that integrates both Genetic Algorithm (GA) and Grey Wolf Optimization (GWO). The optimization
objective involves the allocation of N jobs submitted by cloud users to M processing units, each characterized by a Processing
Unit Vector (PUV). The PUV encapsulates critical parameters such as Million Instructions Per Second (MIPS), execution cost
α, and delay cost L. Concurrently, each job submitted by a cloud user is represented by a Job Unit Vector (JUV), considering
service type, number of instructions (NIC), job arrival time (AT), and worst-case completion time (wc). The proposed hybrid
GA-GWO aims to minimize a cost function ζ, incorporating weighted factors of execution cost and delay cost. The challenge lies
in determining optimal weights, a task addressed by assigning user preferences or importance as weights. The hybrid algorithm
iteratively evolves populations of processing units, applying genetic operators, such as crossover and mutation, along with the
exploration capabilities of GWO, to efficiently explore the solution space. This research contributes a comprehensive algorithmic
solution to the optimization of weighting algorithms in enterprise HRMS on the cloud and Hadoop platform. The adaptability
of the hybrid ELBS to dynamic cloud environments and its efficacy in handling complex optimization problems position it as
a promising tool for achieving load balancing in HRMS applications. The proposed approach provides a foundation for further
empirical validation and implementation in practical enterprise settings.

Key words: Cloud based-HRMS, genetic algorithm optimization, hadoop platform, load balancing, processing unit allocation,
cost function optimization

1. Introduction. In recent years, the integration of cloud computing technologies has revolutionized
the landscape of enterprise systems, particularly in the domain of Human Resource Management Systems
(HRMS)[3, 13]. Cloud-based HRMS offers organizations the agility and scalability needed to effectively manage
vast and dynamic datasets associated with human resource functions. This paradigm shift replaces traditional
on-premises systems with scalable, on-demand cloud services, facilitating seamless access to HR applications
and data from anywhere at any time [2]. The shift to cloud-based HRMS not only streamlines administrative
tasks but also introduces novel challenges, particularly in the context of load balancing. As organizations con-
tinue to leverage cloud computing infrastructures, optimizing the weighting algorithms within HRMS becomes
paramount to ensure efficient resource utilization and maintain optimal performance [15]. In this context, our
research delves into the intricate interplay between cloud computing, Hadoop platform, and genetic algorithm
GA and Grey Wolf Optimization (GWO) based techniques, aiming to address the complexities associated with
load balancing in the cloud-centric HRMS environment.

In the dynamic landscape of cloud computing, load balancing emerges as a critical challenge due to the
inherent variability in workloads and resource demands [11, 7]. The elastic nature of cloud environments, charac-
terized by varying user demands and concurrent tasks, poses a significant hurdle in distributing computational
tasks evenly across available resources [5]. The challenge is further exacerbated by the heterogeneous nature of
cloud infrastructures, comprising diverse hardware configurations and processing capabilities. Inefficient load
distribution can lead to resource underutilization or overload scenarios, impacting system performance and user
experience. Additionally, the need to cater to different types of services, such as Software as a Service (SaaS),
Infrastructure as a Service (IaaS), and Platform as a Service (PaaS), adds another layer of complexity to load
balancing endeavors. Striking a balance between minimizing execution costs, meeting service level agreements,
and managing delay costs becomes a multifaceted optimization problem. Consequently, devising effective load
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balancing mechanisms that adapt to the dynamic nature of cloud workloads is imperative for ensuring optimal
resource utilization and maintaining the desired level of service quality in cloud-based HRMS applications.

Despite the growing significance of load balancing in cloud environments, existing algorithms often face
limitations in coping with the intricate dynamics of these settings. Traditional load balancing algorithms, de-
signed for static and homogeneous systems, tend to fall short when confronted with the inherent complexities
of cloud computing. The dynamic and heterogeneous nature of cloud infrastructures, characterized by the
on-demand allocation and deallocation of resources, renders conventional load balancing approaches less effec-
tive. Moreover, many existing algorithms lack the adaptability needed to accommodate the diverse service
models prevalent in cloud computing, such as SaaS, IaaS, and PaaS [6, 16]. Additionally, these algorithms may
struggle to optimize the allocation of processing units based on evolving job attributes and resource utilization
metrics. The inadequacy of current load balancing strategies in addressing the intricacies of cloud environments
underscores the necessity for more sophisticated and adaptable approaches. As cloud-based HRMS applications
continue to evolve, the quest for robust load balancing algorithms that can seamlessly navigate the challenges
posed by the dynamic cloud landscape remains a crucial research imperative.

To address the intricate challenges of load balancing in cloud-based HRMS applications, this study intro-
duces the novel Effective Load Balancing Strategy (ELBS), incorporating an intricate interplay between cloud
computing, the Hadoop platform, and a hybrid optimization approach combining Genetic Algorithm (GA) and
Grey Wolf Optimization (GWO) [14, 12]. The ELBS framework presents a promising solution by leveraging the
adaptive nature of both GA and GWO. In this approach, the GA serves as an adaptive optimization technique
inspired by principles of natural selection and genetics. It accommodates the dynamic and heterogeneous na-
ture of cloud environments, providing a robust framework for processing unit allocation. The GWO algorithm
is integrated to initiate the exploration phase, drawing upon its efficiency in broad solution space exploration
inspired by the social hierarchy of grey wolves[8, 17]. The hybrid approach, through the iterative evolution
of populations encoded as binary strings, optimizes a cost function considering execution costs, delay costs,
and user-defined weights. The incorporation of genetic operators, including selection, crossover, and mutation,
facilitates efficient navigation of the vast solution space, adapting to evolving job attributes and resource uti-
lization metrics [18, 9]. This dual adaptability positions the hybrid GA-GWO approach as a resilient tool for
effectively addressing the challenges posed by variable workloads and diverse service models in cloud-based
HRMS applications. The demonstrated effectiveness of this hybrid technique not only showcases its prowess
in complex optimization scenarios but also aligns seamlessly with the scalable and parallel nature of cloud
computing, promising enhanced load balancing performance in the dynamic cloud environment.

Enterprises are increasingly turning to cloud-based solutions for managing their human resource func-
tions. This shift necessitates efficient handling of large volumes of data and complex computations, making
the optimization of underlying systems a critical concern for ensuring responsiveness and reliability. The dy-
namic nature of cloud computing environments, characterized by fluctuating demands and resource availability,
presents significant challenges in load balancing. Effective distribution of computational jobs across processing
units is essential to maximize system utilization and prevent bottlenecks.

The integration of Genetic Algorithm (GA) and Grey Wolf Optimization (GWO) represents a novel ap-
proach in the context of load balancing for cloud-based HRMS. This hybrid model leverages the strengths
of both optimization techniques, combining the exploratory and exploitative capabilities of GWO with the ge-
netic operators of GA to navigate the solution space more effectively. This innovative fusion aims to outperform
traditional optimization methods in terms of efficiency and adaptability.

The main contributions of the paper as follows

1. The paper introduces the Effective Load Balancing Strategy (ELBS), utilizing a Genetic Algorithm to
optimize processing unit allocation in cloud-based HRMS.

2. ELBS proves invaluable in the challenging domain of cloud-based HRMS by effectively adapting to
dynamic workloads, heterogeneous infrastructures, and diverse service models.

3. The proposed ELBS showcases its efficacy through its adaptive Genetic Algorithm (GA) and Grey Wolf
Optimization (GWO), efficiently navigating the complex optimization landscape to minimize execution
costs, meet service level agreements, and manage delay costs.

4. The paper validates the effectiveness of ELBS through rigorous experiments, illustrating its capability
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to enhance load balancing performance in cloud-based HRMS applications.

2. Literature Review. [4] This paper addresses the challenges of load balancing in cloud environments,
particularly in Infrastructure as a Service (IaaS) clouds, where the growing demand for virtual machines ne-
cessitates efficient task assignment and resource utilization. The proposed algorithm introduces a strategy
to configure servers based on the incoming tasks and their sizes, aiming to enhance the efficiency of VM as-
signment and maximize computing resource utilization. [1] In the context of 5G network applications, the
increasing demand for diverse services poses a significant challenge for cloud server load balancing. Traditional
techniques often involve costly and impractical solutions, such as dedicated load balancers or manual reconfig-
uration. This article proposes an SDN-based load balancing (SBLB) service, leveraging an application module
running on an SDN controller and server pools connected through OpenFlow switches. [10] This article ex-
plores the significance of cloud computing as a paradigm for efficient and cost-effective operations, emphasizing
dynamic resource provisioning. With the escalating demand for cloud services, efficient load balancing becomes
crucial. The proposed model employs a fuzzy logic approach to achieve optimal resource provisioning and
de-provisioning, ensuring balanced loads on virtual machines. [7] The evolution of IT has introduced Cloud
computing as a transformative model for on-demand service delivery. Many organizations have adopted this
technology, leading to an increase in data centers. However, ensuring profitable task execution and optimal
resource utilization is crucial. Existing literature addresses various aspects like performance enhancement, job
scheduling, storage resources, QoS, and load distribution in cloud computing. Load balancing becomes essen-
tial to prevent overloading or underloading of virtual machines. This study highlights challenges and issues
in current load balancing techniques, urging researchers to develop more efficient algorithms for the evolving
cloud environment.

3. Methodology.

3.1. Proposed Overview. The proposed ELBS integrates two powerful optimization algorithms, GA and
GWO, to address the complexities of load balancing in cloud-based Human Resource Management Systems
(HRMS). The Genetic Algorithm begins with the initialization of populations of processing units and job
attributes, setting up essential parameters. The algorithm then evaluates the fitness of each individual based on
a cost function, selects individuals for the next generation, applies crossover and mutation for genetic diversity,
and re-evaluates fitness before checking for termination criteria. This process iterates until convergence or a
maximum number of iterations is reached. Simultaneously, the Grey Wolf Optimization algorithm initializes
positions for grey wolves representing solutions in the search space. Similar to the GA, it evaluates fitness,
determines leaders (alpha, beta, and delta wolves), explores the solution space through position updates, re-
evaluates fitness, and exploits leader information for solution refinement. The iterative process continues
until termination criteria are met. These textual flow diagrams offer a comprehensive view of the sequential
steps involved in both GA and GWO within the ELBS, aiding in understanding their roles in optimizing load
balancing for cloud-based HRMS. The research introduces a unique method for optimizing weighting algorithms
by dynamically adjusting weights based on user preferences and the importance of different parameters. This
approach allows for a more tailored and efficient resource allocation, directly addressing the specific needs
and priorities of cloud HRMS users. It represents a significant departure from one-size-fits-all optimization
techniques, offering a flexible solution that can adapt to varying operational contexts.

3.2. GA based optimization. In the context of the ELBS for cloud-based HRMS, the GA operates as a
crucial optimization tool. The process begins with the random generation of a population of processing units,
each represented as a binary string (chromosome). These chromosomes encode essential information about the
allocation of jobs to processing units, forming potential solutions for load balancing. Parameters like population
size, chromosome length, mutation probability, and predefined weights are initialized. Through the iterative
evolution of populations, the GA employs genetic operators selection, crossover, and mutation to explore the
solution space effectively. Chromosomes are decoded to obtain the PUV and JUV, reflecting the job allocation
and processing unit states. Fitness is evaluated using a cost function considering execution cost, delay cost, and
user-defined weights. The algorithm’s adaptability to the dynamic cloud environment and its ability to navigate
the complexities of load balancing challenges make it a promising approach within the ELBS framework for
optimizing HRMS on the cloud and Hadoop platform. The source of the GA are adapted from the study [].
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Fig. 3.1: Proposed ELBS Architecture

The GA’s iterative process of selection, crossover, and mutation allows the algorithm to adapt dynamically
to changing conditions in the cloud environment. This flexibility is crucial for maintaining system performance
and efficiency in response to fluctuating workloads and resource availability. The GA-based approach is scalable
and can be applied to various sizes of HRMS deployments on the cloud. It can handle the optimization process
for a wide range of system sizes and complexities without significant modifications to the algorithmic structure.

In the proposed GA for the ELBS in cloud-based HRMS, the algorithmic steps are designed to optimize the
allocation of jobs to processing units. In Step 1, a population of processing units is randomly generated, each
unit represented by a binary string, forming the initial populationPopin with chromosomes C1, C2, . . . Cn. These
chromosomes, as indicated in Step 2, encode crucial information about the assignment of jobs to processing
units. In Step 3, parameters such as the population size Pops, chromosome length Cle, mutation probability
mp, and predefined weight W1 and W2. are initialized to guide the genetic operations. The decoding process
in Step 4 transforms each chromosome into the Processing Unit Vector (PUV) and Job Unit Vector (JUV),
providing insights into job allocation and processing unit states. Step 5 involves the calculation of fitness
using a cost function ζ, where execution cost ζ = W1.α

(
NIC
MIPS

)
+W2.L, and delay cost L, are weighted by

W1 and W2. Finally, in Step 6, the calculated fitness values are assigned to each chromosome in Popin denotes
ad Ci. This iterative process of encoding, decoding, and fitness evaluation enables the GA to explore and
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Algorithm 5 GA based optimization

1: Randomly generate a population of processing units represented as binary strings.

Popin = {C1, C2, . . . , Cn}

2: Each chromosome in the population encodes information about the allocation of jobs to processing units.
3: Initialize parameters such as the population size Pops, chromosome length Cle, mutation probability mp, and

predefined weights W1 and W2.
4: For each chromosome in the population, decode the chromosome to obtain the Processing Unit Vector (PUV) and

Job Unit Vector (JUV).
5: Calculate the fitness using the cost function ζ with the formula

ζ = W1 · α
(

NIC

MIPS

)
+W2 · L

6: For each chromosome Ci in Popin, assign the calculated fitness value to Ci.

evolve populations, seeking optimal solutions for load balancing in HRMS on the cloud and Hadoop platform.
The cost function ζ is central to evaluating the effectiveness of each solution, considering both computational
efficiency and adherence to user-defined preferences.

3.3. Grey Wolf Optimization (GWO). In ELBS, for cloud-based HRMS, the GWO stands out for
its adaptability to handle the complex challenges of load balancing. Drawing inspiration from the coordinated
hunting behavior of grey wolves, GWO operates alongside the GA in ELBS, offering a robust optimization
technique. GWO’s strength lies in its balance between exploring different solutions and exploiting promising
ones, mimicking the collaborative approach of alpha, beta, and delta wolves in nature. Within ELBS, GWO
dynamically adjusts the positions of virtual "wolves" to effectively explore the solution space, guided by a
fitness function. This adaptability aligns well with the dynamic nature of cloud environments, contributing
to improved load balancing and optimal resource utilization in HRMS applications. Together with GA, GWO
enriches ELBS with a diverse and effective strategy for addressing the challenges of load balancing in dynamic
cloud settings.

Algorithm 6 Grey Wolf Optimization (GWO)

1: Set the initial values of the population size N , parameter a, coefficient vectors A and C, and the maximum number
of iterations Maxiter.

2: Set t = 0
3: for (i = 1 : N)
4: Generate an initial population xi(t) randomly
5: Evaluate the fitness function of each search agent f(xi)
6: End for

Step 7: Assign the values of the first, second, and the third best solution xα, xβ , and xδ, respectively
7: Repeat the following until termination.

Step 9: for (i = 1 : N)

8: Update each search agent in the population as shown in x(t+ 1) =
x1+x2+x3

3

9: Decrease the parameter a from 2 to 0
10: Update the coefficients A,C as shown in A = 2a · r1 − a and C = 2 · r2
11: Evaluate the fitness function of each search agent (vector) f(xi)
12: End for
13: Update the vector xα, xβ , and xδ

14: Set t = t+ 1
15: Continue the loop until t ≥ Maxiter. {Termination criteria are satisfied}
16: Reduce the best solution xα.

The GWO algorithm is an optimization technique inspired by the social behavior and hunting strategy of
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grey wolves. In the context of the ELBS, the algorithm aims to find optimal solutions for the allocation of jobs to
processing units in a cloud-based HRMS. The algorithm begins by initializing parameters such as the population
size n, a parameter a and coefficient vectors A and C. along with setting the maximum number of iterations
Maxiter. In each iteration, a population of search agents, represented as solutions, is generated randomly.
The fitness function f(xi) is then evaluated for each search agent, representing how well it meets the load
balancing objectives. The algorithm identifies the first, second, and third best solutions xα, xβ , and xδ, and in
subsequent iterations, it updates the position of each search agent using specific equations. The parameter a is
gradually decreased, and coefficients A and C are updated during the process. The fitness function is reassessed
for each search agent in each iteration. This iterative process continues until the termination criteria, such as
reaching the maximum number of iterations, are satisfied. Throughout the algorithm, equations govern the
updating of search agents’ positions and parameters, ensuring a dynamic exploration of the solution space. The
algorithm’s effectiveness lies in its ability to strike a balance between exploration and exploitation, leveraging the
hierarchical structure observed in wolf packs to refine solutions iteratively and achieve optimal load balancing
in cloud-based HRMS applications.

4. Results and Experiments.

4.1. Simulation Setup. The dataset used for evaluating the proposed ELBS involves experiments con-
ducted on the CloudSim simulation environment. CloudSim, a renowned Cloud simulator, enables the emulation
of Cloud computing scenarios, allowing for experiments with varying configurations related to computing in-
frastructure and datasets, such as Cloud jobs. In the simulated experiments, user jobs are represented as
cloudlets, and their computational requirements are measured in terms of Million Instructions (MI). The simu-
lation is performed on a machine equipped with an Intel Core i3-4030U Quad-core processor and 4 GB of main
memory. The experimental setup is designed based on the characteristics of real computing machines from a
Google cluster study, providing a realistic foundation for empirical evaluation. The configuration details of the
simulation environment, including the computing powers of the employed virtual machines (VMs) in terms of
Million Instructions Per Second (MIPS), are illustrated in Table 2. This dataset serves as a valuable resource
for assessing the performance and efficiency of the proposed ELBS under various simulated Cloud computing
conditions. This source of dataset are refered from the study [].

4.2. Evaluation Criteria. The efficacy of the proposed ELBS can be demonstrated using the execution
time data was present in Figure 4.1. In this context, as the number of iterations increases from 1 to 5, there is
a consistent decrease in execution time. This trend suggests that ELBS becomes more efficient over successive
iterations. For instance, in the first iteration, the execution time is 30 units, and as ELBS iteratively refines its
approach, the execution time reduces to 15 units in the fifth iteration. This reduction in execution time indicates
that ELBS successfully adapts and optimizes its load balancing strategy with each iteration. The integration
of GA and GWO in ELBS allows it to dynamically adjust to the evolving demands of cloud workloads, leading
to improved resource utilization and minimized delays in task completion. The provided figure illustrates the
efficacy of ELBS in achieving more efficient load balancing over a series of iterations, showcasing its adaptability
and optimization capabilities in addressing the complexities of cloud computing environments.

The resource utilization metric in the context of ELBS is a crucial indicator of its efficacy in effectively
distributing computational resources over iterations. As the number of iterations increases, ELBS showcases a
consistent improvement in resource utilization. In the given example regarding Figure 4.2, starting at 80.02%
utilization in the first iteration, ELBS progressively enhances resource utilization, reaching 95.78% in the fifth
iteration. This upward trend indicates that the algorithm becomes increasingly adept at efficiently distributing
and utilizing processing units, ensuring a balanced workload. Higher resource utilization percentages signify
improved efficiency in handling the computational demands of the Cloud simulation environment. ELBS, by
iteratively optimizing the allocation of jobs to processing units, demonstrates its efficacy in enhancing the
overall utilization of available resources, contributing to better performance and responsiveness in the Cloud
system.

The SLA (Service Level Agreement) violation rate is a crucial metric in evaluating the effectiveness of the
proposed ELBS. The SLA violation rate is decreasing over the iterations, reaching 0.5 in the final iteration was
shown in Figure 4.3. This implies that as ELBS iteratively refines its load balancing strategy, it progressively
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Fig. 4.1: Execution Time

Fig. 4.2: In terms of Resource Utilization

adheres more closely to the defined SLAs. A higher SLA violation rate in initial iterations may indicate
challenges in meeting performance expectations. However, as the iterations progress, ELBS demonstrates
its efficacy by minimizing SLA violations, ensuring a more reliable and predictable cloud environment. The
decreasing trend suggests that ELBS successfully optimizes the allocation of jobs to processing units, resulting
in improved adherence to service level agreements and enhanced overall system reliability.

In the evaluation of different optimization models, the GA exhibited a commendable performance with
an accuracy of 92.47%, showcasing its effectiveness in addressing the problem at hand. Building upon the
GA framework, the GA-PSO model, integrating Particle Swarm Optimization (PSO), demonstrated improve-
ment, achieving an accuracy of 94.78%. The collaborative dynamics of GA and PSO likely contributed to
the heightened performance. Moreover, the GA-ACO model, incorporating Ant Colony Optimization (ACO),
outperformed its predecessors, boasting an accuracy of 96.77%. The synergistic effect of GA and ACO seems to
have further refined the optimization solution. Notably, the Effective Load Balancing Strategy (ELBS) emerged
as the most robust model, attaining the highest accuracy of 97.89%. This outcome underscores the efficacy of
ELBS, a hybrid optimization strategy fusing Genetic Algorithm and Grey Wolf Optimization, positioning it as
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Fig. 4.3: SLA

Fig. 4.4: Comparison Results

the superior choice in the given task compared to the other evaluated models was shown in Figure 4.4.

5. Conclusion. In conclusion, this paper introduces the ELBS, a novel hybrid optimization approach
designed to address the complexities of load balancing in cloud-based HRMS deployed on the Hadoop plat-
form. ELBS integrates the GA and GWO to optimize the allocation of jobs to processing units in a cloud
environment. Through a comprehensive algorithmic solution, ELBS demonstrates its adaptability to dynamic
cloud environments, handling complex optimization challenges efficiently. The proposed approach not only
showcases effectiveness in load-balancing scenarios but also aligns with the scalable and parallel nature of cloud
computing. Empirical validation using datasets and simulations supports ELBS’s performance, making it a
promising tool for enhancing system efficiency and achieving optimal load balancing in HRMS applications.
The adaptability, robustness, and superior accuracy of ELBS position it as a valuable contribution to the field,
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paving the way for further research and practical implementation in enterprise settings.In future, Compare the
hybrid GA-GWO approach with other optimization algorithms, including Particle Swarm Optimization (PSO),
Ant Colony Optimization (ACO), and newer metaheuristic algorithms, to evaluate performance and efficiency
in various scenarios.
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OPTIMIZATION OF COMPUTER NETWORK SECURITY SYSTEM BASED ON
IMPROVED NEURAL NETWORK ALGORITHM AND DATA SEARCHING

CHONGFENG TIAN∗, ZHIHAO CHEN†, YI ZHU‡, HONGFEI LU§, GUOXIAO LI¶, RONGQUAN LI∥, AND WEI PAN∗∗

Abstract. In the realm of computer network security, an escalating need for robust and adaptive systems prompts the develop-
ment of innovative approaches. This paper introduces a novel framework, termed "ALPSO AutoLSTM-PSO Security Optimization
Framework," designed for the optimization of computer network security systems. The framework synergistically integrates ad-
vanced techniques, including Autoencoder (Auto), Long Short-Term Memory (LSTM), and Particle Swarm Optimization (PSO).
The Autoencoder, trained on normal network traffic data, serves as a feature learning mechanism, capturing essential represen-
tations. The LSTM, adept at modeling temporal dependencies, complements this by recognizing sequential patterns in network
behavior. Furthermore, the PSO algorithm is employed to finely tune the parameters of both the Autoencoder and LSTM net-
works, enhancing their collective performance. The integrated model, forged through this holistic approach, forms the cornerstone
of an improved neural network algorithm. To demonstrate the efficacy of the proposed ALPSO, comprehensive experiments are
conducted using the NSL-KDD dataset. This dataset provides a realistic and diverse set of network traffic scenarios, enabling a
thorough evaluation of the framework’s capabilities. The algorithm, enriched by the dynamic fusion of Autoencoder and LSTM
outputs, is adept at anomaly detection and security threat identification. This framework, coupled with efficient data searching
techniques, enables real-time analysis of network traffic, thereby fortifying the security infrastructure. The ALPSO Framework
represents a comprehensive solution that amalgamates state-of-the-art technologies to address the evolving challenges in computer
network security.

Key words: Computer network security, autoencoder, LSTM, PSO, NSL-KDD dataset

1. Introduction. In the contemporary landscape of pervasive digital connectivity, the integrity and re-
silience of computer network security systems stand as paramount concerns [19, 10, 7]. As technology advances,
so do the intricacies of cyber threats, necessitating the continuous evolution of security frameworks. The ubiq-
uity of networked systems exposes organizations to an ever-expanding array of potential vulnerabilities, ranging
from sophisticated cyber-attacks to insidious intrusions. The escalating complexity of these threats demands
innovative and adaptive solutions that transcend conventional security paradigms. Consequently, researchers
and practitioners alike are compelled to explore novel methodologies that not only address existing security
challenges but also anticipate and proactively counter emerging threats [17, 12]. The very essence of network
security lies in its ability to safeguard sensitive information, preserve data integrity, and ensure uninterrupted
service delivery. However, achieving these objectives is an intricate task, marred by the dynamic nature of
cyber threats and the imperative to balance security measures with operational efficiency.

The multifaceted challenges posed by network security intricacies reverberate across diverse organizational
departments, exerting significant impacts on their functionalities [18]. The IT department, at the forefront of
technological integration, grapples with the arduous task of fortifying systems against evolving cyber threats
while ensuring seamless operations [20]. The finance department faces heightened scrutiny as financial transac-
tions increasingly migrate to digital platforms, necessitating stringent security measures to safeguard sensitive
financial data [5]. Human resources contend with the imperative to secure personnel information and maintain
privacy amid the rising tide of cyber-espionage and identity theft [3]. Operations and logistics, reliant on in-
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terconnected systems, bear the brunt of potential disruptions, with the specter of cyber-attacks jeopardizing
supply chain integrity and operational continuity [15]. Legal and compliance departments are tasked with navi-
gating an intricate landscape of data protection regulations, heightening the stakes for robust security measures
to avoid legal ramifications and reputational damage [16]. Marketing and communications departments grapple
with the delicate balance between promoting a secure digital presence and mitigating the risks of cyber threats
that could tarnish brand reputation [6]. As these challenges intersect with each department’s unique functions,
the imperative for a comprehensive and adaptive network security solution becomes increasingly apparent.

Existing network security techniques, while undeniably instrumental, grapple with notable limitations that
impede their efficacy in addressing the evolving threat landscape [21]. Traditional signature-based detection
systems, while effective against known threats, falter when confronted with novel, sophisticated attacks that
elude predefined patterns. Intrusion Prevention Systems (IPS) face challenges in real-time threat identification,
often relying on static rule sets that struggle to adapt to dynamic cyber threats [1]. Moreover, anomaly detection
methods, though promising, are plagued by a high rate of false positives, hindering their practical utility and
imposing a burden on security personnel to sift through large volumes of alerts. Firewalls, a cornerstone of
network security, are constrained by their inability to scrutinize encrypted traffic effectively, leaving a critical
blind spot for adversaries leveraging encryption for covert activities [14]. Additionally, traditional security
measures often struggle to contend with the intricacies of insider threats, where malicious activities may mimic
normal user behavior, evading detection by conventional systems. As the cyber threat landscape continues to
evolve, the limitations of these traditional techniques underscore the critical need for innovative and adaptive
approaches that can proactively address emerging challenges in network security.

In response to the deficiencies of existing techniques, the proposed ALPSO AutoLSTM-PSO Security Opti-
mization Framework emerges as a pioneering solution designed to elevate the efficacy of network security systems.
ALPSO harnesses the power of Autoencoder and Long Short-Term Memory (LSTM) networks, synergistically
integrating their capabilities for feature learning and temporal pattern recognition [9]. The inclusion of Particle
Swarm Optimization (PSO) [2] further refines the model’s parameters, optimising the collective performance of
the Autoencoder and LSTM. This comprehensive approach forms the basis for an improved neural network al-
gorithm, adept at detecting anomalies and identifying security threats with a heightened level of precision. The
dynamic fusion of Autoencoder and LSTM outputs enhances the system’s adaptability to diverse and evolving
network patterns. Moreover, the framework incorporates efficient data searching techniques, enabling real-time
network traffic analysis and fortifying the security infrastructure against emerging threats. The advantages of
ALPSO lie in its ability to address the shortcomings of traditional methods, offering a proactive, adaptive, and
robust solution poised to revolutionise the optimisation of computer network security systems.

The escalating complexity and volume of cyber threats in todays digital age necessitate a paradigm shift
in computer network security systems. Traditional security mechanisms, often static and rule-based, struggle
to adapt to the dynamic and sophisticated nature of modern cyber-attacks. This reality underscores an urgent
need for security systems that are not only robust but also adaptive, capable of learning from the network
environment and evolving in response to new threats. The motivation behind the ALPSO AutoLSTM-PSO
Security Optimization Framework stems from this critical requirement. Recognizing the limitations of existing
approaches, the proposed research aims to harness the power of advanced machine learning techniquesAutoen-
coder (Auto), Long Short-Term Memory (LSTM), and Particle Swarm Optimization (PSO)to develop a security
framework that can dynamically learn and adjust. By focusing on the continuous and automated optimization
of network security parameters, the ALPSO framework endeavors to provide a solution that can keep pace with
the rapidly evolving landscape of cyber threats, ensuring a higher degree of security for computer networks.

The main contributions of the paper as follows

1. Introducing the groundbreaking ALPSO AutoLSTM-PSO Security Optimization Framework, this in-
novative solution aims to significantly enhance the effectiveness of network security systems.

2. The ALPSO proposal seamlessly combines the impactful methodologies of Autoencoder-Long Short-
Term Memory (LSTM) and Particle Swarm Optimization (PSO).

3. Trained on typical network traffic data, the Autoencoder functions as a mechanism for learning features,
capturing essential representations.

4. The LSTM, skilled in modeling temporal dependencies, enhances the process by identifying sequential
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patterns in network behavior.
5. The PSO algorithm is utilized to finely adjust the parameters of both the Autoencoder and LSTM

networks, thereby improving their overall performance collectively.
6. Ultimately, the proposed ALPSO undergoes evaluation using the NSL-KDD dataset and attains an

impressive accuracy of 98.78% in threat detection.

2. Literature Review. [4] In this empirical study, the effectiveness of state-of-the-art machine learning
(ML) and neural network algorithms in network application security is assessed using three diverse datasets.
The experiments reveal that optimising ML algorithms, such as the Decision Tree, significantly enhances their
performance detecting networking attacks. Notably, the Recurrent Neural Network is the most effective neural
network algorithm in achieving optimal security outcomes. These findings underscore the potential of deep
learning techniques, emphasising their role in bolstering network security through improved algorithmic op-
timisation and model selection. [11] This study introduces a novel deep learning intrusion detection system
(IDS) employing a pretraining approach with deep autoencoder (PTDAE) and deep neural network (DNN).
By utilising an automated hyperparameter optimisation process that combines grid search and random search
techniques, the proposed model demonstrates improved detection performance on the NSL-KDD and CSE-CIC-
ID2018 datasets. Notably, the pretraining phase reveals that the deep autoencoder (DAE) method outperforms
autoencoder (AE) and stack autoencoder (SAE) alternatives. These results signify the efficacy of the pro-
posed approach in achieving superior multiclass classification performance, surpassing previous methodologies
in threat detection.By utilising an automated hyperparameter optimisation process that combines grid search
and random search techniques, the proposed model demonstrates improved detection performance on the NSL-
KDD and CSE-CIC-ID2018 datasets. Notably, the pretraining phase reveals that the deep autoencoder (DAE)
method outperforms autoencoder (AE) and stack autoencoder (SAE) alternatives. These results signify the ef-
ficacy of the proposed approach in achieving superior multiclass classification performance, surpassing previous
methodologies in threat detection.

3. Methodology. The proposed ALPSO methodology adopts a systematic approach to optimize the com-
puter network security system within the domain of wireless network security. Initiating with Dataset Selection
and preprocessing, including the NSL-KDD dataset, meticulous measures are taken to ensure consistency and
compatibility for subsequent stages. Following this, feature extraction with stacked autoencoder to discerningly
select a subset of features from the datasets, enhancing the efficiency of ALPSO by capturing essential rep-
resentations of network traffic. The nucleus of the ALPSO system integrates Autoencoder, LSTM, and PSO
techniques. ALPSO integration refines the LSTM model by meticulously optimizing weight parameters, result-
ing in a synergistic effect that heightens the system’s capability to identify anomalous patterns within network
traffic. The training phase involves iteratively refining the feature-selected and ALPSO-optimized LSTM model,
enhancing its ability to recognize and differentiate between normal and intrusive patterns in network traffic
data. During the testing phase, the trained model evaluates incoming packets to identify potential intrusions.
The ALPSO-empowered LSTM, having learned from the training data, demonstrates a robust capability to
identify and classify network anomalies with a high degree of accuracy. Rigorous evaluation and performance
metrics, including accuracy, precision, recall, and F1-score, ensure a comprehensive assessment of the proposed
ALPSO system’s effectiveness in threat detection. Finally, a comparative analysis is conducted to validate the
superiority of the ALPSO system, comparing it against existing approaches; this methodology of the proposed
ALPSO is depicted in Figure 3.1. This analysis underscores the advancements and advantages derived from
the integration of ALPSO in the context of network security optimisation.

At its core, the ALPSO framework utilises an Autoencoder to learn and capture essential features from
normal network traffic data, a task crucial for distinguishing between benign and malicious activities. Comple-
menting this, the LSTM component is adept at modelling the temporal dependencies within network behaviour,
a capability that traditional security systems often lack. This combination allows for a deep understanding of
network traffic patterns, facilitating the early detection of anomalies that could signify security threats.
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Fig. 3.1: Proposed ALPSO Framework

3.1. Proposed ALPSO Framework.

3.1.1. Feature selection using stacked Auto Encoder Network. In this section we use the Stacked
Autoencoder (SAE) to extract the feature from the input data. SAE, a type of artificial neural network, uses
unsupervised learning to encode data into a more compact form, maintaining crucial information. In the ALPSO
process, SAE is structured with multiple Autoencoders (AEs) stacked into hidden layers, where each AE learns
and encodes relevant features. This unsupervised learning aligns with ALPSO’s goal to enhance overall security
system performance. The learned features from SAE are integrated into ALPSO, combining Autoencoder,
LSTM, and PSO. These encoded features enhance the system’s ability to detect network anomalies and threats,
contributing to the optimization of computer network security. In essence, SAE serves as a foundational step
in the ALPSO framework, ensuring effective feature extraction and system optimization. The methodology of
SAE is adapted from the study [9]

In the proposed ALPSO framework, the SAE algorithm is pivotal for feature extraction in the optimization
of computer network security systems. The algorithm initiates by stacking N AEs into n hidden layers. Each
layer is trained using unsupervised learning. In a two-hidden-layer network, the first AE1 is trained to obtain
the learned feature vectorh1 = E(ymw1+b1) where h1 is the output of the first hidden layer, E is the activation
function, ym is the input data, w1 is the weight matrix, and b1 is the bias vector. The training process continues,
with the output of the first hidden layer h1 serving as input to the second layer, and this process iterates until
completion. The output of the first hidden layer encoder of AE1 is expressed as h1 = E(ymw1 + b1), while
the output of the second hidden layer encoder of AE2 is defined as h2 = E(ymw1 + b1)w2 + b2), The output
layer, or decoder process, is given by ŷm = D(((h2w1 + b1) w2 + b2)w3 + b3), Following the training process
in hidden layers, the backpropagation algorithm (BP) is employed to minimize the cost function, updating the
weights for fine-tuning the SAE network. This comprehensive algorithmic approach in the ALPSO framework
ensures that the SAE effectively captures and encodes essential features from the input data, contributing to
the subsequent stages of Autoencoder-LSTM-PSO for enhanced optimization of the computer network security
system.
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Algorithm 7 Proposed ALPSO Framework

Initialize the SAE network by stacking N AEs into n hidden layers
Train each layer using unsupervised learning. For a network with two hidden layers, the first AE1 is trained to attain
the learned feature vector h1 = E(ymw1 + b1)
The output in the first hidden layer h1 serves as input to the second layer, and this process is repeated until the
training process is completed.
The output of the first hidden layer encoder of AE1 is defined as

h1 = E(ymw1 + b1)

The output of the second hidden layer encoder of AE2 is defined as

h2 = E(ymw1 + b1)w2 + b2)

The output layer decoder process is defined as

ŷm = D(((h2w1 + b1) w2 + b2)w3 + b3)

After the completion of the training process in hidden layers, the backpropagation algorithm-BP is used to minimize
the cost function. Weights are updated to achieve fine-tuning of the SAE network.

3.1.2. LSTM for temporal dependencies. In the ALPSO framework, LSTM plays a vital role by
understanding and modeling the sequential patterns in network traffic data. LSTM is like a smart memory
that remembers information over time, making it great for spotting patterns and irregularities in how networks
behave. In ALPSO, LSTM teams up with Autoencoder, a feature learner, to combine their strengths. Autoen-
coder learns important features, and LSTM uses its knack for understanding the order of events. This combo
helps ALPSO not only catch anomalies in network behavior that might be tricky to see on their own but also
adapt to changes in cybersecurity.

Algorithm 8 LSTM for temporal dependencies

1: Input: R: Sequence of input, where R = {R1, R2, . . . , Rt}, Ht−1 - previous hidden state, Ct−1 - previous cell state,
Weight matrices - wf , wi, wo, wc; Bias Terms - bf , bi, bo, bc.

2: Output: ht - current hidden state, ct - current cell state
Initialization

3: Initialize ho, co as the initial hidden and cell states.
4: Define weight matrices wf , wi, wo, wc

5: Define Bias terms bf , bi, bo, bc.
6: for each time step t
7: calculate forget gate ft = σ(wf · [ht−1, Rt] + bf )
8: Calculate the input gate it = σ(wi · [ht−1, Rt] + bi)
9: Calculate Candidate cell state ct = tanh(wc · [ht−1, Rt] + bc)

10: Update cell state ct = ft · ct−1 + it · ct
11: Calculate output gate ot = σ(wo · [ht−1, Rt] + bo)
12: Calculate hidden state ht = ot · tanh(ct)
13: Output the current hidden state ht and cell state ct at each time step t

The provided algorithm outlines the operations of LSTM within the framework of ALPSO) for the opti-
mization of computer network security systems. In the initialization phase, the initial hidden state ho and
cell state co are set, and weight matrices wf , wi, wo, wc along with bias terms bf , bi, bo, bc are defined. The
algorithm proceeds through each time step t starting with the calculation of the forget gate ft using the sig-
moid activation function, determining what information to retain from the previous cell state. The input gate
it is then computed, deciding what new information to store in the cell state. The candidate cell state ct is
calculated using the hyperbolic tangent tanh activation function, representing potential new information to be
added to the cell state. The cell state ct is updated using the forget gate, the previous cell state, the input
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gate, and the candidate cell state. Subsequently, the output gate ot is determined, guiding the computation of
the hidden state ht by multiplying the output gate with the hyperbolic tangent of the updated cell state. The
current hidden state ht and cell state ct are then outputted at each time step t.

3.1.3. Adjust the parameters and enhance the performance using PSO. In the proposed ALPSO
framework, the role of PSO is pivotal for enhancing the effectiveness of neural network models, specifically
Autoencoder and LSTM. PSO plays a key role in fine-tuning the parameters of these networks, adjusting
weights and biases to improve their ability to capture meaningful data representations and model temporal
patterns. Acting as a global optimization algorithm, PSO explores diverse parameter combinations, contributing
to comprehensive optimization. Its adaptability ensures responsiveness to evolving network patterns, adding
robustness to the security system. The synergy between PSO, Autoencoder, and LSTM optimizes the feature
extraction and temporal modeling processes. The iterative optimization of PSO aids in efficient convergence
towards optimal solutions, crucial for training neural networks and enhancing the overall performance of the
ALPSO framework in detecting anomalies and identifying threats in network traffic data.

3.1.4. Advanced PSO-Based Cybersecurity Solutions. [13] PSO-IPTBK based defense mechanism
for countering distributed denial-of-service (DDoS) attacks. Unlike conventional approaches, which often focus
on specific security mechanisms, this proposal integrates modified particle swarm optimization (PSO) with
an IP traceback (IPTBK) technique. Termed PSO-IPTBK, the approach analyzes and predicts potential
attack routes in a distributed network, aiming to trace the source of DDoS attacks. [8] This paper addresses
the cybersecurity challenges in mass multimedia data transmission networks, emphasizing the inadequacies of
traditional intrusion detection methods in terms of detection rates, false alarm rates, and real-time performance.
It introduces the basic principles of neural networks and the particle swarm optimization (PSO) algorithm,
highlighting the superior convergence performance of the particle swarm optimization algorithm with quantum
behavior (QPSO) in global optimization problems. [2] This study addresses the threat of jamming attacks
on wireless networks, a common issue involving the transmission of high-power signals to disrupt legitimate
packets. The Particle Swarm Optimization (PSO) algorithm is employed to model and simulate the behavior
of entities in achieving optimal group coordination, aiming to enhance the detection of jamming attack sources
in randomized mobile networks

The integration of PSO with IP traceback techniques (PSO-IPTBK) presents a novel approach to identifying
the sources of DDoS attacks. Unlike traditional methods that may only mitigate the effects of such attacks,
PSO-IPTBK aims to analyze and predict potential attack routes, facilitating proactive measures to trace and
neutralize the source of the threat, thereby enhancing network resilience against DDoS attacks. The application
of quantum behavior in PSO algorithms (QPSO) addresses the limitations of traditional intrusion detection
systems, especially in environments with massive multimedia data transmission. QPSO’s superior convergence
performance significantly improves global optimization, resulting in higher detection rates, lower false alarm
rates, and enhanced real-time performance compared to conventional methods.

4. Results and Experiments. In this segment, the effectiveness of the proposed ALPSO is assessed
through the utilization of the NSL-KDD dataset. This dataset, adapted from a previous study [9], provides
a foundation for evaluation, and the validation criteria outlined in the referenced study [9] are employed
to substantiate the performance of our proposed ALPSO approach, specifically addressing issues related to
redundancy and duplication within the original records. This curated dataset is subsequently split into two
distinct sets for training and testing purposes. The training set, denoted as KDDTrain + 20Percent.txt, is
utilized to train the model, while the test sets, named KDDTest+ and KDDTest21, are employed to assess
the model’s performance. The dataset encompasses various attack types, including Probe, Denial of Service
(DoS), User to Root (U2R), and Remote to Local (R2L), providing a comprehensive representation of network
security scenarios. This curated dataset serves as a crucial component in the ALPSO framework, facilitating
the training and evaluation of the proposed approach in the context of computer network security optimization.

4.1. Performance Analysis using NSL-KDD Dataset.

4.1.1. Performance Analysis in KDD test+. The evaluation of the proposed Autoencoder-LSTM-
PSO (ALPSO) on the KDD dataset involves a two-fold approach, utilizing KDD Test+ and KDD Test 2.
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Fig. 4.1: Detection accuracy rate of models in KDD test+

Comparative analysis is conducted against existing models such as LSTM, SVM, KNN, and LSTM+POA,
employing evaluation metrics including Accuracy, Precision, Recall, and F1-Score.

The evaluation of the proposed ALPSO algorithm, based on accuracy values across distinct classes (Normal,
Probe, DoS, U2R, R2L), reveals its significant efficacy when compared to other models, namely LSTM, SVM,
KNN, and LSTM-POA, was present in Figure 4.1. The higher accuracy values obtained by ALPSO signify its
superior performance. In the Normal class, ALPSO achieves the highest accuracy at 98.23%, showcasing its
remarkable proficiency in accurately classifying normal instances. For the Probe class, ALPSO exhibits high
accuracy (95.78%) and outperforms LSTM, SVM, and KNN, only slightly trailing behind LSTM-POA. In the
DoS class, ALPSO achieves a substantial accuracy improvement (88.78%) compared to other models, signify-
ing its heightened effectiveness in detecting Denial-of-Service attacks. The U2R class sees ALPSO attaining
competitive accuracy (83.16%), surpassing LSTM, SVM, and KNN, indicating its efficacy in identifying User to
Root attacks. Despite LSTM-POA having higher accuracy in the R2L class, ALPSO still demonstrates notable
effectiveness with an accuracy of 65.74%, showcasing its proficiency in identifying Remote to Local attacks.

The efficacy of the ALPSO algorithm becomes evident when evaluating its performance metrics of accuracy,
precision, recall, and F1-score against those of other models such as LSTM, SVM, KNN, and LSTM-POA, across
various classes was shown in Figure 4.2. In terms of accuracy, ALPSO stands out by achieving the highest
accuracy rate at 97.3%, showcasing its exceptional ability to correctly classify instances within the dataset.
Notably, this accuracy surpasses the performance of competing models, including LSTM, SVM, KNN, and
even LSTM-POA, emphasizing the superior overall predictive capabilities of ALPSO. Moving to precision,
ALPSO demonstrates the highest precision value at 95.2%, highlighting its effectiveness in minimizing false
positives and providing accurate positive predictions. This precision superiority extends beyond that of LSTM,
SVM, KNN, and LSTM-POA, underlining ALPSO’s strength in making precise positive classifications, crucial
for applications where false positives need to be minimized. In terms of recall, ALPSO again leads the pack
with the highest recall value of 96.5%. This signifies ALPSO’s excellence in capturing a substantial proportion
of actual positive instances within the dataset. Outperforming LSTM, SVM, KNN, and LSTM-POA in terms of
recall, ALPSO showcases its robustness in identifying relevant instances, an essential characteristic for models
in security and anomaly detection domains. Lastly, considering the F1-score, ALPSO achieves the highest score
at 96.0%, indicating a balanced performance between precision and recall. This balanced approach is crucial in
scenarios where striking an equilibrium between false positives and false negatives is essential. ALPSO’s ability
to achieve this harmonious trade-off outshines the performance of other models evaluated in this context.
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Fig. 4.2: Overall performance achieved by the models in KDD test+

4.1.2. Performance Analysis in KDD test 21. The efficacy of the proposed ALPSO algorithm is
evident when examining its performance across different attack classes (Normal, Probe, DoS, U2R, R2L) in the
context of the KDD Test 21 dataset was shown in Figure 4.3. The detection accuracy values provide valuable
insights into the algorithm’s effectiveness compared to other models, such as LSTM, SVM, KNN, and LSTM-
POA. In the Normal class, ALPSO achieves the highest accuracy at 97%, indicating its exceptional ability to
correctly classify instances with normal behavior. This outperforms all other models, including LSTM, SVM,
KNN, and LSTM-POA, showcasing the robustness of ALPSO in identifying non-anomalous network traffic.
For the Probe class, ALPSO demonstrates a remarkable accuracy of 96.74%, surpassing LSTM, SVM, KNN,
and closely approaching LSTM-POA. This highlights ALPSO’s efficiency in detecting probing activities within
the network, making it a reliable choice for identifying potential security threats. In the case of DoS attacks,
ALPSO achieves an accuracy of 88%, showcasing its capability to effectively detect denial-of-service incidents.
This represents a notable improvement compared to LSTM, SVM, and KNN, emphasizing ALPSO’s strength in
identifying and mitigating such attacks. For the U2R class, ALPSO achieves an accuracy of 85%, outperforming
LSTM, SVM, and KNN. This suggests that ALPSO is adept at recognizing instances of unauthorized access
attempts, enhancing the security posture of the network. In the R2L class, ALPSO achieves an accuracy
of 62.88%, showcasing its ability to identify remote-to-local intrusion attempts. While LSTM-POA has a
slightly higher accuracy in this class, ALPSO still demonstrates effectiveness, positioning it as a valuable tool
in detecting diverse network threats.

The efficacy of the proposed ALPSO algorithm in the KDD test 21 set is conspicuous when evaluating its
performance across key metrics, including accuracy, precision, recall, and F1-score, in comparison to alternative
models such as LSTM, SVM, KNN, and LSTM-POA was depicted in Figure 4.4. In terms of accuracy, ALPSO
stands out by achieving the highest accuracy rate, reaching an impressive 97%. This underscores its effective-
ness in delivering correct classifications across diverse classes, outshining competing models like LSTM, SVM,
KNN, and LSTM-POA and establishing its robustness in accurate predictions. Moving to precision, ALPSO
again exhibits superiority by showcasing the highest precision value among the models, reaching 96.74%. This
emphasizes its capability to minimize false positives and make precise positive predictions. The precision val-
ues of ALPSO surpass those of LSTM, SVM, KNN, and LSTM-POA, underscoring its strength in achieving
accurate positive classifications and reinforcing its efficacy in security optimization. In terms of recall, ALPSO
demonstrates excellence with a high recall value of 95.47%, signifying its proficiency in capturing a substantial
proportion of actual positive instances. While LSTM and SVM exhibit competitive recall values, ALPSO out-
performs KNN and LSTM-POA, highlighting its robustness in identifying relevant instances and showcasing
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Fig. 4.3: Detection accuracy of models in KDD test 21

Fig. 4.4: Overall Performance achieved by the models in KDD test 21

its effectiveness in recognizing potential threats within network data. Lastly, regarding the F1-score, ALPSO
attains the highest score among the models, reaching 96.88%. This metric indicates a balanced performance
between precision and recall, underlining ALPSO’s proficiency in achieving a harmonious trade-off between
these essential aspects. The superior F1-score of ALPSO compared to other models ensures a comprehensive
evaluation of its overall performance in optimizing computer network security systems.

5. Conclusion. This paper presents ALPSO, a groundbreaking solution for computer network security.
ALPSO incorporates advanced techniques, including improved neural networks and sophisticated data search-
ing methods. The integration of autoencoder, LSTM, and PSO contributes to the overall enhancement of
ALPSO’s performance. Through extensive evaluation utilizing the NSL-KDD dataset, ALPSO exhibits remark-
able detection accuracy, proving its effectiveness across both the KDD test+ and KDD test 21 datasets. This
robust performance positions ALPSO as a potent and adaptive solution for tackling the intricate challenges in
computer network security. The innovative combination of autoencoder and LSTM outputs within the ALPSO
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framework demonstrates its prowess in anomaly detection and security threat identification. By leveraging
efficient data searching techniques, ALPSO facilitates real-time analysis of network traffic, reinforcing the se-
curity infrastructure. The comprehensive integration of state-of-the-art technologies in ALPSO highlights its
potential to revolutionize cybersecurity practices, making it a promising and holistic approach in the evolving
landscape of computer network security.
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HAND-DRAWN ILLUSTRATION DESIGN IN NATIONAL WAVE STYLE BASED ON
DEEP LEARNING AND IMAGE SUPER-RESOLUTION RECONSTRUCTION

MIAOMIAO YU∗, SITI SALMI BINTI JAMALI†, AND ADZIRA BINTI HUSAIN‡

Abstract. This research presents a novel framework, Deep Learning based Super Resolution Reconstruction (DESRR),
for the creation of hand-drawn illustrations in a specific National Wave Style. The proposed framework leverages advanced deep
learning techniques, with a primary focus on the integration of Generative Adversarial Networks (GANs) for image super resolution
reconstruction. The objective is to enhance the resolution and fidelity of hand-drawn illustrations while preserving the distinctive
characteristics of the chosen national wave style. The DESRR framework involves a two-step process: firstly, the utilization of
GAN algorithms for generating illustrations that encapsulate the unique artistic nuances of the targeted national wave style; and
secondly, the application of image super resolution techniques to refine and elevate the quality of the generated illustrations. The
GAN-based approach, specifically inspired by ESRGAN (Enhanced Super-Resolution Generative Adversarial Network), enables
the model to learn intricate details and textures, ensuring that the reconstructed images maintain the authenticity of the chosen
style. To implement DESRR, a curated dataset of hand-drawn images in the specified national wave style is employed for training.
The model is fine-tuned to strike a balance between increased resolution and the faithful representation of the targeted artistic
style. The framework’s effectiveness is evaluated through a comprehensive analysis, considering both quantitative measures of
image quality and qualitative assessments of style preservation. The proposed DESRR framework not only contributes to the field
of artistic illustration design but also showcases the potential of combining deep learning and image super resolution techniques
for creative applications.
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1. Introduction. Artistic expression has long been intertwined with cultural identity, and the fusion of
traditional hand-drawn illustrations with advanced technologies presents a compelling avenue for exploring
the intersection of art and artificial intelligence [17, 13, 16]. In this context, we introduce a groundbreaking
framework known as Deep Learning based Super Resolution Reconstruction (DESRR), designed to create
hand-drawn illustrations in a specific National Wave Style. The motivation behind this research is to leverage
the power of deep learning, particularly the incorporation of Generative Adversarial Networks (GANs), for
image super resolution reconstruction, thereby elevating the quality of artistic creations while preserving the
distinctive characteristics of a chosen cultural aesthetic [2, 9]. The cornerstone of our investigation involves the
validation of the proposed DESRR framework through a case study inspired by "The Great Wave off Kanagawa,"
a masterpiece by Katsushika Hokusai and arguably the most iconic image in Japanese art [1]. By selecting
this renowned artwork as our benchmark, we aim to showcase the framework’s ability to faithfully capture and
enhance the intricacies of a specific national wave style.

The DESRR framework unfolds as a meticulously planned two-stage process, with the initial phase ded-
icated to the creation of hand-drawn illustrations. This creative endeavor is propelled by the utilization of
Generative Adversarial Networks (GANs), sophisticated algorithms that operate in tandem to generate images
with a specific aesthetic quality [14, 8, 20]. Notably, these GANs are trained on a meticulously curated dataset,
a collection of images carefully chosen to encapsulate the unique artistic nuances intrinsic to the Japanese aes-
thetic. This deliberate selection process ensures that the generated hand-drawn illustrations are imbued with
the cultural and visual elements characteristic of Japanese art. In the subsequent phase, the DESRR framework
seamlessly transitions to the realm of image super resolution.
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Drawing inspiration from the cutting-edge Enhanced Super-Resolution Generative Adversarial Network
(ESRGAN), the framework employs advanced techniques to refine and augment the resolution of the previously
generated illustrations [19, 10, 12, 18]. ESRGAN, a state-of-the-art approach in image super resolution, serves
as a guiding influence, emphasizing the commitment to leveraging the latest technological advancements in
the field. The integration of image super resolution techniques speaks to the framework’s overarching goal of
elevating the visual fidelity of the hand-drawn illustrations, a process designed to enhance the overall quality
and detail of the artistic output. This strategic combination of traditional artistic creation, facilitated through
hand-drawn illustrations, with the computational capabilities of GANs and ESRGAN positions the DESRR
framework at the forefront of the intersection between art and technology, promising a nuanced and culturally
enriched approach to visual design.

The motivation behind this research on the Deep Learning based Super Resolution Reconstruction (DESRR)
framework stems from a profound appreciation for cultural and artistic expression, particularly in the realm of
hand-drawn illustrations that embody the rich and distinctive characteristics of the National Wave Style. This
artistic style, renowned for its intricate patterns, vivid storytelling, and deep cultural significance, presents
unique challenges in digital representation and enhancement. As digital media become increasingly prevalent,
there is a pressing need to bridge the gap between traditional art forms and modern digital techniques, ensuring
that the essence of these art forms is not only preserved but also enhanced for future generations.

In this context, the integration of Generative Adversarial Networks (GANs) for image super-resolution
reconstruction represents a pioneering approach to elevating the quality of hand-drawn illustrations. The
traditional methods of digital enhancement often fall short in maintaining the artistic nuances of specific styles,
leading to a loss of authenticity in the pursuit of clarity and resolution. The DESRR framework addresses
this challenge head-on, leveraging the power of deep learning to understand and replicate the complex textures
and details characteristic of the National Wave Style, thereby ensuring that the digital enhancements enhance
rather than dilute the original artistic intent.

The main contributions of the paper are as follows

1. Introducing a groundbreaking approach, DESSR (Deep Enhancement for Specific Style Reconstruction),
designed for crafting hand-drawn illustrations with a distinctive National Wave Style.

2. In the proposed DESSR, the image super resolution reconstruction is achieved through the utilization
of GAN techniques.

3. The effectiveness of the proposed model is assessed using the specific hand-drawn Japanese art piece,
"The Great Wave off Kanagawa."

The paper is structured as follows: Section 2 provides an overview of related work in the field. Section 3
briefly outlines the methodology employed for hand-drawn super resolution reconstruction using GAN. Section
4 delves into the experimental findings, and finally, Section 5 offers the concluding remarks for the paper.

2. Literature Review.

2.1. Innovative Approaches to Advanced Hand-Drawn Illustration Reconstruction and Aug-
mentation. [5] The paper introduces a novel method for reconstructing high-relief surface models from hand-
drawn illustrations. Specifically designed for interactive modeling scenarios where input drawings can be seg-
mented into semantically meaningful parts with known depth order, the technique allows for inflating individual
components with a semi-elliptical profile, satisfying prescribed depth order, and ensuring seamless interconnec-
tion. Unlike previous methods, the approach formulates the reconstruction process as a single non-linear
optimization problem, proposing an efficient approximate solution that maintains high-quality results and en-
ables interactive user workflows. [7] Introduces a method for enhancing hand-drawn characters and creatures
with global illumination effects. Using a novel CNN, the approach predicts high-quality normal maps from
a single-view drawing, which are then employed to inflate a surface into a 3D proxy mesh. This enables the
augmentation of 2D art with convincing global illumination effects while preserving the hand-drawn aesthetic.
The paper includes the release of a new high-resolution dataset, and the validation involves qualitative and
quantitative comparisons with state-of-the-art methods, showcasing results for diverse hand-drawn images and
animations.
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Fig. 3.1: Proposed DESRR Architecture

2.2. Innovative Strategies for Advancing Super-Resolution Imaging: Generalization and Real-
Time Implementation. [11] Addresses the generalization challenges in deep-learning-based super-resolution
photoacoustic angiography (PAA) for continuous monitoring tasks. Introducing a novel approach, the study
employs a super-resolution PAA model trained with forged PAA images generated from realistic hand-drawn
curves. Results demonstrate superior performance of the proposed method over models trained with authentic
PAA images in both original-domain and cross-domain tests. The collaboration between deep learning models,
particularly in utilizing forged images, enhances super-resolution reconstruction quality, showcasing potential
for improved generalization in vision tasks and suggesting a promising avenue for zero-shot learning neural
networks. [6] The paper addresses the challenge of implementing real-time image super-resolution (SR) on
resource-constrained devices by proposing an efficient SR model structure. Leveraging depthwise separable
convolutional (DSC) layers and an optimized version of self-calibrated convolution with pixel attention (SC-
PA), the model achieves improved feature representation with reduced multiply-accumulate operations (MACs)
and model parameters.

3. Methodology. The proposed DESRR methodology unfolds in two key phases to create hand-drawn
illustrations immersed in a specific National Wave Style. In the initial phase, a curated dataset of hand-drawn
images, carefully selected to encapsulate the distinctive artistic nuances of the Japanese aesthetic, forms the
foundation. Generative Adversarial Networks (GANs) are then employed to generate synthetic hand-drawn
illustrations that mirror the unique features learned from the curated dataset. The generated illustrations
serve as an intermediate output. Transitioning into the second phase, the focus shifts to image super resolution
reconstruction. Enhanced Super-Resolution Generative Adversarial Network (ESRGAN) techniques are applied
to refine and augment the resolution of the generated hand-drawn illustrations. This phase aims to enhance
the visual fidelity and quality of the illustrations, capturing intricate details and textures. The outcome is a
final output of high-resolution hand-drawn illustrations that embody the targeted National Wave Style. The
methodology incorporates an evaluation step, assessing the model’s performance through metrics such as image
quality and style preservation. Additionally, validation against a specific hand-drawn Japanese art piece, such
as "The Great Wave off Kanagawa," provides a cultural benchmark for ensuring accuracy and authenticity.
The DESRR framework aims to seamlessly merge traditional artistic creation with advanced deep learning
techniques, offering a promising approach to the intersection of art and technology in the realm of visual design.
The proposed DESRR methodology is depicted in Figure 3.1.

3.1. GAN (Generative Adversarial Network). A GAN is a type of artificial intelligence model com-
posed of two neural networks, a generator, and a discriminator, that are trained simultaneously through adver-
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sarial training. The generator creates synthetic data, and the discriminator evaluates whether the generated
data is real or fake. This adversarial process results in the generator producing increasingly realistic data. Re-
garding its performance under the proposed DESRR framework, GANs are utilized to enhance the resolution
and fidelity of hand-drawn illustrations in a specific National Wave Style called “Great Wave off Kanagawa”.
The GANs, inspired by ESRGAN techniques, are employed in the initial phase. Here, they generate synthetic
hand-drawn illustrations that capture unique features learned from a curated dataset representing the chosen
aesthetic style. This generated data serves as an intermediate output in the overall DESRR process. The
method of GAN is adapted from the study [15].

The GAN operates on a principle of adversarial training between a generator G and a discriminator D.
The objective, as captured by the function V (G,D) involces maximizing the probability that the discriminator
correctly distinguishes real data (x) from the generated data (G(z)) while simultaneously minimizing the
likelihood that the generator is discerned by the discriminator. In simple terms, GAN training seeks to find a
balance where the generator creates data indistinguishable from real data, and the discriminator is challenged
to accurately differentiate between the two. This is expressed through the minimax optimization problem:

min
C

max
D

V (G,D) = Ex∼Pdata(x)[logD (x))] + Ez∼pz(z) [log(1−D (G (z)))]

Where E denotes expexted value and D∗ and G∗ represent the optimal solutions for the discriminator and
generator, respectively. The iterative process converges to an equilibrium where the generator produces data
challenging for the discriminator, achieving a realistic synthesis of new data. The structure of the GAN is
implemented in Fig 3.1 of the study [15].

3.2. GAN-Based Approaches in Different Imaging Domains. [15] GAN-based algorithm for ran-
dom noise suppression and super-resolution reconstruction in seismic profiles. Employing a residual learning
strategy, the algorithm constructs a de-noising subnet to accurately separate interference noise while protecting
the effective signal. The iterative back-projection unit completes high-resolution seismic section reconstruction,
enhancing super-resolution performance by addressing sampling errors. [4] The paper addresses the challenges
of super-resolution reconstruction in low-field MRI, emphasizing the need for high-quality images with minimal
radiation. It proposes a novel approach, leveraging Transformer and generative adversarial networks (T-GANs)
for medical image reconstruction from low resolutions. By integrating Transformer into the GAN framework,
the system achieves more precise texture information extraction and focuses on important locations through
global image matching. The proposed T-GAN model, trained with a weighted combination of content loss,
adversarial loss, and adversarial feature loss, outperforms established measures like PSNR and SSIM, demon-
strating optimal performance and enhanced texture feature recovery in super-resolution MRI reconstruction of
knee and abdominal images. [3] The paper addresses challenges in Single Image Super-resolution (SISR) for
remote sensing, highlighting breakthroughs with deep learning and Generative Adversarial Networks (GANs).
Despite advancements, artifacts persist in generated images, motivating the proposed Frequency Domain-based
Spatio-Temporal Remote Sensing SISR with Transfer GANs (TWIST-GAN). The model utilizes Wavelet Trans-
form and GANs to predict high-frequency components, achieving reconstruction with super-resolution.

Seismic Profile Enhancement: The application of a GAN-based algorithm for noise suppression and super-
resolution in seismic profiles represents a pivotal step towards more accurate geological assessments. By incor-
porating a residual learning strategy, the algorithm not only efficiently separates interference noise but also
safeguards the integrity of vital signals. This is particularly crucial in the exploration and analysis of geological
formations, where the clarity and resolution of seismic sections can significantly impact the interpretation of
subsurface structures. The iterative back-projection unit further refines this process, correcting sampling errors
and substantially improving the quality of high-resolution seismic data. This approach not only enhances the
super-resolution performance but also provides a more reliable basis for geological and exploration decisions.

Medical Imaging Advancements: The development of the T-GAN model for super-resolution reconstruction
in low-field MRI tackles the critical need for high-quality medical images obtained with minimal radiation
exposure. The integration of Transformer technology into the GAN framework facilitates a more nuanced
extraction of texture information and ensures focused reconstruction through global image matching techniques.
This methodological innovation results in superior texture feature recovery, particularly in knee and abdominal
MRI images, showcasing the potential of T-GANs in improving diagnostic capabilities while adhering to safety
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Fig. 4.1: Loss curve

standards. The weighted training process, balancing content, adversarial, and feature losses, exemplifies the
model’s ability to surpass traditional benchmarks, offering a promising avenue for medical image enhancement.

Remote Sensing Image Enhancement: Addressing the persistent challenge of artifacts in Single Image
Super-resolution (SISR) for remote sensing, the TWIST-GAN model emerges as a groundbreaking solution. By
leveraging Wavelet Transform in conjunction with GANs, the model adeptly predicts and reconstructs high-
frequency components, thus achieving superior resolution in remote sensing imagery. This technique not only
mitigates common artifacts associated with deep learning-based SISR but also enhances the utility of remote
sensing data across various applications, from environmental monitoring to urban planning.

Collectively, these GAN-based approaches across different imaging domains exemplify the transformative
impact of deep learning technologies in improving image quality and resolution. By tackling domain-specific
challenges, from geological exploration and medical diagnostics to remote sensing, these advancements pave the
way for future research and application, promising further improvements in image reconstruction methodologies
and their practical implications.

4. Results and Experiments. In this segment, we assess the effectiveness of the proposed DESRR by
employing the hand-drawn national wave style inspired by "Great Wave off Kanagawa," adapted from the
Kaggle repository and the referenced study [].

Evaluation Metrics.

PSNR = 10 ∗ log10
(
MAX2

MSE

)

SSIM (x, y) =
(2µx

µy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c1)

Figure 4.1 presents the loss curve of the proposed model. A diminishing loss across training epochs is a key
indicator of a model’s enhanced performance. In the case of the proposed DESRR framework, the provided loss
values offer valuable insights into the model’s efficacy over time. At Epoch 0, the initial loss is 0.89, a predictable
high value as the model commences with random weights. However, by Epoch 100, a substantial reduction
in loss to 0.38 signifies significant progress, indicative of improved model performance. The trend continues
with successive epochs, demonstrating the model’s ability to learn and refine its representations. Notably, at
Epoch 500, the loss further diminishes to 0.10, portraying the model’s heightened proficiency after additional
training epochs. This consistent decrease in loss values underscores the effectiveness of the DESRR framework,
showcasing its capacity to converge, capture intricate details, and minimize the disparity between predicted
and actual values, ultimately leading to enhanced performance in reconstructing high-resolution images.



3994 Miaomiao Yu, Siti Salmi Binti Jamali, Adzira Binti Husain

Fig. 4.2: PSNR curve of every verification set

Figure 4.2 presents the PSNR curve which shows the every verification set values, PSNR serves as a key
metric for assessing the quality of reconstructed images, with higher PSNR values generally correlating with
superior image quality, and a benchmark of 30 dB considered indicative of good quality. Analyzing the specific
PSNR values at different training epochs provides insights into the evolution of image quality. At Epoch 10,
the PSNR is 12 dB, suggesting that in the early stages, the model may not have learned sufficient features,
resulting in a relatively lower PSNR. As training progresses, the PSNR improves significantly, reaching 22 dB
by Epoch 15. This improvement signifies that with increased training epochs, the model successfully captures
more intricate details, leading to an enhancement in overall image quality. Subsequent epochs continue to refine
the model’s representation, with PSNR values of 26 dB at Epoch 20 and 28 dB at Epoch 25. These increments
indicate that the model is converging towards a better representation, effectively capturing more details while
reducing noise in the reconstructed images. By Epoch 30, the PSNR reaches 30 dB, demonstrating that the
model, after undergoing additional training epochs, achieves a higher level of fidelity in the reconstructed images,
and noise levels are notably reduced. This progression in PSNR values across epochs suggests the effectiveness
of the proposed DESRR framework in progressively enhancing image quality and reducing noise

5. Conclusion. In conclusion, the presented research introduces the DESRR framework, demonstrating
its efficacy in elevating the quality of hand-drawn illustrations within a specific National Wave Style. By
integrating Generative Adversarial Networks (GANs), particularly inspired by ESRGAN, the model excels
in learning intricate details and textures, ensuring the authenticity of the chosen artistic style. Through a
meticulous two-step process involving GAN algorithms for generating illustrations and image super resolution
techniques for refinement, DESRR strikes a harmonious balance between increased resolution and faithful style
representation. The framework’s implementation, fine-tuned with a curated dataset, showcases its effectiveness
through a thorough evaluation, encompassing quantitative measures of image quality and qualitative assess-
ments of style preservation. This research not only contributes to the realm of artistic illustration design but
also underscores the potential of synergizing deep learning and image super resolution techniques for innovative
creative applications.
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RESEARCH ON GRID DATA ANALYSIS AND INTELLIGENT RECOMMENDATION
SYSTEM BY INTRODUCING NEURAL TENSOR NETWORK MODEL

RUI ZHOU∗, KANGQIAN HUANG*†, DEJUN XIANG‡, AND XIN HU §

Abstract. In the landscape of modern smart homes, the prevalence of intelligent devices, notably smart televisions (TVs), has
surged, emphasizing the need for sophisticated content recommendation systems. However, the automatic provision of personalized
content recommendations for smart TV users remains an underexplored domain. Existing literature has delved into recommendation
systems across diverse applications, yet a distinctive void exists in addressing the intricate challenges specific to smart TV users,
particularly the incorporation of the smart TV camera module for user image capture and validation. This research introduces a
pioneering Intelligent Recommendation System for smart TV users, incorporating a novel Convolutional Neural Tensor Network
(CNTN) model. The implementation of this innovative approach involves training the CNN algorithm on two distinct datasets
“CelebFaces Attribute Dataset” and “Labeled Faces in the Wild-People” for proficient feature extraction and precise human face
detection. The trained CNTN model processes user images captured through the smart TV camera module, matching them
against a ’synthetic dataset.’ Exploiting this matching process, a hybrid filtering technique is proposed and applied, seamlessly
facilitating the personalized recommendation of programs. The proposed CNTN algorithm demonstrates an impressive training
performance, achieving approximately 97.18%. Moreover, the hybrid filtering technique produces commendable results, attaining an
approximate recommendation accuracy of 89% for single-user scenarios and 86% for multi-user scenarios. These findings underscore
the superior efficacy of the hybrid filtering approach compared to conventional content-based and collaborative filtering techniques.
The integration of the CNTN architecture and the hybrid filtering methodology collectively contributes to the development of an
advanced and effective recommendation system tailored to the nuanced preferences of smart TV users in the context of grid data
analysis.

Key words: Smart TV, CNTN, intelligent recommendation system, hybrid filtering, user image capture, grid data analysis

1. Introduction. In the rapidly evolving landscape of smart homes, the ubiquity of intelligent devices,
particularly smart televisions (TVs), has become a defining characteristic of modern living [14]. The pervasive
adoption of smart TV technology underscores a paradigm shift in user engagement, as individuals increasingly
turn to these sophisticated devices for their entertainment needs. With this surge in user reliance on smart
TVs, there arises an unprecedented demand for personalized content recommendations [2]. Smart TV users,
driven by diverse preferences and interests, seek a tailored and enriching viewing experience. Consequently, the
development of an effective recommendation system becomes paramount in delivering content that resonates
with individual tastes [11]. As users navigate an expanding array of programs and channels, the need for an
automated and intelligent recommendation system emerges as a critical solution to enhance user satisfaction
and streamline content discovery [4]. In this dynamic context, the integration of innovative technologies stands
as a promising avenue to revolutionize personalized program recommendations, addressing the unique challenges
posed by smart TV users.

Despite the burgeoning demand for sophisticated recommendation systems in the field of smart TVs, sev-
eral challenges persist in the current landscape [3, 10, 1]. One notable hurdle lies in the nuanced nature of
user preferences, which are often multifaceted and dynamic. Existing systems, while capable to some extent,
struggle to adequately capture the intricacies of individual viewing habits, leading to suboptimal recommen-
dations [2]. Moreover, the integration of the smart TV camera module for user image capture and validation
introduces an additional layer of complexity, with most conventional systems falling short in leveraging this
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innovative capability. The shortcomings of prevailing content-based and collaborative filtering techniques are
evident, as they often lack the finesse required to discern subtle user preferences [13]. This deficiency results in
recommendations that may not align with the evolving and diverse tastes of smart TV users. As the demand for
personalized content intensifies, the inadequacies of current recommendation systems become more pronounced,
necessitating a paradigm shift towards more advanced and adaptive approaches.

Recognizing the intricate challenges within the domain of smart TV recommendation systems, a ground-
breaking approach is introduced: CONTEN, which stands for Convolutional Neural Tensor Network [17, 18].
This innovative architecture is coupled with hybrid filtering techniques, representing a highly effective strategy
to address the complexities inherent in personalized content recommendations for smart TVs. By integrating
the power of CONTEN, this approach capitalizes on the strengths of convolutional neural networks and tensor-
based operations to capture intricate patterns within user preferences and program content [6, 7]. The synergy
between CONTEN and hybrid filtering enables a refined understanding of user behavior, overcoming the limi-
tations of conventional recommendation systems. The advantages of this proposed technique lie in its ability to
harness the expressive capabilities of neural networks for feature extraction and the nuanced matching process
facilitated by the hybrid filtering mechanism. This results in a recommendation system that not only adapts
to evolving user preferences but also leverages the smart TV camera module for enhanced validation [15]. The
CONTEN architecture, with its robust training performance, signifies a significant leap forward in smart TV
recommendation systems, offering a tailored, accurate, and satisfying content discovery experience for users.

The main contributions of the paper as follows
1. Proposed the novel approach of CONTEN the intelligent recommendation system for the smart TV

users.
2. This suggested method leverages Convolutional Neural Tensor Network (CNTN) and Hybrid filtering

process to achieve effective results.
3. The rigorous experiment of the study conducted with two datasets namely “CelebFaces Attribute

Dataset” and “Labeled Faces in the Wild-People”.
4. The evaluations are prove with the effective experiments.

The subsequent sections of the paper are structured as follows: Section 2 provides an overview of related
studies, focusing on existing techniques employed in the smart TV domain. In Section 3, a concise description
is offered for the proposed CONTEN architecture and its performance. Section 4 showcases the effectiveness of
the proposed CONTEN through rigorous experiments. The concluding remarks are presented in Section 5.

2. Related Work.

2.1. Intelligent Recommendation Systems in various domains. In response to the growing chal-
lenges in hotel selection and accommodation reservation due to the overwhelming volume of online information,
our proposed intelligent recommendation system leverages collaborative filtering with sentiment analysis on
textual hotel reviews, numerical ranks, votes, and ratings [16]. By incorporating lexical, syntax, and semantic
analyses, the system generates personalized hotel recommendations based on features and guest types, enhanc-
ing accuracy and response time compared to traditional approaches. The increasing data volume in smart
grids offers opportunities for utility companies to gain insights into demand-side knowledge and optimize grid
operations through effective demand-side management [12]. However, managing overloaded data poses chal-
lenges for analytics and decision-making. This paper addresses these issues by introducing service computing
into smart grids and proposing a personalized electricity retail plan recommender system, leveraging collabo-
rative filtering on actual smart meter and retail plan data to validate its effectiveness in optimizing pricing
plans for residential users. The research from [14] addresses the inefficiencies in television content selection
by designing a recommendation system, crucial as households navigate vast program offerings. Focusing on
content and collaborative filtering, the study emphasizes handling categorical data from electronic program
guides. Using a probabilistic approach based on graphical models and transfer learning, the proposed system
optimizes performance by overcoming data insufficiency issues. The application of the recommendation system
in a hybrid broadband and broadcast television environment enhances user experiences by providing accurate
rating predictions and a novel metric for model performance evaluation.

The systematic review [9] explores the evolution of e-tourism into smart tourism, emphasizing the integra-
tion of key concepts like privacy protection and the Internet of Things. Analyzing 65 selected papers from 2013
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Fig. 3.1: Proposed CONTEN Architecture

to 2020, the study classifies smart tourism recommender systems into collaborative filtering, content model,
context model, and hybrid model approaches, with the content model-based approach proving highly impactful.
The findings provide insights into new research opportunities, motivations, and challenges, serving as a valuable
guide for future interdisciplinary studies in the field of smart e-tourism.

The study [5] addresses the evolving landscape of Recommender Systems, emphasizing the need for a new
paradigm—Cognitive Recommender Systems. Traditionally recognized for playlist generation and e-commerce
product recommendations, modern enterprise systems are becoming data-, knowledge-, and cognition-driven,
necessitating intelligent systems that understand user preferences and adapt to changing environments. The
proposed framework aims to overcome limitations by incorporating domain experts’ knowledge, predicting user
preferences in dynamic scenarios, and integrating data capture and analytics for intelligent and time-aware
recommendations, as demonstrated in a banking scenario.

The study [8] addresses the growing emphasis on healthy lifestyles and well-being by proposing IAMHAPPY,
an innovative IoT-based well-being recommendation system. Utilizing wearable devices and IoT technology,
IAMHAPPY analyzes physiological signals to understand users’ emotions and health, offering personalized
recommendations for day-to-day discomforts and stress reduction. The integration of a web-based knowledge
repository and a rule-based engine facilitates a semantics-based approach to enhance everyday people’s happi-
ness through alternative medicines and well-being activities.

3. Methodology.

3.1. CONTEN Overview. Figure 3.1 presents the clear demonstrations of proposed CONTEN architec-
ture. In the initial phase, our methodology leverages real-world datasets containing face images as the input
for the proposed CONTEN model within the context of grid data analysis. The CONTEN model, based on
Convolutional Neural Tensor Network (CNTN) techniques, undergoes comprehensive training on these datasets
to enable effective feature extraction from the image data. Subsequently, the process progresses to capture user
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images using the smart TV camera module. Verification is then carried out by comparing the captured user
image with existing user images in the synthetic dataset. Upon successful matching, the captured image under-
goes further feature extraction. Following this, hybrid filtering is applied, accommodating the user perspective,
whether it be a single-user or multi-user scenario, thereby enhancing the adaptability of the system. The
outcome of this orchestrated process results in a meticulously curated list of personalized program recommen-
dations. This output is derived through the intricate workings of the hybrid filtering mechanism, ensuring that
the CONTEN model is seamlessly integrated into a comprehensive methodology designed for intelligent and
personalized program recommendations specifically tailored to the grid data analysis context within the realm
of smart TVs. The root of the methodology is adapted from the study [7].

In the realm of smart homes, devices such as smart speakers, smart displays, and integrated home control
systems can benefit from personalized content recommendation systems. The CNTN model’s ability to process
and analyze user images for preference prediction could be adapted to these devices, offering personalized audio
content, news, and home automation settings based on the recognized user preferences and presence. For
wearable devices, including smartwatches and fitness trackers, the CNTN-based recommendation system could
be tailored to suggest health and fitness content, such as workout videos, dietary plans, or wellness articles.
Although wearables may not typically incorporate camera modules for image capture, the underlying principles
of feature extraction and personalized recommendation could be applied using other data sources, such as
activity logs and physiological sensors.

All user data, including images captured by the smart TV camera module, are encrypted both in transit
and at rest. This prevents unauthorized access and ensures that data remains secure throughout the processing
pipeline. To further safeguard privacy, the system anonymizes user images before processing, removing any
personally identifiable information. Additionally, data minimization principles are applied, ensuring that only
the necessary data required for making recommendations are collected and stored.

3.2. Proposed CONTEN Approach.

3.2.1. Training data using CNTN. Within the CONTEN architecture, the CNTN plays a pivotal
role, showcasing remarkable performance in the realm of intelligent program recommendations for smart TVs.
Building upon the foundations of CNTN, CONTEN excels in training on real-world datasets, specifically those
containing face images. The inherent strength of CNTN in effective feature extraction from diverse program
content is harnessed within CONTEN. This enables the model to adapt and respond to individual user prefer-
ences, a crucial aspect in the domain of smart TV recommendations. The synergy of CNTN within CONTEN is
particularly evident in the verification process, where user images are validated against synthetic datasets, and
subsequent feature extraction refines the personalized recommendations. Method of novel CNTN is adapted
from the study [15].

The proposed CONTEN algorithm is designed for intelligent program recommendations on smart TVs,
leveraging CNN and a tensor layer. In the initial phase, the program content matrix P is processed using the
CNN algorithm, yielding feature representation for each program feature. The input matrix P is then convolved
to obtain the first layer h using the formula (h = tanh(b+vq+M [1 : r] .vp) wher b denotes the bias term, is the
vector representation of the program, and M [1 : r] is a tensor. The resulting vector captures the features of the
program content. Subsequently, the algorithm moves to matching user preferences with the tensor layer. The
user preference vector µ and the program features vector vpundergo a matching process through the tensor layer.
The matching degree s (µ, p) is calculated using the formula s (µ, p) = µttanh(b+ vq +N [1 : r] .vp)representing
the relevance and compatibility between user preferences and program content. For training, the algorithm
employs the Contrastive Max-Margin Criterion. The objective function L is defined as the sum of the hinge
loss over the training and corrupted collections, incorporating a margin hyper-parameter γ and a regularization
parameter λ. The objective is to minimize this function using stochastic gradient descent. The update rule
for the parameters is given by θt,i = θt−1,i − p√

qt
g2τ,iwhere p is the initial learning rate, qtis the accumulated

squared gradient, and g2τ,iis the subgradient at time step τ for parameter. This process ensures the iterative
refinement of the model parameters for optimal performance in recommending personalized programs on smart
TVs.

Advanced AI and machine learning algorithms, including deep learning and reinforcement learning, can
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Algorithm 9 Proposed CONTEN algorithm

Input: Program content matrix P ∈ Rnw×lp , weight matrix M ∈ Rn×m, filter width m, Tensor M [1 : r] ∈ Rns×ns×r,
parameters V ∈ Rr×2n, b ∈ Rr, µ ∈ Rr.
Apply CNN algorithm to obtain data wi ∈ Rnw for each feature in P .
Construct the input matrix P and obtain the first layer h using convolution

(h = tanh(b+ vq +M [1 : r] .vp)

Output the vector h ∈ Rrrepresenting the features of the program content.
Matching the user preference with tensor layer
Input: user preference µ ∈ Rr, program features vp ∈ Rr

Calculate the matching degree using the tensor layer

s (µ, p) = µttanh(b+ vq +N [1 : r] .vp)

Output the matching score s (µ, p) representing the relevance and compatibility between user preference and program
content.
Training the Contrastive Max-Margin Criterion
Input: Training collection C, corrupted collection C0, margin hyper-parameterγ, regularization parameter λ
Define the objective function as

L =
∑

(µ,p)∈C

∑

(µ,p0)∈C0

[γ − s ((µ, p) + s (µ, p0)] + λ||⊖ ||2
2

Where [x] + = max(0, x).
Minimize the objective function using stochastic gradient descent

θt,i = θt−1,i − p√
qt
g2τ,i

Where p is the initial learning rate, qt is the accumulated square gradient, and g2τ,i is the sub gradient at time step τ
for parameter θi.

analyze viewing patterns, user interactions, and feedback in real-time to refine recommendation models con-
tinuously. These technologies can predict user preferences with greater accuracy and adapt recommendations
based on contextual factors, such as time of day or current events. NLP can be utilized to analyze user queries,
comments, and feedback provided through voice commands or text input. This allows for a more natural inter-
action with the smart TV and enables the recommendation system to understand and process user preferences
expressed in natural language, offering more relevant content suggestions.

3.2.2. Hybrid filtering process. The hybrid filtering technique implemented within the CONTEN rec-
ommendation system exhibits commendable performance in enhancing the precision and personalization of
program recommendations on smart TVs. By combining both content-based filtering, leveraged through the
CNN algorithm for feature extraction, and collaborative filtering, facilitated by the tensor layer to model in-
teractions between user preferences and program content, the hybrid approach addresses the limitations of
individual methods. This synergistic combination results in a robust recommendation system, where content
features and user preferences are effectively integrated. The method of the filtering process is adapted from the
study [7].

The algorithm begins by taking two sets, Cont_set and Coll_set, as input, representing the content-based
and collaborative filtering scores, respectively. The objective is to generate a top-K items set, denoted as rk.
In the first step, the algorithm initiates the process. Next, it arranges the items in Cont_set and Coll_set
in descending order based on their similarity scores. Then, for each item X in Cont_set, and for each item
Y in Coll_set, the algorithm compares their respective similarity scores. If the score of X is greater than the
score of Y , the item X is added to the result set rk. Conversely, if the score of Y is greater than or equal to
the score of X, the item Y is included in rk. This process continues for all items in both sets. The algorithm
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Algorithm 10 Hybrid filtering process

Input: Cont_set, Coll_set
Output: top K items set, rk
Begin
Arrange items of Cont_set and Coll_set in descending order based on the similarity score
for each X ∈ Cont_set
for each y ∈ Coll_set
if(score(X) > score (Y ))
rk = rkUX

else
rk = rkUY

if size(rk = = k)
End

checks whether the size of rkis equal to the desired top-K value. If so, the algorithm concludes. The resulting
rk represents the top-K items selected based on the combined scores from both content-based and collaborative
filtering approaches. The algorithm aims to create a robust recommendation set by leveraging the strengths of
both filtering techniques.

4. Results and Analysis.

4.1. Simulation Setup. In this section the proposed CONTEN is evaluated using the dataset of CelebA,
LFW People and Synthetic dataset. This dataset is clearly illustrated in the study [7].

4.2. Evaluation Criteria. The presented Figure 4.1 offer insights into the assessment of a model across
two distinct datasets, CelebA and LFW, based on three crucial evaluation criteria: Precision, Recall, and F-
Measure. Precision, denoting the accuracy of positive predictions, is observed to be exceptionally high for both
CelebA and LFW datasets, with values of 96.78% and 96.89%, respectively. This implies that a significant
proportion of instances predicted as positive by the model are indeed relevant in both datasets. Moving on
to Recall, which gauges the model’s ability to capture all relevant instances, the model demonstrates strong
performance on both datasets. Specifically, Recall scores of 95.48% for CelebA and 95.14% for LFW indicate the
model’s effectiveness in identifying a substantial portion of actual positive instances. The F-Measure, serving
as the harmonic mean of Precision and Recall, provides a balanced overview of the model’s performance.
High F-Measure values of 96.77% for CelebA and 96.98% for LFW underscore a commendable equilibrium
between precision and recall, affirming the model’s robust performance in maintaining accuracy while effectively
capturing relevant instances.

The training and validation accuracy trends of the proposed CONTEN model on the CelebA and LFW
datasets reveal its robust learning capabilities Was shown in Figure 4.2. In the case of CelebA, the model
demonstrates a remarkable ascent in training accuracy, progressing from 85% at epoch 10 to an impressive
98% at epoch 50. Concurrently, the validation accuracy mirrors this upward trajectory, reaching 95% by epoch
50. This consistency indicates the model’s proficiency in learning intricate patterns from the training data and
effectively generalizing its knowledge to previously unseen validation data. Similarly, for the LFW dataset,
the CONTEN model showcases consistent improvement in training accuracy, achieving a commendable 96%
accuracy at epoch 50. The validation accuracy follows suit, attaining a substantial 94% by epoch 50. This
consistent advancement across epochs underscores the model’s effectiveness in handling both the intricacies of
the training dataset and the challenges posed by previously unseen validation data within the context of LFW.

In terms of training and validation loss Figure 4.2, the CONTEN model demonstrates effective error
minimization during training for both CelebA and LFW. For CelebA, the training loss decreases from 0.3
at epoch 10 to a minimal 0.1 at epoch 50. Concurrently, the validation loss decreases from 0.4 to 0.2 over the
same period, emphasizing the model’s ability to maintain robust performance on validation data. Similarly, for
the LFW dataset, both training and validation loss exhibit a consistent downward trend, reaching 0.15 and 0.25,
respectively, at epoch 50. This downward trajectory highlights the CONTEN model’s success in minimizing
errors when predicting both familiar and unfamiliar data within the LFW dataset. Overall, these findings
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Fig. 4.1: Performance of CNTN based on datasets

Fig. 4.2: Training and Validation accuracy and Loss of CNTN Model over datasets

underscore the efficacy and adaptability of the proposed CONTEN model in handling diverse datasets.

4.2.1. Comparison Analysis. In this section the proposed CNTN model is compared with the Hierar-
chial Neural Tensor Network (HNTN), Adaptive Neural Tensor Network (ANTN), Deep Neural Tensor Network
(DNTN) and Context aware Neural Tensor Network (CANTN) was demonstrated in Figure 4.3.

The Proposed CNTN model exhibits outstanding performance across various evaluation metrics. In terms
of accuracy, it achieves the highest score of 0.97, denoting that it accurately predicts outcomes for the given
dataset 97% of the time. This signifies a remarkable level of overall correctness, positioning the CNTN model
as a standout performer when compared to other models in the evaluation set. Moving on to precision, the
Proposed CNTN model again excels with the highest precision value of 0.96. This indicates that when the
model predicts positive instances, it is correct 96% of the time. This high precision is particularly valuable
in scenarios where false positives are costly or should be minimized, emphasizing the reliability of the CNTN
model in positive predictions. Furthermore, the Proposed CNTN model demonstrates superior recall, achieving
the highest score of 0.97. This signifies that the model effectively captures 97% of the actual positive instances
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Fig. 4.3: Overall Performance comparison

in the dataset. High recall is crucial in situations where minimizing false negatives is imperative, highlighting
the CNTN model’s effectiveness in identifying relevant cases. Considering the harmonic mean of precision and
recall, the F-measure, the Proposed CNTN model maintains its excellence with a high score of 0.96. This
balanced metric underscores the comprehensive performance of the CNTN model in binary classification tasks,
harmonizing precision and recall effectively.

5. Conclusion. In conclusion, this research addresses the evident gap in the realm of personalized content
recommendations for smart TV users by introducing an innovative Intelligent Recommendation System. The
escalating prevalence of intelligent devices in modern smart homes, especially smart televisions, highlights
the imperative need for sophisticated content recommendation systems. Our proposed solution integrates
a pioneering CNTN model, trained on datasets like "CelebFaces Attribute Dataset" and "Labeled Faces in
the Wild-People" for proficient feature extraction and precise human face detection. Leveraging the smart
TV camera module for user image capture and validation, the CNTN model, coupled with a hybrid filtering
technique, seamlessly facilitates personalized program recommendations. The achieved training performance
of approximately 97.18% for the CNTN algorithm and commendable recommendation accuracies of 94.65% for
single-user scenarios and 93.57% for multi-user scenarios with the hybrid filtering approach substantiate its
superior efficacy over conventional methods. This integration of the CNTN architecture and hybrid filtering
methodology not only advances the field of smart TV recommendation systems but also offers a tailored,
accurate, and satisfying content discovery experience for users in the dynamic context of grid data analysis.
The results underscore the potential for this innovative approach to reshaping the landscape of personalized
content recommendations in the evolving smart home ecosystem. Investigating more advanced neural network
architectures and learning strategies to improve the accuracy and efficiency of the CNTN model. This could
involve exploring deeper or more complex networks, attention mechanisms, or novel activation functions to
better capture and process user preferences and behaviours.

6. Limitations and Discussions. While the presented study offers a promising approach to smart TV
recommendation systems, certain limitations and considerations warrant discussion. Firstly, the reliance on
facial features for personalized content recommendations may pose challenges in scenarios where users prefer
privacy or in situations where facial recognition may not be feasible. The use of the ’synthetic dataset’ for
matching user images introduces potential limitations in accurately representing the diverse preferences of
real-world users. Additionally, the effectiveness of the proposed system may be influenced by factors such
as lighting conditions and the quality of images captured by the smart TV camera module, which could
impact the precision of feature extraction and matching. Furthermore, the study primarily focuses on image-
based user validation, potentially overlooking other relevant user behaviours or preferences that could enhance
recommendation accuracy. The generalization of the proposed approach across a broader user demographic and
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content genres also warrants consideration. Despite achieving notable accuracy rates, the study’s performance
metrics might not fully capture user satisfaction, and the subjective nature of program preferences may introduce
variability in the evaluation process. These limitations highlight the need for ongoing research and refinement to
address these challenges and further optimize the proposed Convolutional Neural Tensor Network (CNTN) and
hybrid filtering methodology for enhanced practical applicability and user-centric performance in the evolving
landscape of smart TV recommendation systems
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(No. GDKJXM20210105).
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RESEARCH ON THE DESIGN OF A SYSTEM BASED ON MACHINE LEARNING
ALGORITHMS FOR AUTOMATIC SCORING OF ENGLISH WRITING ABILITY

SHAN ZHAO∗

Abstract. The development and implementation of an innovative system designed to automatically score English writing
ability using advanced machine learning algorithms is challenging task. The core objective of the study is to establish a reliable
and efficient method for assessing written English, which is crucial in educational and professional settings. The paper begins
with an overview of the existing methods of English writing assessment, highlighting their limitations, such as time consumption
and potential biases in human evaluation. The main focus of the study is the design and testing of a machine learning-based
system. Various algorithms, including Natural Language Processing (NLP) techniques and neural network models, are explored and
integrated to assess writing quality, grammar, coherence, and content relevance. The system’s architecture is detailed, explaining
how these algorithms work in tandem to evaluate and score writing. An experimental setup is described where the system is
trained and validated using a large dataset of English writing samples, ranging from beginner to advanced levels. The performance
of the system is measured against traditional scoring methods, with emphasis on accuracy, consistency, and the ability to handle
diverse writing styles and complexities. The results demonstrate the system’s proficiency in accurately scoring English writing,
with a notable reduction in scoring time compared to human evaluators. The paper discusses the implications of these findings for
educational institutions and language testing organizations, suggesting that this system could revolutionize how English writing is
assessed.

Key words: English scoring ability, machine learning, Natural language processing, BERT, word 2 vec, Deep random forest

1. Introduction.

1.1. Context and Background. English writing proficiency is a critical skill in academic and profes-
sional domains worldwide. Traditional methods of assessing English writing skills, primarily through human
evaluators, have been the standard practice. However, these methods are often time-consuming, labor-intensive,
and subject to human bias and variability. The advancement of technology, particularly in the field of artificial
intelligence and machine learning, presents an opportunity to revolutionize this traditional approach. English,
as a principal global language, is the most extensively utilised language worldwide. In today’s era of rapid in-
ternationalization, proficiency in English has become a fundamental skill for students aiming to engage globally.
As an international lingua franca, it serves as a key to accessing broader world opportunities.

In the past few years, the swift advancement of computer technology has significantly influenced various
industries, including education, where it has spurred the growth and application of Automated Essay Scoring
(AES) technology. AES technology offers intelligent analysis and grading of essays, a process that is more
cost-effective and efficient compared to traditional manual evaluation. This technology harnesses computers’
ability to perform repetitive tasks, greatly reducing teachers’ workload and allowing them to focus more on
teaching and research activities. Furthermore, AES provides detailed feedback on essays, such as identifying
spelling and grammatical errors, enabling students to make initial revisions based on systematic suggestions.
It also suggests exemplary words, sentences, and material for more effective writing guidance.

The motivation also extends to the broader educational landscape, where there is a continuous search
for tools that can provide more personalised, immediate, and actionable feedback to learners. An automated
system for scoring English writing offers the prospect of streamlining assessment processes. It opens up new
possibilities for adaptive learning environments where feedback is tailored to the individual learner’s needs,
promoting skill development and language proficiency.

Furthermore, the research is propelled by the objective to validate the effectiveness of this ML-based system
through rigorous testing and comparison with established scoring methods. By demonstrating the system’s
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ability to deliver accurate, consistent, and unbiased assessments across a diverse array of writing samples, the
study aims to lay the groundwork for its adoption in educational settings and language testing organisations
worldwide.

Currently, the development and evaluation of AES systems largely depend on the statistical analysis of
essay content, which is somewhat basic. The depth and accuracy in evaluating the logical flow and the quality
of words and sentences in compositions need enhancement. Thus, while aiming to improve the scoring accuracy,
there’s also a need to evaluate essay content more comprehensively. This will enhance the applicability of AES
systems in real-world essay correction and revision scenarios.

1.2. The Problem Statement. Despite the potential of machine learning in language assessment, there
are significant challenges in developing a system capable of accurately and reliably scoring English writing.
Such a system must not only understand the complexities of language but also evaluate nuances in style,
argumentation, and coherence. The primary challenge lies in designing algorithms that can mimic the nuanced
understanding of human evaluators and provide consistent and unbiased scoring.

1.3. Research Objectives. The primary objective of this research is to design and develop a system
based on machine learning algorithms capable of automatically scoring English writing ability. This involves:

1. Exploring various machine learning techniques and natural language processing (NLP) tools to analyze
and score written texts.

2. Building a robust model that accurately assesses various aspects of writing, such as grammar, vocabu-
lary, structure, and argumentative quality.

3. Comparing the system’s performance with traditional human scoring to validate its effectiveness and
reliability.

1.4. Significance of the Study. This research holds significant implications for educational institutions,
language testing organizations, and learners. An automated, efficient, and reliable scoring system can stream-
line the assessment process, reduce the time and cost associated with manual grading, and provide more
objective and consistent evaluations. Furthermore, insights gained from this study can pave the way for future
advancements in automated language assessment tools, potentially extending to other languages and forms of
assessment.

2. Literature survey. Research in the field of automatic scoring within the educational sector began
quite early, encompassing numerous thorough studies across various subjects and languages. The inception of
composition-related scoring systems dates back to the 1960s, with the introduction of the Project Essay Grader
(PEG) by Professor Ellis Page [1]. This system, one of the earliest, utilized basic linguistic attributes such
as article and word length, punctuation, and grammar as its primary variables. It employed a multiple linear
regression training approach, with the composition’s score as the target variable [5]. However, this method
overlooked the actual content and structure of the language, leading to biased evaluations.

Following this, Landauer Thomas and colleagues introduced the Intelligent Essay Analysis (IEA) system,
based on Latent Semantic Analysis (LSA). This system marked a significant advancement by incorporating
the overall content of essays [14, 9, 16]. It works by mapping essays and high-quality examples into a vector
space, and then predicting scores based on similarity values. Notably, IEA also had the capability to detect
plagiarism, further enhancing the field of automatic grading [8, 7, 21].

In the 1990s, the American Educational Examination Institute developed the E-rate system, integrating
natural language processing and statistical methods [13, 12, 4, 6]. This system marked improvements in
evaluating writing quality, content, and structure, and was applied to the automatic scoring of tests like the
GMAT and GRE. While E-Rater offered a more holistic approach than PEG in language analysis and was more
comprehensive than IEA in content analysis, it still had areas for improvement [3, 17, 19, 18].

In China, Professor Liang’s team developed an Automatic Essay Scoring (AES) system focusing on basic
linguistic features and linear regression model training. This system analyzed spelling accuracy and grammar
usage but fell short in providing detailed evaluations on discourse and sentence quality, and relevance [12, 2].
To enhance the automatic scoring efficiency, a semantic dispersion perspective and incorporated a convolutional
neural network training model, which significantly improved composition prediction ability [11]. Qiu’s research
involved evaluating composition fluency and integrating it into the AES model to enhance scoring effectiveness
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[14]. Lu focused on incorporating rhetorical elements like figurative parallelism in Chinese compositions, cre-
ating a corpus of ancient poems to identify such elements in essays, achieving higher accuracy compared to
benchmark systems . Lastly, with Auto-Encoders (AE) and Support Vector Machines (SVM) for regression
training showed improved performance over previous methods by reconstructing linguistic features .

The swift advancement of intelligent hardware has propelled significant progress in artificial intelligence,
particularly in natural language processing (NLP) which has evolved rapidly with deep learning. NLP using
deep learning primarily involves two challenges [15]: representing original data features in the application field
and choosing the right deep learning algorithm to build application models. For data feature representation,
established models like the bag-of-words (BOW) and Vector Space Model (VSM) have been used. However,
these methods have limitations. For instance, the BOW model, including one-hot Encoding, becomes overly
large and sparse with an increasing number of categories. Vector space models like Term Frequency-Inverse
Document Frequency (TF-IDF) represent text features by assessing the likelihood of words being keywords.
Yet, this approach is heavily dependent on the overall text corpus and only utilizes statistical word information,
neglecting contextual and positional information, leading to incomplete text feature representation.

Bengio and team addressed these issues by employing deep neural networks to create language models
that map words into fixed-dimensional vector spaces [10]. This method overcomes the sparsity and high di-
mensionality of one-hot coding but requires extensive parameter training, resulting in lengthy training cycles.
In 2013, Mikolov introduced the word2vec model, which includes Continuous bag-of-words (CBOW) and Skip-
Gram models. CBOW predicts a word’s occurrence probability based on surrounding semantic information,
while Skip-Gram, a popular word vector representation model, uses a word to predict the probability of ad-
jacent words. Mikolov also developed the Doc2vec model, enhancing word2vec with paragraph vectors and
incorporating Distributed Memory Model and Distributed Bag-of-Words to represent sentences and texts.

In 2014, Jeffrey introduced the Glove word vector model, which expedited word vector training and en-
riched semantic information. In March 2018, Peters proposed the Embedding from Language Model (ELMO),
using a double-layer bidirectional LSTM structure for pretraining. This model dynamically adjusts word rep-
resentations based on context, addressing the issue of polysemy. Finally, in October 2018, Jacob Devlin and
colleagues developed the Bidirectional Encoder Representations from Transformers (BERT). Utilizing a bidirec-
tional encoder from Transformer, BERT is pretrained on all-layer contexts. Fine-tuning an output layer enables
the creation of optimized models for various downstream tasks, making it one of the most effective language
representation models to date.

The Project Essay Grade (PEG) system, developed by Ellis Page at the request of the American College
Board in 1966, was the first foray into Automated Essay Scoring (AES). PEG’s distinguishing feature is its
emphasis on dissecting the surface structure of language, which takes precedence over the content of the essay
[20]. It primarily employs statistical regression principles, with a variety of easily measurable essay-related
variables serving as independent factors and the essay score serving as the dependent variable. This method of
evaluating essays allows for the examination of numerous quantifiable elements.

Knowledge Analysis Technology, a subsidiary of the Pearson Group, created IEA (Intelligent Essay Asses-
sor) [3] in the late 1990s. The IEA was the first automated essay scoring system based on latent semantic
analysis, a statistical analysis technique that uses essay content analysis as a key reference indicator for scoring.
The fundamental principle of IEA is derived from Latent Semantic Analysis (LSA) [17], a statistical method
developed by psychologist that is a statistical calculation to extract the specific meaning of words and phrases
in a given context. It begins by representing the various semantic units of a composition in a high-dimensional
semantic space, with each semantic unit represented as a point in this semantic space.

3. Proposed methodology. The wireless network framework we have devised for the English essay scor-
ing system is designed and used in this proposed model. This system is designed with a web service-oriented
architecture that incorporates hierarchical processing and the segregation of communication processing from
content provision. These design choices are aimed at enhancing the system’s portability, compatibility, and
scalability. The system comprises five distinct layers, starting from the bottom: the carrier network access
layer, the communication dispatch layer, the application access processing layer, the Web Service access inter-
face layer, and the database resource layer. The carrier network access layer pertains to the underlying network
infrastructure essential for system data communication, encompassing wireless communication networks like
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Fig. 3.1: Architecture of proposed model

Table 3.1: Dataset of Testing and Training details

Category Training set Test set

Type of learners in mother tongue 16 14

Type of essay’s topic 27 5

Number of essays 1142 96

Number of essay words 878766 75551

Average scores 27.82 27.47

Lowest scores 0 13

Median scores 28 26

Highest scores 40.5 40

Standard deviation 5.5 5.96

GSM and CDMA. The communication dispatch layer facilitates data transfer between the wireless communi-
cation network and the IP network, thereby enabling seamless communication between the system and the
wireless network.

The application processing layer serves a dual purpose: one for managing access requests and another for
collating data. The access interface layer is responsible for processing English teaching resources, ensuring
that the integrated data aligns with the requirements for the automatic scoring of wireless English essays.
This is achieved through the segmentation and reorganization of raw materials. Additionally, teaching logic is
encapsulated to provide a comprehensive foundation for building teaching plans that can be accessed by the
public. In the context of designing the Automatic English Composition Scoring System, the Cambridge FCE
Composition Corpus Training and Assessment Essay Scoring System [22] was employed for comparison with
previous research. Figure 3.1 shows the proposed architecture in detail.

3.1. Dataset. According to Tab 9 of the document, the corpus contains a total of 1,238 essays from
Cambridge FCE exams, 1,141 from regular exams and 97 from test sets, totaling approximately 950,000 words.
Manual correction was used to evaluate and score each essay. The essays in the training and test sets are
drawn from different years of the FCE exams, ensuring that no essay topics are repeated. 90% of the training
data samples were chosen at random for the training set, while the remaining 10% formed the validation set.
The procedure entailed extracting bag-of-words features by adjusting sequence length and mutual information
of N elements. These training and validation datasets were also subjected to Binary and TF-IDF weighting
methods.

The system employs machine learning models that are designed for continuous learning, allowing them to
integrate new data into their understanding without requiring a complete retraining from scratch. Techniques
such as online learning or incremental learning enable the system to update its knowledge base continually
as new writing samples are received. To accommodate evolving language use and emerging linguistic trends,
the system periodically revisits and updates its evaluation criteria. This involves retraining the models on a
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combination of original and newly acquired data. By doing so, the system ensures that its assessment criteria
reflect current language standards and usage, thereby maintaining its relevance and accuracy over time.

3.2. GLoVE word Embedding. GloVe (Global Vectors for Word Representation) is a model for dis-
tributed word representation, designed to capture various linguistic features of words, such as their semantic
and syntactic attributes. GloVe is notable for effectively combining the benefits of two main approaches to
word vectorization: matrix factorization and local context window methods. GloVe aims to create word vectors
that encapsulate meanings based on the entire corpus, capturing word-to-word relationships in a meaningful
way. It leverages statistical information by examining word co-occurrences within a corpus.

First, GloVe constructs a large matrix that represents how frequently pairs of words co-occur in a given
context within the training corpus. The model then employs matrix factorization techniques to reduce the
dimensions of this matrix, yielding a word vector space. Each word is represented as a vector in this space,
where the positioning is determined by the co-occurrence probabilities.

GloVe vectors are designed to capture linear substructures in the vector space, reflecting semantic relation-
ships (e.g., man-woman, king-queen). They can easily handle large-scale corpora efficiently. Uses aggregated
global word-word co-occurrence statistics from a corpus (unlike context window methods that focus on local
context). The training involves optimizing an objective function that minimizes the difference between the dot
product of the word vectors and the logarithm of their co-occurrence probability. The process is unsupervised,
requiring only a text corpus.

3.3. LDA Feature Extraction. Feature Extraction Using Latent Dirichlet Allocation. The Latent
Dirichlet Allocation (LDA) topic model, introduced by Friedman and colleagues, views the topics within an
article as conforming to the Dirichlet distribution. This approach is used to discern relationships between texts,
enhancing the Vector Space Model (VSM) by integrating probability information. The LDA model is structured
as a three-tier generative Bayesian network, encompassing documents, topics, and words. Its core probabilistic
computation is illustrated in Formula (3.1).

p(wi | dj) = Σk s = 1 p(wi | z = s)p(z = s | dj) (3.1)

Here, p(wi | z = s) denotes the likelihood of the word wi being associated with topic s, and p(z = s | dj)
signifies the probability of topic s in the specific short text dj. Utilizing the LDA topic model, one can derive
the topic probability distribution for a given text. These distributions are then utilized to extract topic features
from the text.

3.4. Sentence Recognition. The fundamental elements of writing include composition morphology and
grammar, but truly assessing a composition’s quality entails evaluating its advanced expression through beau-
tifully crafted sentences. These sentences frequently combine sophisticated vocabulary, expert use of English
grammar, and, on occasion, rhetorical devices. To effectively measure the extent and distribution of beauty in
writing, it is beneficial to develop a model that identifies these qualities and integrates related characteristics.
Developing such a model helps to improve Automated Essay Scoring (AES) systems by increasing the efficiency
of score prediction while avoiding a mechanical approach to evaluation.

Sentence elegance recognition is a type of text classification. The primary goal is to teach computers to
understand text and train a classification model based on text labels that have already been assigned. As a
result, new input texts are classified. Text features are manually extracted before training the classifier in
traditional machine learning approaches based on statistics. Manually identifying and creating perfect features
that capture the nuanced beauty of language, on the other hand, is difficult. Deep learning methods, on the other
hand, excel at capturing text characteristics by automatically selecting and combining features. Traditional
statistical and rule-based methods rely on manually created sentence features, which frequently fail to capture
the essence of well-constructed sentences, particularly those containing advanced grammar or stylistic devices
such as metaphors and personification. In comparison, neural network models can learn semantic vectors from
large amounts of data on their own, effectively representing sentence features in binary classification tasks.

The Convolutional Neural Network (CNN) is a widely used type of artificial neural network. It employs
convolutional kernels to capture local information, which is then synthesized into global information via the
pooling layer. The core architecture of a CNN includes an input layer, convolutional layers, and pooling
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layers. In automatic essay scoring tasks, the input layer typically consists of a text representation matrix
formed by word vectors. The convolutional layer allows for the setting of kernels of various sizes, enabling the
capture of certain contextual and sequential information. One of the key advantages of CNNs over traditional
neural network models is the introduction of weight sharing, which simplifies the network’s complexity and
accelerates training. In the pooling layer, a segment-wise maximum pooling approach is used to preserve the
relative location of multiple local maximum values. This method is also capable of detecting the intensity of
features if strong characteristics are repeated. However, it’s important to note that while this approach retains
coarse position information, absolute position details are lost. After the convolution and pooling processes, a
representation of the sentence level is achieved.

One of the most significant benefits is the system’s ability to provide immediate, personalized feedback to
students on their writing. This instant feedback loop can significantly enhance the learning process, allowing
students to identify and correct errors, refine their writing style, and better understand the criteria for high-
quality writing. Immediate feedback is particularly valuable in large classrooms or distance learning scenarios
where individualized attention from instructors may be limited. With the system taking on the task of assessing
basic grammar, spelling, and syntax, educators can devote more time and resources to teaching higher-level
writing skills. These include argumentation, critical thinking, and creative expression. Teachers can focus on
developing students’ abilities to construct well-organized, coherent, and persuasive texts, rather than spending
excessive time marking mechanical errors.

Proposed BiLSTM -CNN model. Creating a model that combines Bidirectional Long Short-Term Memory
(BiLSTM) and Convolutional Neural Networks (CNN) entails creating a system that takes advantage of the
advantages of both architectures. BiLSTM excels at understanding context and dependencies in sequential
data, such as text, whereas CNNs excel at extracting features, in this case, sentence structures, from data. A
step-by-step procedure for creating such a model:

Convolutional Layer. Firstly, Identify features in the word vector matrix. Then it generates three different
types of convolution kernels (e.g., 3x128, 4x128, and 5x128), each with 50 kernels. These kernels will aid in the
extraction of various local features from word vectors. Finally, use these kernels to extract features from the
word vector matrix. To introduce nonlinearity and accelerate convergence, use a ReLU activation function for
each neuron.

Pooling Layer. To distill the features extracted by the convolution layer and to reduce the dimensionality
of the feature space. Divide each feature map into chunks (e.g., three parts), and apply max pooling to each
chunk. This approach helps preserve the relative order information and capture the strongest features.

Bi-LSTM Layer. After the pooling layer, the output is fed into a BiLSTM layer. It analyzes the sequence
data (features extracted and pooled from the CNN) in both forward and backward directions. This is crucial for
understanding the context and dependencies in the text data. The BiLSTM processes the sequence of features,
capturing information from both past and future contexts.

Fully Connected and Output Layers. The output is Flatten from the Bi-LSTM layer to create a one-
dimensional vector. Add two dense layers to allow the model to learn non-linear combinations of features
in fully connected layer. The sigmoid activation function used in the output layer for binary classification tasks
(like sentiment analysis) or softmax for multi-class classification.

Model Training and Optimization. An appropriate loss function (like cross-entropy) is choosen and an
optimizer stochastic gradient descent is used. Model is trained using backpropagation and adjust the weights
iteratively. finally, implement dropout or L2 regularization to prevent overfitting.

The graph 2 representing the CNN model is the shortest, suggesting that it has the lowest accuracy among
the three models presented. The accuracy percentage is approximately 85%, which indicates that while the
CNN model is relatively accurate, there may be room for improvement in feature analysis tasks. The CNN-
LSTM model, is significantly greater than the first, implying a noticeable increase in accuracy. The model’s
accuracy is around 90%, showing that combining CNN features with LSTM, which can capture sequential
information, offers a substantial improvement over the plain CNN model. The Proposed CNN-BiLSTM model
is the highest of all, indicating the highest accuracy among the three models on feature analysis. The accuracy
is just under 91.6. The bidirectional LSTM allows the model to access information from both past and future
states, potentially giving it an advantage in understanding the context within data, leading to higher accuracy
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Fig. 3.2: The accuracy of feature analysis

Fig. 3.3: The performance comparison of feature analysis model

Convolutional neural networks (CNNs) have a strong capability for extracting intricate features from sen-
tences. To investigate this, experiments were conducted with three distinct approaches to feature extraction:
manual feature engineering, CNN-based feature extraction, and a hybrid method combining manual and CNN.
When examining the trends in accuracy and recall as illustrated in Figure 3.3, the performance metrics for all
three methods were broadly comparable. However, it’s notable that manual feature engineering CNN alone
resulted in the lowest accuracy, specifically at 87%, . Conversely, the CNN-based approach yielded the lowest
recall rates in feature classification, and consistently, both accuracy and recall were lower for CNN and CNN-
LSTM. This suggests an inherent challenge within the algorithm’s ability to discern sentences, and highlights
a discrepancy with human perception in real-world applications.

The data indicates that BiLSTM and CNN-based feature extraction methods significantly enhance the
differentiation between the sentences. Additionally, it’s observed that the performance metrics for sentences
are consistently lower across all categories, underscoring the complexity of assessing the aesthetic quality of
sentences—a factor that is also reflective of an individual’s writing skill level.

In pursuit of refining the experiment, consideration was given not only to the blend of feature extraction
techniques from machine learning but also to the analysis of different network classifications based on various
feature combinations. This included looking at linguistic and semantic feature integration, as well as the
incorporation of difficult features. The results, as evident in Figure 3.3, features outperformed using text-CNN
and BiLSTM models. When comparing models with equivalent feature types, the LSTM model surpassed the
text-CNN in performance, demonstrating its superior capability for memory learning in text-mining applications.
Finally, an enhanced version of LSTM, known as Bi-LSTM, achieved the best results in the second set of
experiments. This improvement is attributed to Bi-LSTM’s adeptness in capturing temporal dependencies
from different directions, thereby obtaining more temporally relevant sentence features.

Continuous evaluation and benchmarking against industry standards and datasets ensure that the systems
performance meets the expected criteria for accuracy, fairness, and reliability. These evaluations guide further
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refinements and adjustments to the system.

4. Conclusion. The research highlights an approach to automating the assessment of English writing
proficiency using cutting-edge machine learning algorithms. Addressing the inefficiencies and biases inherent
in traditional evaluation methods, this research outlines the development of an intelligent system that employs
Natural Language Processing and neural network models to deliver swift, consistent, and objective analysis
of written English. The system’s architecture, which harnesses a synergy of algorithms to evaluate various
aspects of writing, is rigorously tested against a vast corpus of English samples. The findings are clear: the
proposed machine learning-based system not only rivals but also potentially surpasses human raters in terms of
accuracy and speed, marking a significant advancement in the field of language assessment. This breakthrough
holds considerable promise for educational and professional domains, offering a scalable, reliable alternative
that could fundamentally transform the assessment landscape of English writing ability.
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RESEARCH ON CRYPTOGRAPHY-BASED DATA SECURITY AND
TRUSTWORTHINESS IN DIGITAL CONSTRUCTION OF WATER RESOURCES AND

HYDROPOWER

CHAO YUE∗, WEI LIU†, LICHENG CHEN‡, AND CHONG ZUO§

Abstract. This study aims to strengthen data security and establish credibility using novel cryptography-based techniques
in the context of the digital revolution in the water resource and hydropower development industry. Protecting sensitive data and
guaranteeing the confidentiality of digital assets becomes crucial as the sector depends more and more on digital technology for
communication, monitoring, and project management. The goal of this work is to create developed cryptographic protocols and
structures that have been tailored to the needs of the water resources and hydropower industry. This study offers a thorough
investigation into the use of cryptographic methods to tackle the difficulties presented by the digital construction surroundings
in these projects. The research process combines algorithm creation, theoretical advancements, and real-world application. The
efficiency and viability of the suggested cryptographic approaches in resolving trust and security issues intrinsic in digital building
environments will be evaluated using actual-life scenarios and simulations. The results of this study should offer a strong basis
for improving data security, reliability, and integrity in digital construction projects related to water resources and hydropower.
Through the development of cryptography techniques specifically suited to this vital infrastructure industry, the research helps
to build digital ecosystems that are resilient and secure, which is important for the sustainable growth of hydropower and water
resources.

Key words: Cryptography, Data Security, Trustworthiness, Digital Construction, Water Resources and Hydropower

1. Introduction. Energy is crucial to the economy’s ability to grow sustainably [10]. Although nuclear
energy and fossil fuels are frequently used to generate electricity, they frequently cause some environmental
harm due to the emissions of CO2 as well as other radioactive substances. Sustainable and alternative sources
of energy have been heavily pushed in such a situation. One option for efficiently preserving the natural world
is hydropower. It is seen as a component of a low-carbon economic system’s energy combine, particularly
for nations that are developing [20]. Hydropower, the world’s most productive renewable energy resource for
electricity generation, produces 71% more electrical power than other energy sources including coal, gas, and
oil [13].

There are certain benefits to using hydropower to generate electricity. It is less expensive, more sustainable,
and more dependable than coal, gas, or oil. There are less environmental restrictions on hydropower than on
solar and wind power [23]. Hydropower now plays a larger role than it did previously since it is acknowledged
as being fundamental to the production of energy [16]. Since concealed or in-conduit hydropower systems
are completely incorporated into the current infrastructure, they have less of an environmental impact than
conventional hydropower plants that operate in rivers [6]. Particularly, these hydropower systems capture the
extra energy of water that is being utilized for purposes other than electricity production.

A geodatabase of unexplored prospective places for energy recovery at current hydro facilities in particular
European towns and nations has been produced by an ongoing study [24, 5]. Building an in-conduit hydropower
system could be advantageous for governmental treatment works, including wastewater amenities, and public
water systems, considering their respective consequences. The author [26, 27] provided a thorough summary
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of the advancements in in-conduit hydropower technology and their uses. In [22], actual case studies of small
hydro turbines incorporated into drinking water and wastewater networks were provided together with a succinct
technical explanation. Numerous nations have evaluated the potential for hydropower, including the feasibility
of putting turbines in water and wastewater infrastructure from a technical and financial standpoint.

Turbine installation is typically ideal near wastewater treatment outlets because of the steady and enough
water flow. The WWTP process involves constant monitoring of the variables needed to choose hydro turbines,
like head and flow. As such, monitoring the turbine’s functioning can be rather simple [4]. On the other hand,
low- or ultralow-head plants may face a problem if the tailwater effect is overlooked. The head is reduced at
most sites during a flood period because the tailwater level at the outfall rises greater than the level upstream
of the intake, depending on the receiving water body (such as a river). Nevertheless, the literature hardly ever
discusses these situations.

The motivation for this research emerges from the critical need to enhance data security and establish a
foundation of trust within the rapidly digitising landscape of the water resources and hydropower development
industry. As this sector increasingly relies on digital technologies for essential operations such as communication,
monitoring, and project management, the protection of sensitive data and the confidentiality of digital assets
become paramount. The advent of the digital revolution in this field presents immense opportunities and
significant challenges, particularly regarding safeguarding against cyber threats and ensuring the integrity of
digital construction environments.

This study is driven by the recognition that conventional cryptographic protocols and security measures
may not fully address the unique complexities and requirements of the water resources and hydropower indus-
try. These projects are characterized by their extensive scale, long duration, and the critical nature of their
infrastructure, which necessitates a bespoke approach to data security. The research aims to develop and refine
cryptographic techniques specifically tailored to meet these industry-specific needs, providing robust protection
for digital assets and sensitive information.

The main contribution of the proposed method is given below:

1. Creation of customized cryptography protocols intended to handle the trust and security issues that
arise during the digital construction lifespan of hydropower and water resource projects.

2. The security and reliability of vital project information are guaranteed by these protocols, which offer
a framework for protecting sensitive data throughout transfer, storage spaces. and retrieval.

3. Scaling and efficiency improvements for cryptographic solutions while considering the special require-
ments of large-scale water resource and hydropower projects involving a variety of stakeholders.

4. By balancing strong security measures with effective data processing, the research helps build crypto-
graphic algorithms that are useful in real-world construction circumstances.

The rest of our research article is written as follows: Section 2 discusses the related work on various
classification of brain image processing and methodData Security and Trustworthiness in Digital Construction
of Water Resources and Hydropower s. Section 3 shows the algorithm process and general working methodology
of proposed work. Section 4 evaluates the implementation and results of the proposed method. Section 5
concludes the work and discusses the result evaluation.

2. Related Works. Cyberattacks are online activities that try to break into the computer networks of
people or organizations with the intention of causing damage or interrupting operations. These assaults may
target various objectives, such as stealing sensitive data or jeopardizing data integrity [2]. For energy and
electricity systems to operate securely and dependably, sufficient protection layers must be developed for a
CPS. Nonetheless, the electricity sector has seen a rise in cyberattack efforts in recent years. Approximately
800 cyberattacks have been reported in the energy sector since the 1980s [3].

A thorough review of turbines suitable for concealed hydro and in-conduit hydropower was provided in
[21, 17], with a focus on current developments in the field of turbine technology. Novel technological approaches
have been put forth that enhance traditional turbines with stronger designs, increased efficiency, and potentially
cheaper costs [14]. However, while more recent or developing technologies present creative methods for in-
conduit hydro generation, they may not necessarily be the most economical option [19]. The comparison of
equipment costs is complex because of the different sites and turbines. However, modular structures may have
higher hydromechanical and electric running costs than traditional turbines, even though their building and
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installation expenses may be lower [12, 11].
Low-cost engines, such as pumps as turbines (PaTs), are recommended because traditional hydro turbine

technologies aren’t always competitive in the market. These are regular pumps that have had their flow direction
reversed so that they can be used as turbines. PaTs have been the subject of research for almost a century,
and their use in small- and micro-hydropower is still significant today [7, 8, 25]. PaTs are typically employed
at locations with greater head counts; the literature hardly ever discusses low-head application experience.

Most importantly, tools that assist water and wastewater providers in determining whether establishing
hydropower facilities is both technically and financially feasible should be developed [1, 28]. Evaluation instru-
ments must be as simple to use and economical as feasible because the majority of in-conduit or hidden hydro
systems have comparatively limited capacities and, as a result, require a highly expensive feasibility study. For
small developers, these needs are not met by the tools that are now available [15]. It has been suggested that
conduit projects be evaluated using a few engineering design tools. However, these have not yet been used
in more comprehensive analyses. To be sure, the US-developed tools are partly to blame for some exceptions
[18, 9]. These are free-to-use tools that work with widely accessible spreadsheet software.

Given the extensive geographical spread of water resources and hydropower infrastructure, cryptographic
protocols must be scalable across large distributed networks. This might involve optimizing encryption algo-
rithms for low-latency operations and ensuring they can handle the high volume of data generated by IoT devices
and sensors without compromising performance. Many operations within the sector rely on real-time data for
monitoring and control. Cryptographic protocols can be modified to support efficient real-time encryption
and decryption processes, enabling secure yet timely data transmission crucial for operational decision-making.
Adapting cryptographic protocols to be compatible with existing industrial control systems (ICS) and opera-
tional technology (OT) used in the sector. This may require developing lightweight cryptographic solutions
that can be implemented on legacy systems without significant hardware upgrades. With the increase in remote
monitoring and management of hydropower plants, cryptographic protocols need to ensure secure remote access.
This could involve adapting protocols to provide robust authentication and secure communication channels for
remote users, preventing unauthorized access and ensuring data integrity.

3. Proposed Methodology. The proposed method uses Cryptographic techniques for Data Security
and Trustworthiness in the Digital Construction of Water Resources and Hydropower. Create protocols for
encryption with data transfer, storage, and access control specifically suited to the digital building lifecycle.
Create protocols that handle issues including permission procedures, secure interaction with stakeholders, and
data tampering prevention. The purpose of this proposed technique is to improve data security and reliability in
the digital design of hydropower and water resource projects by exploring and carrying out cryptography-based
technologies in an organised and rigorous manner. In figure 3.1 shows the architecture of the proposed method.

The water resource and hydropower industry faces unique cryptographic needs and challenges stemming
from its critical infrastructure status, the complexity of its operational environments, and the increasing digiti-
zation of its processes. Addressing these challenges is crucial for ensuring the security, reliability, and resilience
of these essential services. Here are some of the specific cryptographic needs and challenges in this industry:
1. The industry relies heavily on real-time data for monitoring water levels, flow rates, and power generation
metrics. Cryptographic solutions must provide real-time encryption and decryption of data streams without
introducing significant latency, which could impact operational efficiency and safety. 2. Water resource and hy-
dropower systems often encompass extensive geographical areas with multiple sites and installations connected
via distributed networks. Cryptographic protocols must be scalable and flexible enough to secure communica-
tions across these vast and varied landscapes. 3. Given its importance to national security and the economy, the
industry is a potential target for state-sponsored and sophisticated cyber-attacks, including Advanced Persis-
tent Threats (APTs). Cryptographic measures must be robust enough to protect against such threats, ensuring
the integrity and availability of control systems.

3.1. Homomorphic Encryption Techniques. These allow calculations to be performed on encrypted
data without requiring decryption. Homomorphic encryption might be useful for secure computing on sensitive
data without exposing it during processing in water resources and hydropower.

HE is a type of encryption that enables computation between plaintexts that are concealed in cipher-
text. Another cipher-text with the correct plaintext-to-plaintext calculation output can be the result of the
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Fig. 3.1: Architecture of Proposed method

computation in HE. Since the ciphertext completely encloses the plaintext and data encryption only permits
the decryption and encryption procedures, the hidden plaintext within the ciphertext cannot be altered us-
ing conventional encryption techniques. Therefore, to obtain the plaintexts, which can be utilized to perform
operations on the original message contained in the cipher-texts, the cipher-texts must be decoded.

By enabling secure computations on encrypted data, HE reduces the need for complex data protection
measures that might otherwise slow down processing or increase operational costs. This can lead to more
efficient system operations and reduced overhead for security. As cyber threats evolve, the ability to compute
on encrypted data provides a forward-looking approach to data security, ensuring that the sector is prepared
for emerging challenges and can safeguard sensitive information against future vulnerabilities.

3.2. Digital Twin-based Digital Construction of Water Resources and Hydropower. The prepa-
ration, design, building, and administration of infrastructure connected to water resources and hydropower gen-
eration are improved using cutting-edge digital technologies and data-driven approaches in digital construction
projects. With the creation and management of water-related projects, this innovative strategy makes use of
digital tools to streamline procedures, boost productivity, and guarantee sustainability.

A virtual copy of a real object, system, or procedure is called a digital twin. Digital twins can simulate
a project’s whole lifecycle in the context of hydropower and water resources, offering real-time insights and
assisting in improved decision-making. The use of digital twins makes it possible to simulate, analyse, and
monitor hydropower facilities, dams, and water systems. They support the long-term resilience of infrastructure,
performance optimization, and maintenance demand prediction.

Making a thorough 3D model or depiction of the real object or system is the first step in creating a digital
twin. The digital twin is built on top of this model. When it comes to water resources and hydropower,
the physical assets—like dams, water treatment facilities, or hydropower plants—as well as their components,
dimensions, and functional features are digitally modelled.

3.3. rustworthiness for water resources and Hydropower. The reliability, integrity, and security of
the systems, procedures, and data involved in controlling and producing electricity from water resources are
referred to as trustworthy in the context of hydropower plants and water resources. Establishing credibility is
essential to guarantee the security, longevity, and effective functioning of water-related infrastructure.

Guaranteeing the precision and dependability of information gathered from sensors, surveillance tools, and
additional sources in water infrastructure. To make well-informed decisions about hydropower generation, dam
safety, and water flow, one must have faith in the accuracy of data. To keep data accurate, regular validation and
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Algorithm 11 Homomorphic Encryption

1: Input: Public key, KW
2: Output: verifying the result
3: initialize keywords KW into T0;
4: select key Kse for PRf

// Kse is Key search
5: select Kx, Ki, Kz for PRf

Fp

6: KeF(Kse,W)
7: for i dod ∈ DB(W) d0 do
8: counter C1
9: evaluate Xid ← Fp (Ki, id) , Z ← Fp (Kz, w||C);

Y ← Xidz − 1e← Enc(Ke, id);

Xtag ← gFp (Kx, w)Xidand XSet ← XSet Uxtag ;

10: append (y,e) to t and C ← C + 1;
11: T[w] ← t;
12: end for
13: return EDB

,K = (Kse,Kx,Ki,Kz,Kt);
14: generating a token (q (′w) ,K);
15: evaluate stag ← TSet.Getγag(Kt, w1);
16: The server receives data from the user.
17: for C do=1,2,. . . . Until the server halts do
18: for i do=2,. . . ,n do
19: xtoken|C|

← gFp(Kz, w1||C)Fp(Kx, wi);

20: end for
21: xtoken|C|

← (xtoken|C,2|
, . . . .., xtoken|C,n|);

22: end for
23: Tokq ← (stag , xtoken

);
24: return T okq;
25: end

verification procedures are necessary. Building and upholding technology that is resilient to calamities, severe
weather, and other possible disruptions. The incorporation of resilience into water infrastructure guarantees
its capacity to operate in challenging circumstances, mitigating the likelihood of malfunctions, and enhancing
its enduring reliability.

Keeping lines of communication open and honest with all parties involved, such as the public, neighbours,
and regulatory bodies. By giving accurate information about the workings, safety precautions, and possible
effects of water infrastructure projects, open communication promotes healthy relationships with neighbours
and fosters trust.

4. Result Analysis. Numerous writers have created geodatabases and utilized geographic information
(GIS data) to find possible hydro sites in water distribution systems. Spatial databases, or high-resolution digital
elevation or terrain models (DEMs), are available in many nations. Along with the Shuttle Radar Topography
Mission (SRTM) DEMs from the United States Geological Survey, global terrain data from Google Earth or
other platforms can also be used, but they should be used cautiously—that is, only for the initial assessment
of SHP locations and not for flat terrains or low-lying countries and areas with a low vertical resolution in
geography.

The proposed method uses parameter metrics such as accuracy, precision, recall and f1-score for hydropower
water resources.

Accuracy is a crucial criterion that relates to the precision and correctness of numerous processes, data,
and outcomes in the context of digital creation of hydropower and water resources. the accuracy of spatial data
utilized in the planning and design stages, such as maps, surveys, and geographical information systems (GIS).
Precise geographic information guarantees that the project site’s physical attributes are accurately depicted,
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Fig. 4.1: Accuracy

reducing mistakes in both design and construction.
The accuracy of quality assurance procedures and examinations conducted both during and following

construction. Precise quality control and inspections guarantee that constructed pieces fulfil the intended
quality standards and help to ensure compliance with industry standards, legal requirements, and project
specifications. the accuracy of the information kept in asset management systems, which are used to keep an
eye on and repair water infrastructure. For efficient maintenance scheduling, preparation, and management
throughout their lifecycle to ensure the durability and dependability of water-related resources, reliable asset
data is crucial. In figure 4.1 shows the accuracy of proposed method.

When discussing digital construction for hydropower and water resource projects, precision pertains to
the precision and dependability of the algorithm or system in recognizing and detecting elements or features
within digital data. When it comes to activities such as object detection, where the objective is to reduce
false positives and make sure that features recognized are relevant to the construction process, precision is an
important parameter.

The ratio of true positives to the total of true positives and false positives is used to compute precision.
This refers to precisely recognizing and finding pertinent objects or elements inside the digital model of the
infrastructure or building site in the context of digital construction. To reduce false positives, which might
influence the construction process and result in wrong judgments, high precision is necessary. It guarantees the
reliability and applicability of the features found. In figure 4.2 shows the evaluation of Precision.

"Recall" generally refers to a measurement of performance used to assess the efficacy of methods or systems
in the context of digital construction of hydropower and water resource projects, particularly in activities
involving object detection or recognition. Recall, which is sometimes referred to as sensitivity or true positive
rate, quantifies a system’s capacity to accurately identify every pertinent case among all actual occurrences. In
digital construction, recall evaluation is an element of an iterative process. Based on the feedback from memory
evaluations, the system can be modified and fine-tuned to increase its capacity to recognize and recall pertinent
aspects or abnormalities in the building procedure. In figure 4.3 shows the evaluation of Recall.

A metric called the F1-score, sometimes referred to as the F1 measure or F1-value, combines recall and
precision into a single number. It is especially helpful in situations when there is an unequal distribution of
classes, and it is important to consider both false positives and false negatives. The F1-score can be utilized in
the digital design of hydropower and water resource projects to assess how well models or algorithms perform
in tasks like object detection, image categorization, or predictive maintenance.

Evaluating the precision of algorithms used to detect things in photos, such as tracking infrastructure
elements or spotting anomalies. Assessing the effectiveness of models that forecast equipment breakdowns
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Fig. 4.2: Precision

Fig. 4.3: Recall

or the need for maintenance to guarantee the dependability of hydropower facilities. Evaluating how well
models categorize photos of building sites or the state of infrastructure connected to water. It is imperative to
consider the goals of the work and the relative significance of recall and precision considering the application
requirements when interpreting the F1-score. A balance between recall and precision may be more acceptable
in certain situations, while a greater emphasis on precision may be preferred in others. In figure 4.4 shows the
evaluation of F1-score.

5. Conclusion. The objective of this research is to enhance data security and establish credibility in the
context of the digital revolution in the water resource and hydropower development industry by utilizing inno-
vative cryptography-based techniques. As the industry grows more and more reliant on digital technology for
project management, monitoring, and communication, safeguarding sensitive data and ensuring the confiden-
tiality of digital assets becomes essential. This initiative aims to design cryptographic structures and protocols
specifically suited to the demands of the hydropower and water resources sectors. This paper provides a com-
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Fig. 4.4: F1-score

prehensive analysis of the application of cryptographic techniques to address the challenges posed by the digital
building environment in these projects. The development of algorithms, theoretical breakthroughs, and practi-
cal implementation are all combined in the research process. Using real-world examples and simulations, the
effectiveness and practicality of the proposed cryptographic techniques in addressing trust and security concerns
inherent in digital building environments will be assessed. The findings of this research should provide a solid
foundation for enhancing data security, dependability, and integrity in digital construction projects involving
hydropower and water resources. By creating cryptographic methods tailored to this essential infrastructure
sector, the research contributes to the construction of robust and secure digital ecosystems, which is necessary
for the long-term development of hydropower and water resources.
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RESEARCH ON DEEP LEARNING-BASED ALGORITHM FOR DIGITAL IMAGE
COMBINATION AND TARGET DETECTION

SHANLU HUANG∗AND JIALIN LAI†

Abstract. This study uses deep learning techniques to improve target recognition and digital picture processing, combining
efficiency and accuracy in the fields of computer vision and image processing. Different situations, heterogeneous circumstances
in the environment, and a wide range of image properties present obstacles for the traditional approaches of combining images
and target recognition. To address these issues, our research suggests a novel method that makes use of deep learning methods to
identify relevant characteristics and trends from a variety of sources that provide diverse pictures. As part of the research process,
a complex deep learning system that can recognize ordered representations of input photos is developed and trained. We will
investigate whether faster RCNN are suitable for capturing temporal and spatial relationships in the image data. To maximize the
model’s performance, deep learning techniques will be used to make use of pre-trained networks on sizable datasets. Benchmark
datasets will be used in the method’s assessment, and it will be pitted with conventional image processing techniques. The
accuracy and dependability of the algorithm’s performance will be evaluated using quantitative metrics including precision, recall,
and F1-score. Furthermore, qualitative evaluations will be conducted to determine the visual appeal and interpretive capacity of
the created composite images.

Key words: deep learning, faster RCNN, digital image combination, target detection, satellite images

1. Introduction. The branch of computer science known as artificial intelligence (AI) studies how to make
machines intelligent. In a perfect world, these devices would react similarly to humans in terms of perception,
comprehension, and problem-solving decision-making [21, 5, 26]. Artificial Intelligence (AI) encompasses a
broad range of fields, most of which are related to the senses that humans have, including computer vision
(CV), the processing of natural languages (NLP), oversight, and robots. Through its ability to comprehend
digital images and movies, computer vision is a branch of computer science that strives to emulate human
vision [16, 2, 27, 15]. It analyses photos using a variety of optimization approaches and techniques. CV is
a multidisciplinary field that includes automation, math, probability, artificial intelligence, and recognition of
patterns. The branch of artificial intelligence called machine learning (ML) uses data to learn instead of explicit
programming [8].

A more intricate and sophisticated model is needed to comprehend pictures and videos. Neural networks
(NNs) are remarkably adept at processing vast volumes of data (such as photos and videos) and deciphering
it, according to research findings. Scientists were able to resolve challenging issues such picture categorization,
recognizing objects, recognition of objects, and segmentation of instances recognition of optical characters by
utilizing neural networks in CV. Using deep learning methods, computer vision additionally plays a role in
the analysis and detection of objects in images. By resolving the issues, CV has influenced several industries,
including the analysis of documents, self-driving cars, medical imagery analysis, and satellite picture research.
[14].

For several years, one of the main goals of computer vision research has been to identify objects. The
primary objective of recognizing objects is to identify an instance in pictures and videos [28]. Using a bounding
box, object identification in CV refers to identifying things of interest (such as people, pets, dogs, cycles, etc.)
at a given spot in an image [1]. In the fields of artificial information, machine vision, and robotic seeing, object
detection finds numerous uses, such as in augmented reality, security, and surveillance. Two types exist for
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object detection. Finding general categories (person, cat, etc.) is the first form of detection; the second type
targets particular examples, like the president’s face.

Identifying objects in satellite images is a crucial, essential, and difficult task since objects are small, multi-
oriented, and densely grouped. Thus, the main challenge is to identify and locate small objects in satellite images.
Because the low-resolution image dataset shortens the training period, we have created a custom dataset with
low-resolution images of objects (like small-sized aircraft) to achieve good accuracy with a minimal amount
of computational power. Using a custom dataset, we have analysed the speed and accuracy of various object
detection pipelines.

The main contribution of the proposed method is given below:

1. We assembled a dataset of satellite photos of airplanes and pre-processed it for training and testing
purposes.

2. To speed up the target identification process, the suggested algorithm makes use of the Faster R-CNN
architecture, which is well-known for its effectiveness in object detection tasks.

3. The model overcomes the computational performance constraints of standard methods by effectively
localizing and classifying targets inside the images using region-based convolutional neural networks.

4. Using a bespoke dataset, the effectiveness of the main algorithms for the identification and categoriza-
tion of aircraft in satellite imagery was compared in terms of execution speed and accuracy.

The remaining sections of this paper are structured as follows: Section 2 discusses the related research
works, Section 3 describes the digital image combination and target detection, Section 4 presents the methods
used to adopt the proposed model, Section 5 discusses the experimented results and Section 6 concludes the
proposed system with future work.

2. Related Works. In the past few years, deep learning and machine learning approaches have been used
to overcome many issues related to object identification in satellite imagery. There are three pipelines that offer
real-time remedies: YOLO, SSD, and Faster-RCNN. The cutting-edge real-time object recognition framework
YOLO (you only look once) uses a 416 x 416 resolution image and is based on a CNN (convolutional neural
network) algorithm [23, 19]. The state-of-the-art framework Faster RCNN uses a 1000 × 600 resolution image
and is based on the region suggestion method. The SSD (single shot detector) architecture operates on either
300 × 300 or 512 × 512 pixels per image, extracting feature maps across various layers and applying CNN
filters to recognize an item.

The International Society for Photogrammetry and Remote Sensing (ISPRS) Vaihingen and dam benchmark
datasets [6], which include high-resolution photos followed by CNN for fine-tuning and hitting state-of-the-
art accuracy, were subjected to dense labelling by the author [9, 4, 29]. By using region-based approaches
and classification algorithms, the researcher in [20] focused on remote sensing and localization and produced
improved object localization outcomes. Nevertheless, the region-based method’s significant latency prevented
the huge area from being covered (40 s covered area of 1280 × 1280 pixels). Although it was shown to be slower
for segmentation, the author’s work [12] used separation and additional processing approaches and produced
trustworthy findings regarding automated road detection in satellite data.

Sparse and collaborative representation, as well as kernel-based machine learning, have seen the effective
application of machine learning in HTD. By expanding traditional statistical techniques, several kernel-based
target detectors have been presented, such as kernel target-constrained interference-minimized filter (KTCIMF)
[25], kernel adaptive subspace detector (KASD) [10], and kernel orthogonal sub-space projection (KOSP) [11].
However, a lot of presumptions are also extensively relied upon by these procedures. Regarding limited and
cooperative depictions, since the author developed a sparsity-based target detector (STD) [17], several other
useful works have been presented. These include the hybrid sparsity and statistics detector (HSSD) [24], the
combination of sparse and collaborative representation (CSCR) [13], and the sparse representation-based binary
hypothesis-based detector (SRBBHD) [19].

Only a few techniques have been developed for the relatively new use of deep learning to HTD. Guided
detectors use synthesizing to primarily increase target data. They then build an end-to-end detector through
extensive pixel-pair training. Among the well-liked techniques are two-stream convolutional network-based
target detector (TSCNTD) [17], deep network-based HTD (referred to as HTD-Net) [18], and convolutional
neural network target detector (CNNTD) [7]. Furthermore, to transfer information from a large-sample domain
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Fig. 3.1: Architecture Diagram of Proposed Method

of origin to a small-sample target domain, a domain adaptable learning model has been developed [22]. Under
specific restrictions, unsupervised methods often improve the discriminating ability with unsupervised networks
and then use a straightforward matching strategy to detect targets [3].

3. Proposed Methodology. In this work, Faster RCNN method is used for digital image combination
and target detection. Initially the dataset is collected, in this work the aircraft satellite images are used as a
dataset. Next the collected dataset is pre-processed and then the data is divided for training and testing. The
training and testing is carried out by deep learning method Faster-RCNN. In figure 3.1 shows the architecture
diagram of proposed method.

3.1. Dataset Collection. One of the most important phases in the entire object identification process
is creating the dataset since the dataset has a significant impact on the model’s accuracy and performance. It
is the most crucial factor to consider while evaluating and examining the efficacy of different algorithms. The
internet makes it possible to use larger images in a multitude of categories to accurately depict the intricacy
and diversity of objects. The emergence of extensive datasets such as millions of photos has been crucial in
facilitating exceptional object detection capabilities.

We obtained satellite images with a 1920 x 1080-pixel resolution using Google Earth. Since they are
typically classified, real-time satellite surveillance photographs are extremely difficult to find. For this reason,
Google Earth is your best bet when looking for satellite photos of aircraft. Consequently, we tried to locate
as many pictures of aircraft as we could. The dataset ought to be larger, but our options are limited. To cut
down on training time, we separated the collected photos into 550 × 350 resolution after collecting. Next, we
manually eliminated every picture that didn’t include any items. In our dataset, there are 442 photos including
2213 aircraft objects. Next, we tagged photos using the labelling tool.

Pre-trained models are adept at extracting complex features from images, thanks to their exposure to
diverse datasets. These features can range from basic textures and shapes to more intricate patterns, providing
a rich set of characteristics for the system to use in target recognition tasks. Leveraging pre-trained models
can drastically reduce the time and resources needed to train deep learning systems from scratch. Since these
models have already learned a broad set of features, they require less data and fewer iterations to adapt to the
specific nuances of a new task.

3.2. Pre-processing. An essential first step in getting the data ready for further examination or use
is pre-processing satellite photos. To improve the quality, fix distortions, and retrieve pertinent information,
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a sequence of actions must be followed. Adjust photometric aberrations unique to each sensor to guarantee
uniformity in color and brightness throughout the image. Adjust for distortions in geometry brought on by
differences in geography, Earth’s curvature, and viewing angles of satellite sensors. To create an accurate
planimetric description of the image, this stage entails orthorectification.

Adjust for environmental variables including skies, haze, and particles to enhance the image’s quality. For
applications involving remote sensing, this is especially crucial. If required, adjust the image’s spatial resolution
to conform to the analysis’s specifications or to match other datasets. This frequently entails resampling
methods such as cubic or bilinear convolution.

3.3. Training and Testing the data using Faster-RCNN. The Faster RCNN is a two-stage detecting
architecture that involves the categorization and localisation of objects in the second phase and the creation
of areas in the first. Fast RCNN has a quick detection process and is dependent on external region recom-
mendations. According to recent research, CNN can localize items in CONV (convolutional) the layers, but
its performance is less in fully linked layers. Consequently, a targeted quest for generating regional proposals
took the place of CNN. They suggested replacing selective search with a precise and effective region proposal
network (RPN) to generate region proposals. They split the structure into two components: fast RCNN for
object categorization and the localization of operations and RPN for region proposal creation.

Design or utilize existing APIs (Application Programming Interfaces) that allow for smooth data exchange
and communication between the deep learning system and existing software. This may involve developing
custom middleware or adapters. Ensure that data formats, including input images and output recognition
results, are standardized across systems to facilitate easy sharing and processing.

The categorization and placement of objects using bounding boxes is carried out by an extensive number
of convolutional layers used in RPN and the last convolutional layers in the faster RCNN. Figure 4.2 shows
the network topology of the faster RCNN. When features are retrieved by CONV layers, RPN creates k n × n
anchor boxes with varying aspect ratios and sizes. Every n × n anchor is transformed into a low dimensions
vector, like 512 for the group known as Visual Geometry Group (VGG) and 256 for ZF. These vectors are then
fed into two fully linked layers, which comprise layers for object categorization and bounding box regressors.

Since RPN is a sort of fully convolutional network, it shares features with the rapid RCNN and facilitates
the computing of region suggestions efficiently. Instead of using manually created features, CNN uses faster
RCNN only for feature extraction (Figure 3.2). Using three hundred suggestions per image, the faster RCNN
with the VGG16 model reaches object detection accuracy on the PASCAL VOC dataset at 5 frames per second
on the GPU. The author investigated the role of region suggestion the generation through selective search
and region proposal generation through CNN considering the quicker RCNN growth. They concluded that
CNN-based RPN includes less geometric data for identifying objects in the CONV Layers as opposed to FC
layers.

(himg,wimg, x, y, w, h, objectives)

K is generated at each sliding window location when training a faster RCNN with anchors and various
proposals. A class probability of object or not object is represented by a 2K score in the CLS layer, whereas
the 4K boxes with coordinates in the Reg layer. K anchors, sometimes known as boxes, are the subject of the K
parameter. They produce nearly WHK anchors at the convolutional feature map W × H by using k = 9 with
three scales and three aspect ratios at each sliding window. To solve the multiscale problem based on anchors,
Faster RCNN employs CNN for features computed on a single scale image. Sharing features and addressing
multiscale at a lower cost are two advantages of this.

They give each object a binary label that indicates whether the object is present or absent for training
purposes. They give anchors a favourable label. Anchors can be computed in two different methods. Ground
truth boxes assign labels to numerous anchors. Initially, one picks those anchors whose crossover over union
is high with a ground truth box. Secondly, one selects those anchors whose intersection over union is bigger
than 0.7 with a ground truth box. As a result, the second requirement is inappropriate for accurate anchor
prediction. As a result, they apply the initial criterion, which gives anchors positive labels and has the highest
IOU with the ground truth box.
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Fig. 3.2: Overall Process of Proposed Method

4. Result Analysis. Our work concentrated on creating and refining a Faster R-CNN-based algorithm
for target detection in satellite photos of aircraft and digital image combining. When compared to traditional
methods, the suggested algorithm showed notable improvements in terms of speed, accuracy, precision, recall
and F1-score.

accuracy =
TP + TN

TP + TN + FP + FN
X100 (4.1)

precision =
TP

TP + FP
X100 (4.2)

recall =
TP

TP + FN
(4.3)

When evaluating the accuracy of Faster R-CNN target recognition on satellite images, the model’s predic-
tions are usually compared with ground truth annotation. Determine how many times the model’s predictions
coincide with the actual data (accurately predicted targets). Find out how many targets there are in the dataset
overall. Utilize the formula to determine the accuracy. Remember that although while accuracy is a widely used
metric, it might not be enough in all situations, particularly when working with datasets that are unbalanced
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Fig. 4.2: F1-Score

or in situations where false positives or false negatives have distinct outcomes. In these circumstances, further
measures such as recall, precision, and F1-score may be considered to offer a more thorough assessment of the
model’s effectiveness in target detection on satellite photos. In figure ??shows the evaluation of Accuracy.

A high F1-score suggests a good trade-off between precision and recall when evaluating a Faster R-CNN
model for satellite image target recognition, indicating that the algorithm is successfully locating and recog-
nizing targets in the images. When analysing F1-score results, it’s crucial to consider the requirements of the
application as well as the implications of false positives and false negatives. In figure 4.2 shows the evaluation
of Precision. When employing Faster R-CNN for object detection tasks in satellite pictures, precision is an
essential evaluation criterion. By quantifying the precision of the model’s positive predictions, one can ascertain
the proportion of projected positive instances that turn out to be true positives. figure 4.3 shows the evaluation.

Recall is a crucial parameter in satellite image analysis that assesses the model’s accuracy in identifying
and capturing all pertinent instances of the target class in the dataset when employing a Faster R-CNN-based
algorithm. Recall is critical in the context of satellite photography since it offers insights into the algorithm’s
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Fig. 4.3: Precision

Fig. 4.4: Recall

capacity to identify every instance of the target class, guaranteeing that no significant data is overlooked. A
high recall score means that the model can identify most real instances of the target class and effectively reduce
false negatives. In figure 4.4 shows the evaluation of Recall.

5. Conclusion. To combine efficiency and accuracy in the domains of computer vision and image pro-
cessing, this work employs deep learning approaches to enhance target detection and digital picture processing.
Traditional ways of merging images and target recognition face challenges from varying scenarios, variable
environmental conditions, and a broad range of image attributes. The study we conducted proposes a novel
approach to address these problems by using deep learning techniques to extract significant features and pat-
terns from several sources that offer a range of images. A sophisticated deep learning system that can identify
ordered presentations of input photographs is created and trained as part of the study process. We will exam-
ine if temporal and geographical links in the visual data can be captured by quicker RCNN. Deep Learning
techniques will be applied to utilize pre-trained networks on large datasets to optimize the model’s performance.
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The method will be evaluated using benchmark datasets and compared to traditional image processing tech-
niques. Quantitative measurements like precision, recall, and F1-score will be used to assess the algorithm’s
correctness and reliability. Additionally, qualitative assessments will be carried out to ascertain the composite
images’ visual appeal and interpretive potential.
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RESEARCH ON LEARNING EFFICIENCY IMPROVEMENT STRATEGIES OF PUBLIC
ENGLISH PERSPECTIVE BASED ON ANT COLONY ALGORITHM

QINGZHU LI∗

Abstract. A ground-breaking smartphone app called EngageLearnPro was created to improve learning efficiency improvement
strategies in the context of public English education. With the use of cutting-edge technologies like Ant Colony Optimization (ACO)
and Long Short-Term Memory (LSTM), this app creates a dynamic and captivating method of language learning. Intelligent
sequence modeling is made possible by the combination of LSTM and allows for customized learning paths that adjust based on
the progress of each individual user. On the other hand, ACO maximizes the app’s decision-making processes, improving the
overall effectiveness of language learning techniques. The decision to use a mobile app environment for this initiative was made in
light of the fact that smartphones are widely used and can provide education to a wider range of people. By utilizing the interactive
and user-centric qualities of mobile devices, EngageLearnPro makes sure that learning happens naturally in users’ everyday lives.
By combining LSTM and ACO technologies, a customized and adaptive learning experience is provided, accommodating a wide
range of learning styles. EngageLearnPro offers an inclusive, cutting-edge, and effective platform with the goal of closing the gap
in public English education. We hope to transform language learning by combining the best features of LSTM and ACO into a
mobile application that is not only efficient but also fun and available to students of all backgrounds and ability levels.

Key words: Learning efficiency improvement, public English education, LSTM, ACO, mobile application

1. Introduction. Public English instruction stands out as a crucial catalyst for promoting cultural inte-
gration and improving language proficiency in diverse communities [1, 8]. In today’s globally interconnected
world, where effective communication cuts across linguistic barriers and becomes a basic prerequisite for both
personal and professional growth, the importance of English proficiency is highlighted. Because public edu-
cation systems are made to serve people from a variety of socioeconomic backgrounds, they are essential to
democratizing language opportunities by providing equal access to English language instruction [7]. Neverthe-
less, there are frequently issues with the effectiveness of language education methods in these systems. Problems
like outmoded techniques, unequal access to resources, and the requirement for customized methods continue to
impede the best possible achievement of language learning objectives [6]. This emphasizes the urgent need for
creative fixes and cutting-edge approaches that can handle the particular difficulties in public English education
and guarantee a more welcoming, flexible, and productive language learning environment for people from all
backgrounds [16, 4].

Machine learning techniques have become powerful tools for improving learning efficiency in the modern era
[2]. These approaches, which include deep learning and reinforcement learning, add a new level of customization
to individualized learning by utilizing large datasets and complex algorithms [3]. Neural networks in particular,
which are deep learning models, show exceptional capacity for pattern recognition, allowing for personalized
learning pathways. By offering continuous feedback mechanisms, personalized content recommendations, and
real-time adaptability, these techniques improve language learning efficiency [14]. Additionally, learner behavior
can be analyzed using machine learning algorithms, which can be used to pinpoint the advantages and disad-
vantages of educational interventions. In addition to enhancing learning outcomes, the combination of machine
learning and language learning technologies advances educational methodologies, resulting in a dynamic envi-
ronment tailored to each student’s individual needs [4]. As machine learning develops further, it will play a
more and more important role in improving learning efficiency by providing creative answers to complex issues
in the field of education.

In this proposed study, we introduce a novel mobile application design called “EngageLearnPro”. A strategic
choice based on accessibility, engagement, and inclusivity led to promoting learning efficiency improvement
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strategies in the mobile app market within the Public English perspective. Because they are so common and
easily incorporated into daily life, mobile apps provide public education systems with a platform to reach a
wide range of users. Due to the widespread use of smartphones, these applications offer a portable and practical
medium that guarantees users’ lives are seamlessly integrated with language learning. Mobile apps’ interactive
and user-centered design encourages interaction, which makes learning more dynamic and engaging.

The motivation behind the development of EngageLearnPro, a pioneering smartphone application, stems
from a commitment to revolutionize public English education through the integration of advanced technologies.
In an era where the accessibility and efficiency of educational tools are paramount, EngageLearnPro emerges
as a beacon of innovation, designed to bridge the educational divide and foster an inclusive environment for
language learners worldwide. At the core of EngageLearnPro’s design philosophy is the utilization of Ant Colony
Optimization (ACO) and Long Short-Term Memory (LSTM) algorithms. These cutting-edge technologies
synergize to create a dynamic, engaging, and personalized language learning experience. LSTM’s intelligent
sequence modelling capabilities enable the app to offer customized learning paths that evolve in real-time,
adapting to the unique pace and progress of each user. This personalization ensures that learners are not just
passive recipients of information but active participants in their educational journey.

With the use of cutting-edge technologies, EngageLearnPro is a novel and creative app that makes learning
English more effective and pleasurable. Through Adaptive Learning Paths, the app creates dynamic and person-
alized learning journeys based on each user’s progress. To further increase the effectiveness of language learning,
it also makes use of intelligent technologies like Ant Colony Optimization (ACO) for better decision-making and
Long Short-Term Memory (LSTM) for intelligent sequence modeling [19, 15, 21]. Real-time feedback mecha-
nisms reinforce language usage, quickly correct errors, and give instant insights into progress [20, 17]. Learning
is made interesting and enjoyable by the app’s interactive, user-centered design, which includes multimedia and
gamification features. Because it makes use of smartphones, EngageLearnPro is widely accessible and aims to
make English learning possible for people from a variety of backgrounds. Its inclusive design takes into account
different learning styles and skill levels. Through the use of cutting-edge technology, seamless integration into
daily life, individualized learning experiences, and a commitment to making learning fun, EngageLearnPro
makes learning a language an exciting and positive experience.

The contribution of the paper as follows

1. Proposed the mobile app design of EngageLearnPro, for the promotion of learning efficiency improve-
ment strategies in the mobile app market within the Public English perspective.

2. Novel EngageLearnPro which leverages the techniques of LSTM and ACO, where ACO for better
decision-making and LSTM for intelligent sequence modelling.

3. In the context of English learning, a thorough analysis and assessment of the proposed EngaeLearnPro
are conducted using Chinese colleges.

4. Proposed efficacy was demonstrated with valid experiments

2. Research Analysis. [12] The authors of this study discuss the difficulties brought about by the growing
size of colleges and universities as well as the growing complexity of teaching duties as a result of an increase
in student body and a diversity of course offerings. They suggest a new college scheduling algorithm built
on top of an enhanced hybrid optimization strategy based on genetic ant colonies. Improvements like gene
infection crossover, fitness-enhanced elimination, and parallel fuzzy adaptive mechanisms are incorporated into
the algorithm, which improves convergence, stability, and operating speed. [10] The study investigates the use of
an ant colony algorithm-based College English microcurriculum model, utilizing the effectiveness of ant behavior
in learning difficult tasks. Teachers have initially resisted using this ant colony algorithm in microcourse design,
even though researchers and educators have long used it. This is in spite of the fact that the State supports
the use of digital teaching resources. The model’s goal is to simplify college students’ learning procedures
in the context of a foundational course like College English by taking inspiration from the cooperative and
algorithmic behavior of ants. [13] Through the use of a bipartite graph model derived from graph theory and
clustering analysis on student performance data, this study presents a comprehensive approach to teaching
quality evaluation in performing arts courses. The evaluation process is made more robust by applying an ant
colony algorithm that takes memory capacity and prior knowledge mastery into account. The results provide
theoretical and practical insights for the development of performing arts courses, highlighting the need for



4034 Qingzhu Li

Fig. 3.1: Proposed EngageLearnPro App Design

specialized courses in art performance majors and suggesting targeted training for unqualified teachers based
on the PDCA principle. [18] The study offers a multimedia comprehensive framework that integrates big
data technology and multimedia teaching modes to address the problem of diverse materials in college English
translation. An ant colony optimization algorithm serves as the foundation for the recursive neural network
algorithm, which is tested and shown to significantly increase accuracy and retention rate. The suggested
method offers a promising way to improve college English translation teaching models by skillfully integrating
big data and multimedia into the English teaching process.

3. Proposed design of EngageLearnPro. EngageLearnPro’s methodology is divided into discrete
stages to guarantee a thorough and data-driven approach to individualized language learning. To understand
the diverse needs of English language learners, a comprehensive needs assessment and user profiling are carried
out during the input phase. This entails gathering necessary input data, such as user demographics, skill levels,
and preferred methods of learning. Concurrently, information is acquired regarding language ability, past edu-
cational experiences, and personal preferences in order to further customize learning pathways. Pre-processing
involves standardizing proficiency level scales to create a uniform scale for consistent analysis, as well as cleaning
and verifying the gathered data to assure accuracy. Advanced algorithms for sequence modeling and effective
learning strategies, such as LSTM and ACO, are integrated during the feature extraction phase. Features
are taken out for real-time feedback systems and adaptive learning pathways, giving useful information about
user progress, mistakes, and proper language usage. Quantitative analysis is used to assess EngageLearnPro’s
efficacy as we move on to the analysis and learning model phase. This entails analyzing the overall impact
on language learning and using pre- and post-assessment scores for proficiency level analysis. Then, using the
features that were extracted, machine learning models are trained to find patterns in user behavior and results,
which helps to improve the learning model. Personalized learning paths with adaptive features based on the
unique characteristics and progress of each user are generated as outputs during the output phase. Users re-
ceive real-time feedback that emphasizes areas for development and reinforces the proper use of language. To
gauge EngageLearnPro’s overall impact, both quantitative and qualitative results such as user feedback and
proficiency level improvements are provided. The iterative improvement phase, which brings the methodology
to a close, establishes a continuous feedback loop to incorporate user feedback into the learning model. By
using this data, features are improved iteratively, learning paths are adjusted, and the user experience is en-
hanced overall. EngageLearnPro is continuously improved to meet changing user needs through data-driven
enhancements through ongoing performance monitoring that makes use of usage analytics and user feedback.
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3.1. Proposed EngageLearnPro feature Extraction. Recent research of [9, 7, 11, 5] examines the
state-of-the-art mobile app technology utilized to increase the effectiveness of English language learning. Under
the studies, there are lucid discussions. Based on the discussions, we are now going to carry out the suggested
EngageLearnPro feature extraction procedure.

EngageLearnPro utilizes cross-platform development frameworks to ensure consistent functionality and user
experience across iOS and Android devices. This approach allows the app to maintain high performance and
adapt to the specific hardware and software configurations of each platform. The app features an adaptive
design that adjusts to different screen sizes and resolutions, ensuring that the learning experience is seamless
on a wide range of devices, from high-end smartphones to more basic models with limited processing power.
EngageLearnPro incorporates performance optimization techniques such as efficient memory management, data
compression, and lazy loading of resources to minimize the app’s footprint and ensure smooth operation even
on devices with lower hardware capabilities.

3.1.1. LSTM for intelligent sequence modeling. Long Short-Term Memory (LSTM) is essential for
developing a dynamic and adaptable learning environment when using EngageLearnPro to improve English
learning efficiency. Neural network architectures known as long short-term memory (LSTMs) are excellent at
understanding and simulating sequential patterns, which makes them especially useful for language learning
tasks. By using LSTMs to intelligently model sequences, EngageLearnPro is able to gradually understand and
retain the subtleties of English language learning. This implies that the system can make dynamic adjustments
to its learning approach based on a user’s progress data, guaranteeing an effective and personalized learning
trajectory. To maximize each learner’s experience, LSTMs, for instance, can dynamically adjust the course
material based on an analysis of how the learner interacts with the content and identify difficult areas.

Algorithm 12 Intelligence sequence modeling

1: Input: E: Sequence of input, where E = {E1, E2, . . . .Et}, Ht−1-previous hidden state, Ct−1-Previous Cell state,
Weight matrices -wFo, wIn, wOu, wc; Bias Terms-bFo, bIn, bOu, bc.

2: Output: ht−current hidden state, ct- current cell state
Initialization

3: Initialize ho, co as the initial hidden and cell states.
4: Define weight matrices wFo, wIn, wOu, wc

5: Define Bias term bFo, bIn, bOu, bc.
6: for each time step t
7: calculate forget gate Fot = σ(wFo. [ht−1, Et] + bFo)
8: Calculate the input gate Int = σ(wIn. [ht−1, Et] + bIn)
9: Calculate Candidate cell state ct = tanh(wc.[ht−1, Et]+bC)

10: Update cell state ct = Fot ∗ ct − 1 + it ∗ ct
11: Calculate output gate Out = σ(wOu.[ht−1, Et]+bOu)
12: Calculate hidden state ht = Out ∗ tanh(ct)
13: Output the current hidden state ht and cell state ct at each time step t

Intelligent sequence modeling is achieved through the use of the (LSTM) process within the algorithmic
structure of EngageLearnPro. The algorithm reflects the essential steps in LSTM computation and is expressed
as a set of equations. Establishing the initial hidden state Ho and cell state Co as well as defining weight
matrices wFo, wIn, wOu, wc and bias terms bFo, bIn, bOu, bc. are all part of initialization. The algorithm
determines the forget gate Fot, input gate Int, and candidate cell state ct for each time step (t). The sigmoid
(σ) and hyperbolic tangent tanh functions are used in these calculations. Based on the input and forget
gates, the cell state is updated. After determining the output gate Out, the hidden state’s current value ht is
calculated by multiplying the product of the output gate and the hyperbolic tangent of the updated cell state.
The current hidden state ht and cell state ct are produced as the result of repeating this process at each time
step. EngageLearnPro’s LSTM algorithm allows it to dynamically modify its learning approach, capturing and
remembering crucial data for efficient English learning.

3.1.2. ACO based Decision Making. ACO is a useful algorithmic tool to improve learning efficiency in
the context of EngageLearnPro. The application of ACO, which is used to optimize decision-making processes
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within the platform, is inspired by the foraging behavior of ants. The ACO in EngageLearnPro assists in
identifying the most efficient learning strategies, much like ants leave pheromone trails to communicate and
direct others toward the best paths. It functions by modeling the cooperative investigation of multiple learning
trajectories, where each trajectories stands for a possible learning decision. Based on user interactions, the
algorithm assesses the effectiveness of various paths and gradually improves them to accommodate unique
learning styles. EngageLearnPro’s ability to integrate ACO allows it to dynamically modify its approach,
guaranteeing that the learning environment is efficient, adaptable, and customized to users’ changing needs and
preferences. The ACO algorithm is adapted from the study [19].

Algorithm 13 ACO based Decision Making

1: globalbest← Build initial solution
2: Calculate pheromone trails limits: τminand τmax

3: Set pheromone trails values to τmax

4: source_solution ← globalbest
5: for i ← 1 to #iterations do
6: for j ← 0 to #ants − 1 do
7: routeant(j)[0] ← u{0, n − 1} // Select first node randomly
8: min_new_edges ← calc_num_new_edges()
9: new_edges ← 0

10: K ← 1
11: while K < n do
12: u ← routeant(j) [K − 1]
13: v ← select_next_node u ← routeant(j)

14: routeant(j) [K] ← v
15: K ← K + 1
16: if (u, v) /∈ source_solution then
17: new edges ← new edges + 1
18: Add v to LS_checklist
19: if new_edges ≥ min_new_edges then

▷ Complete routeant(j) following source solution
20: u ← succ(source_solution, v) // ...forward
21: while u /∈ routeant(j) do
22: routeant(j) [K] ← u
23: : u ← succ(source_solution, u)
24: K ← K + 1
25: u ← pred(source_solution, u) // ...or backward
26: while u /∈ routeant(j) do
27: routeant(j)[k] ← u
28: u ← pred(source_solution, u)
29: k ← k + 1
30: local_search(routeant(j), LS_checklist)
31: iter_best ← select shortest routeant(0). . . , routeant(#ants−1)

32: if global_best = ∅ or iter_best is shorter than global_best then
33: global_best ← iter_best
34: Update pheromone trails limits τmin and τmax using global_best
35: Evaporate pheromone according to ρ parameter
36: source_solution ← Choose between global_best and iter_best
37: Deposit pheromon

With its foundation in ACO, the EngageLearnPro decision-making algorithm prioritizes improving the
learning paths available on the platform. The first step in the process is to initialize a global best solution,
which serves as the foundation for the lessons that follow. Pheromone trails are created with predetermined
boundaries that are initially set at maximum values, reflecting the allure of different learning paths. Counting
the number of new edges in the learning route, individual ants representing different learning paths navigate
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randomly chosen nodes over the course of iterations. The algorithm improves the flexibility and variety of
learning paths by updating the route by taking into account nodes that are not present in the source solution.
Interestingly, the algorithm uses local search to improve the efficiency of learning routes. This leads to a global
update where the global best solution is adjusted based on its emptiness or the superiority of the iteration’s
best route. The iteration’s best route, representing the shortest path among the ant population, is identified.
Then, based on this global best solution, pheromone trail limits are updated, impacting the appeal of particular
routes. Pheromone deposition and evaporation are steps that follow. Pheromone deposition is influenced by
the decision to select between the global best and the iteration’s best solution, which shapes the learning paths.
The goal of this iterative and adaptive process is to continuously improve the learning paths in EngageLearnPro
by dynamically adapting to changing user preferences and needs. In the end, the algorithm aims to maximize
the educational process by creating more efficient and interesting avenues for language learning.

Providing in-app surveys, direct feedback forms, social media interactions, and email communications. This
variety ensures a broad spectrum of insights, from usability issues to suggestions for new features. Collected
feedback is categorized into various segments such as app performance, user interface (UI) design, learning
content quality, and algorithmic suggestions. Advanced data analysis techniques, including natural language
processing (NLP), are employed to sift through the feedback, identifying common themes, user needs, and
potential areas for enhancement.

4. Tests and Validation.

4.1. Simulation Plan. This section examines the effectiveness of EngageLearnPro using a simulation of
English classroom instruction; the dataset’s original source is taken from the study [22].

This simulation plan’s goal is to thoroughly assess how the EngageLearnPro Mobile App affects students’
learning outcomes and levels of interest in the context of teaching English in a classroom. There are two classes
of 61 business English students participating in the experimental design. While the Control Class uses conven-
tional teaching techniques, the Experimental Class makes use of the EngageLearnPro mobile app. In order to
determine the starting proficiency level of students in both classes, pre-experiment tests are administered, and
information on smartphone ownership and mobile network status is gathered. During the implementation stage,
instructors in the Experimental Class use the EngageLearnPro Mobile App in their English lessons, while the
Control Class follows traditional teaching strategies that place limitations on the use of mobile devices. The
main goals of observation techniques are to evaluate student participation, classroom performance, and Engage-
LearnPro’s real-time interactivity. Learning outcomes are measured using post-experiment tests administered
at the end of a semester. Improvement is assessed by comparing the test results with pre-experiment data.
Evaluation metrics encompass comparing test results from before and after the experiment, gauging student
involvement and interaction, and analyzing the general dynamics and efficacy of the classroom. Improved learn-
ing outcomes in the Experimental Class, higher interest and participation attributable to EngageLearnPro’s
interactive features, and observational data offering insights into the effect on real-time interactivity are among
the anticipated results.

4.2. Evaluation Criteria.

4.2.1. Comparison before testing. Figure 4.1 presented performance metrics for two different classes:
the Experimental class and the Control class that cover a range of performance categories. These categories
include the number of students who scored below 60, the number of students who scored between 60 and 80,
the number of students who scored between 80 and 100, and the average score attained. Each metric provides
information on the performance of the classes as well as the distribution of proficiency, engagement levels, and
overall academic achievement of the students. This extensive dataset makes it possible to assess the educational
dynamics of the classes in a more nuanced way, offering insights into things like academic proficiency, student
motivation, and the distribution of scores across various performance thresholds. The scores are collected before
testing the proposed app of EngageLearnPro.

4.3. Post Testing Results.

4.3.1. Experimental class test results using EngageLearnPro App. The EngageLearnPro app’s
performance for the Experimental class are shown in Figure 4.2 across various performance categories. Of the
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Fig. 4.1: Comparison results before testing

Fig. 4.2: Experimental using EngageLearnPro App

students in the Experimental class, 40% show an interest in learning, according to the ’Interested Percentage’
line; the remaining 60% do not show any interest. The ’Average Score’ line indicates a high average score of
70.2%, indicating a positive correlation between academic performance and the EngageLearnPro app. This
pattern shows that students are distributed evenly across proficiency levels, demonstrating the effectiveness of
the app in capturing users’ attention and creating a positive learning environment.

4.3.2. Control Class test results (Without EngageLearnPro App). The results of the Control
Class show that it can be difficult to engage a sizable portion of students when employing traditional teaching
methods, with 33.50% of students expressing interest and 65.50% not interested was shown in Figure 4.3. The
marginally lower percentage of interested students than in the Experimental Class may point to the inadequacies
in traditional teaching strategies for maintaining high interest. The Experimental Class’s average score of 55.8
indicates that the Control Class attains similar academic results. The aforementioned data underscores the
constraints of conventional pedagogical approaches in sustaining widespread student interest and involvement.
The outcomes of the Control Class highlight the potential of the EngageLearnPro app, which can address
issues with traditional teaching methods while producing similar academic results thanks to its interactive
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Fig. 4.3: Control Class results without using EngageLearnPro App

Fig. 4.4: Overall Performance indications based on Experimental and Control Class of EngageLearnPro

and adaptive features. This demonstrates how effective EngageLearnPro is at fostering a more dynamic and
captivating learning environment in the context of teaching English to the general public.

4.3.3. Performance Analysis. The effectiveness of the EngageLearnPro app is demonstrated by the
Figure 4.4, which compares and contrasts important language learning categories between the Experimental
and Control classes. The Experimental class shows a significantly higher percentage (82.74%) in the "Initiative
to Speak" category than the Control class (40.34%), suggesting that the app encourages students to be proactive
in their verbal communication. In similar fashion, the Experimental class does better than the Control class
in areas like "Rich in Words" (91.46% vs. 55.47%), "Speak Actively" (80.25% vs. 45.77%), and "Correct
Pronunciation" (85.89% vs. 50.22%). These differences highlight how the app promotes active engagement,
improves pronunciation, and enhances vocabulary acquisition. The increasing percentages in these language
proficiency categories show that EngageLearnPro is more effective than traditional teaching methods at creating
a dynamic and engaging learning environment. The app’s beneficial effects on various facets of language learning
in the Experimental class are clearly depicted in Figure 4.4, which supports the idea that it can improve language
learning outcomes in general.

5. Conclusion. In conclusion, the research on the effectiveness of the EngageLearnPro app for language
learning provides strong proof of its beneficial effects on student proficiency and engagement when compared
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to conventional teaching techniques. The app’s success in fostering a lively and engaging learning environment
was demonstrated by the Experimental class’s consistent displays of increased interest, active participation,
and improved language skills. To guarantee generalizability, a larger dataset and a variety of learner groups
are nevertheless required. Furthermore, the study concentrated on immediate results; a longitudinal approach
would reveal information about the app’s long-term effects. Subsequent investigations may examine the incor-
poration of increasingly sophisticated technologies, evaluate the app’s flexibility in various educational settings,
and examine particular aspects that enhance its effectiveness. Notwithstanding these drawbacks, the study’s
encouraging results imply that EngageLearnPro has potential as a cutting-edge tool for improving language
learning encounters, opening the door for more developments in technology-driven education.
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RESEARCH ON THE APPLICATION OF MOOCS BASED ON REINFORCEMENT
LEARNING IN COLLEGE ENGLISH TEACHING

YU GU∗

Abstract. In the field of teaching college English, this study explores the integration of reinforcement learning concepts with
Massive Open Online Courses (MOOCs). "LearnFlex," the suggested framework, is intended to support an environment that is
dynamic and flexible for learning. By offering thorough English language courses and utilizing reinforcement learning techniques,
LearnFlex leverages the inherent benefits of MOOCs to customize and enhance the learning process for every student. This
study’s main goal is to assess how well LearnFlex works in the context of teaching college English to improve student performance,
engagement, and general satisfaction. Through the integration of educational technology, machine learning, and pedagogical
methodologies, LearnFlex aims to offer significant insights that support the ongoing development of efficient and customized online
learning. The study contributes to the larger objective of improving teaching strategies by utilizing cutting-edge technologies to
build a learning ecosystem that is more adaptable and focused on the needs of students. This study aims to provide insights for
future improvements in online education, specifically in the area of language training, by conducting a thorough examination of
LearnFlex’s effects.

Key words: Reinforcements learning, MOOCs, college English teaching, student engagement, personalized online education

1. Introduction. Massive Open Online Courses (MOOCs) have become a powerful and revolutionary
force in the modern educational scene. MOOCs are a paradigm change in education, providing a wide range
of worldwide audiences with flexible and easily available learning options [2, 15]. The fundamental quality of
MOOCs is their capacity to democratize education by bridging the gap between socioeconomic and geographic
constraints that frequently inhibit traditional learning paradigms [15]. MOOCs facilitate self-paced and self-
directed learning experiences by giving learners unparalleled access to a plethora of educational content through
the use of digital platforms. This method has shown to be very helpful in meeting the different requirements
and interests of students, encouraging lifelong learning across a range of subjects. MOOCs have become
a powerful and revolutionary force in the modern educational scene [13]. These are a paradigm change in
education, providing a wide range of worldwide audiences with flexible and easily available learning options.
The fundamental quality of MOOCs is their capacity to democratize education by bridging the gap between
socioeconomic and geographic constraints that frequently inhibit traditional learning paradigms. MOOCs
facilitate self-paced and self-directed learning experiences by giving learners unparalleled access to a plethora
of educational content through the use of digital platforms [6, 16]. This method has shown to be very helpful
in meeting the different requirements and interests of students, encouraging lifelong learning across a range of
subjects.

The use of MOOCs in college English instruction offers a flexible and dynamic method of teaching the
language [19]. MOOCs provide a wide range of benefits for teaching college English that support the advance-
ment of conventional pedagogical approaches [10, 3]. The availability of top-notch English language instruction
to a multicultural and international student body is one significant benefit. Students can interact with rich,
standardized content regardless of where they are in the world, guaranteeing a thorough and consistent educa-
tional experience. Due to MOOCs’ inherent flexibility, students can advance at their own speed and according
to their own preferences and learning styles [18]. Furthermore, MOOCs’ interactive format encourages active
engagement and participation through discussion boards, multimedia components, and group projects. These
elements not only improve how students engage with the curriculum, but they also help students feel more
like a community. MOOCs’ flexibility is essential for meeting students’ diverse skill levels because they offer
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customized assessments and content to meet each student’s needs. Because of their scalability and affordability,
MOOCs significantly improve access to high-quality English language instruction while providing a significant
response to the drawbacks of conventional teaching techniques [15, 7]. This study investigates how these ben-
efits can be increased by incorporating MOOCs that are enhanced by the principles of reinforcement learning,
opening the door to a novel and successful method of teaching college English.

MOOCs have many benefits, but they are not without drawbacks. A noteworthy obstacle pertains to
learner engagement and completion rates [23]. MOOCs frequently encounter elevated dropout rates, which can
be attributed to various factors, including inadequate personalization, restricted interactivity, and inadequate
flexibility to meet individual learning requirements [9, 1]. The integration of reinforcement learning with
the machine learning-based C4.5 algorithm is suggested as a solution to these drawbacks. This combined
strategy, called "LearnFlex," aims to add personalization and adaptability to MOOCs to increase their efficacy
in teaching college English. LearnFlex uses reinforcement learning to dynamically modify learning paths and
content according to each student’s progress, encouraging long-term engagement [4, 11]. The C4.5 algorithm’s
integration makes a further contribution by examining learner data to find patterns that allow the system to
offer customized interventions and recommendations [5]. Thus, LearnFlex is a creative step toward reducing
the drawbacks of traditional MOOCs in the context of teaching college English and fostering a more responsive,
flexible, and student-centered MOOC environment.

The burgeoning intersection of educational technology and language training presents a unique opportunity
to revolutionize the way college English is taught and learned. This research is motivated by the potential to
harness Massive Open Online Courses (MOOCs), enriched with reinforcement learning techniques, to create a
more dynamic, personalized, and effective learning environment. "LearnFlex," our proposed framework, stands
at the forefront of this educational innovation, aiming to redefine college English teaching through the strategic
integration of MOOCs and machine learning principles. The core objective of this study is to meticulously
evaluate the efficacy of LearnFlex in enhancing college English education by focusing on three primary outcomes:
student performance, engagement, and overall satisfaction. By leveraging the scalability and accessibility of
MOOCs, coupled with the adaptive capabilities of reinforcement learning, LearnFlex is designed to offer a
tailored educational experience that meets the diverse needs of learners, thereby overcoming the limitations of
traditional one-size-fits-all approaches.

Central to our motivation is the belief that every student’s learning journey is unique. Traditional ed-
ucational models often fail to accommodate individual learning styles, pacing, and preferences, leading to
suboptimal outcomes. LearnFlex seeks to address these challenges by employing reinforcement learning algo-
rithms that adapt the learning content and pathways based on real-time feedback from student interactions.
This approach ensures that the learning process is continuously optimized for each student, fostering a deeper
understanding and mastery of the English language.

The contribution of the paper as follows:

1. The goal of the study is to improve the flexibility and customization of online learning by introducing
a novel approach called “LearnFlex”.

2. The suggested LearnFlex combines the reinforcement-based DQN technique with the MOOCs-based
C4.5 algorithm.

3. Proposed LeanFlex uses reinforcement learning to modify learning paths and content according to each
student’s progress, introducing dynamic adaptability.

4. The C4.5 algorithm’s integration yields analytical insights through learner data analysis, pattern recog-
nition, and customized recommendation generation.

5. The efficacy of the proposed LearnFlex is proved with valid experiments.

1.1. Related work. This study [12] highlights problems with low intelligence and ineffective teaching
effects in online college English cross-cultural instruction using MOOCs. Through the use of artificial intelli-
gence and cloud computing, the research presents an enhanced MOOC model and algorithm designed to satisfy
the needs of online education. Requirements analysis is used to build functional modules, and control exper-
iments verify the model’s functionality and show how effective it is at improving the effectiveness of English
language instruction across cultural boundaries in virtual settings. This study [14] investigates how to improve
English instruction in China by integrating a Constructive English MOOC system based on the RBF algorithm.
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The system runs smoothly and efficiently, completing tasks in 3–7 seconds with an astounding 98% efficiency.
The platform encourages students to participate actively in their education by developing their capacity for
independent research and piqueing their interest in English studies by replacing traditional teaching methods
with a technology-enhanced approach. The results of the study demonstrate the benefits of using the RBF
algorithm and effective teaching techniques, indicating important new directions in the field and the possibility
of revolutionizing English instruction. This study [22] uses artificial intelligence (AI) emotion recognition and
neural network algorithms to overcome the shortcomings of conventional cross-cultural English teaching models.
The created cross-cultural O2O English teaching system uses background models to track and identify students’
emotions along with intelligent recognition and management. Robust performance and efficient online teaching
control are demonstrated by the comprehensive O2O teaching model that integrates both online and offline
components. The model has been successful in raising student emotional engagement and teaching effectiveness
in cross-cultural English instruction, according to the study’s statistical tests.

This study [21] improves on traditional teaching quality evaluation by introducing a comprehensive evalua-
tion model for MOOC teaching in accounting using the Rete algorithm. In order to provide a thorough quality
assessment, the model evaluates the MOOC teaching mode, compares teaching data with the Rete algorithm,
and establishes evaluation standards and weight calculations. The model’s usefulness in controlling MOOC ac-
counting teaching quality is demonstrated by its practical application, which also indirectly improves teaching
outcomes.

This study [17] focuses on learning objectives and Bloom’s taxonomy to address the difficulty of automating
the pedagogical classification of MOOCs. The research uses transfer learning through BERT to achieve large-
scale and automatic annotation even with a small annotated dataset. The results of the experiments show
that the classifier’s complexity has little effect on performance; the best results are obtained when dense layers
are added to BERT, dropout is included, and ReLU activation functions are used. In the context of MOOCs,
the study demonstrates the value of transfer learning for pedagogical annotation, opening the door to better
quality control and comprehension of their pedagogical models. The underuse [8] of a wealth of university data
is the subject of this study, which focuses on forecasting the chance of withdrawal for incoming students. The
application uses the C4.5 algorithm to convert large amounts of data into a decision tree, which allows for the
rule-based classification of new students. The tree structure of the system makes it easier to identify possible
student withdrawals early on, which helps management make decisions more quickly. The application, which
was created using the waterfall model and PHP and MySQL, attempts to improve strategic planning and lower
the chance of student attrition by using insights from data.

2. Methodology.

2.1. LearnFlex Overview. In order to create an intelligent and adaptable learning environment for col-
lege English teaching, LearnFlex’s system architecture integrates DQN and MOOC-based C4.5 techniques was
illustrated in Figure ??. To guarantee a smooth integration of these technologies, this entails identifying system
components, data flows, and interactions. Data privacy and ethical considerations are given top priority while
a plan is developed to collect learner information, behavioral data, and pertinent contextual information. The
next step of the preparation process involves creating a training dataset D that is thorough and includes learner
attributes, past interactions, and pertinent features. After that, the MOOC-based C4.5 algorithm is put into
practice, beginning with the training dataset’s initialization and the feature-representing attributes’ definition.
To improve the classification process, the C4.5 algorithm is used, which includes creating decision trees, using
TG-C4.5 to select the optimal attribute features, parallel processing with Hadoop for scalability, and using
MapReduce to calculate the information gain ratio. After that, LearnFlex incorporates the DQN reinforcement
learning techniques. This entails putting the DQN training procedure into practice as well as initializing the
Q-value function and replay memory rm. C4.5 and DQN work together to enable adaptive decision-making,
which improves the system’s capacity to adapt to shifting learning dynamics. Various user roles, including
instructors, administrators, and students, are taken into account in user-centric design considerations. The
design of role-based systems adapted to particular business requirements is informed by an analysis of the
behavioral traits and basic information about the user.

Next, the system is deployed in the College English Teaching environment after being initialized and incor-
porating both DQN and C4.5 techniques based on MOOCs. A loop for continuous improvement is created to
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Fig. 2.1: Proposed LearnFlex Design

track system performance, collecting user input by watching and iteratively improving the LearnFlex algorithm
in response to input. During the evaluation phase, the LearnFlex system’s efficacy is evaluated with respect to
user satisfaction, learning outcomes, and adaptability to changing educational needs. After that, optimization
enables parameter and algorithm improvements based on the evaluation’s findings. The process relies heavily
on reporting and documentation, with the methodology, algorithms, and system components all having ex-
tensive documentation. The LearnFlex system generates thorough reports that include recommendations and
results. In order to spread discoveries and insights, academic publications, conferences, and knowledge-sharing
platforms place a strong emphasis on knowledge sharing. The LearnFlex system is continuously evolving and
being improved with the iterative development approach. Finally this allows the provision of a customized and
successful learning environment.

2.2. Proposed LearnFlex Approach.

2.2.1. MOOCs based C4.5 algorithm. This section discusses the C4.5 concept, which is based on
MOOCs and was taken from the study [4]. The MOOCs-based C4.5 diagrammatic flow is depicted in Figures
2.1 & 3.1 and 3.2 of the study. We now carry out the simple algorithmic steps as follows.

The MOOCs-based C4.5 algorithm takes into account various learning styles, behaviors, and course content
in order to manage the complex data from online courses. This tool performs a few crucial tasks. In order to
help the system determine what might be most effective for each individual, it first arranges and makes sense
of the data about each student. It’s similar to customizing the educational process to meet each student’s
needs. Based on the C4.5 algorithm, this tool is also highly effective in generating decision trees, which aid in
the system’s intelligent decision-making regarding how to teach, what content to deliver, and even suggesting
customized learning plans. Furthermore, it excels at managing multiple types of data simultaneously, which
helps it overcome the difficulties of online learning. It increases the precision of identifying students’ areas of
strength and weakness, which is critical in the teaching of English. It also becomes even more potent when
combined with Hadoop, a big data platform, allowing it to handle massive volumes of data effectively. All
things considered, LearnFlex is made smarter by this tool the MOOCs-based C4.5 algorithm which aids in the
efficient use of data to produce a customized and successful learning environment for college students studying
English.
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The system employs advanced load balancing techniques to distribute traffic evenly across servers, pre-
venting any single server from becoming a bottleneck. This not only enhances performance but also ensures a
smooth and responsive experience for all users. LearnFlex leverages CDNs to cache and deliver content from
servers closest to the user’s location. This significantly reduces bandwidth usage and lowers the server load,
enabling faster content delivery even in high-demand scenarios.

The MOOCs-based C4.5 algorithm in LearnFlex starts with initializing the training dataset D and defin-
ing attributes A. Attribute selection is performed using the TG-C4.5 algorithm, denoted as TG − C4.5 =
taylorseries(C4.5, GINIIndex) here GINIIndex is introduced to enhance classification performance. The
GINI index (Gini) is defined as

Gini = 1−
n∑

i=1

( |DCI |
|D|

)2

capturing the impurity of a dataset. For a specific attributeA, GiniSplitA(D) is computed asGiniSplitA (D) =∑m
j=1

(
|Dj |
D Gini(Dj)

)
. The mean sum of GINI indices (Sum−GiniAF (D)) is then calculated as

1

s

s∑

i=1

x∑

j=1

( |Dij |
|D| Gini(Dij)

)

To improve GainRatio (A) calculation, the algorithm considers this mean sum:

GainRatio (A) =
Gain(A)

SplitInfoA (T )− α.Sum−GainSplitAF (D)

Here, α is a tuning parameter. Decision trees are designed in the root node using C4.5 (D, A), and TG−C4.5
is applied for optimal attribute feature selection. The algorithm integrates parallel processing with Hadoop,
employing HD − TG − C4.5 for large-scale data processing. The Gain Ratio Calculation with MapReduce
in the proposed MOOCs-based C4.5 algorithm involves a series of steps aimed at optimizing the decision
tree structure and enhancing the algorithm’s effectiveness. In next step parallel statistics are employed to
calculate the information gain ratio for a specific attribute feature A using the MapReduce paradigm. The
Gain Ratio (GainRatio(A)) is determined as the ratio of the Gain for attribute A to the Split Information for
A subtracted by a weighted sum. Moving to Step 16, the algorithm adjusts or replaces misclassification results in
the training set with probability errors, refining the classification accuracy by considering the likelihood of errors.

Next, it introduces the calculation of the probability Pwj ∈
[
nwj
V+s ,

nwj+s
V+s

]
for each node using the Integrated

Error Probability (IEP) model, contributing to a probabilistic approach to pruning.It focuses on estimating
values for the number of nodes and subsets n (t) a crucial step in determining the structure of the decision tree.
Pruning decisions are made in the next step based on a condition related to the number of nodes n (t) ≤ n (Ti)+
SE [n(Ti)] leading to the removal of specific branches and optimizing the decision tree structure. The algorithm
analyzes user basic information and behavioural characteristics, highlighting the importance of understanding
individual learner attributes for personalized learning experiences. Next, it integrates the algorithm into the
design of an education system for predicting performance, emphasizing practical applications in the educational
environment. Consideration of different user roles and their corresponding business requirements is addressed,
ensuring a tailored approach to diverse stakeholders. The final step, involves continuous monitoring of system
performance and gathering feedback, facilitating an iterative process for enhancements and refinements based
on real-world outcomes and user experiences.

Algorithm 1 focuses on estimating values for the number of nodes and subsets n(t) a crucial step in determin-
ing the structure of the decision tree. Pruning decisions are made in the next step based on a condition related
to the number of nodes n leading to the removal of specific branches and optimizing the decision tree structure.
The algorithm analyzes user basic information and behavioural characteristics, highlighting the importance of
understanding individual learner attributes for personalized learning experiences. Next, it integrates the algo-
rithm into the design of an education system for predicting performance, emphasizing practical applications



4046 Yu Gu

Algorithm 14 MOOCs based C4.5 algorithm

1: Initialize the training dataset D with learner information and behavioral characteristics.
2: Define attributes A representing features in the dataset.

Attribute selection using TG-C4.5 algorithm
3: Apply Taylor series based C4.5 Algorithm to calculate information gain rate.
4: Utilize TG-C4.5 algorithm for optimal attribute feature selection.

TG− C4.5 = taylorseries(C4.5, GINIIndex)

GINI Index and splitting information
5: Introduce GINI index to improve classification performance

6: Define the GINI index as Gini = 1−∑n

i=1

(
|DCI |

|D|

)2

7: For attribute A, compute GiniSplitA (D) =
∑m

j=1

(
|Dj |
D

Gini(Dj)

)

8: Calculate the mean sum of GINI indices using Sum−GiniAF (D) = 1
s

∑s

i=1

∑x

j=1

(
|Dij |

|D|
Gini(Dij)

)

9: Improve the GainRatio calculation by considering the mean sum of GINI indices
Compute GainRatio (A) = Gain(A)

SplitInfoA(T )−α.Sum−GainSplitAF (D)

MOOC teaching system integration
10: Design decision trees in the root node to select and train optimal attribute features by utilizing DecisionTree =

C4.5(D,A)
11: Apply the TG-C4.5 algorithm for optimal attribute feature selection.

Parallel Processing with Hadoop
12: Implement parallel decision algorithms using the Hadoop platform framework.
13: Design HD-TG-C4.5 for processing large scale data

HD − TG− C4.5 = ParallelProcessing(D,Hadoop)

14: Utilize Hadoop Distributed File System (HDFS) and Hadoop MapReduce for efficient data processing.
Gain Ratio Calculation with MapReduce

15: Perform Parallel statistics on the information gain ratio of attribute feature

GainRatio (A) = MapReduce(InformationGainRatio)

GainRatio (A) =
Gain(A)

SplitInfoA (T )− α.Sum−GainSplitAF (D)

Sum−GiniAF (D) =
1

s

s∑

i=1

x∑

j=1

(
|Dij |
|D| Gini(Dij)

)

16: Replace the misclassification result of the training set with probability error.
17: Calculate the probability of each node using the IEP model

Pwj ∈
[

nwj

V + s
,
nwj + s

V + s

]

Probability based Pruning
18: Estimate the values for the number of nodes and subsets

n (t) = max{e (pt) + 0.5|pt ∈ kt (w)}

MOOCs based algorithm output
19: Prune when the condition is satisfied

n (t) ≤ n (Ti) + SE [n(Ti)]

20: Analyse the user basic information and behavioural characteristics.
21: Design as education system for performance prediction.
22: Consider different user roles and their corresponding business requirements.
23: Monitor system performance and gather feedback.
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in the educational environment. Consideration of different user roles and their corresponding business require-
ments is addressed, ensuring a tailored approach to diverse stakeholders. The final step, involves continuous
monitoring of system performance and gathering feedback, facilitating an iterative process for enhancements
and refinements based on real-world outcomes and user experiences.

2.2.2. Integrating DQN for adaptive decision making. One of the main functions of the Deep Q-
Network (DQN) integration in the LearnFlex system is to improve adaptive decision-making. Using techniques
from reinforcement learning, DQN is used to optimize workload scheduling decisions. The main goal is to
develop a dynamic and intelligent system that can adjust on its own to changing circumstances in the context
of teaching college English. With the help of DQN, LearnFlex is able to maximize expected rewards when
making decisions by drawing on past experiences that are stored in a replay memory. LearnFlex can now
customize its recommendations and responses thanks to this integration, giving students a more successful
and individualized learning experience. LearnFlex aspires to provide an adaptive, intelligent, and data-driven
educational platform that meets the specific needs of each individual learner by fusing MOOC-based C4.5
algorithms with DQN.

1: Input: nmin, nmax,∆, α, γ, δ
2: Output: Workload Scheduling Decision
3: Initialize replay memory rm to capacity n
4: Initialize action value function Q with random weights θ
5: Initialize target action value function Q̂ with weights θ = θ−

6: for e dopisode = 1,m do
7: Initialize sequence s1 = {x1} and preprocessed sequence σ1 = σ1(s1)
8: for dot = 1, T do
9: with probability δ select a random action at

10: otherwise select at = maxa Q(st, a, θ)
11: Execute action st and observer reward rt and next state xt+1

12: Set st+1 = st, at, xt+1 and preprocess σt+1 = σ(st+1)
13: Store transition (σt, at, rt, σt+1) in replay memory rm
14: Sample random minibatch of transitions (σJ , aJ , rJ , σJ+1) from replay memory rm

15: Set yj =
{
rJ+γ maxa

rJ
Q̂(sJ+1,a

′,θ−)

16: Perform gradient descent step on (YJ −Q(sJ , aJ , θ))
2 with respect to the network

Parameters ϑ
17: Every C steps reset Q̂ = Q
18: end for
19: end for

Online making workload scheduling decision
20: Load the parameters ϑ;
21: Calculate action-value Q(st, a; θ)
22: Output at = argmaxQ(st, a; θ)

In the LearnFlex system, the algorithm entails training a DQN for adaptive workload scheduling decisions.
First, two action-value functions, Q and Q̂, are initialized with random weights in a replay memory rm. Episodes
are used in the training process to select states and actions at random or in an attempt to maximize the Q-
value. Transitions are recorded in the replay memory, and rewards are tracked. The Q-network parameters are
updated using a gradient descent step to minimize the temporal difference between the target and predicted
Q-values after a random minibatch of transitions is sampled on a regular basis. Periodically, the target network
is reset. The algorithm moves into the online decision-making stage after training. The trained parameters
are loaded, and action values for the possible actions and the current state are computed. The action with the
highest computed Q-value is chosen to make the decision. During online execution, this procedure is repeated,
giving the LearnFlex system the ability to schedule workload adaptively using the learned Q-values.



4048 Yu Gu

Fig. 3.1: Performance Comparison

3. Results and Experiments.

3.1. Simulation Setup. We move forward with the evaluation of the suggested LearnFlex based on the
study [20]. Based on the dataset that comprises universities, colleges, and schools. Here, we evaluate the
proposed LearnFlex using data from colleges.

3.2. Evaluation Criteria. The Figure 3.1 shows that the LearnFlex framework is significantly more
effective than traditional teaching methods in improving student performance. LearnFlex continuously outper-
formed conventional methods in terms of academic achievement during the observed periods. The LearnFlex
scores show a consistent upward trend, ranging from 75.89 to 90.47. The scores for the traditional teaching
approach, on the other hand, range from 70.64 to 82.34, indicating a somewhat slower and less noticeable im-
provement trajectory. The significant improvement in performance highlights LearnFlex’s beneficial effects on
college English learning outcomes for students. The upward trend in LearnFlex scores indicates the platform’s
efficacy and adaptability in meeting the varied needs of students, which in turn creates an environment that
promotes better learning outcomes and more fulfilling educational experiences in general.

The efficacy of LearnFlex in improving student engagement is demonstrated by multiple metrics, indi-
cating noteworthy improvements over conventional teaching approaches were present in Figure 3.2. First off,
LearnFlex outperforms the conventional approach with an astounding participation rate of 85.77% compared
to 70.27% for the former. This notable rise suggests that LearnFlex successfully promotes a greater degree of
student participation in learning activities. When it comes to the interaction of materials, LearnFlex performs
exceptionally well, scoring 90.22%, while traditional approaches fall short at 75.89%. This disparity indicates
a more in-depth examination of learning resources as LearnFlex users interact with course materials in a more
comprehensive manner. When it comes to learning activities, LearnFlex is still ahead of the competition,
with an 80.34% score as opposed to 79.42% for the traditional method. While both strategies demonstrate
respectable levels of student involvement, LearnFlex guarantees that students stay actively engaged throughout
a variety of educational tasks, making for a more dynamic learning environment. Another area where LearnFlex
excels is communication, where it achieves an amazing 95.06%, compared to 80.44% for traditional methods.
LearnFlex’s capacity to establish an engaging and cooperative learning environment is demonstrated by its
exceptional communication-fostering capabilities. Traditional approaches, on the other hand, show a clear
weakness in this area. With an overall engagement metric of 80.12% as opposed to the traditional method’s
60.75%, LearnFlex is clearly a comprehensive solution. This notable difference suggests that LearnFlex’s dy-
namic and adaptable features greatly enhance students’ overall engagement in a comprehensive way. Taken as
a whole, the metrics show that LearnFlex improves engagement in a number of ways, which makes it a more
impactful and promising approach than more conventional teaching techniques.
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Fig. 3.2: Student Engagement Comparison

An extensive examination of user satisfaction ratings shows that the suggested LearnFlex is demonstrably
effective when compared to traditional teaching methods, illustrated Figure 3.3. These scores, which range
from 1 to 5, represent how satisfied students are overall with different aspects of their educational experience.
LearnFlex has a usability score of 4.2, which is higher than traditional methods’ score of 3.8. This discrepancy
highlights the LearnFlex platform’s greater usability by showing that students believe it to be more approach-
able and user-friendly. In terms of content relevance, LearnFlex performs better than traditional methods,
scoring 4.5 out of 4.0. This discrepancy suggests that learners view the information in LearnFlex as more
individualized and relevant to their particular learning requirements, which raises the overall significance of the
course content. LearnFlex’s learning process receives an astounding 4.8, vastly surpassing the 4.1 score assigned
to conventional methods. This significant difference emphasizes that LearnFlex environments provide students
with a more engaging and enriching educational experience than traditional classroom settings. Regarding as-
sistance, LearnFlex receives a satisfaction rating of 4.3, which is higher than the 3.9 that traditional approaches
receive. This indicates that LearnFlex does a great job of offering the required frameworks for support, creat-
ing an atmosphere in which students feel sufficiently assisted throughout their educational journey. LearnFlex
is clearly superior, as evidenced by the overall satisfaction metric 4.6, which averages scores from a variety of
categories. Traditional methods score 4.2. This conclusion demonstrates that LearnFlex provides students with
a thorough and satisfying learning experience, not only meeting but exceeding their expectations. In essence,
LearnFlex is an excellent pedagogical framework that is responsive to the changing needs of students and goes
above and beyond conventional approaches to create a positive and productive learning environment.

4. Conclusion. In conclusion, the LearnFlex framework that has been suggested, which combines DRL-
based DQN methods with MOOCs-based C4.5 algorithms, is a revolutionary development in the field of teaching
college English. The well-thought-out system architecture uses C4.5 to make efficient decisions based on learner
characteristics and integrates MOOCs to improve adaptability. This procedure is further improved by the TG-
C4.5 algorithm, which takes into account the peculiarities of online learning environments. Simultaneously, the
incorporation of DQN methodologies incorporates reinforcement learning, guaranteeing flexible decision-making
and customized experiences. The user-centric design, which accommodates the various roles of teachers, admin-
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Fig. 3.3: User Satisfaction

istrators, and students, complements the algorithmic prowess. LearnFlex shows efficacy in enhancing learning
outcomes, user satisfaction, and adaptability to changing educational needs through methodical initialization,
continuous improvement loops, and a strong evaluation framework. The C4.5 algorithm, which is based on
MOOCs, greatly enhances personalized learning by being highly scalable and adept at creating decision trees.
Massive datasets in MOOCs present challenges for scalability, but Hadoop’s parallel processing capabilities fur-
ther improve it. All things considered, LearnFlex shows itself to be an intelligent, scalable, adaptive system that
is ready to transform the way college English is taught by fusing state-of-the-art algorithms and technologies
into a framework that is performance-driven and centered on the needs of the user.

5. Limitations and Discussions. LearnFlex is a promising framework for bettering college English in-
struction, but it has a number of issues that need to be acknowledged and discussed carefully in order to be
improved. The significant reliance on learner data raises privacy concerns, necessitating a careful balancing act
between personalization and privacy. Algorithmic complexity is introduced by the combination of DRL-based
DQN and MOOCs-based C4.5, which presents difficulties for system upkeep and user-friendliness. Further
research is necessary to generalize LearnFlex’s success outside of the English classroom, taking into account the
various ways that students learn different subjects. In areas with inadequate infrastructure, accessibility issues,
such as technology requirements, may limit its effectiveness. Further investments in professional development
are warranted because teacher training is essential for effective deployment. Important topics for discussion in-
clude striking a balance between standardized quality and personalization, creating feedback loops, addressing
cost-effectiveness and scalability, and taking social and cultural nuances into account. Participating in these
conversations will help to improve LearnFlex and create a dynamic, flexible learning environment for college
English instructors. Future online learning platforms will likely incorporate more sophisticated tools for collab-
oration and community building, mimicking the social learning environments of traditional classrooms. These
tools will support real-time collaboration on projects, peer-to-peer learning, and mentorship opportunities,
breaking down the barriers of isolation often associated with online education.
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SMART FISH PASSAGE DESIGN AND APPLICATION OF HYDROACOUSTIC
COMMUNICATION TECHNOLOGY IN AQUATIC ECOSYSTEM RESTORATION

CHAO YUE∗, MENGEN ZHU†, LEI YANG‡, AND LEI LI§

Abstract. The demand for creative solutions to help migrate fish and conservation efforts grows as aquatic environments
experience more and more pressure from humans and fragmentation of habitat. The utilization of hydroacoustic technology for
communication in conjunction with smart fish pathway architecture is the main emphasis of this research to improve rehabilitation
efforts for aquatic environments. Using sophisticated systems for tracking and regulation to improve migratory pathways, the study
investigates cutting-edge solutions in engineering for fish passage. Real-time data capture and transmission are made possible by
the application of hydroacoustic technology for communication, which means that fish populations and monitoring systems can
effectively communicate. The creation of intelligent fish passage structures with actuators, sensors, and communications components
is a major focus of the research. The best passage efficiency of these structures is ensured by their dynamic adaptation to fish
behavior and variables in the environment. An essential interface for gathering information on behavior, evaluating migratory
trends, and putting adaptive management plans into practice is hydroacoustic communications technology. In order to assess the
efficacy of the hydroacoustic communication technology and smart fish passage design in a variety of aquatic habitats, a thorough
field investigation is part of the suggested methodology. To evaluate the effect on migration of fish rates of achievement, species
diversity, and general well-being of the ecosystem, field data will be studied.

Key words: Marine Internet of Things; Internet of Underwater Things; protocols; smart fish, passage, hydroacoustic commu-
nications, aquatic ecosystem restoration

1. Introduction. In recent times, Earth observation, alterations in marine ecosystems, and changing
climates have garnered human interest and have had a major effect on human productivity[8]. Underwater
recognition of targets is currently a growing field of study due to the increasing demand for underwater iden-
tification. It has applications in the areas of ship noise categorization [7], underwater target localization and
recognition [15], and aquatic environment surveying and demonstrating [14]. Underwater target recognition
has new opportunities due to the rapid growth of artificial intelligence methods like machine learning and deep
learning, the development of supercomputing, the substantial rise in math authority, and the rapid expansion
of big-data-processing computation.

Researchers in this field are swiftly implementing research findings to improve technological iterations.
Nevertheless, challenges remain in the application of deep learning for underwater target recognition, includ-
ing small data amounts, limited flexibility of traditional visual system computations, complex pre-processing
procedures, and deep learning patterns that are still too intricate to offer excellent generalizability. It is worth
noting that acoustic and various signal-filtering techniques are useful for detecting pipeline leaks, and that deep
learning algorithms are also widely employed, suggesting that models based on deep learning have excellent
generality and swear in underwater acoustics [11].

To deploy IoUT, follow these three steps [24]. Developing a dynamic, ongoing, all-encompassing, and intelli-
gent real-time view of the underwater world is the first stage. Large-scale, long-term, continuous oceanographic
data collection has been made possible in recent decades by underwater sensor networks made up of a range
of equipment, including conductivity, and heat and depth detectors, microbial sensors, and current meters [6].
Innovative uses that utilize human–robot interactions, such as undersea pipeline assessment, undersea volcanic
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activity and hydrothermal source research, seabed visualisation, strategic surveillance, and underwater rescue,
are driving up demand for real-time multimedia data [22].

Large-scale real-time underwater data transmission is the second phase of the IoUT deployment. Undersea
gliders, remotely controlled unmanned underwater vehicles (ROVs), and automated unmanned underwater
vehicles (UUVs) are examples of movable systems that have made it possible to build mobile underwater
networks and are essential for high-quality surveillance footage [26, 27, 17, 19]. The smart analysis of large
amounts of underwater data is the third step in the deployment of IoUT. The amount of maritime data that
was acquired in the past was limited because of a lack of equipment and minimal investment, which caused the
process to take years or months.

The motivation behind this research stems from the ever-increasing need for innovative solutions to address
the challenges faced by aquatic environments due to human activities and habitat fragmentation. As human
impact on aquatic ecosystems intensifies, it becomes imperative to find creative and effective ways to support fish
migration and conservation efforts. This research is driven by the pressing demand to enhance the rehabilitation
of aquatic environments, offering a lifeline to struggling fish populations.

This study focuses on a novel approach that combines hydroacoustic technology with smart fish pathway
architecture to revolutionize the way we facilitate fish migration and conservation. By harnessing cutting-edge
engineering solutions, including real-time data capture and transmission through hydroacoustic technology, we
enable seamless communication between fish populations and monitoring systems. The novelty lies in the
creation of intelligent fish passage structures equipped with advanced actuators, sensors, and communication
components, allowing them to adapt to fish behavior and changing environmental conditions dynamically.

The main contribution of the proposed method is given below:
1. Using hydroacoustic data, a DNN-LSTM model is trained to identify complex temporal correlations in

fish movements.
2. The trained model is then included into the smart fish passageways control system, enabling ongoing

adaptation in response to change fish behavior and environmental variables.
3. The goal of the study is to show how DNN-LSTM can be used to provide fish passage systems with

a smart, self-learning framework that minimizes ecological disturbance while maintaining efficient pas-
sage.

Remaining sections of this paper are structured as follows: Section 2 discusses about the related research
works, Section 3 describes the Smart fish passage design, application of hydroacoustic communication technolo-
gyand Deep Neural Networks, Section 4 discusses about the experimented results and comparison and Section
6 concludes the proposed optimization method with future work.

2. Related Works. The future’s top innovations for implementing smart data processing on massive
scales will be big data, cloud computing, artificial intelligence, and virtual reality [18]. Therefore, one of the
key areas of research for upcoming applications of human-robot interaction is the real-time changing and visual
tracking of underwater landscapes. Most commercial marine IoT applications concentrate on both surface and
subsea IoT technology to measure and monitor business activity. It is possible to identify and isolate the IoUT
market sector for usage in aquaculture and fishing, that works with fish breeding in small spaces [5].

In response, the central server analyzes the information and creates management and choice-making strate-
gies. Large-scale fish and marine creature searches and analyses in open waterbodies comprise another set of
tasks [28, 23, 12, 2]. It should be noted that the notion of Internet of Things Ocean (IoTO) [10] or Ocean of
Things is mentioned in the literature in addition to Internet of Things (IoUT). One way to conceptualize the
Internet of Things (IoT) technology is as an intelligent underwater item network. One potential technique for
the organized administration of various marine data types is IoTO.

The International Maritime Organization (IMO) first established the concept of "e-Navigation" [13, 21] to
enable different kinds of navigation services, which is akin to Maritime IoT and was intended to improve the
shipping sector. Other services were subsequently added; these are mentioned above. Thus, maritime IoT
refers to a dispersed hardware–software complex that allows for transmitted from different above-water ocean
engineering structures and items gadgets, used via a unified machine-type communication via a data system
(typically the Internet, or a marine information network, or a network of underwater services).

The wavelet transform approach is not without flaws, though. The shortcomings of various discrete wavelet
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Fig. 3.1: Architecture of proposed method

transform (DWT) system designs were noted by author in [3, 9]. The outstanding characteristics of the wavelet
transform (WT) in one dimension are not transferable to two dimensions or higher, and it shows a lack of
adaptivity to additional modality disintegration techniques, such as EMD, LMD, VMD, SGMD, etc. The
one-dimensional characteristic vector obtained by the wavelet transform is frequently not enough to provide
optimal features because of the intricate nature of the hydroacoustic surroundings [1]; therefore, finding a way
to enhance the selection of multidimensional or optimal features has emerged as a potential area of research.

To reclaim the breakpoints in the LOFAR spectrum and achieve an exceptional identification rate in the
CNN network, the author [25] developed a multi-step decision-algorithm-based improvement technique based
on LOFAR spectrum improvement for underwater detection of targets. After implementing these spectrograms
into the AlexNet network, the researchers [20, 16, 4] analyzed typical spectrum maps, such as LOFAR, Audio,
The demon, a histogram etc. and discovered that the LOFAR spectra had the best identification rate.

The wavelet transform approach, particularly the discrete wavelet transform (DWT) system designs, has
been found to have shortcomings in handling multidimensional data. While it may perform well in one dimen-
sion, it lacks adaptivity when applied to two or more dimensions. This limitation hinders its effectiveness in
dealing with the complex nature of hydroacoustic environments, where multidimensional data is often encoun-
tered. The one-dimensional characteristic vector obtained from the wavelet transform may not provide optimal
features for underwater target detection due to the intricate nature of hydroacoustic surroundings. This in-
adequacy highlights the need for improved techniques to select multidimensional or optimal features that can
better capture the nuances of the underwater environment.

3. Proposed Methodology. The proposed methodology uses deep learning method for Smart fish pas-
sage design and application of hydroacoustic communication technology in aquatic ecosystem restoration. It
uses Deep Neural Networks based Long-Short Term Memory (LSTM) for smart fish passages and intelligent
decision-making. Field tests in various aquatic habitats will be carried out to evaluate the effectiveness of the
smart fish tunnels augmented by DNN-LSTM. The general effect on the recovery of aquatic ecosystems, species-
specific adaptation, and migration success rates are examples of key performance indicators. The goal of the
study is to show how DNN-LSTM can be used to provide fish passage systems with an intelligent, self-learning
architecture that minimizes ecological disturbance while maintaining efficient passage. In figure 3.1 shows the
architecture of proposed methodology.

3.1. Smart Fish Passage and hydroacoustic communication for Aquatic Restoration. With the
overall objective of fostering successful aquatic ecosystem restoration, this research focuses on the integration of
Deep Neural Networks (DNN) and Long Short-Term Memory (LSTM) networks to create an intelligent system
for smart fish passage design and hydroacoustic communication. Through real-time, data-driven communica-
tion between fish populations and fish passage structures, the study hopes to improve the responsiveness and
flexibility of fish passage structures by utilizing the temporal learning capabilities of DNN-LSTM architectures.
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The suggested approach uses hydroacoustic data to train a DNN-LSTM model, which then uses the data
to capture and evaluate the complex temporal dynamics of fish movement patterns. The trained model is
the central intelligence element of smart fish passageways, allowing for dynamic modifications based on the
hydroacoustic monitoring system’s real-time data. At the same time, a bidirectional communication channel is
established between the fish community and the smart channels using hydroacoustic communication technology.

A variety of aquatic conditions will be used for field testing to assess how well the DNN-LSTM-based smart
fish passage system works. To verify the efficacy of the suggested strategy, important indicators like ecological
impact, species-specific adaptation, and migration success rates will be evaluated. The goal of the study is to
show how DNN-LSTM can be an effective tool for developing smart, self-learning fish passage solutions that
maximize fish migration and ecosystem restoration initiatives.

The results obtained from this study have wider ramifications for the development of technology-based
conservation tactics. The suggested framework demonstrates a comprehensive strategy for improving aquatic
ecosystems by fusing deep learning methods with hydroacoustic communication, tackling the problems brought
on by habitat destruction and dispersion. The findings highlight the possibility for innovative technologies
to play a critical role in the ecological restoration of aquatic ecosystems and add to the expanding field of
intelligent ecological management and monitoring.

3.2. Deep Neural Networks (DNN). Artificial neural networks that analyze data using numerous
layers—hence the name "deep"—are known as deep neural networks (DNNs). Nodes, sometimes referred to as
neurons or units, are present in every layer of the network and are connected by weighted connections. Deep
neural networks (DNNs) are a subclass of machine learning models that fall within the deep learning category.

To enable them to learn hierarchical data representations, DNNs usually consist of numerous hidden layers
positioned among the input and output layers. The network can catch intricate patterns and characteristics
because of its depth. Backpropagation is an optimization algorithm used in DNN training. Through training,
the network attempts to reduce the discrepancy between target values and projected outputs by adjusting the
weights of its connections.

Activation functions are applied by nodes in each layer to the weighted total of their inputs. Sigmoid,
hyperbolic tangent (tanh), and rectified linear unit (ReLU) are examples of common activation functions. By
adding non-linearity to the system, these functions enable it to learn intricate mappings. Several deep learning
structures, including TensorFlow, PyTorch, Keras, and others, are used to implement DNNs. Deep learning
model construction, training, and deployment tools are offered by these platforms.

Natural language processing, recommendation systems, picture and speech recognition, and other industries
have shown impressive performance using DNNs. When given tasks that require a lot of data to be trained,
they perform exceptionally well. Large volumes of labeled data are needed for the computationally demanding
process of training deep neural networks. Another frequent issue which must be handled is overfitting, which
occurs when a model learns noise in the data used for training rather than the real patterns.

3.3. Long-Short Term Memory (LSTM). One kind of recurrent neural network (RNN) architecture
called Long Short-Term Memory (LSTM) was created to solve the gradient that diminishes issue, which is a
prevalent problem with conventional RNNs. LSTMs are especially useful for problems requiring time-series
data, processing natural languages, and sequential pattern identification since they were developed to recognize
dependencies that persist in sequential data.

The capacity of LSTMs to preserve cells with memories which can store and retrieving information across
extended sequences is essential for avoiding the loss of pertinent data during training. This is made possible
by a group of gates that control information flow into, out of, and inside the memory cell. These gates include
an input gate, an output gate, and a forget gate.

Cell State (Ct): The long-term information storage cell in the memory.
The output generated by the LSTM at a specific time step is known as the Hidden State (Ht).
How much of the new data should be saved in the memory cell is decided by the input gate (i).
The Forget Gate (f) determines the amount of data that should be removed from the memory cell. The

output gate (o) controls the amount of memory cell content that is utilized to produce the output.
Long-term dependency capture is a key component of LSTMs’ performance in a variety of uses, such as

time-series prediction, translation by machine, and speech recognition. An LSTM could be used to simulate
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Fig. 3.2: Structure of DNN-LSTM

and foresee the actions of fish over time in the context of your mentioned study on hydroacoustic communica-
tion technology and smart fish passage design. This would allow the smart travel structures to change their
configuration based on the evolving patterns seen in the hydroacoustic data. In figure 3.2 shows the structure
of DNN-LSTM.

Hydroacoustic technology allows for non-intrusive monitoring of fish populations without physically dis-
turbing their habitat. This is in contrast to some traditional methods like electrofishing, which can be invasive.
It can cover large areas, making them suitable for monitoring fish migration in expansive aquatic environ-
ments such as rivers, lakes, and oceans. This wide coverage is often difficult to achieve with manual methods.
They provide real-time data, allowing researchers to track fish movements and behaviors as they occur. This
immediacy can be crucial for making timely management decisions.

Hydroacoustic systems can distinguish between different fish species based on their acoustic signatures. This
capability is valuable for studying specific species’ migration patterns and behaviours. Compared to physical
interventions like fish ladders or traps, hydroacoustic technology typically has a lower ecological impact since
it does not require altering the natural flow of water or physical structures.

4. Result Analysis. Although short-time Fourier, Meier, Hilbert-Yellow, and additional methods of pro-
cessing have been put forth to address some aspects of indicate extraction of features, single signal processing
for feature extraction is no longer able to increase the classifier’s effectiveness due to the flaws in the various
algorithms. Therefore, one path for the advancement of hydroacoustic signal detection will be multi-spectrum
feature fusion. The dataset is taken from Kaagle for evaluation.

The evaluation parameters such as accuracy, precision, recall and f1-socre is measured. The proposed
method achieves better result in all parameter metrics.

The simulation’s accuracy, which is expressed as follows in Equation (4.1), indicates how effectively the
model works across classes.

Accuracy =
Total number of truly classified samples

Total Samples
(4.1)

The precision of the simulations is an assessment of their capacity to detect true positives, and it is computed
using Equation (4.2).

Precision =
TP

TP + FP
(4.2)

The proportion of projected true positive and false negative values to true positive prediction values is
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Fig. 4.1: Accuracy

known as the recall. Equation (4.3) represents the calculation.

Recall =
TP

TP + FP
(4.3)

The model’s total accuracy, or F1 score, strikes a positive class balance between recall and precision.
Equation (4.4), which represents the calculation, is used.

F1− score = 2× Precision×Recall
Precision+Recall

(4.4)

This has to do with how well models (like DNN-LSTM) forecast fish behavior from hydroacoustic data.
The capacity of the model to precisely predict fish behaviors and movement patterns is crucial for creating
intelligent fish passage systems that work well.

Analyse the degree to which the intelligent fish passage systems can adjust in real time to changes in
fish behavior and surrounding circumstances. This entails evaluating how accurately the passages alter their
configurations in response to the integrated models’ predictions.

Analyse how accurate the overall influence on the restoration of aquatic ecosystems is. Assessing alterations
in diversity of species, health of ecosystems, and other pertinent indicators of ecology is part of this. In this
case, accuracy refers to how successfully the technologies being used support the recovery of the ecosystem.

Evaluate the precision of data transfer between the smart passageways and the hydroacoustic communica-
tion technology. This entails assessing the accuracy and dependability of the communication links used to send
information on fish behavior and system modifications. In figure 4.1 shows the evaluation of accuracy.

In the setting of Fish Passage Design and Hydroacoustic Communication, as well as recall relates to the
system’s capacity to accurately detect and meet the needs of migrating fish. It concerns the percentage of real
positive cases (fish passes that are successful or pertinent hydroacoustic signals) that the equipment accurately
detects. Regarding Fish Passage Designs, a high recall rate suggests that a considerable proportion of the
fish population can move via the structures without any hindrance. Ensuring that the planned target species
are accommodated, and their migration is facilitated by the constructed routes is crucial for the successful
restoration of aquatic ecosystems.

To summarize, a high recall in hydroacoustic communication means that the system correctly recognizes
and interprets relevant underwater signals, which contributes to a greater awareness of fish behavior to enhance
passage design and overall aquatic restoration efforts. Conversely, a high recall in fish passage design means
that the structures in question are effectively facilitating fish migration. In figure 4.3 shows the evaluation of
recall.
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Fig. 4.2: Recall

Fig. 4.3: Precision

Recall in Hydroacoustic Communication is the system’s capacity to identify and decipher pertinent signals in
the submerged acoustic environment. This includes recognizing hydroacoustic cues, such as movement patterns
or communication signals, accurately in fish. To collect thorough and precise data on fish behavior—data that
can later be utilized to influence the adaptive characteristics of smart fish passages—high recall in hydroacoustic
communication is necessary.

When discussing Fish Passage Design and Hydroacoustic Communication, as well as precision pertains to
the precision and dependability of the technologies and systems that support fish migration and interaction in
aquatic settings. It is imperative to guarantee that the solutions put into practice accurately and successfully
tackle the problems related to fish movement and hydroacoustic communications. Fish tunnels must be precisely
designed so that the structures can adjust to changing environmental conditions and the unique behaviors of
various fish species.

The precise design of the passage structures guarantees the smooth and effective passage of fish, reducing
the amount of stress and energy that the aquatic species must expend. Elements that preferentially aid the
movement of fish species while discouraging non-target species can be included with precision in design to
improve the balance of nature. In figure 4.3 shows the evaluation of precision.

In binary classification problems, the F1-score—also referred to as the F1 measure or F1-value—is a statistic
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Fig. 4.4: F1-score

that is frequently employed. Recall and precision are used to give a fair assessment of a model’s effectiveness.
The F1-score could be used to assess how well the system recognizes successful fish passage events in the
context of fish route design and hydroacoustic communications. A high F1-score suggests that the algorithm is
successfully recognizing effective fish passages while avoiding false positives and false negatives in the setting
of fish passage design and hydroacoustic communications. This statistic offers a thorough evaluation of the
model’s capacity to recognize and react to fish movements inside the intended passageways, accounting for the
intricacies of aquatic communications and surroundings. In figure 4.4 shows the evaluation of F1-score.

5. Conclusion. As human pressure on aquatic ecosystems increases and habitat becomes more frag-
mented, there is an increasing need for innovative solutions to support fish migration and conservation efforts.
The focus of this project is to improve rehabilitation efforts for aquatic ecosystems by using smart fish pathway
architecture in conjunction with hydroacoustic technologies for communication. The project explores state-of-
the-art engineering solutions for fish passage by utilizing complex tracking and regulating systems to enhance
migratory paths. Fish populations and monitoring systems can efficiently communicate thanks to the adoption
of hydroacoustic technology for communication, which enables real-time data capture and transmission. One
main goal of the project is to create intelligent fish passage structures that include actuators, sensors, and
communications components. These structures’ dynamic response to fish behavior and environmental factors
ensures optimal passage efficiency. Hydroacoustic communications technology is a vital interface for behavior
data collection, migration trend assessment, and the implementation of adaptive management strategies. A
comprehensive field study is part of the recommended methodology to evaluate the effectiveness of the hy-
droacoustic communication technology and smart fish passage design in a range of aquatic settings. Field
data will be examined to assess the impact on fish migration rates of accomplishment, species variety, and
overall ecosystem health.The future research directions can contribute to the ongoing development and refine-
ment of hydroacoustic technology for fish migration and monitoring, ultimately advancing the field of aquatic
conservation and sustainable management.
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DESIGN OF FINANCIAL DATA ANALYSIS AND DECISION SUPPORT SYSTEM BASED
ON BIG DATA

SUFANG ZHENG∗

Abstract. A cutting-edge Decision Support System (DSS) utilizing Deep Reinforcement Learning (DRL) for improved financial
data analysis is the primary focus of the proposed research. In light of the prospering difficulties presented by large information in
the monetary space, our creative methodology outfits the force of DRL to foster a powerful and versatile framework. By flawlessly
incorporating DRL into the DSS structure, we mean to improve the framework’s capacity to break down huge and complex
monetary datasets. This DSS not only provides financial professionals with intelligent decision-making support but also real-time
insights into market trends and patterns. The collaboration between enormous information investigation and DRL works with
a dynamic and responsive framework equipped for adjusting to the quickly developing financial scene. Our exploration adds to
the headway of choice by tending to the particular requests of monetary information, consequently enabling clients with ideal and
informed dynamic abilities. The proposed DRL-based DSS addresses a change in perspective in monetary information examination,
offering a versatile and effective answer for exploring the intricacies of enormous information in the financial area. This examination
holds huge potential for changing dynamic cycles, advancing monetary security, and at last adding to the progression of the more
extensive monetary industry.

Key words: DRL, decision support system, financial data analysis, big data, intelligent decision making, adaptive technology

1. Introduction. In the current financial landscape, intelligent decision support systems are in high de-
mand. These frameworks act as priceless instruments for monetary experts, offering experiences, examination,
and dynamic help [4]. Regardless, standard financial decisions and genuinely strong organizations experience
basic limitations in really managing the intricacies of present day money related data. Continuous handling
of immense datasets, adjusting to quickly moving economic situations, and removing helpful data from multi-
faceted monetary examples are snags [6, 7]. Because of these limitations, standard frameworks are unable to
be deft and responsive, which results in subpar dynamic results and hampers the ability of financial experts to
investigate the powerful concept of the financial world [12].

As we analyse the continuous creative part, existing solutions for money related decisions assist with
showing drawbacks that warrant thought. Conventional progressions fight to keep awake with the surprising
improvement of colossal data in the financial region, habitually provoking lethargy issues and compromised
logical accuracy [8, 9]. The weaknesses to these advancements feature the pressing precondition for novel
systems that can beat the challenges presented by the consistently expanding volume and intricacy of monetary
information. Significant learning emerges as a promising street to address the lack of ordinary money-related
decisions and sincerely strong organisations [10]. Its ability to subsequently acquire depictions from data
benefits from more exact and nuanced examination. Monetary choice emotionally supportive networks can
possibly turn out to be stronger and versatile thanks to profound learning procedures’ capacity to remove
includes and perceive designs. This impact in context opens approaches to the extra present day and strong
procedures for unravelling complex money related data, empowering prevalent powerful cycles.

By clearly analysing the limitations and restrictions of the existing techniques here we proposed the novel
approach of Deep Reinforcement Learning based Decision Support System (DRL-DSS) [1, 11, 5]. This combina-
tion means bridling the qualities of both profound learning and support, figuring out how to make a framework
that not only explores the difficulties of large amounts of monetary information but also adjusts progressively
to changing economic situations. By coordinating DRL into the choice help structure, our exploration looks
to provide a versatile, responsive, and smart arrangement, engaging monetary experts with upgraded dynamic
capacities notwithstanding the developing monetary scene.
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The motivation behind our research on the "Design of a Financial Data Analysis and Decision Support
System Based on Big Data" stems from the increasingly complex and voluminous nature of financial data in
the global economy. The explosion of big data in the financial sector presents both a significant challenge
and a golden opportunity for financial institutions. Traditional economic analysis tools and methodologies
are becoming inadequate to process, analyse, and derive meaningful insights from this vast amount of data
efficiently. As a result, there is a pressing need for innovative solutions that can handle the complexity and
scale of financial data while providing actionable insights to support decision-making processes.

Integrating Deep Reinforcement Learning (DRL) with a Decision Support System (DSS) represents a
pioneering approach to tackling the challenges posed by big data in finance. DRL, with its ability to learn
optimal actions through trial and error by interacting with a dynamic environment, offers a powerful tool for
analysing financial datasets that are large, complex, and constantly changing. By leveraging DRL, our proposed
DSS aims to not only process and analyze big financial datasets more efficiently but also adapt to new data
and market conditions in real-time, providing financial professionals with timely and relevant insights.

The main contribution of the paper as follows
1. Proposed a novel approach of Deep Reinforcement Learning Decision Support System (DRL-DSS) that

significantly enhances the decision support capabilities in the financial domain.
2. This research contributes to addressing the challenges posed by big data in financial systems.
3. The proposed DRL-DSS includes a DRL-DQN-based technique in the decision support framework; this

intelligent technique enables the system to learn and adapt to market conditions autonomously and
offers a better path in financial decision-making that goes beyond the capabilities of traditional systems.

4. This proposed efficacy is proved with valid experiments.

2. Related Work.

2.1. Decision support system based discussions. This study [14] investigates how big data in finan-
cial decision-making affects information asymmetry, principal-agent relationships, and risk management. It
examines how big data could enhance predictions, increase the relevance of decisions, provide companies a com-
petitive edge, and promote flexible decision-making. The research emphasises the value of big data in merging
business and finance and the necessity of a robust information infrastructure for this type of integration through
examination of practical instances of its application in corporate financial decisions. According to the study,
big data is crucial for removing obstacles between business and finance, expediting the decision-making process,
and raising company value. This study [5] highlights flaws, including inefficiency and intelligence deficiency, in
the present financial decision support systems, and investigates how artificial intelligence might be integrated
to improve them. Using the X business as a real-world example, it suggests cutting-edge, clever computerised
technology to help with financial decision-making. Based on a questionnaire survey, the results demonstrate
that the AI-enhanced system offers higher intelligence, timeliness, and accuracy in financial decision-making
while lowering costs and simplifying the integration of management and financial accounting.

The goal [3] of this study is to help businesses make better financial decisions by utilizing the current data
boom. It emphasizes how crucial timely data analysis and intelligent systems are to the efficient management
of resources, time, and choices in order to maximize profitability. The article highlights the applicability of edge
computing and criticizes conventional data management in businesses as being out of date. It then suggests
an information-based financial management system. The system meets performance metrics requirements with
high efficiency, responsiveness, and CPU usage after extensive testing and modifications. The whale algorithm’s
integration also demonstrates excellent energy and computational resource management. The system’s potential
to enhance enterprise financial management is highlighted in the study’s conclusion, which also calls for more
improvement.

This study [16] shows how big data may improve financial analysis and decision-making in businesses, replac-
ing more conventional approaches that depend on human resources. The study highlights notable enhancements
in decision-making accuracy and efficiency through the use of an intelligent financial decision support system
that incorporates big data web crawler technology and ETL procedures, as demonstrated in a case study in-
volving J Group. The system’s ability to analyse data in real time and provide financial insights represents a
significant advancement in corporate financial management and decision-making. This work [15] fills a need in
basic medical care, particularly in distant areas, by creating a ground-breaking artificial intelligence system that
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can speak with patients on its own using voice recognition and synthesis. The system works as a virtual doctor.
The AI system’s promise to provide precise probability forecasts for patient diagnosis is demonstrated by its
ability to foresee type 2 diabetes mellitus utilizing non-invasive sensors and deep neural networks. The study
also examines the level of acceptance of artificial intelligence among young people in the healthcare industry,
including details on the possible long-term effects of this kind of technology. Artificial intelligence has been
used more and more in the legal industry since the 1980s to handle an increase in the number of cases. This
paper introduces "TaSbeeb," a deep learning-based JDSS that can retrieve religious texts and judicial reason-
ing for use in Saudi courts. It is divided into three stages: using stacked DL models to handle unbalanced
classification, semi-automated judicial text annotation, and a judicial language model for information retrieval.
With its excellent accuracy and F-scores, TaSbeeb represents a substantial improvement in the efficiency and
accuracy of Arabic JDSS and holds the potential for wider implementation in judicial systems.

3. Methodology.

3.1. Proposed Overview. The suggested idea for the DRL-DSS coordinates both DRL-DQN and TRPO
calculations to break down and settle on choices in the complex and information-serious field of money is shown
in Figure 3.1. At first, the framework gathers an exhaustive cluster of monetary information, including stocks,
securities, market lists, macroeconomic pointers, and ongoing worldwide monetary news. This information is
carefully preprocessed to guarantee quality and importance, utilizing procedures like standardization, sound
decrease, and element choice. The DRL-DQN algorithm is used in the first phase. This includes the utilization
of a profound Q-organization that is prepared to comprehend and expect market patterns and ways of behaving.
The DQN is intended to deal with the tremendous time-series information, perceiving examples and gaining
from verifiable patterns to make informed expectations about future market developments. This organization
is advanced for security and effectiveness, utilizing procedures, for example, experience replay and fixed Q-
focuses, to improve learning. Parallelly, the TRPO calculation is used to advance the dynamic approach of the
framework. TRPO, known for its viability in overseeing strategy slope techniques in support learning, offers a
more steady and hearty way to deal with learning strategies. It guarantees that the updates to the strategy are
made inside a trust locale, forestalling uncommon arrangement changes that could prompt shaky preparation
or lacklustre showing. This is especially vital in the unstable and variable monetary business sectors.

The framework orchestrates the forecasts and experiences acquired from the DRL-DQN with the approach
choices made through TRPO. DQN provides deep insight into the data, and TRPO ensures that the decision-
making process is continuously refined and optimized for the best possible outcomes. To address the difficulties
of enormous information in finance, high level information, the board, and dimensionality decrease procedures
are carried out. These procedures help in refining the most effective data from the tremendous datasets,
guaranteeing that the DRL-DQN and TRPO calculations are working with the most applicable and huge
information highlights. Far-reaching back-testing and forward-testing instruments structure a vital piece of the
procedure. The situation is thoroughly tried against verifiable information and simulated conditions to approve
its viability and flexibility in various economic situations. The DRL-DSS’s robustness and dependability in real-
world financial scenarios are assured by this extensive testing. At long last, an accentuation is put on making an
interpretable and easy-to-understand interface for the DRL-DSS. Users are able to make well-informed decisions
based on the system’s insights and recommendations as a result of this, guaranteeing that the intricate workings
of the DRL-DQN and TRPO algorithms are presented in an approachable manner. This approach expects to
make the DRL-DSS a strong and natural device for monetary examination and dynamics in the space of
enormous information.

3.2. Proposed DRL-DSS Approach in Financial big data.

3.2.1. DRL-DQN based Financial Decision Making. DQN is a useful tool for making well-informed
judgments in the financial domain when used in conjunction with a DRL-DSS. To control the current status
of the market it analyses a lot of financial data, including stock prices and market movements. Then, by
assessing the anticipated advantages of different financial transactions, like purchasing or selling stocks, it
makes predictions about their likelihood to be successful. The DQN regularly analyzes market behaviour to
refine its approach to making decisions by identifying what works and what doesn’t. Because of this, it is a
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Fig. 3.1: Proposed DRL-DSS Architecture

priceless tool for financial trading investment advice and automated decision-making, assisting in maximizing
returns and lowering risks. Some of the DRL-based decision support systems are discussed in the study [2, 13].

The system is designed to collect only the data necessary for the specific purposes for which it is pro-
cessed, adhering to the GDPR principles of data minimization and purpose limitation. It incorporates robust
consent management mechanisms to ensure that data is collected and processed only after obtaining explicit
consent from individuals, in line with GDPR requirements. To protect personal data, the system employs data
anonymization techniques and encryption to ensure that individual identities cannot be traced. This approach
safeguards personal information against unauthorized access and data breaches.

Algorithm 15 DRL-DQN based Financial Decision Making

1: Input: nmin (minimum experience replay size) , nmax (maximum experience) ,
∆(learning rate) , α (exploration rate) , γ (discount factor) , δ (random action probability)

2: Output: Financial decision making strategy
3: Initialize replay memory rpme to capacity n (to store diverse market scenarios)
4: Initialize action value function Q with random weights θ
5: Initialize target action value function Q̂ with weights θ = θ−

6: For episode = 1,M do –number of episodes representing different market conditions
7: Initialize sequence S1 = {X1} and preprocessed sequence σ1 = σ1(S1)
8: For t = 1, T do (decision points of financial data)
9: with probability δ select a random action At (explore the action space)

10: otherwise select At = maxA Q(St, A, θ) (exploit the learned strategy)
11: Execute action At and observer reward Rt and next state Xt+1 –based on financial outcome
12: Set St+1 = St, At, Xt+1 and preprocess σt+1 = σ(St+1)
13: Store transition (σt, At, Rt, σt+1) in replay memory rpme
14: Sample random minibatch of transitions (σJ , AJ , RJ , σJ+1) from replay memory rpme

15: Set Yj =
{
RJ+γ maxA

RJ

Q̂(SJ+1,A
′,θ−)

}
for non terminal states or YJ = RJ for terminal states

16: Perform gradient descent step on (YJ −Q(SJ , AJ , θ))
2 with respect to the network

Parameters ϑ
17: Every C steps reset Q̂ = Q
18: End inner loop
19: End outer loop

Online financial decision making phase
20: Load the parameters ϑ;
21: Calculate action-value Q for the current financial state (St, A; θ)
22: Output At = argmaxQ(St, A; θ) based on the learned policy

The algorithm explains how the DQN in a DRL framework is used to make financial judgments. The first
step is to set up a replay memory system, which is a memory system that stores a variety of market scenarios.
Two different kinds of action value functions are first allocated random weights when this memory is first used.
After that, the algorithm runs through a number of episodes, each of which represents a distinct set of market
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circumstances. Every episode begins with the financial data series being set up, and at each time step, decisions
are made iteratively. To balance the discovery of novel methods with the exploitation of proven lucrative ones,
a combination of randomly picked actions and those chosen based on the greatest anticipated value from the Q-
function are used in the decision-making process. The algorithm learns from the actual results of its judgments
by watching the reward that results from its actions and the subsequent status of the market. The replay
memory contains these events. It updates its knowledge by sampling a batch of these events on a regular basis.
It does this by adjusting the network parameters through a process known as gradient descent, which improves
future predictions. In order to prevent the algorithm from deviating too far from its most recent known effective
method, this update occurs in cycles. The algorithm proceeds to an online decision-making stage upon the
completion of the iterative learning cycles. Here, based on its forecasts and acquired information, it utilizes
the factors it has learnt to assess the present financial situation and choose the optimal course of action, such
as purchasing or selling assets. Because of this procedure, the algorithm becomes a dynamic instrument for
financial decision-making that is always learning from and adjusting to the shifting conditions of the financial
market.

LearnFlex utilises a cloud-based infrastructure for dynamic scaling based on real-time demand. This ensures
that server capacity can be quickly adjusted to handle spikes in user access, particularly during peak times like
the start of new courses or examination periods. The system employs advanced load-balancing techniques to
distribute traffic evenly across servers, preventing any single server from becoming a bottleneck. This enhances
performance and ensures a smooth and responsive experience for all users.

The DSS ensures transparency in trading activities and decision-making processes by maintaining detailed
logs and reports. This aligns with MiFID II’s requirements for transparency and accurate reporting to regulators.
By employing advanced analytics, the system helps identify and mitigate market abuse and ensure fair trading
practices, thereby supporting the integrity of financial markets as envisaged by MiFID II. The system is designed
to analyse a wide range of data to ensure that trades are executed at the best possible terms for clients following
MiFID II’s best execution requirements.

3.2.2. TRPO (Trust Region Policy Optimization). TRPO is a critical component of the proposed
DRL-DSS that helps the system make dependable and efficient financial judgments. TRPO is an advanced
algorithm that works to gradually enhance the system’s decision-making policy without bringing about abrupt
or unstable modifications. Its primary goal is to gradually adjust the system’s approach so that it may pick up
new information and experiences without deviating too much from its prior understanding. This is especially
crucial in the irregular and turbulent world of finance, where it’s necessary to strike a balance between trying
out novel tactics and upholding a certain standard of dependability and consistency. Through the use of TRPO,
the DRL-DSS is able to minimize the danger of large policy swings that might result in subpar performance
or unanticipated losses while also learning gradually and making increasingly educated judgments. This allows
the system to adapt to the constantly shifting financial markets.

Algorithm 16 Trust Region Policy Optimization

Initialize π0 suitable for financial market scenarios
for doi = 0, 1, 2 . . . . . . . Until convergence do

Compute all advantage values aπi(S,A)
Solve the constrained optimization problem to update the policy

Update the policy using πi+1 = argminπ[Lπi (π) +
(

2∈γ

(1−γ)2

)
Dmax

KL (πi, π)]

where ∈= maxS maxA |Aπ (S,A)|
And LπI

(π) = µ (πi) +
∑

S Pπi(S)
∑

A π(A|S)AπI
(S|A)

Repeat the steps 2-4 until the policy converges
end for

Enhancing decision-making methods in a stable and regulated manner is the goal of the improved TRPO
for a DRL-DSS in financial situations. First, a policy, represented by π0, is initialized. This establishes the
starting point for financial choices such as purchasing, disposing of, or retaining assets. After that, the algorithm
refines this strategy iteratively. The advantage values for the current policy are initially determined by the
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Fig. 4.1: Accuracy

algorithm in each iteration. When deciding whether to purchase or sell stocks, for example, these numbers
indicate how much better or worse a certain action is in comparison to the typical action in that particular
financial situation. This is a critical stage in determining how successful the market’s present decisions are. The
method then resolves an optimization issue using constraints. The goal of this stage is to identify a new policy
that marginally outperforms the existing one. Here, stability must be maintained by ensuring that the new
policy doesn’t stray too far from the previous one. This is especially crucial in the banking industry because of
how irregular and unsettled the markets can be. A precise formula that strikes a compromise between making
improvements and adhering closely to the prior version of the policy is used to update it. It restricts the
amount of change to prevent significant deviations and takes into account how much the projected return on
financial activities would increase under the new policy. Eventually, this procedure is carried out again until
the policy converges, or reaches a point at which it no longer changes significantly. This suggests that the
system has discovered a reliable and efficient method for deciding how to allocate funds. The financial industry,
where reliability and performance are crucial, is a perfect fit for the TRPO because of its emphasis on steady
development.

4. Results and Experiments. We move further with the evaluation of the suggested innovative DRL-
DSS based on the study [16].

4.1. Evaluation Criteria. The performance of the suggested DRL-DSS across several epochs demon-
strates its remarkable efficacy in Figure 4.1. The accuracy increases clearly and consistently throughout the
course of five epochs, rising from 0.75 in the first epoch to 0.95 by the fifth. This pattern suggests that the
system is picking up new skills and becoming more adept at what it does. It is especially remarkable that the
last epoch reached a high degree of precision, at 0.95. It indicates that 95% of the time the DRL-DSS makes
accurate judgments or predictions, which is a powerful testament to its efficacy and capabilities. Furthermore,
the notable increase in accuracy in just five epochs demonstrates the system’s capacity for quick learning. This
is an essential characteristic in the dynamic and fast-paced field of financial data analysis, where the capacity to
swiftly adjust to new knowledge and market developments is priceless. In addition, the system’s dependability
is demonstrated by the continuously high accuracy rates throughout all epochs. A consistent performance like
this indicates that users may rely on the DRL-DSS to provide reliable and accurate forecasts or choices, which
confirms the tool’s appropriateness for financial analysis and decision-making.

The accuracy and recall values of the proposed DRL-DSS may be evaluated throughout a sequence of
epochs, which correspond to discrete time intervals in the systems learning and operating phases, as shown in
Figure 4.2. The accuracy values show a progressive rise over the period of five epochs, peaking at 0.92 and
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Fig. 4.2: Precision and recall

eventually reaching 0.96 by the fifth epoch. The system’s capacity to correctly identify relevant cases without
overextending to irrelevant ones is demonstrated by its consistency and increasing trend in precision. This
is an important feature in financial decision-making, where accuracy in forecasts or classifications is critical.
In a similar vein, the recall values show how well the system recognizes all relevant occurrences; they begin
at 0.90 and increase to 0.97 by the fifth epoch. The increase in recall indicates that the system is getting
better at catching all possible opportunities or threats as it develops, which is a crucial attribute in dynamic
financial contexts where it can be expensive to overlook important information. High recall and accuracy
numbers combined over all epochs show the efficacy of the DRL-DSS. As demonstrated by the precision and
recall figures, the system not only keeps up a high degree of prediction accuracy but also makes sure that all
important data points are identified. This balance is especially important in financial contexts, where decision-
making results can be greatly impacted by the accuracy of forecasts as well as the completeness of information
gathered.

An excellent way to assess the effectiveness of the suggested DRL-DSS is to examine its F1-Score values
across a number of epochs present in Figure 4.3. An impartial assessment of the accuracy and completeness
of the system in forming judgments or predictions is given by the F1-Score, which is a harmonic mean of
precision and recall. The F1-Score values, in this case, throughout the course of epochs are 0.89, 0.90, 0.92,
0.92, and 0.96, respectively. We can clearly observe an improving trend in these ratings as they develop. The
DRL-DSS exhibits a steady increase in its decision-making efficacy, beginning with a comparatively high score
of 0.89 in the first epoch and ending with a score of 0.96 by the fifth. This increasing trend shows the system’s
strong initial performance as well as its capacity to successfully learn and adapt over time. In particular,
the system’s final F1-Score of 0.96 indicates a high degree of accuracy and dependability in its predictions,
suggesting that it covers a wide variety of pertinent cases and makes the right selections the majority of the
time. Such performance is suggestive of a system that can reduce false positives and negatives in addition to
being proficient at accurately detecting and acting upon relevant data items. This is particularly important
since errors can have a big cost in the dynamic and intricate field of financial data analysis.

5. Conclusion. In conclusion, the DRL-DSS that has been suggested has shown to be incredibly effective
when it comes to financial data processing. The system’s strong capacity to make comprehensive and precise
financial decisions is demonstrated by the steady increase in key performance indicators over time, especially the
F1-Score. The F1-Score values of the DRL-DSS have been growing consistently from 0.89 to 0.96, demonstrating
the model’s ability to cover a wide range of relevant financial scenarios in addition to producing accurate
forecasts. The F1-Score captures this balance between recall and accuracy, which is critical in the volatile and
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Fig. 4.3: Efficacy of DRL-DSS: F1-Score over time

complicated field of finance where decisions can have far-reaching effects. The system is a very dependable and
useful tool for financial experts because of its capacity to adapt and learn over time, as shown by the rising
trend in its performance indicators. It offers evidence of the potential benefits of incorporating cutting-edge
machine learning methods into decision support systems, such as deep reinforcement learning. The development
of intelligent financial decision-making tools has advanced significantly with the DRL-DSS’s ability to navigate
the complexities of financial data analysis. This study establishes a standard for the creation of complex,
data-driven decision support systems in the banking industry and beyond, and it opens the door for future
developments. Future developments will likely focus on refining and advancing DRL models to enhance their
predictive accuracy, efficiency, and scalability. This includes exploring cutting-edge neural network architectures,
reinforcement learning strategies, and algorithmic improvements to better handle the nuances of financial data
and decision-making processes.
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RESEARCH ON THE CONSTRUCTION OF INTELLIGENT SYSTEM OF LANDSCAPE IN
SCIENCE AND INNOVATION PARK OF SMART CITY – BASED ON THE CONCEPT OF

SMART GARDEN DESIGN

KE XIE∗

Abstract. With the advancement of urbanization in China, there is a growing demand for intelligent landscape management
in urban science and innovation parks. To improve landscape management efficiency in science and technology innovation parks,
this study adjusted the Inception module and activation function of the GoogLeNet algorithm, designed an improved GoogLeNet
algorithm, and based on this, constructed a multi clue science and technology innovation park landscape vegetation intelligent
recognition system. This is also the main contribution of this study. The experimental results show that the average image
recognition accuracy of the Improve GoogLe Net+MM model designed from the study is 92.95%, which is higher than all the
comparison models. Additionally, the computation time is significantly lower than the comparison models when the computation
data volume is larger. The model designed in this study has a certain application value to improve the performance of the landscape
intelligent management system within smart cities’ science and technology parks.

Key words: Smart city; Landscape; Intelligent management; Plant recognition; GoogLe Net

1. Introduction . After entering the 21st century, artificial intelligence technology has developed by
leaps and bounds, especially image recognition technology. This technology is extensively utilized in security, e-
commerce, and various other industries [10]. Due to the demand for smart city construction, the landscape plant
management mode at urban science and innovation park needs to become more intelligent in order to reduce
the cost of manual management and improve management efficiency, and lay the foundation for subsequent
intelligent plant watering and intelligent fertilization to remove pests. Therefore, the application of image
recognition technology in artificial intelligence to this field is a potential research direction [13]. Intelligent
recognition of landscape vegetation is a commonly utilized aspect within this area. However, issues such as
inadequate recognition accuracy or speed frequently arise. Therefore, this study aims to enhance insufficient
recognition accuracy and low recognition efficiency of image recognition models based on AI technology. The
study will adjust the activation function and Inception module of the GoogLeNet neural network algorithm
in artificial intelligence technology. Subsequently, a multi clue integration model for intelligent recognition of
landscape plants in science and technology innovation parks will be designed with the improved GoogLeNet
algorithm as the core. This enables GoogLeNet to obtain the possibility of improving recognition image accuracy
while minimizing network parameters. This is the main academic contribution reflected in this study. In order
to verify the application effect of the designed model, several comparative plant recognition experiments were
arranged and carried out, in which not only the effects of using different dataset processing methods and model
training methods on the final image recognition performance of the model are compared, but also the recognition
accuracy of different plant recognition algorithm models built with the same dataset processing methods and
model construction methods are horizontally compared.

2. Related works. Patel H et al. proposed an improved convolutional neural network called “Depth-
FuseNet” [12]. This algorithm is used to fuse thermal and visible images, and extract data features from the
two images to generate high-latitude features. The experiment found that this method has a recognition accu-
racy of 6.74 percentage points higher than the VGG16 algorithm in constructing recognition systems on the
test set [12].

The research team of Hwang used an improved convolutional neural network to build a model for detecting
neovascularization and age-related macula of patients. The experimental outcomes demonstrated that the
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approach effectively enhances clinical diagnosis efficiency [4].
The paper [7] concluded that deep learning-based detection of optic disc abnormalities in color fundus

photographs is mainly limited to the field of glaucoma. However, numerous systemic and neurological diseases
that pose life-threatening risks can present as deviations in the optic disc. Therefore, the authors trained a color
fundus photo optic disc abnormality detection model using migration learning for ResNet-152 neural network,
and the test results showed that the algorithm model has a significant advantage over the comparison algorithm
with 90% recognition sensitivity and 69% specificityy [7].

The paper [2] developed a gangue recognition method using a convolutional neural network based on an
auditory model. According to the experimental results, the method achieved a high recognition accuracy of
99.5%. In addition, the method offers significant noise immunity in comparison to frequently utilized recog-
nition methods across different noise conditions [2]. Maior C S believes that with the rapid spread of SARS
coronavirus type 2 around the world, the scientific community has spent a lot of energy to better understand
the characteristics of the virus and the possible methods of prevention, diagnosis and treatment of COVID-19.
Therefore, the author proposes an improved convolutional neural network to aid in diagnosing COVID-19. The
test results show that the model achieves a balance accuracy of 87.7% when predicting one of the three cate-
gories (“no discovery”, “COVID-19” and “pneumonia”), and a specific balance accuracy of 97.0% in predicting
the “COVID-19” category [9].

The research team of [1] proposed an improved convolutional neural network to improve the recognition
accuracy of protein images based on mass spectrometry. According to experimental results, the neural network
significantly improves the recognition accuracy of protein images [1].

The paper [6] constructed an improved convolutional neural network model utilizing a two-way long-short
memory network and attentional architecture to identify protein-specific spot recognition. The test results
showed that the recognition performance of the algorithm is better and the computational speed is faster than
the traditional convolutional neural network algorithm [6].

The author of [5] designed a convolutional neural network that combined the Gaussian statistical method.
The test results show that the recognition effect of the algorithm for quantum microscopic images is significantly
higher than the traditional deep learning algorithm. However, it has lower computational efficiency, being 24.2%
slower than the recognition model built by the GoogLe Net algorithm and 21.9% slower than the recognition
model built by the VGG16 algorithm [5].

In summary, although a lot of algorithm improvement studies have been conducted by previous people
to improve the image recognition efficiency of the convolutional neural network, most of the studies failed to
reduce the computational time consuming of the algorithm and improve the computational efficiency under
the premise of improving the recognition accuracy of the algorithm. And identifying plants in science and
technology parks is a significant and complex task that demands an intelligent system with higher efficiency.
Therefore, this research seeks to improve the recognition speed of the recognition algorithm under the premise
of improving its accuracy.

3. Design of intelligent plant identification system based on GoogLe Net algorithm for smart
city science and innovation park.

3.1. Improved GoogLe Net algorithm design considering plant image features. Intelligent plant
recognition belongs to an image recognition task, and the use of artificial intelligence (AI) algorithms is
widespread in this area. The GoogLe Net neural network in artificial intelligence technology is an algorithm
with good performance and fast computation speed that has been made public in recent years [15]. In addition,
considering the aesthetics of the landscape and the intelligent and precise management requirements of the ur-
ban science and innovation park [3]. Figure 3.1 illustrates the typical network structure of GoogLe Net, which
has demonstrated high recognition accuracy. The structure shown in Figure 3.1 has been proven to have high
recognition accuracy, and the model is reasonable in terms of computation and training time, and computation
consumption resources [11]. The GoogLe Net algorithm incorporates the Inception module, which expands the
network width and reduces the computational effort by using asymmetric convolution. Specifically, it adds a
1×1 network in front of the 5×5 and 3×3 convolutional layers to reduce the dimensionality of the data.

The network input is a 224*224*3 RGB image, and preprocessing requires subtracting the mean data from
the training set’s RGB channels for each pixel. That is to subtract the mean data of the three primary color
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Fig. 3.1: Typical structure hierarchy of GoogLe Net

channels obtained from the training set for each pixel. And to reduce the error caused by the phenomenon of
“gradient vanishing”, here it sets the convolutional layer in the Inception module to use ReLU as the activation
function. Specifically, 5*5. 3 * 3 convolutional layers are used to reduce the depth of the convolutional layer
through a 1 * 1 filter. After maximizing the pooling layer, a 1 * 1 filter is also used to reduce the depth of
the convolutional layer. After reducing the size or achieving maximum pooling, ReLU activation processing is
required. The input layer of the GoogLeNet neural network is connected to a regular convolutional layer and a
maximum pooling layer, followed by a reduced size convolutional layer and a regular pooling layer. Afterwards,
a separate convolutional layer should not be designed. A 7-step average pooling layer of 7 * 1 should be set after
the Inception module to reduce feature extraction errors caused by neighborhood size limitations during the
convolution calculation process. After completing the data dimensionality reduction, the data will be input into
the subsequent Dropout layer, with an output ratio of generally 60%. It will be followed by a fully connected
layer containing 1024 neurons, which still uses the ReLU activation function. Finally, the data will be input
into a softmax function classifier, and the predicted category data of the corresponding size will be output
according to the usage requirements. After the design is completed, the Inception module structure is shown
in Figure 3.2. As shown in Figure 3.2, compared to the simple Inception module, the Inception module in (b)
subgraph has added a 1 * 1 convolutional filter, which can achieve the effect of changing the data dimension
without changing the original feature structure, meeting the proportion invariance of features.

Considering the limited variety of cultivated landscape plants in the science park, especially the dataset
vegetation types used to test the performance of the algorithm in this study are only 12, the number of neurons
in the last fully connected layer of the GoogLe Net algorithm is also reduced to 12. Considering that the
system needs to cope with the classification task, the cross entropy function withL1 regular term is used here
to construct the loss function and the adaptive gradient method is used to estimate the network parameters,
and the loss function is calculated as shown in equation (3.1).

loss = − 1

N

N∑

n=1

M∑

m=1

[
pnm log pn̂m + (1− pnm) log

(
1− pn̂m

)]
+

1

2
λ

N∑

n=1

L∑

l=1

[‖Wl‖1 + ‖bl‖1] (3.1)

In equation (3.1), M represents the number of images and plant species in each training batch, pnm andpn̂m
represent the true probability that the n image belongs to them category and the probability that it is predicted
to be the category, Wl andbl represent the weight coefficients and intercept coefficient matrix of thel layer,
respectively. λThe former in this study is initially set to 5 × 10−4 according to the industry experience.
L represents the regularization coefficients and the number of layers containing parameters in the network,
respectively. The architecture of the GoogLeNet algorithm has been established, and detailed improvement
methods for the GoogLe Net algorithm used for plant recognition tasks will continue to be designed.
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Fig. 3.2: Schematic diagram of the calculation structure of the designed Inception module

In summary, a series of structural improvements have been made to GoogLeNet to solve the problem of
gradient vanishing. The GoogLeNet algorithm introduces the Inception module as its initial module to increase
the network width and reduce computational complexity. This module adopts an asymmetric convolution
method, which reduces the dimensionality of the data by adding a 1x1 network before the 5×5 and 3×3
convolutional layers. In the activation module, the convolutional layer in the Inception module uses ReLU as
the activation function, while the 5x5 and 3x3 convolutional layers use a 1x1 filter to reduce the depth of the
convolutional layer. After maximizing the pooling layer, a 1x1 filter is also used to reduce the depth of the
convolutional layer. By introducing the Inception module and increasing the depth and width of the network, the
network can better capture the complex features and structural information of landscape vegetation. This helps
to identify different types of vegetation, their morphology, growth status, and other details, thereby improving
the cognitive ability of vegetation. By using asymmetric convolution and adding a 1x1 network before the 5x5
and 3x3 convolutional layers to reduce the dimensionality of the data, the computational load can be effectively
reduced. This enables the network to process large-scale image data more efficiently, improving the speed and
accuracy of vegetation recognition. And ReLU, as an activation function, has nonlinear characteristics, which
helps the network better learn and represent the complex features of vegetation, and can help the network
better capture the nonlinear relationship of vegetation, improving the accuracy and robustness of vegetation
recognition.

3.2. Design of intelligent plant recognition system based on hybrid improved GoogLe Net
algorithm. . On the one hand, the deeper the hierarchy, the more training data are needed to train the neural
network before it may be able to play a good application effect. However, the image data used for training
the plant recognition system at the Smart City Science and Technology Park may be extremely limited, so it
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Fig. 3.3: Improved Inception module computational structure

is necessary to build a convolutional neural network with fewer network parameters to ensure its adaptability
and good computational performance. Therefore, this time, various improvements are made to the classical
GoogLe Net neural network algorithm to meet the demands of the intelligent plant recognition system in the
science and innovation park.

In this study, the main purpose of achieving the overall number of parameters reduced while maintaining the
computational accuracy of the GoogLe Net neural network is from the perspective of improving the Inception
module. In the design idea of Visual Geometry Group Net (VGGNet) neural network, two 3×3 convolutional
layers can achieve the same receptive field as a 5×5 kernel while reducing the number of parameters by at least
20% compared to the latter. In the process of improving the Region-Convolutional Neural Networks (R-CNN)
target detection network to Fast R-CNN, the structure of reusing the convolutional layer information is used
in it in order to reduce the training time of the algorithm. Specifically, the R-CNN algorithm utilizes the
convolutional structure to create a feature map for each proposed region individually. While Fast R-CNN is
also a convolutional feature map in the original image, resulting in all proposed boxes being formed in the same
feature map output following convolutional computation. Based on the concepts of reusing the convolutional
feature layer and convolutional kernel substitution, an improved Inception module is now designed by combining
the two computational branches of 3*3 and 5*5 size convolutional kernels in the original Inception module; The
input module first uses a 1*1 size convolutional kernel for dimensionality reduction processing, followed by an
input 3 * 3 size convolutional block; The output information for this convolutional layer has two branches, one
of which will directly use the output information as one of the outputs of the Inception module; The other
branch will pass through convolutional layers of size 1*1 and 3*3 in order to reduce the output to one of the
final module outputs. Figure 3.3 displays the enhanced computational hierarchy of the Inception module.

The activation function plays a crucial role in determining the final computational performance of a deep
neural network algorithm. A nonlinear activation function can effectively ensure the network’s fitting ability. In
general, a good activation function needs to be monotonic, non-saturated, low computational complexity, with
few parameters, non-linear, and differentiable everywhere. However, the ReLU or Swish activation functions
used in traditional neural networks suffer from neuron “necrosis” and large computational effort, respectively.
The latter is contrary to the original purpose of the research design to improve the Inception module. Therefore,
in order to improve the computational accuracy and reduce the computational complexity of the GoogLe Net
neural network, H_Swish function is chosen as the activation function in the algorithm, and its calculation
method is shown in equation (3.2).

H_Swish(x) = x ·ReLU(x+ 3)/6 (3.2)

In equation (3.2), x is the independent variable of the input H_Swish function. After improving and replacing
the Inception module and the activation function of the GoogLe Net neural network respectively, the other
structures in the neural network and the way the parameters are updated are left unchanged.

Given the limited amount of training and testing image data utilized in this study, it is necessary to use
the migration learning technique to ensure high computational accuracy of the algorithm under such conditions.
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Fig. 3.4: Computational structure of plant multi-cue recognition model based on convolutional neural network
algorithm

In other words, the study borrowed more complete and rich training data to train a neural network with more
reasonable and mature parameters. Specifically, with reference to the general steps of migration learning, this
study chose to use a richer image dataset to train the improved GoogLe Net neural network. Specifically, the
last two fully connected layers in the network structure were modified to adjust the number of fully connected
neurons to the number of desired classification categories, and a richer image dataset was used to train the
neural network. After training, the neural network was trained again by applying the originally matched dataset
to fine-tune some of the parameters to make the network more adaptable to the plant recognition needs of the
science and technology park.

In plant recognition tasks, the information on recognition features that a single plant organ can provide
is often more limited, especially different plant species in the same subject may have organs with similar
appearance. For instance, while the flower shape and color of plum blossom and cherry blossom are relatively
similar, but the leaf structure and the shape of the entire plant of plum blossom tree and cherry blossom tree
differ considerably. It can be seen that the utilizing the multi-cue model for developing a plant recognition
system can further improve the plant recognition ability of the system and alleviate the recognition error
problem caused by the over-similarity of individual organs or local structures of plants to a certain extent.
The computational layout of the plant multi-cue model based on the convolutional neural network algorithm is
shown in Figure 3.4. As shown in Figure 3.4, the convolutional neural network-based plant multi-cue feature
recognition model consists of two key components. Firstly, it requires training a sub-recognition model for each
major recognition organ of the plant for a single organ, and the sub-recognition model in this study consists of
a modified GoogLe Net neural network. Secondly, it involves efficiently merging the independent single-organ
recognition models.

It is evident that each input for the plant multi-cue recognition model constructed in this study, is the final
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computational output of a related single-organ recognition model. This facilitates the encompassing model
in acquiring an expanded insight into the plants, that are supposed to be recognized, in distinct dimensions.
However, whether the final recognition results after integration can be more accurate than individual models
depends mainly on the integration method of each single model. This study refers to the sublearners integration
method of random forest algorithm, and uses the weighted summation of each single organ classifier to form the
final classification results. The percentage of the sublearner’s contribution in the final prediction is determined
by the prediction category score of the single-organ prediction model. The detailed design of the integration
approach is presented in this section. Since most plants can be identified by four aspects: leaves, fruits, flowers,
and whole plants, only four sub-learners are also correspondingly set in the multi-cue plant identification model
designed in this study, assuming that the model identification accuracy of each sub-learner isA1 , A2 , A3 ,
andA4 , and can be described by equation (3.3).

A = {A1, A2, A3, A4} (3.3)

In equation (3.3), A represents the sublearners recognition accuracy matrix, then the integrated output weight
of each sublearners can be described by equation (3.4),

qi =
Ai∑N
i Ai

(3.4)

WhereAi represents the classification accuracy of thei th plant organ recognition model on the test set, andN
represents the number of single-organ plant recognition sublearners. It should be noted that the inputs of
each sublearners are the corresponding plant part images of the plant parts, and each sublearner operates
independently of the others. The sublearners’ scores weighted according to the weights of equation (3.5) will
be used as the initial values of the prediction scores for each category of the multi-cue modelS∗

i ,

S∗
i =

qiSi∑4
i=1 qi · Si

(3.5)

WherePj is the score of the final predicted category by thei th sub learner, which needs to satisfy the0 < Si < 1
relationship, andS∗

i the initial score of thei th sub learner input to the integrated model. If the same category
scores appear in the sub learners, it means that multiple sub learners predict the same plant category and they
need to be combined. That is, ifPi = Pj , andPi, Pj ∈ {1, 2, ..., 12} , i < j , the relationship of equations (3.6)
and (3.7) exists.

S∗
i = S∗

i + S∗
j (3.6)

Pj = 0 (3.7)

In Eq. (3.7), Pj represents the predicted plant category output by thej sub learners. The integrated learner
then counts the scores of each category label of the current image to be recognized and outputs the category
with the highest score as the predicted category, as shown in Eq. (3.8).

ŷ = Pi (i = argmax(S∗
i ), i = 1, 2, 3, 4) (3.8)

Finally, the experiment presents the calculation formula for the test indicators. This study shares two indicators:
accuracy and calculation time. The latter is obtained through a computer-based timer and does not require
further processing. Equation (3.9) demonstrates the calculation method for accuracy.

Accuracy =
TP + TN

TP + TN + FP + FN
(3.9)

In equation (3.9), TP and TN respectively represent the number of cases accurately judged as positive and
negative, while FP and FN respectively represent the number of cases wrongly judged as positive and wrongly
judged as negative.
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Table 4.1: Statistics on the number of various types of images in the PlantCLEF2016 dataset

Number Category ID Blade pictures Fruits pictures Flower pictures Pictures of the whole plant

#01 309265 198 96 62 119

#02 007574 120 24 37 255

#03 106245 27 23 91 122

#04 012807 41 29 24 98

#05 016730 32 61 465 135

#06 041186 25 25 28 164

#07 309347 71 51 67 230

#08 012513 115 38 38 241

#09 251599 45 117 82 256

#10 228025 30 23 33 40

#11 309295 359 27 81 269

#12 133595 162 80 50 293

4. Plant intelligent identification system performance analysis.

4.1. Performance analysis experimental program development. The following computational ex-
periments are designed to validate the performance of the improved GoogLe Net neural network algorithm-based
plant intelligent recognition system for science and technology parks designed in this study. The datasets used
in the experiments are ImageNet, which is a large image database containing at least 14,000K in size and
more than 20,000 categories, and PlantCLEF2016, which assisted in the initial training of the model during
the migration learning phase. The latter dataset was also used for fine-tuning and performance testing of the
model post-initial training. Table 4.1 displays the key components of the PlantCLEF2016 dataset.

Before using the dataset, it also needs to be preprocessed. To avoid the model parameters biased to certain
categories, the image quality is enhanced by using perspective transformation, affine transformation, etc. to
expand a smaller number of image types and by using contrast enhancement, color dithering, etc. To compare
the computational effects of the improved algorithms, the VGG16 algorithm, the classical Google Net algorithm,
and the Faster-RCNN algorithm, which are commonly used in the industry and have good performance, are
selected as the comparison methods to build the plant recognition system. The hyperparameters for each neural
network algorithm were determined using the dichotomous method of multiple debugging with common tuning
parameters in the industry. The parameters were not duplicated. To comprehensively compare the performance
of the algorithms designed in this study, a comparative experimental scheme is designed as shown in Table 4.2.
It is important to note that “MM” in Table 4.2 represents the abbreviation for the multi-cue model.

The reason for choosing this method of "expand+drop" for preprocessing is to solve the imbalance problem
in the dataset and enhance the quality of training data. By expanding the dataset, the model can be exposed
to more diverse images, which helps improve its generalization ability for unseen data. Discarding images
with insufficient pixel ratio helps prevent the model from bias towards certain categories and ensures that
relevant features are focused during training. The use of "expand+drop" preprocessing techniques can enhance
the performance of the model by providing more diverse and balanced datasets. This may lead to better
generalization ability and higher accuracy during training and testing stages. By focusing on relevant features
and avoiding bias towards specific categories, the model becomes more robust and effective, and can identify
different plant organs or species.

Transfer learning can utilize knowledge gained from a task to improve the learning of related tasks. In
this case, the source task involves model training on a large dataset such as ImageNet, which contains various
images from multiple categories. By pre training on ImageNet, the model learned rich and universal features
that can be transferred to the target task of plant recognition. The use of transfer learning can significantly
improve the performance of models, especially when applied to tasks with limited labeled data. By using
the weight initialization model learned in ImageNet, the model learns more basic features from images, which
can accelerate convergence speed in target task training. This typically leads to faster training and better
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Table 4.2: Comparison experimental protocol display table

Experiment Algorithm solutions Program explanation Purpose of the experiment
number

#01
Improve GoogLe Net+MM+New
Learning

Direct training and testing with
PlantCLEF2016

Exploring whether the use of migra-
tion learning is beneficial for

Improve GoogLe
Net+MM+Migration Learning

Initial training with ImageNet, fine-
tuning and testing with Plant-
CLEF2016

improving recognition system per-
formance

#02

Improvements to GoogLe
Net+MM

Multi-cue model by improved
GoogLe Net

Exploring the effect of different
model organization methods

Improving GoogLe Net+ Flower
Single Organ

Improving the GoogLe Net algo-
rithm by training with only flower
images

on recognition performance

Improving GoogLe Net+ fruit sin-
gle organ

Training a single model using only
fruit images

Improvement of Google Net+ leaf
single organ

Training a single model using only
leaf images

Improved GoogLe Net+ whole sin-
gle organ

Training a single model with only
the whole image

Improved GoogLe Net+ hybrid
recognition

Training a single model with all im-
ages

#03

Improvements to GoogLe
Net+MM

/ Comparing the recognition perfor-
mance of multi-cue models

VGG16+MM Multi-cue model construction using
the VGG16 algorithm

composed of different algorithms

GoogLe Net+MM Similar to the previous algorithm
Faster-RCNN+MM scheme

#04 Consistent with #03 / Compare the calculation time of
each model

Table 4.3: Experimental working environment and hyperparameter setting results

Type Number Name Values and Setting Results

Hardware environment
#11 Host processor Intel Core i7-6800K
#12 Random Access Memory Specifications 6GB
#13 Read Only Memory Specifications 1024GB

Software environment
#21 Operating system Windows 10 Professional Edition
#22 Programming language Python
#23 Database software MySql

Parameter settings

#31 Learning rate 0.0001
#32 Maximum number of iterations 800
#33 Does the hidden layer have offset items Yes
#34 Parameter initialization method Random Initialization
#35 Number of training samples in a single batch 64

generalization performance, resulting in higher accuracy and better overall performance.

The environmental settings and hyperparameter settings for this experiment are shown in Table 4.3. The
environmental settings are categorized as either hardware or software. The hyperparameters are obtained by
conducting multiple experiments within the conventional range or conventional setting method to select the
optimal value. The remaining parameter settings were determined during the model design phase.

4.2. Analysis of experimental results. The horizontal axis of Figure 4.1 displays various strategies
for preprocessing data sets, including processing method 1, processing method 2, and processing method 3,
which correspond to “no expansion + no discard”, “no expansion + discard”, and “expansion + discard” in
that order. The processing method “expand + discard” is also depicted. “Expansion” represents the use of
image processing techniques to expand the number of images in a relatively small number of categories in the
dataset, and “discard” represents the deletion of images in the dataset where the percentage of pixels of the
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Fig. 4.1: Comparison of recognition accuracy of improved GoogLe Net under new learning and migration
learning models

target plant organ is too small. The vertical axis of Figure 4.1 represents the image recognition accuracy of
each model, and the different color labels represent different model training schemes. It is noted that to reduce
the effect of experimental random error, each experimental scheme was repeated 20 times. The metrics of
the type of measurement were presented in the form of mean ± standard deviation. The difference between
groups was verified using the T difference significance test, with the level of significance set at 0.05. Observing
Figure 4.1, it can be seen that the accuracy of the training scheme with the fused migratory learning is higher
under the condition of using the same dataset pre-processing scheme. For example, the recognition accuracy
of the migration learning scheme for treatment schemes 1 to 3 is 29.53, 29.34, and 24.59 percentage points
higher than that of the brand-new learning scheme, respectively. From the perspective of processing schemes,
the model using scheme 3 achieves the highest accuracy in comparison to the other conditions.

Considering the results of the study in Figure 4.2, the datasets of all model schemes of the subsequent
experiments need to be pre-processed in the way of processing scheme 3, and all of them are trained with
the migration learning method. The results of Experiment #02 were used to generate Figure 6, where the
horizontal axis represents the model scenarios formed by different organization methods, which are explained
in Table 4.2, and the vertical axis represents the image recognition accuracy of each model. As we can see in
Figure 4.2, the recognition accuracy of the “Improve GoogLe Net+MM” organization scheme is the highest,
with a mean value of 92.95%, while the accuracy of the models trained with whole plant images or mixed all
images is lower, with a mean value of 66.38% and 71.42%, respectively. It indicates that the multi-cue model
combining each major plant organ and the overall image, outperforms a single model in terms of recognition
performance.

Considering the results of the study in Figure 4.2, it is necessary for all algorithms in the following experi-
ments to create multi-cue models in order to take part in the study. The results of Experiment #03 were used
to create Figure 4.2, where the horizontal axis represents the recognition models built based on each algorithm,
the left vertical axis represents the recognition accuracy, and the right vertical axis represents the difference
between the recognition accuracy of each algorithm model and the “Improve GoogLe Net+MM” model de-
signed in this study, in %. As can be seen in Figure 4.3, the recognition accuracy of the “Improve GoogLe
Net+MM” model designed in this study is still significantly higher than the other comparable models. The
“Faster-RCNN+MM” model follows with the second-highest accuracy rate.

The average accuracy of the MM model is 90.51%, which is only 2.44 percentage points lower than that of
the previous model. It shows that the recognition performance of the algorithm model designed in this study
is already better than the Faster-RCNN model which has a better recognition effect in the market.

The results of Experiment #04 were used to create Figure 4.3. The graph displays the amount of time
spent on computing (vertical axis) versus the number of images to be identified (horizontal axis). These images
were sourced from the ImageNet dataset. As we can see in Figure 4.4, the “Improve GoogLe Net+MM” model
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Fig. 4.2: Comparison of recognition accuracy of different model organization methods

Fig. 4.3: Comparison of recognition accuracy of each algorithm model

is lower than the other three comparison models as the number of images to be recognized increases, while the
computation time of the model built by the unimproved GoogLe Net algorithm is higher, but the computation
time of the “VGG16+MM” model is lower than the other three comparison models when the sample size is
larger. The “VGG16+MM” model requires the longest computation time of 37.86 seconds.

To further analyze the reliability and application value of this design model, 80 landscape plant experts
from both domestic and foreign sources are now invited to conduct an evaluation experiment. Obtain a total
of 762 real landscape plant images from a domestic science and technology innovation park, and use this design
model and comparison model for landscape plant recognition. And have experts rate the recognition results of
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Fig. 4.4: Comparison of computational time consumption of each algorithm model

Table 4.4: Statistics of Evaluation Experiment Scoring Results

Identification Average value Standard deviation Maximum value Minimum value

Improve GoogLeNet+MM 9.18 0.43 9.77 8.81

GoogLeNet+MM 8.24 0.52 9.05 7.63

VGG16+MM 7.65 0.64 6.89 8.30

Faster-RCNN+MM 8.69 1.09 9.62 6.84

each model on a 10 point scale, and the scoring results are shown in Table 4.4. The scoring results, shown in
Table 4.4, indicate that the overall average of the Improved GoogLeNet+MM recognition model designed in this
study is the highest, with the most stable scoring results. The overall rating data for the Faster RCNN+MM
recognition model is only lower than the former, but the stability of the rating results is the worst because the
latter has the largest standard deviation of 1.09 among all models.

From the results of the above data experiments and evaluation experiments, it can be seen that the model
proposed in this study exhibits favorable application outcomes. The communication between the experimental
members and the expert group members in the evaluation experiment found that the expert team believes that
the recognition model designed in this study better solves the problem of insufficient accuracy in identifying
scarce categories in traditional landscape plant recognition models within science and technology innovation
parks. This is mainly because the model designed in this study uses transfer learning to assist in training
the model, enabling the model to obtain more effective local feature information that exists in different plant
images.

Finally, the study will separately analyze the limitations of the design model. Firstly, the biggest limitation
of this study is the inability to deploy the designed model into the plant management system for testing its
effectiveness in a more realistic usage environment. Secondly, the evaluation experiment part of this study only
invited experts to participate, and did not test the evaluation and application attitude of ordinary people to
this model. These shortcomings will be addressed and improved in subsequent research.

5. Conclusion. This study focuses on the recognition accuracy and speed issues of traditional landscape
vegetation intelligent recognition models. The GoogLeNet algorithm is improved and a landscape plant recog-
nition system for science and technology innovation parks is designed. The experimental results show that
the model’s recognition accuracy is significantly improved by pre-processing the training data set with “ex-
pand+drop” and training the model with transfer learning. The recognition model constructed with multiple
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cues achieved an average classification accuracy of 92.95%, which surpasses that of all single models significantly.
Compared with other models based on different algorithms but built in the same way, the recognition accu-
racy of the “Improve GoogLe Net+MM” model designed in this study is 92.95%, which is higher than all the
comparison models. The “Faster-RCNN +MM” model follows with an average accuracy of 90.51%. Moreover,
the computation time of the “Improve GoogLe Net + MM” model is lower than other models when processing
larger data. The research data show that the improved GoogLe Net algorithm can improve the accuracy of
plant recognition. However, due to limited research energy, this study was unable to combine the designed
recognition system with the plant intelligent management system to analyze its application value. Subsequent
research can develop real-time monitoring and feedback systems to continuously monitor the health status of
plants and provide timely feedback. Real time data is fed back to the factory’s intelligent management system
for real-time decision-making and adjustment through sensor networks, cameras, or other IoT devices. Utilize
machine learning and intelligent algorithms to deeply integrate plant recognition systems and factory intelligent
management systems. By continuously learning and optimizing, the system can adapt to different environments
and plant species, and provide more accurate predictions and recommendations.
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PERFORMANCE ANALYSIS OF SMART CITY LANDSCAPE DESIGN AND PLANNING
BASED ON THE INTERNET OF THINGS

CHAO KANG∗, YANTING HE†, AND JINGJING XU‡

Abstract. With the continuous development of the IoT technology, the concept of smart city has gradually become one of the
key elements of urban planning and design. The purpose of this study is to explore the smart urban landscape design and planning
based on the IoT, and to provide new perspectives and methods for the future urban development through in-depth research and
analysis of related issues. First, this study reviews the relevance of smart city and landscape design, highlighting the importance
of IoT technology in urban planning. Secondly, through case analysis and field trips, the successful experiences and challenges
of smart cities that have implemented the IoT technology are analysed. In terms of design and planning, this study proposes a
landscape design framework integrating IoT technology, emphasizing the interaction between urban landscape and information
technology to promote sustainable urban development. Finally, this study summarizes the relevant findings, and prospects the
future development trend of smart urban landscape design planning, to provide useful guidance and inspiration for urban planners
and designers. Through this study, theoretical support and practical experience can be provided for building a more intelligent
and liveable urban environment.

Key words: IoT, Smart city, Landscape design and planning, Sustainable development

1. Introduction. The Internet of Things (IoT) refers to the use of information sensing devices to con-
nect any object to a network according to agreed protocols. Objects exchange and communicate information
through information dissemination media to achieve intelligent recognition, positioning, tracking, supervision
and other functions. With the continuous development of science and technology and the rapid advancement
of urbanization process, smart city has become the frontier topic of contemporary urban planning and design.
Among them, the booming development of the IoT technology provides new possibilities for the innovation
of urban space [1, 2]. The purpose of this study is to deeply explore the smart urban landscape design and
planning based on the IoT, to integrate advanced technologies in the urban development, optimize the spatial
layout, and improve the living quality of residents.

Modern cities face many complex and urgent challenges, such as traffic congestion, limited resources, envi-
ronmental pollution and so on. These problems require not only innovative solutions, but also interdisciplinary
cooperation and comprehensive thinking. The IoT technology, with its characteristics of temporal data col-
lection and intelligent decision-making, provides urban planners with an unprecedented means to meet these
challenges. Therefore, it is necessary to deeply study the application of the IoT in smart urban landscape
design planning to explore its great potential in urban management.

The significance of the IoT lies in its ability to connect the physical and digital worlds, achieve real-time
collection, transmission, and processing of information, improve people’s quality of life, promote innovation
and development in various industries, and contribute to the rational utilization of resources and sustainable
development. As an important part of urban planning, landscape design is not only related to the aesthetic
feeling of urban appearance, but also related to the quality of residents life and the sustainable development
of the city. Through the integration of the IoT technology, landscape design can achieve more refined and
intelligent planning, making the urban space more adapt to the needs of residents and lifestyle [3, 4]. In the
face of the growing the trend of urbanization and complex urban challenges, wisdom urban landscape design
planning how to better use of the IoT technology, to improve the urban sustainability, liability, and intelligence,
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and how to balance in the digital age technology innovation and cultural heritage, to create a humanistic care
of urban landscape is facing the problem of [5, 6].

This study will further expand the understanding of the application of the IoT technology in the smart
urban landscape design and planning through in-depth analysis and extensive application of various research
methods. The literature review systematically combs the application process of the IoT technology in urban
planning and landscape design, and provides a theoretical basis for the research. The case analysis will dig
deep into the existing practical experience, draw inspiration and lessons from the successful cases, and lay a
practical foundation for putting forward the innovative design framework. Expert interviews will bring together
in-depth insights from urban planning experts, landscape architects, and IoT professionals to provide a more
comprehensive understanding of the needs and challenges in different areas.

The application of mathematical modelling and simulation technology will help to build the influence model
of IoT technology in urban landscape design, and provide more specific data support for research. An extensive
questionnaire will cover urban residents, planning practitioners, and design professionals to provide a more
comprehensive basis for the proposed innovative design framework and guiding principles by collecting diverse
perspectives and needs.

This study aims to provide more practical and feasible guidelines for the application of Internet of Things
technology in the fields of urban planning and landscape design. By deeply analysing the current state of
technology, evaluating its potential impact on urban sustainability, and exploring the integration of technology
and traditional aesthetics, we provide more comprehensive decision-making support for urban decision-makers,
planners, and designers, and promote the practical development of smart cities. To provide innovative ideas
and practical tools for future urban planners and designers, leading cities towards a more intelligent, livable,
and sustainable future.

2. Overview of Smart City Landscape Design.

2.1. Overview of smart city development. With the rapid advancements in science and technology,
the concept of a smart city has emerged as a pivotal aspect of modern urban planning. This notion emphasizes
the seamless integration of information and communication technologies into cities, aiming to enhance urban
operational efficiency, optimize resource utilization, and elevate the quality of life for residents [7, 8]. The
ascendance of the IoT technology is a significant impetus for the progress of smart cities. Connecting sensing
devices to the Internet enables real-time monitoring and data exchange across diverse urban domains.

Within the ambit of the smart city paradigm, urban infrastructure has seamlessly transitioned into the
intelligent era. The traffic system now optimizes traffic flow, mitigating congestion, while the intelligent energy
system effectively integrates energy resources to boost energy efficiency. Furthermore, environmental monitoring
technology assists cities in achieving precise environmental management and safeguarding natural ecology [9].
Extensive data analysis holds a pivotal position in the bright city landscape. By mining vast data, city managers
gain a deeper, more nuanced understanding of residents’ behaviours, urban operational conditions, and the root
causes of challenges. This data-driven decision-making approach renders urban planning more scientific, agile,
and responsive to evolving urban needs.

The development of smart cities is not merely tethered to technological innovations; it also encapsulates the
enhancement of the living environment. Residents can now effortlessly access medical care, education, cultural,
and entertainment services through intelligent offerings, enhancing the city’s attractiveness and quality of life.
Additionally, the advancement of intelligent cities necessitates seamless collaboration between governments,
enterprises, and various sectors of society to facilitate the widespread adoption of innovative technologies and
steer cities toward a brighter, more sustainable future. Although the development of smart cities provides many
advantages for urban management and residents, it is also accompanied by a series of challenges, including data
privacy protection, and network security risks. Fig. 2.1 shows the architecture diagram of the smart city grid
management platform. The future smart city development needs to pay attention to the balance of ethics
and social issues while making technological innovation, to ensure the comprehensive and sustainable urban
development.

2.2. Application of IoT technology in urban planning and Landscape design. With the continu-
ous evolution of the IoT technology, its application in urban planning and landscape design presents a promising
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Fig. 2.1: Deep learning applied to short-Term traffic models

prospect [10, 11].
First, the real-time data monitoring of the IoT provides an accurate information foundation for urban

planning. Through large-scale sensor networks, city managers can obtain real-time data on traffic flow, environ-
mental quality, population density, and more. This provides planners with a deep opportunity to understand
the operation of cities, making urban planning more scientific and sustainable.

In the field of transportation, the IoT technology has realized the intelligent and optimized [12, 13] of the
transportation system. The interconnection of traffic lights, intelligent vehicles and pedestrian devices enables
the traffic flow to be monitored and adjusted in real time, minimizing congestion, and improving the road
utilization efficiency. This means more efficient and green transportation planning for urban planners.

In landscape design, IoT technology offers the possibility of creating a smarter urban environment. Through
sensors that perceive environmental parameters, landscape designers can obtain real-time weather, light, and
other information, to adjust the design of public space and improve the ecological friendliness of the city. This
smart environment design not only beautifies the city, but also provides a more livable living space for the
residents.

The IoT technology also promotes the intelligence of buildings. By connecting various equipment and
systems, intelligent buildings realize intelligent control of energy and optimization of security system. In urban
planning, this means a more energy-efficient and intelligent building design to create a more sustainable future
for the city. In general, the widespread application of the IoT technology makes urban planning and landscape
design more intelligent and more efficient. It not only improves the sustainability and livability of the city, but
also provides a new impetus for urban innovation and development. This trend will further drive cities to be
smart and sustainable.

3. Innovative framework of smart urban landscape design and planning.

3.1. Principle of the IoT technology. The IoT is an advanced technology system dedicated to deeply
integrating the physical world with the digital world, achieving this goal by connecting and sharing information
[14, 15]. Its basic principle covers several key aspects, among which sensing technology is one of the foundations,
including various sensors and detectors, used to collect data of temperature, humidity, light, motion, and other
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Fig. 3.1: Full view of the IoT technology

parameters, to transform physical phenomena into digital signals.

Communication technology plays a key role in the IoT, because the large number of devices need to
communicate information [16]. Wireless communication technologies, such as Wi-Fi, Bluetooth, Zigbee, and
cellular networks, enable devices to deliver data in real time and connect to the Internet. Data processing and
storage is another key link. Cloud computing and edge computing technology realize efficient data management
by processing and analysing the data obtained from sensing devices and extracting useful information.

Fig. 3.1 shows the full view of the IoT technology. To ensure the secure interaction between devices,
the IoT introduces identity authentication technology and security protocol to ensure that only legitimate
devices can access the network, and protect the security of data in transmission and storage through encryption
[17, 18]. Interoperability is designed to solve the problems caused by diversified devices, platforms, and protocols.
Through standardized protocols and interfaces, different devices can communicate with each other to achieve
seamless connection.

Considering that many Ito devices rely on limited energy sources, energy management becomes a critical
principle. Using low power design, energy recovery and optimized communication protocols can help to extend
the service life of equipment [19, 20]. Finally, remote control and self-adaptation technology enable the system
to remotely monitor and regulate the equipment, adjust its own behaviour according to environmental changes
and needs, and enhance the flexibility and adaptability of the system. These principles cooperate with each
other to build the basic framework of the IoT technology, providing a brand-new digital possibility for smart
city landscape design and planning.

The core of the IoT technology lies in perception, communication, processing and security, and these
principles together build an efficient interconnected network. First, the perception of data is realized through
various sensors, as shown in (3.1):

Datasensed = Sensor (Physical_world) (3.1)
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These sensing devices convert information from the physical world into digital signals. Then, through a
variety of communication technologies, the device transmits the data to the cloud or other devices, and the
communication formula is stated by (3.2):

Datatransmitted = Communication_Tech (Datasensed) (3.2)

After the data reaches its destination, the cloud computing and edge computing technology will process
and store it, as shown in (3.3):

Processed_Data = Data_Processing (Datatransmitted) (3.3)

This process usually includes data analysis, model training, etc., to extract useful information. The security
of data is critical, so identity authentication and encryption are required. The security (3.4) states:

Secure_Data = Security_Protocol (Processed_Data) (3.4)

To ensure interoperability between devices, a standardized protocol and interfaces are necessary, and the
interoperability formula can be stated by (3.5):

Interoperability = Standard_Protocols_and_Interfaces (3.5)

Energy management is critical for many IoT devices, especially mobile and low-power devices. The energy
management formula is shown in the (3.6):

Energy_Management = Low_Power_Design+ Energy_Harvesting (3.6)

Finally, remote control and adaptation enable the system to adjust its behaviour according to environmental
changes and requirements, which can be expressed in (3.7):

Adaptation = Adaptive_Algorithms (Changes,Demands) (3.7)

These principles work together with each other, working together to build the foundation of the IoT
technology, providing strong digital support for urban planning and landscape design.

3.2. Smart city landscape design process based on the IoT. When planning the smart urban
landscape design, the demand analysis is the first step to clarify the design objectives, such as improving the
quality of life of residents and optimizing the use of urban space in [21, 22]. This stage also covers an in-depth
study of the urban development status and challenges, providing comprehensive background information for
the design. Subsequently, the critical data collection phase is achieved through the deployment of IoT sensing
systems, using environmental sensors, intelligent lighting, and other devices to collect real-time data, including
air quality and traffic flow, and conduct comprehensive analysis.

In the design stage, the focus turns to integrating the IoT technology, giving the landscape a higher
intelligent level of [23] through elements such as intelligent lighting and intelligent seats. Virtual design tools are
used to simulate the layout of landscape elements, consider the influence of people flow, traffic flow and natural
conditions, and integrate humanistic factors into the design to achieve a more humanized urban landscape.

Fig. 3.2 shows the design scheme of the IoT scenario architecture. The implementation stage should focus on
the deployment of devices and system integration, and deploy the IoT devices and intelligent landscape elements
according to the design scheme to ensure that they can work together. Through testing and tuning, the system
can run stably in practical application. In the monitoring and management stage, real-time monitoring is
realized through the IoT technology to analyse the status of urban environment and landscape elements and
provide support for decision-making. At the same time, regular maintenance and update are the key to ensure
the long-term operation of the system.

Close communication with community residents and relevant stakeholders is essential throughout the pro-
cess. By collecting feedback, understand their needs and opinions, and adjust the landscape design according to
the actual operation to better meet residents expectations. This interaction and collaboration promote strong
connections between the community and designers. Through this process, the smart urban landscape design
based on the IoT can flexibly adapt to the development of the city and the needs of residents, and improve the
sustainability, liability, and intelligence of the city.
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Fig. 3.2: Architecture dsign schime of the IoT scenario

3.3. Smart city landscape design and planning system architecture based on the IoT. The
architecture of the smart city landscape design and planning system based on the IoT mainly includes the
perception layer, the communication layer, data collection and storage layer, data processing and analysis layer,
and the application and control layer [24, 25]. In the sensing layer, various sensors and smart devices are used
to sense the urban environment and resident activities in real time. The communication layer uses the IoT
communication protocol and wireless technology to establish connections between devices. The data collection
and storage layer are responsible for collecting, storing environment data, and conducting local storage. The
data processing and analysis layer conducts large amounts of data processing and analysis through cloud
computing and edge computing technology, and applies machine learning and artificial intelligence to optimize
the system performance [26]. In the application and control layer, virtual design tools simulate the layout of
landscape elements, and real-time monitoring and control functions enable city managers to respond to urban
changes. The application and control layer includes a user interface for urban planners and residents to view
data, provide feedback and participate in decision making. The feedback and optimization layer of the whole
system is responsible for feedback the analysis results to the city managers and design team to support the
decision making. At the same time, optimizing and adjusting the system through feedback information to meet
the needs of the city and the residents expectations. Fig. 3.3 shows the application framework design of the
IoT. The security and privacy layer ensures the security of the system and the privacy of personal data through
identity authentication, encryption, and privacy protection measures. Such a system architecture provides
comprehensive management and intelligent control for the smart city landscape design and planning.

4. Results and discussion.

4.1. Evaluation indicators. The smart city landscape design planning based on the IoT involves many
aspects, including environmental monitoring, energy utilization, traffic flow, social interaction, etc. The evalu-
ation indicators involve the following formula [27, 28]:

In (4.1) is the environmental monitoring index, where n is the number of the environmental parameters
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Fig. 3.3: Application frameworks design of the IoT

monitored, including air quality, water quality, noise, etc.

EMI =

∑n
i=1 Parameter

n
(4.1)

In (4.2) is the environmental monitoring index, where n is the number of the environmental parameters
monitored, including air quality, water quality, noise, etc.

SEEE =
LightingEfficiency

TotalEnergyConsumption
× 100% (4.2)

The traffic flow optimization index is shown in (4.3), which can help to evaluate the optimization effect of
the IoT-based traffic management system on urban traffic flow.

TFOI =
OptimizedTrafficF low

UnoptimizedTrafficF low
× 100% (4.3)

The social interaction activity assessment is conducted as shown in (4.4), and this formula can be used to
assess the activity of urban residents on social media, reflecting the level of social interaction.

SIAA =
SocialMediaInteractionCount

TotalCityResidents
× 100% (4.4)

In (4.5) is the calculation formula of the intelligent energy utilization index, which can be used to evaluate
the intelligent utilization degree of energy used by the urban energy management system based on the IoT.

ESUI =
SmartEnergyUtilization

TraditionalEnergyUtilization
× 100% (4.5)

4.2. Analysis of the experimental results. In the experiment, this study is committed to deeply ex-
plore the impact and effect of smart urban landscape design planning based on the urban environment. Through
detailed data acquisition and careful analysis of results, a comprehensive understanding of the advantages and
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potential problems of the design scheme. First, the data acquisition was performed, and the following methods
were used to collect the experimental data.

A sound sensor network built by deploying IoT sensors monitors environmental parameters, including but
not limited to air quality, temperature, and humidity, etc. This provides real-time and reliable data for the
objective assessment of the actual impact of the design schemes on the urban environment.

An extensive user survey was conducted, and through the questionnaire survey and user feedback, residents
views, and experience of the smart city landscape. This combination of qualitative and quantitative approaches
provides the basis for an in-depth understanding of key information such as citizen engagement and satisfaction.

Through a detailed analysis of energy use, the actual impact of the design scheme on energy efficiency is
evaluated [29, 30]. In terms of the environmental parameter analysis, some key results were found through the
in-depth analysis of the sensor network data. The air quality in the experimental area was significantly better
than that in the control area, proving the positive effect of the smart city design scheme in improving the
environment. In addition, the intelligent control of the IoT devices plays an important role in regulating the
temperature and humidity, and improves the living comfort of urban residents. Through the user survey, we
learned that most respondents are satisfied with the smart city design, especially in terms of safety, convenience,
and environmental friendliness. At the same time, some feedback mentioned the room for improvement, such
as improving the efficiency of information transmission and providing more interactive experiences, providing
useful suggestions for future designs. In the analysis of energy use effect, it is found that the smart city design
scheme has achieved significant energy saving effect in energy use and effectively reduced the urban operation
cost. In addition, through intelligent management and optimization, the urban infrastructure is more in line
with the principles of sustainable development, providing substantial support for the sustainable development
of cities.

Fig. 4.1 presents a comprehensive overview of the IoT system’s data statistics, offering a deep dive into
the evolving patterns of its pivotal indicators. Over the recent months, the performance of IoT systems has
undergone noteworthy advancements. Firstly, the figure underscores a gradual surge in the number of IoT
devices connected to the system, with a notable increase of 25% since the beginning of the year. This upward
trend signifies the system’s enhanced scalability, enabling a broader array of devices to integrate and facilitate
data collection and exchange seamlessly. This expansion can be attributed to the seamless integration of new
equipment, timely system upgrades, and ongoing optimization efforts. Secondly, the figure reveals fluctuations in
the data transmission rate. Specifically, during the third quarter, the average transmission rate increased by 10%
compared to the previous quarter. This marked improvement is likely due to system optimizations, including
implementing more efficient data routing algorithms and deploying high-capacity network infrastructure. This
refinement significantly enhances the system’s real-time capabilities and response speed, resulting in a smoother
user experience. The data statistics reflect the system’s stability and reliability. Over the past six months,
the system failure rate has maintained a consistently low level, averaging 0.5% per month. This remarkable
consistency indicates that adequate measures have been implemented throughout the system’s design, operation,
and maintenance, including proactive monitoring, timely patching of vulnerabilities, and robust backup systems.

Fig. 4.2 offers a comprehensive visualization of the data dispersion within the innovative City IoT system,
revealing intricate patterns and insights into the system’s performance across various dimensions. This map
not only underscores the diverse scores achieved by different subsystems but also highlights potential areas of
improvement. Upon closer inspection, the figure reveals a spectrum of scores across the various subsystems,
reflecting their unique functional characteristics, implementation efficiencies, and degrees of data integration.
These disparities are crucial in accurately assessing the system’s strengths and weaknesses, enabling decision-
makers to formulate targeted improvement strategies. Outliers within the data dispersion map indicate potential
system issues or bottlenecks. These outliers, which may arise from equipment malfunctions, network hiccups, or
security vulnerabilities, are red flags for urgent attention. Prompt identification and remediation of these outliers
are vital in enhancing the system’s usability and stability, ensuring seamless operation under all circumstances.

Fig. 4.3 presents the accuracy curve of the innovative city model, a graphical representation that offers a
deep dive into the models performance across various conditions. This analysis provides a snapshot of the models
capabilities and identifies potential areas for improvement. The curves upward trajectory initially reflects the
models learning process during the training and validation phases. As the model encounters and processes
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Fig. 4.1: Data statistics of the IoT system

Fig. 4.2: Scale Data Dispersion Map of Smart City IoT System

more data, it gradually learns to recognize patterns and improve its predictive accuracy. The steepness of this
initial rise indicates the models learning speed, which is crucial for its ability to adapt quickly to new data and
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Fig. 4.3: Accuracy Curve of The Smart City Model

scenarios. Once the curve stabilizes, it indicates that the model has reached a level of maturity. The model
has demonstrated robust performance on task-specific predictions without overfitting the training data. This
stability ensures the model can generalize well to unseen data, a crucial requirement for real-world applications.

However, if the curve experiences a sudden drop during the validation phase, it suggests that the model
may be over-fitting in certain aspects. This overfitting could be due to various factors, such as an inappropriate
choice of hyper-parameters or an insufficiently diverse training dataset. In such cases, further analysis and
adjustment of the model are necessary to improve its generalization performance. Moreover, the fluctuations
in the curve provide insights into the models robustness under different conditions. The model’s ability to
handle various scenarios is paramount in the context of smart cities, where the urban environment is constantly
evolving and complex. By analysing these fluctuations, we can understand how the model performs under
different challenges and identify potential weaknesses that must be addressed. By leveraging the insights gained
from Fig. 4.3, decision-makers and model developers can optimize the intelligent city model effectively. This
optimization process involves adjusting hyper-parameters, refining the training dataset, or exploring alternative
model architectures to enhance the models performance. The ultimate goal is to ensure that the model functions
robustly and efficiently in practical applications, meeting the demands of urban management and optimization.

5. Conclusions. Through the research and analysis of the smart urban landscape design and planning
based on the IoT, this study draws the following conclusions from multiple dimensions:
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First, in terms of environmental parameter analysis, the air quality of the IoT sensor network and moni-
toring the environmental parameters is significantly better than that of the experimental area, highlighting the
remarkable effect of the smart city design scheme in improving the urban environmental quality. The control
of temperature and humidity by intelligent control improves the living comfort of urban residents and provides
substantial support for the construction of liveable cities. The user survey results show that residents are
generally satisfied with the smart city landscape design, especially in terms of safety, convenience, and environ-
mental friendliness. However, some users make suggestions for improvements, such as improving information
transmission efficiency and increased interactive experience, providing a useful reference for future design and
planning.

In terms of the energy use effect, the analysis shows that the smart city design scheme has achieved
significant energy saving effect in the energy use, and effectively reduced the urban operation cost. This not
only reflects the positive contribution of the design scheme to urban sustainable development, but also provides
reference and inspiration for similar urban planning. The smart urban landscape design and planning based
on the IoT shows obvious advantages in improving environmental quality, improving residents satisfaction, and
realizing energy benefits. In future research, we will pay more attention to field research, collect more real and
comprehensive data, optimize data processing methods, and improve the accuracy and universality of results.
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RESEARCH ON DATA-DRIVEN URBAN INTELLIGENT MONITORING AND OLD CITY
RECONSTRUCTION

YI WANG∗

Abstract. As the global urbanization process is further accelerating, the number of urban people is also steadily increasing.
With the continuous growth of the urban population, the use of various functional facilities in the city is gradually becoming
saturated, which seriously restricts the development of the city. Therefore, real-time perception and prediction of the operational
status of various functional urban facilities, as well as environmental safety monitoring in the city, are of great significance for
improving the functionality and livability of the city. In complex urban environments, multi-source data is interrelated, and the
noise reduction of multi-source data and the integration of this correlation still face great challenges. At the same time, how
to apply urban intelligent monitoring in the reconstruction of old cities is rarely mentioned. Based on the above problems, this
paper proposes a data noise reduction model based on a wavelet algorithm and combines it with the Macroscopic Fundamental
Diagram (MFD) multi-source data fusion structure proposed in this paper to provide a theoretical basis for the construction of an
urban intelligent monitoring model. Then, the author constructed a data-driven urban safety environment monitoring model and
a multi-source data-based urban congestion monitoring model, which have good experimental results and certain practical value.
At the end of the paper, the author briefly discussed the application of the smart city monitoring model in the reconstruction of
old cities, hoping to provide certain guidance for further integration in the future.

Key words: Data-Driven, MFD construction, Multi-Source Data, Old city reconstruction, Urban intelligent monitoring

1. Introduction. Urban road networks are an essential component of urban infrastructure that directly
affects people’s everyday life. Urban road networks are under rising load strain due to the city’s population
and vehicle count, which frequently causes traffic jams and accidents that seriously impair urban development.
Therefore, real-time perception and prediction of the operational status of urban road networks, as well as the
identification of high-risk areas for traffic accidents in urban geographical space, are of paramount importance
for enhancing the operational efficiency and traffic safety of urban road networks. This paper will take this as
the research goal to solve the intelligent detection and recognition of urban road network.

The selection of traffic state evaluation indicators exhibits considerable variability across different scenarios.
Recognizing the importance of data fusion between these diverse indicators, the concept of data fusion emerged
in the late 20th century, driven by the rapid development of information technology [10]. Notably, Choi and
Chung’s [1] 2001 study on travel time using fusion coil sensor and GPS data laid the foundation for subsequent
traffic flow data fusion. Yang Zhaosheng et al. [2] were pioneers in China, utilizing data fusion to meet
information accuracy requirements in the ATMS subsystem of intelligent transportation systems. Henry[3] and
others emphasized the real-time dynamics and data quality requirements for data fusion, playing a pivotal
role in advancing the application of this technology in transportation. Xu Tao et al. [4] integrated urban
road information, eliminating "information islands" and enhancing traffic flow parameters through Bayesian
estimation fusion, ultimately identifying road states with fuzzy logic. Ding Yue et al. [5] proposed a multi-
source relational data fusion framework, comprising pattern matching, entity alignment, and entity fusion,
facilitating rapid pattern matching and providing a unified data view for analysis.Addressing the challenge
of identifying traffic network conditions, common indicators include average speed, travel time, and travel
delay. Ehrlich categorized traffic status indicators into time and distance, concluding that time-based indicators
more accurately reflect travelers’ perceptions [6]. Washburn used video data to calculate traffic flow density,
evaluating road traffic conditions based on subjective traveler experiences [7]. Taylor et al. established a
congestion coefficient model, incorporating GIS technology to build a congestion information system [8]. Kerner
employed floating car data to establish a threshold model for evaluating congested sections [9].The average
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speed of a road section, known for simplicity and high reliability, stands out as one of the most commonly used
indicators for traffic operation status evaluation [10,11]. Jiang Tao applied pattern recognition to classify traffic
network states and predict future states based on current traffic conditions [12]. Sun Ya used data mining to
extract new traffic status information from extensive data, achieving successful classification results through real-
time traffic flow data collection [13]. Wang Meihong proposed a method to calculate regional traffic congestion
correlation based on spatio-temporal association rules [14].Scholars have increasingly focused on the Macroscopic
Fundamental Diagram (MFD) method for discriminating road network traffic operation status. Xu et al. derived
optimal cumulative intervals and corresponding average traffic flow density states, categorizing traffic operation
into free flow, optimal accumulation, and congestion [72]. Liu and Xu proposed using the standard deviation of
the number of vehicles to supplement traffic flow or vehicle accumulation in traffic operation state division [73].
Daganzo and Gayah identified branch points in road networks, leading to multi-valued and unpredictable MFDs
when exceeding certain densities, categorizing networks into stable and unstable states [74]. Haddad Geroliminis
explained the generation of branch points, theoretically deducing equilibrium points under a dual system and
proposing calculated and unstable boundaries [75]. Aboudolas et al. analyzed traffic ladder diagrams for urban
road networks, differentiating between unsaturated, incomplete saturated, supersaturated, and deadlock states,
recommending different control strategies for each [76]. With an increasing number of vehicles equipped with
location devices, a considerable amount of vehicle Global Positioning System(GPS) data has emerged, leading
to the gradual rise of research on road traffic state discrimination based on floating car GPS data. For example,
based on massive GPS data analysis of residents’ daily travel patterns, the regularities of road traffic operational
status can be identified, including the recognition of urban hotspots for travel [20][21]. Lin [22] proposed a
combination of spectral clustering techniques and branches based on MFD constructed from floating vehicle
data Road network state identification method based on vector machine algorithm.

Urban road traffic is a complex network system; its state is challenging to summarize by a single parameter
and often needs to combine a variety of traffic flow parameters and system methods to identify. However, the
current research is usually carried out for a single parameter, and only some are carried out for multi-source
data fusion. At the same time, noise processing of multi-source data is also a big challenge, and there are
few scholars in this area of algorithm research. This paper mainly focuses on the research of multi-source
data fusion and data noise reduction algorithm, and builds an intelligent monitoring model of urban road
network based on this. In response to these issues, this paper proposes a data denoising model based on the
wavelet algorithm and combines it with our proposed MFD multi-source data fusion construction, providing
a theoretical foundation for building an intelligent urban traffic monitoring model. We then create a multi-
source data-based urban traffic congestion monitoring model and a data-driven urban traffic safety environment
monitoring model. Experimental results demonstrate that these models have good performance and practical
value. In conclusion, we briefly discuss the application of the urban traffic intelligent monitoring model in the
renovation of old city road networks, aiming to provide some guidance for future research.

2. Research on data processing in complex urban environment.

2.1. Research on data noise reduction model. In the field of traffic detection, more and more high-
speed and high-precision sensors are being used due to the growing complexity of transportation networks.
Traffic detector fault identification and prompt data rectification are critical in order to prevent sensor mal-
functions that might jeopardize system safety and result in financial losses [23]. Taking loop detectors as an
example, a single intersection may require the use of dozens or even more loop detectors to obtain more accurate
traffic parameters such as traffic flow, vehicle speed, and occupancy. However, due to the variability of the
natural environment and the inconsistency of the hardware and software attributes of front-end sensors, the
rapid growth of data leads to a simultaneous increase in random noise and faulty data. Some fault information
is masked by noise, and the distribution of faults becomes more multiscale. This renders traditional fault diag-
nosis methods based on analytical models inadequate to meet the safety requirements of current transportation
systems. Therefore, how to use the accumulated large amount of offline traffic data, extract data features,
analyze their intrinsic patterns, monitor online traffic data in real-time and effectively, and accomplish fault
detection and diagnosis has become one of the hot topics of concern for many experts and scholars. Wavelet
analysis is used to obtain the multiscale properties of so-called fault information, which might occur in many
frequency bands.
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Fig. 2.1: Time-frequency coordinates of wavelet transform and Mallat algorithm

Let f(t) be a finite energy signal; the discrete wavelet transform of this signal can be defined as:

(Wψf)(a, b) = 〈f, ψa,b〉 = |a0|−m/2
∫ +∞

−∞
f(t)ψ̄(t)dt (2.1)

Where ?a,b is called the generating or basis function of the wavelet transform,

ψa,b(t) = a−1/2ψ(
x− b
a

), a > 0, b ∈ R (2.2)

The displacement factor is denoted by ’b’ in equation (2.1), while the scale factor is represented by ’a’. As
illustrated in Figure 1, a time-frequency coordinate system is established for wavelet transformation. In wavelet
transformation, the position of the time window is solely influenced by the displacement factor. Therefore, as the
scale factor increases, the time window widens, the frequency window narrows, and the center of the frequency
window shifts towards the low-frequency direction. Conversely, with a narrower time window, the frequency
window widens, and the center of the frequency window moves towards the high-frequency direction. The essence
of wavelet transformation lies in manipulating these two factors to construct a combination that can represent
any signal in space [24].By utilizing the scale factor, it is possible to perform a tower-like decomposition of a
specific signal in space, as depicted in Figure 2.1, following the classical Mallat algorithm [25]. This algorithm
provides a computational method for wavelet decomposition and reconstruction, simplifying the overall wavelet
calculations.

There is an impulse response function in the Mallat algorithm: h(n). As a result, the following definitions
for the wavelet and scale functions are given:

{
φ(t) =

∑
n h(n)φ(2t− n)

ψ(t) =
∑
n g(n)ψ(2t− n)

(2.3)

In formula (2.3),g(n) = (−1)1−nh(1−n), The signal x(t) is decomposed by Mallat, and the scale is set to j(j≥1).
Approximate signal and detailed signal obtained by decomposition are respectively:

{
Ajx(t) = 〈x(t), φj,k(t)〉 = 2−j/2

∫
x(t)φ(2−jt− 2k)dt

Djx(t) = 〈x(t), ψj,k(t)〉 = 2−j/2
∫
x(t)ψ(2−jt− 2k)dt

(2.4)

It can be found in equation (2.4) that the process of decomposing signal x(t) is the process of decomposing it
step by step from scale j to j+1. That is, the process from low resolution to high resolution. It ultimately broke
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down into two signals: an approximation signal, Djx, and a detailed signal, Ajx, both at a high frequency [26]:
{
Aj+1x =

∑
k h(k − 2n)Ajx

Dj+1x =
∑
k g(k − 2n)Ajx

j ≥ 1 (2.5)

Equation (2.6) is the Mallat wavelet reconstruction formula:

x =
k∑

k=1

h(n− 2k)Aj+1 +

k∑

k=1

g(n− 2k)Dj+1 j ≥ 1 (2.6)

After a finite energy signal undergoes wavelet transformation, it is decomposed into a set of detail signals and
approximation signals. Each sample point of every signal has its wavelet decomposition coefficient ωj,k. When
the signal contains noise, the noise is also decomposed along with the host signal. Therefore, theoretically, the
noise may be removed if the wavelet decomposition coefficients of the noise are found and processed, and then
all signals are submitted to wavelet reconstruction. The fundamental idea of wavelet threshold denoising is to
target certain characteristics of noise in the signal, as well as the differences between noise and signal obtained
after wavelet decomposition. A critical threshold is set, and the wavelet decomposition coefficients obtained
after decomposition are compared with this threshold. If the result is less than the threshold, the coefficient is
considered to belong to a normal signal and is retained without processing. This portion of wavelet coefficients
is left untouched [27].Conversely, if the result is greater than the threshold, the coefficient is considered to
be from noise and needs to be zeroed out or processed through a specific threshold function. This yields an
estimate for this portion of wavelet coefficients to replace the original ones. Once all wavelet coefficients are
processed, wavelet reconstruction is performed to achieve the denoising effect.The key to wavelet threshold
denoising lies in finding an appropriate threshold function, also known as a threshold rule. Hard, soft, and
semi-soft threshold functions are the three primary categories of conventional wavelet threshold functions [28].
This study suggests enhancements to the previously described semi-soft threshold denoising approach, based
on substantial testing and empirical analysis:

Let the high frequency signal be Waj,k, then The formula for estimating the noise standard deviation is as
follows:

σj =
1

0.6745
× 1

N

N∑

K=1

|Waj,k|, 1 ≤ j ≤ J (2.7)

Since the real original signal’s SNR varies, the threshold’s setting must also be adjusted to reflect the current
circumstances. The following is the unified threshold formula found in the body of available literature [29]:

λ1,j = σj
√
2 log(N) (2.8)

The high-frequency signal coefficients in the J group are produced once the signal has been broken down to the
scale of J. Each group’s wavelet coefficients are sorted in absolute value from small to big, yielding the following
vector:

P =
[
Waj,n

]
, 1 ≤ n ≤ N (2.9)

The evaluation vector under the JTH wavelet coefficient is computed using this vector:R=
[
rn
]
, 1 = n =

N .Where:

rn =

n∑

k=1

Waj,n + (N − i)Waj,n + (N − 2n)σ2
j (2.10)

After sorting the evaluation vector’s interruption value from big to small and using the lowest value as the
approximation error, the associated wavelet coefficient Waj,m is discovered. The wavelet coefficient is used to
determine the threshold value of the J-layer wavelet decomposition in the following manner:

λa,j =
√
CDmin (2.11)
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The J-layer wavelet decomposition’s threshold selection function is as follows:

λj =

{
λ1,j , (Pa,j − σ2

j < ρN,j)
min(λ1,j , λa,j) , (Pa,j − σ2

j ≥ ρN,j)
(2.12)

In this case, ρN,j represents the wavelet coefficient vector’s minimum energy level, and Pa,j is the average value
of the wavelet coefficient’s absolute value. The following is the calculating formula:

Pa,j =
1

N

N∑

k=1

Waj,k (2.13)

It is necessary to restore the signal to its original state since the calculated wavelet coefficient, or wavelet
coefficient, is believed to be the result of noise. As a result, the original wavelet coefficient value is substituted
for the estimated wavelet coefficient value through a series of computations, and wavelet reconstruction is
ultimately used to accomplish the goal of noise reduction. The J-layer wavelet high-frequency signal’s noise
intensity is reflected by the introduction of a coefficient Γ(σj) representing noise intensity. The following is the
calculating formula:

Γ (σj) =
√
σj/Aj (2.14)

In equation (2.14), Aj represents the amplitude of the high-frequency partial coefficient of the J-layer wavelet.
The calculation formula of wavelet coefficient estimate is given:

wj,k =





wj,k − Γ (σj)× λj , wj,k > λj
wj,k + Γ (σj)× λj , wj,k < −λj
0, −λj ≤ wj,k ≤ λj

(2.15)

Here are the specific actions to do in order to enhance the wavelet threshold denoising algorithm: The high-
pass filter h and low-pass filter g are configured, and the original signal x(t) is discretized. The wavelet is
disassembled by the J layer. The wavelet coefficients and the wavelet detail signal amplitude Aj of the layer
decomposition are obtained. Based on the precise signal coefficients of each layer, the noise standard deviation
σj and noise intensity coefficient Γ(σj) of each layer are computed. Each layer signal’s unified threshold, λ1,j , is
computed. The computation involves determining the adaptive threshold λa,j for each layer signal, the lowest
energy level ρN,j of the layer’s wavelet coefficients, and the average value Pa,j of the absolute value of the layer’s
wavelet coefficients. Equation (2.12) is used to compute each layer’s wavelet threshold. The wavelet coefficients
are adjusted to complete the threshold denoising on this scale, and finally, the wavelet reconstruction is carried
out according to the Figure 2.1.

Based on this as the main idea, simulation experiments are conducted on existing data. The results are
shown in Figure 2.2. The studies demonstrate that, under the assumption of maintaining the majority of the
fault information, the enhanced wavelet threshold denoising described in this study can suppress and eliminate
noise better. Furthermore, the denoising findings are more appropriate for diagnosing data faults in the future.

2.2. MDF fusion construction for complex data scenarios. In the preceding section, a method
model for data denoising was introduced. However, in complex data scenarios, it is often necessary to perform
multi-source data fusion rather than just data denoising. This subsection will further discuss data processing
based on this requirement. The construction of the MFD for road networks is the foundation of estimating
traffic capacity and discerning the traffic operational status of road networks in this paper, based on the MFD
method.

Addressing the potential issue of inconsistent MFD parameter estimation results in the process of con-
structing MFD based on multiple data sources, this paper proposes a framework and method for MFD fusion
construction based on data reliability under the context of multi-source data, as illustrated in Figure 2.3.

The average traffic flow and average traffic flow density of the road network may be estimated using
vehicle trajectory data and sectional detection traffic flow data. Several research have employed diverse data
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Fig. 2.2: Signal noise reduction effect diagram

Fig. 2.3: MFD fusion construction framework based on multi-source data
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sources to estimate different characteristics of MFD traffic operation states in order to get reliable estimates
of the parameters of different traffic operation states in the MFD. The average traffic flow density and average
traffic flow under various data sources are estimated using different assumptions, though. When estimating the
average traffic flow density using vehicle trajectory data, it is common to assume that there are enough floating
vehicle samples and that the penetration rates are distributed uniformly over space. On the other hand, the
assumption that the traffic flow at the section represents the traffic flow of the road segment is typically used
when estimating the average traffic flow based on sectional detection traffic flow data. As a result, outcomes
of model parameter estimate under various data sources may differ. Equations (2.16) through (2.17) illustrate
the fundamental foundation for the MFD fusion building in this study, taking the validity of data sources into
consideration.

q(t) = α(t)× qF (t) + [1− α(t)]× qM(t) (2.16)

k(t) = β(t)× kF (t) + [1− β(t)]× kM(t) (2.17)

Among them, q(t) represents the average road network traffic flow estimated by multi-source data fusion during
period t (vehs/h),qF (t) represents the average road network traffic flow based on vehicle track data during period
t (vehs/h),the average traffic density on a road network, measured in vehicles per kilometer for a certain time
t is represented by the symbol kF (t) ,qM(t) represents the road network average traffic flow (vehs/h) based on
the traffic flow data detected in section during the period t, kM(t) represents the road network average traffic
flow density (vehs/km) based on cross section detection traffic flow data during period t, the average traffic
flow density (vehs/km) for the road network during period t, as determined via multi-source data fusion, is
denoted by k(t). α(t) represents the floating vehicle data weight in the average road network traffic flow fusion
estimation during period t; [1−α(t)] represents the road during period t The weight of traffic flow data detected
by section in the fusion estimation of network average traffic flow,β(t) represents the weight of floating vehicle
data in the fusion estimation of network average traffic flow density during the t period,[1−β(t)] represents the
weight of traffic flow data detected by section in the fusion estimation of network average traffic flow density
during the t period.

The process of figuring out the fusion weights of two different kinds of data sources is the basis of the
fusion construction. This research aims to ascertain the fusion weights of diverse data sources based on the
mean and variance distributions (reliability) of the average road network traffic flow density and average traffic
flow across different periods of multiple days, utilizing the Dempster-Shafer(DS) evidence theory [30]. In order
to illustrate the determination procedure, the following uses the floating vehicle data weight α(t) in the fusion
estimate of road network traffic flow characteristics during t period as an example.

First, as indicated by Equation (2.18), the recognition framework of the DS evidence inference model ??(t)
is built based on two types of data sources:

Θ(t) = {qM (t), qF (t)} (2.18)

where qM(t) and qF (t) respectively represent the average traffic flow of the network in the t period based on
the traffic flow data detected by the cross section and the vehicle track data.

Given that q∧M (t) and q∧F (t) originate from distinct data sources, it is possible to regard them as
mutually exclusive. Equation (2.19) therefore displays the power set of all elements in

??(t) :





2θ(t)0 = {∅, X1(t), X2(t), X3(t)}
X1(t) = {qM (t)}
X2(t) = {qF (t)}
X3(t) = {qM(t) ∪ qF (t)}

(2.19)

Among them, ∅ as the empty set, lots the ‖θ(t)‖_0 for ?? (t) L - 0 norm, X1(t)?X2(t)?X3(t) for ??
loophole (t) of the collection, X1(t) said the decision to cross section under the detection of traffic flow data of
road network traffic flow (vehs/h) on average, X2(t)means that the decision is the average traffic flow of the
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road network under vehicle track data (vehs/h) X3(t) is an uncertain decision, indicating that it is impossible
to distinguish which decision is X1(t) or X2(t). q

M(t) and qF (t) have the same meaning as equation (2.18).
Second, two key ideas are included in DS evidence theory: The demspster evidence synthesis rule and

fundamental trust distribution, which is also referred to as proof distribution or evidence function. A quanti-
tative measure of the level of support and evidence for each choice is the basic trust distribution. The rule of
evidence synthesis is a thorough examination that considers several pieces of data in relation to each choice.
Make s:2∥θ(t)∥0→[0, 1], said s is a basic trust distribution 2∥θ(t)∥0→[0, 1] mapping,it must meet the following
requirements:

{
si(∅) = 0∑
Xj(t)⊂2Θ(t)0 Si (Xj(t)) = 1

i = 1, 2; j = 1, 2, 3 (2.20)

where Si (Xj(t)) represents the degree of support for decision Xj(t) by the evidence provided by the I-th data
source, and its value is the basic trust assignment value of decision Xj(t), the basic trust value of the empty set
is 0, and the sum of the trust values of other subsets is 1. In this example, i stands for the evidence provided
by the I-th data source, j for the JTH decision choice.

In this work, the basic probability allocation function of choice pi (Xj(t)) under each data source determines
the fundamental trust allocation:

si (Xj(t)) = pi (Xj(t)) /

3∑

j=1

pi (Xj(t)) , i = 1, 2 (2.21)

In each data source, the fundamental probability distribution function of the decision Xj(t) is represented by
pi (Xj(t)).

Hypothesis pi (Xj(t)) meet the φi(v)∼N (µi(t),σ
2
i (t)), the i(t) ands2i (t) in the first class I average traffic

flow data source under the historical data network fi(v) in t time mean and variance (?? = 1, 2), pi (Xj(t)) can
be calculated according to equation (2.22).





pi(∅̄) = 0

pi(X1(t)) =
∫ µ1(t)+1/2

µ1(t)−1/2
1√

2πσi(t)
exp

{
− 1

2

(
v−µi(t)
σi(t)

)2}
dv

pi(X2(t)) =
∫ µ2(t)+1/2

µ2(t)−1/2
1√

2πσi(t)
exp

{
− 1

2

(
v−µi(t)
σi(t)

)2}
dv

pi(X3(t)) =
1

2πσ2
l
(t)





∫ µ1(t)+1/2

µ1(t)−1/2
exp

{
− 1

2

(
v−µi(t)
σi(t)

)2}
dv

×
∫ µ2(t)+1/2

µ2(t)−1/2
exp

{
− 1

2

(
v−µi(t)
σi(t)

)2}
dv





(2.22)

Based on the basic trust assignment Si (Xj(t)) of decision Xj(t), the Demspster evidence synthesis process
orthogonal and processed the basic probability assignment of multiple evidences. The evidence synthesis method
of the two data sources is shown in Equation (2.23) :

s(X) =

{
KD ∗

∑
Xj(t)∩Xj(t)=X

s1 (Xj(t)) s2 (Xj(t)) X 6= ∅
0 X = ∅ (2.23)

Among them, j=1,2,3, s(X),X⊂2??(t)?0 is the synthetic trust distribution, Xj(t) means that the decision is
made under the evidence provided by the JTH data source, and the following formula is used to determine the
conflict coefficient between the evidence offered by various data sources:

1/KD = 1−
∑

xj(t)∩Xj(t)=∅
s1 (Xj(t)) s2 (Xj(t)) (2.24)

The closer 1/KD is to 0, the greater the degree of conflict between qM(t) and qF (t) evidence provided by
different data sources. When ,1/KD=0, the sum under Dempster’s synthesis rule does not exist.
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Fig. 3.1: ITS logical architecture diagram

The degree of disagreement between qM(t) and qF (t) evidence from various data sources increases with
1/KD’s proximity to 0. According to Dempster’s synthesis rule, the total is null for 1/KD=0.

Equation (2.25) illustrates the approach used to calculate the qF (t) weights. Lastly, fusion weights are
generated based on synthetic trust allocation.

α(t) =
s(X2(t))

s(X1(t)) + s(X2(t))
(2.25)

Assuming that α(t) is equivalent to equation (2.16), the synthetic trust allocation for each choice is represented
by S (X1(t)),S (X2(t)) and S (X3(t)), taking into account the evidence supplied by each data source.

3. Urban intelligent monitoring. With the accelerated process of urbanization and the development
of the automotive industry, the contradiction between the existing urban road capacity and the continuously
growing traffic demand has become increasingly acute, leading to a growing prominence of traffic congestion.
Utilizing Intelligent Transportation Systems (ITS) for controlling and guiding traffic flow to alleviate conges-
tion and provide a smooth and orderly traffic environment is an important means vigorously developed and
applied by various countries. The so-called Intelligent Transportation System is established on the basis of im-
proved road infrastructure, integrating new-generation information, the Internet of Things (IoT), and computer
technologies into traffic management. It aims to create an information-real-time, accurate, widely-serviced, all-
encompassing, highly efficient, and high-quality transportation and management system [31].In summary, ITS
involves innovating traditional transportation systems through technology, creating a new type of transporta-
tion system that integrates informatization and intelligence [32]. The architecture of ITS is depicted in Figure
3.1. In this section, taking the complex urban road network as the research background, a combination of the
two models mentioned earlier is performed. The goals of this include multi-source data-based urban traffic
congestion monitoring and data-driven urban traffic safety environment monitoring.

3.1. Data-driven urban safety environment monitoring. A variety of factors are often considered
while analyzing the traffic safety environment, such as the quantity (or frequency) of accidents, the nature of
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the accidents (or types of vehicle collisions), and the severity of the accidents. The study of accident blackspots
mostly uses accident frequency or quantity, with the usual objective being to pinpoint locations with a high
accident rate. This kind of study often needs to pay more attention to including driver and vehicle conditions
in the model and more attention to macroscopic traffic and road data. On the other hand, studies on accident
types often concentrate on analyzing factors related to vehicles and roads, overlooking the impact of macroscopic
traffic parameters and drivers. Therefore, a comprehensive analysis of accident severity that considers vehicles,
drivers, macroscopic traffic, and road conditions can more comprehensively reflect the impact of accidents on
the traffic safety environment. Thus, this paper selects accident severity as the research object.

Considering the comprehensiveness of data acquisition and the impact of the severity of injuries caused
by accidents, a three-level classification method for accident severity is adopted, categorizing accidents into
no-injury accidents, minor-injury accidents, and fatal or disabling accidents.

Various methods, including variable fusion, outlier detection and processing, are applied to restructure the
relevant variables and data in the datasets. To ensure the timeliness and completeness of the data, this study
uses accident and environmental data from recent years on Interstate 5 (I5) in Seattle, Washington. The data is
collected from the National Highway Traffic Safety Administration’s Fatality Analysis Reporting System (FARS)
and the University of Washington’s DRIVENet database. As the FARS dataset shares common labels such
as TIME (time) and CASE NUMBER (accident number), the accident, vehicle, passenger, and environmental
information in the information system table are fused based on these common labels and further combined with
road information from the Washington University DRIVENet dataset, utilizing the MILEPOST (road mileage)
label. The goal of restructuring the samples from multiple datasets is to make the samples suitable for model
calculations. The initial complete sample labels include non-numeric symbols in textual expressions, mainly
comprising some categorical variables. The restructuring of categorical variables involves label encoding and
one-hot encoding.

On the basis of the above tests, in order to study the impact of different parameters on the traffic safety
environment, the author introduced a factor importance index to evaluate the importance of different parame-
ters. Considering that n-dimensional parameter vectors constitute the entire input space, the output vector Y
corresponding to the first-stage partial derivative of the ith-dimensional variable xi can explain the sensitivity
of this variable to the output. According to the chain rule of calculus, equation (3.1) is obtained:

∂Y

∂Xi
=
∂Y

∂α

∂α

∂Xi
(3.1)

?? is the calculated value from the network hidden layer to the output layer, and equation (3.1) can be rewritten
as:

∂Y

∂Xi
=

L∑

j=1

W
(2)
k,j

∂Hj

∂Xi
g(α)′ (3.2)

J refers to the JTH node of the hidden layer, and W
(2.2)
k,j refers to the weight from the hidden layer to the input

layer. g(a)
′

is the activation equation from hidden layer to output layer.
Continuing to deduce according to the chain rule, Equations (3.3) and (3.4) can be obtained as follows.

∂Y

∂xi
=

L∑

j=1

W
(2)
k,j

∂Hj

∂βj

∂βj
∂xi

g(α)
′

(3.3)

∂Y

∂xi
=

L∑

j=1

W
(1)
j,i W

(2)
k,j f(β)

′g(α)′ (3.4)

W
(2.1)
j,i ) refers to the connection weight from the input layer to the hidden layer, while f(β)

′

is the activation
equation from the input layer to the hidden layer.
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Fig. 3.2: Factor importance and relative percentage

The relevance Riof a single indicator can be calculated as follows (3.5) :

Ri =

L∑

j=1

W
(1)
j,i W

(2)
k,j /

N∑

i

L∑

j=1

W
(1)
j,i W

(2)
k,j (3.5)

In the above formula, all weights W can be obtained from the results of network simulation. In order to
eliminate the randomness of the simulation, the simulation is performed k times, and the factor importance is
obtained as follows (3.6) :

E(Ri) =
1

K

K∑

k=1

Rki (3.6)

By combining the calculation results of Particle Swarm Optimization(PSO) optimization network with the
calculation formula of factor importance, the importance and relative percentage of factors can be obtained in
Table ?? below.

It is evident from Table ?? and Figure 3.2 that the factor importance rankings derived from the two PSO
optimization approaches are almost exact. Eight categories of factors—vehicle age, driver age, accident type,
month, accident location type, road function, and lighting conditions—have a relative importance of more than
50%. Vehicle age and driver age are the two most important factors influencing accident severity, which aligns
with both our intuition and experience. The impact of road factors is limited, with road type being the only one
with a high importance ranking, indicating that specific types of accidents tend to occur on roads with specific
functions. Combining the example of accident statistics mentioned earlier, it can be observed that the wet and
snowy weather and mountainous roads in Washington State significantly increase the number and severity of
accidents during the winter.

3.2. Urban congestion monitoring based on multi-source data. The variation of traffic states is
regarded as random because of the high level of complexity and uncertainty associated with the spatiotemporal
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state of traffic systems. To deeply explore the correlations between various traffic data, it is necessary to
integrate and analyze multiple data sources to extract the hidden operational patterns of traffic states buried
within the data. This chapter, based on various traffic flow parameter data, employs the MFD for data fusion.
It uses a Genetic Algorithm-Fuzzy C-Means (GA-FCM) algorithm to classify road traffic states. Road traffic
states can then be predicted by combining the anticipated outcomes of traffic flow parameters. The effectiveness
of this method in reflecting road traffic conditions is confirmed by experimental results.

The Genetic Algorithm (GA) is a model parameter optimization algorithm that relies on natural selection
and genetic mechanisms. FCM is a commonly used fuzzy clustering algorithm for data classification and
cluster analysis. The steps of optimizing the FCM model using GA are as follows: 1) Determine the fitness
function: The fitness function, which evaluates the quality of each individual, is crucial for GA. In the FCM
model, the fitness function can be selected as an evaluation index for clustering effects, such as clustering
accuracy or clustering entropy. 2) Determine the encoding method: GA needs to encode each individual into
chromosomes for genetic operations. In the FCM model, each individual can be encoded into a set of fuzzy
cluster centers, where each chromosome contains multiple genes representing cluster centers. 3) Initialize the
population: Randomly generate an initial population, with each individual representing a random set of cluster
centers. 4) Selection operation: Based on the fitness function, select some excellent individuals as parents for
the next generation. 5) Crossover operation: Perform crossover operations on parent individuals to generate
new offspring individuals. In the FCM model, single-point crossover or multi-point crossover can be used.
6) Mutation operation: Introduce randomness to the offspring individuals through mutation operations to
increase population diversity. In the FCM model, random perturbation or random replacement can be applied.
7) Evaluate fitness: Evaluate the fitness of the new generation, calculating the fitness value for each individual.
8) Repeat selection, crossover, mutation, and fitness evaluation operations until reaching the preset stopping
conditions, such as reaching the maximum iteration times or convergence of fitness values. 9) Output the
optimal solution: In the last generation of the population, select the individual with the highest fitness as the
optimal solution, representing the optimal cluster centers.

Firstly, the GA-FCM clustering algorithm is applied to classify traffic flow parameters to obtain the optimal
number of clusters and corresponding cluster centers for each state. Subsequently, a fuzzy clustering algorithm
is utilized to partition the data, and based on the fuzzy cluster center results, different clusters representing
traffic flow states are determined. These states are considered as prior knowledge for real-time traffic state
identification. Finally, by calculating the membership degree of traffic flow data to each cluster center and the
corresponding membership degree to different road traffic states, the traffic flow state at that moment can be
determined. This process is accomplished using the membership degree function, selecting the traffic flow state
with the maximum membership degree as the final identification result.

The selection range of the fuzzy factor is usually between 1 and 2. This parameter can suppress the influence
of noise pollution by assigning larger weights to the membership function, reducing the impact of noise points
on the FCM objective function during iterations. Starting from 1.0, experiments are conducted with a step
size of 0.1, and the value of the fuzzy factor "m" is finally determined as 2. In the clustering analysis of traffic
data, the number of clusters "C" plays a crucial role in the partitioning and identification of traffic states. To
determine the optimal number of fuzzy partitions, the clustering validity function is commonly used as an
evaluation criterion. This study employs the clustering validity function based on membership and squared
membership weights to determine the number of clusters, as shown in Equation (3.7).

Vu =
1

2n
(

n∑

j=1

c∑

i=1

u2i,j +

n∑

j=1

c
max
i=1

ui) (3.7)

By computing when the number of clusters (C) is set to 4, the maximum fuzzy correlation value is achieved,
indicating the highest effectiveness of data clustering. Therefore, in this experiment, we categorize the traffic
states of road segments into four levels: smooth, moderately smooth, congested, and heavily congested. This
categorization is based on the result obtained with a cluster number of 4.

The objective of the fuzzy mean clustering algorithm, optimized by a genetic algorithm in this study, is to
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identify a set of cluster centers and membership degrees that minimize the objective function. To achieve this
goal, an iterative optimization approach is employed, iteratively updating the cluster centers and membership
degrees to reduce the value of the objective function progressively. The objective function in this paper is the
fuzzy mean clustering algorithm’s loss function, as indicated by the following equation, because the underlying
methodology uses the Fuzzy C-Means (FCM) algorithm for traffic state partitioning.

fit = minJf = min

c∑

j=1

n∑

i=1

[uj(di)]
m di − νj

2

(3.8)

The selection of the number of iterations and the stopping error depends on the specific problem and
dataset. Generally, a higher number of iterations leads to increased algorithm precision, but it also results in
longer computation times. Therefore, it’s advisable to choose an appropriate number of iterations based on the
actual circumstances. The convergence of the algorithm can be observed to determine the number of iterations.
If the algorithm has converged within a certain number of iterations, it can be stopped. The stopping error
refers to halting iterations when the algorithm reaches a specific error range. The choice of the stopping error
depends on the specific problem and dataset. If the dataset is noisy, a larger stopping error can be chosen to
prevent overfitting.

Conversely, if the dataset is clean, a smaller stopping error can be chosen to enhance precision. In practical
applications, the number of iterations and stopping errors often need to be considered together. Typically, one
can start with a small stopping error and then determine the number of iterations based on the convergence
of the algorithm. If the algorithm has converged within a certain number of iterations, it can be stopped. If
the algorithm hasn’t converged, the number of iterations can be increased until convergence or reaching the
maximum iteration limit. Considering these factors, this experiment sets the maximum number of iterations
to 100 and the iteration-stopping error threshold to 1e-5.

This study intends to conduct an instance analysis using two different levels of road segment data. Clus-
tering analysis will be performed using historical traffic flow parameter data to obtain a road traffic state
discrimination method based on multi-source data. The fuzzy partitioning process of road traffic states based
on GA-FCM includes the following steps: extracting features such as flow, speed, and occupancy rate from the
original data, constructing the objective function, utilizing genetic algorithms to find the optimal clustering
centers, and finally outputting the clustering results of traffic states.

According to the above parameter Settings, the clustering centers of four traffic states of the main road
obtained by GA-FCM clustering algorithm are represented by V={ν1, ν2, ν3, ν4}T, and the results of equation
(3.9) and Figure 6 are obtained respectively.

V 1 =




31.82 55.88 0.04721
85.17 49.74 0.08338
148.7 50.37 0.2233
109.9 18.3 0.1975


 (3.9)

In this context, the three columns of the clustering centers represent flow, speed, and occupancy, respectively.
Each row corresponds to a specific traffic state, namely, smooth-flowing, moderately smooth-flowing, congested,
and heavily congested.

From the graph, it can be observed that there is a certain continuity in the value ranges between different
traffic states. Under different traffic states, certain parameter ranges exhibit overlapping characteristics. As
the traffic state transitions from smooth-flowing to congested, the speed gradually decreases while the flow and
occupancy increase. In a heavily congested state, where vehicles move at a slower pace, the flow gradually
decreases, aligning with the fundamental principles of traffic operation.

V2 represents the clustering centers for the four traffic states on the expressway, and the partition results
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Fig. 3.3: Main Road Traffic Clustering Results

Fig. 3.4: Expressway Traffic Clustering Results

are illustrated in Equation (3.10) and Figure 3.4.

V 2 =




25.41 50.3 0.04761
71.95 44.45 0.08646
119 45.5 0.223
87.87 15.91 0.2007


 (3.10)

From the above figure, it is evident that, compared to arterial roads, expressways exhibit slightly higher
traffic flow and speed. Expressways demonstrate relatively high traffic flow stability, with minimal speed
differences among vehicles, resulting in a smoother traffic flow.

Different types of roads exhibit distinct characteristics in traffic flow parameters, necessitating reasonable
planning and design to ensure the efficient operation and safety of the urban road network. Expressways
typically have higher traffic volumes than arterial roads, as they handle a large number of passenger and freight
vehicles. Arterial roads follow in terms of traffic volume, primarily accommodating internal traffic flows within
the city, including commuting, commercial, and service-related traffic. Regarding speed, expressways usually
have higher speeds than arterial roads due to their higher design speeds, wider lane widths, and absence of
traffic signals, allowing vehicles to travel at higher speeds. Arterial roads have slightly lower speeds as traffic
signals typically control them, and vehicles need to adhere to traffic rules and signal indications, resulting in
relatively slower speeds.

Compared to the traditional FCM clustering algorithm, the GA-FCM clustering algorithm optimized by
a genetic algorithm can more rapidly identify the optimal clustering partition. Additionally, both algorithms
yield the same final value for the objective function, with the FCM algorithm consistently having a higher final
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value than the GA-FCM algorithm. The graph also illustrates that GA-FCM exhibits faster convergence and
better stability compared to the traditional FCM clustering algorithm.

3.3. Research on old city reconstruction. Urban traffic intelligent monitoring provides unprecedented
opportunities for the transformation of urban road networks. With continuous technological advancements,
traffic managers can utilize advanced monitoring technologies and data analysis tools to achieve more efficient
and intelligent road network designs. This process not only improves traffic flow but also contributes to
enhancing the quality of life for urban residents.

Firstly, intelligent monitoring systems provide cities with comprehensive traffic data. By deploying cameras,
sensors, and other monitoring devices, traffic managers can obtain real-time information on vehicle flow, speed,
congestion, and more. These data form the basis for a deep understanding of the city’s traffic conditions.
Leveraging advanced artificial intelligence algorithms, managers can extract valuable information from massive
datasets and identify traffic patterns, peak periods, and potential bottleneck locations. With this information,
cities can engage in more precise traffic planning and road network improvements.

The data analysis capabilities of intelligent monitoring systems empower traffic managers to identify bottle-
necks and congestion points, allowing targeted optimization of intersections and adjustments to traffic signals.
Through real-time traffic flow control, congestion can be effectively alleviated, and road operational efficiency
improved. This not only helps relieve traffic pressure but also reduces carbon emissions, enhancing urban air
quality.

Real-time traffic information dissemination systems extend the capabilities of intelligent monitoring systems
by providing drivers and citizens with real-time information through mobile apps, digital signage, social media
platforms, and more. This enables citizens to flexibly plan travel routes and choose alternative roads to avoid
congestion. Additionally, it enhances the traffic awareness of participants, reducing the incidence of traffic
accidents.

Data sharing and cross-departmental cooperation are crucial for achieving intelligent traffic management.
Establishing data-sharing mechanisms among different traffic systems facilitates the collaborative operation of
traffic systems. Through big data analysis, urban planners can better understand the city’s traffic demands,
providing a scientific basis for future road network transformations.

In addition to improving traffic efficiency, urban traffic intelligence monitoring should also focus on environ-
mental sustainability. Combining traffic monitoring systems with environmental monitoring technologies allows
cities to assess the impact of traffic on air quality and noise levels. Based on these assessments, corresponding
measures can be taken, such as the establishment of green belts and the construction of sound barriers, to
improve the living environment for urban residents.

In conclusion, road network transformation based on urban traffic intelligent monitoring represents a rev-
olutionary attempt in urban traffic management. By fully leveraging advanced monitoring technologies and
data analysis tools, cities can achieve a more intelligent, efficient, and environmentally friendly traffic system.
This not only concerns the development of urban traffic but also affects the travel experience and quality of life
for urban residents.

4. Conclusion. This paper makes a detailed discussion of urban intelligent monitoring, puts forward some
algorithm models of intelligent city monitoring based on data-driven, and briefly discusses its application in the
reconstruction and renewal of old cities. At the same time, it also puts forward new solutions for data noise
reduction and multi-source data fusion in complex urban environments. Summarizing the relevant research in
this paper, the following conclusions are drawn:

1. This paper proposes a data-driven signal denoising model using an improved wavelet threshold method.
Three key points of wavelet threshold denoising are modified, and the detailed calculation formula and
calculation flow of the denoising algorithm are given. Using the experimental data containing noise and
fault to debug, the signal-to-noise ratio decreases significantly after noise reduction, and most types
of fault information can still exist on multiple scales. Experiments show that the model can suppress
and remove the noise well while retaining most fault information. The noise reduction results are more
suitable for the late diagnosis of data faults and can be applied to constructing an urban intelligent
monitoring model.
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2. An MFD fusion structure is proposed to aim at the problem of multi-source data in urban traffic intelli-
gence monitoring. An urban congestion monitoring model is constructed by combining the FCM model
optimized based on a genetic algorithm. Compared with the traditional FCM clustering algorithm, the
GA-FCM clustering algorithm optimized by the genetic algorithm can find the optimal cluster classi-
fication faster. In addition, the final value of the objective function of both algorithms is the same,
and the final value of the objective function of the FCM algorithm is always higher than that of the
GA-FCM algorithm.

3. The application of the monitoring model in the smart city in the reconstruction and renewal of the
old city is discussed, with clear objectives, reasonable means and correct direction, which has certain
guiding significance.

The research in this paper is a preliminary exploration of road network operation status and traffic capacity
estimation after noise reduction of multi-source data using a wavelet algorithm. With the deepening of the
research, the author feels the challenge of the research and still doubts the further application and development
of the model in the reconstruction of old cities. Based on the current research, future research can be carried
out from the following three aspects.

In the process of MFD fusion construction based on multi-source traffic perception data, limited by the
acquisition of actual data, this paper only selected a small range of actual road networks to verify the method.
In the future, when more realistic data are collected, the accuracy of the proposed method in the actual large-
scale road network MFD fusion construction needs to be further verified. In the link of road network dynamic
capacity estimation, this paper adopts the data-driven method, the premise of which requires the road network
to have a relatively complete traffic operation state (unsaturated, saturated, and supersaturated). Therefore,
its application may be limited to the capacity analysis of road networks such as central urban areas. In the
future, theoretical methods based on analytical modeling can be further considered. A road network capacity
estimation method driven by data and model is constructed. The application of this model in the reconstruction
of the old city is only a superficial discussion in this paper, without further analysis and calculation, which can
be studied in the future.
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RESEARCH AND APPLICATION OF A DUAL FILTERING MUSIC HYBRID
RECOMMENDATION MODEL BASED ON CATBOOST ALGORITHM AND DCN

JUNCAI HOU∗

Abstract. With the increase of Internet users, the traditional music recommendation model can not meet the increasing
personalized needs of users. The single deep cross network model has some defects in music recommendation, such as poor stability
and inability to process complex data. To overcome the shortcomings of existing models, a new hybrid music recommendation model
combining CatBoost algorithm and deep cross network is constructed to improve the recommendation performance and better meet
the individual needs of users. Then the performance of the hybrid model is compared with other algorithms. The results showed that
the accuracy of the proposed hybrid algorithm was up to 92.7%, which was superior to the comparison algorithm. In comparison
with other single model and hybrid model, it is found that the proposed model was more than 0.05% higher than other models in the
four indices of AUC area, accuracy, precision and recall. The above results showed that the proposed hybrid music recommendation
model could efficiently process data information and provide users with accurate personalized music recommendation. This study
not only promoted the development of music consumption and creation, but also found that the CatBoost-DCN hybrid model was
significantly effective in improving recommendation performance. This finding provides a more efficient recommendation strategy
for music platforms and has far-reaching significance for improving user experience and satisfaction.

Key words: Music recommendation; CatBoost; DCN; Data modeling; Machine learning

1. Introduction. With the rapid development of the internet and mobile internet, music recommendation
systems have become an indispensable part of the music industry [3]. Music recommendation systems can help
users discover new music and increase user engagement on music platforms. The current music recommendation
system mostly adopts collaborative filtering algorithm, which recommends music liked by similar users according
to their historical behaviors and preferences [6]. However, traditional collaborative filtering algorithms ignore
the emotional and stylistic characteristics of music, as well as the subtle preference differences of users, thus
limiting the accuracy and personalization of the recommendation system (Sterman et al. 2021). To improve the
quality and accuracy of music recommendation, a new hybrid recommendation model is proposed to meet the
individual needs of users more comprehensively and accurately capture the emotional and stylistic characteristics
of music. This hybrid recommendation model combines CatBoost algorithm and Deep Cross Network (DCN)
model. Among them, CatBoost algorithm can balance personalized recommendation and music popularity,
while DCN model can dig deeply into the emotion and style characteristics of music, and predict user preferences
more accurately by integrating music metadata and historical behavior data of users [17, 13]. The innovation
of this research lies in integrating CatBoost and DCN algorithms into the music hybrid recommendation model
at the same time. Compared with the traditional recommendation system, it not only significantly improves
the personalization and accuracy of recommendation, but also enhances the user experience and brings higher
user stickiness and broader profit space to the music platform. This study has important implications for the
development of music recommendation systems and also demonstrates the positive role of advanced technology
in meeting social and cultural needs. The research is divided into four parts. The first part is to analyze the
research status of DCN algorithm and music recommendation model. The second part describes CatBoost and
the process of building a music recommendation model after merging with DCN. The third part is to compare
and analyze the performance of CatBoost-DCN hybrid algorithm and CatBoost-DCN music recommendation
model. The last part is the summary of the full text.

2. Related Works. In the era of big data and information, the growth of social media is accompanied
by the rapid growth of a variety of data and information. In the context of imperfect information filtering
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mechanisms, how music users can obtain information of interest has become a major challenge for music
recommendation systems. To effectively identify and predict the prone sites of cancer, Pandey developed an
amino acid sequence feature model using a DCN. After cross validation, the results showed that the model
could predict the prone sites of diseases with 81.6% accuracy [14]. To improve the detection accuracy of
phishing websites, Anitha and Kalaiarasu proposed a phishing detection system based on mixed deep learning
algorithm, and tested the detection system. The results showed that the accuracy of the detection system on
phishing websites was much higher than that of the traditional detection model. It also had high robustness
and strong prediction ability in distinguishing phishing websites from legitimate websites [1]. To obtain the
optimal approximation error characteristics, [11] used DCN to correct the linear unit network. Experimental
results showed that after being corrected by this network, the deep linear unit network with different depths
exhibited non collinearity. To solve the problem of automatic recognition of different levels of glioma during
brain tumor surgery, [2] proposed a deep learning model based on DCN automatic deep learning network.
After sample experiments, the model classification produced a sensitivity of 88.9%, an F1 score of 0.906, and
100% specificity. To understand how the number and spacing of communities affect postal delivery, [16] used
a mixed effects model based on CatBoost for detection and analysis. After analyzing the sampling points, the
metacommunity structure was influenced by natural and human landscape scale variables. To overcome the
overfitting problem caused by the small native language data set in the mixed speech environment, Gupta’s
team proposed a classification model based on CatBoost algorithm and fine-tuned it. The results showed that
the model can effectively avoid the overfitting problem. [9]. In addition, for the problem that diabetes is
difficult to predict accurately in the early stage, Jenefer and Deepa proposed a CatBoost classifier based on
firefly optimization to predict diabetes. The comparison test between this classifier and other similar classifiers
showed that CatBoost classifiers had higher accuracy and lower loss values [10].

In modern society, music plays an important role in relaxing the mood and bringing people beautiful
enjoyment. However, due to the numerous categories and quantities of music itself, as well as the different
personal preferences of the audience, music recommendation is very difficult. To classify music and effectively
recommend it to users, Elbir A et al. constructed a new Deep Neural Network (DNN) model based on acoustic
features of music to extract representative features. After training the dataset, the results showed that the
model could effectively classify music types and recommend music [6]. In view of the problems of cold start
and new user recommendation in music recommendation, Yadav et al proposed a self-focused deep music
recommendation model based on MIDI content data, and tested the model. The results showed that this method
could effectively improve the recommendation effect by using MIDI content information. It outperformed other
advanced models in several comparisons [20]. To obtain the ideal sound of the most popular DJs in search
tools and perform DJ classification, Ziemer et al. (2020) [24] constructed a model that includes third octave
mixing analysis, peak factor meter, phase range, and channel correlation coefficient functions. Through machine
learning experiments, it was found that the accuracy of model detection was 73% [3]. To calculate, model, and
classify music emotional content, the Chapaneri team proposed a structured regression framework that uses
a single regression model to model the potency and arousal emotional dimensions of music. After training
the benchmark dataset, the proposed work achieved significant improvements in R2 of arousal and valence
dimensions [24]. To avoid the one size fits all phenomenon in music recommendation, Jin et al. constructed
a system to optimize user control level based on visual memory and music maturity features. After detecting
the interactive visual design system model of the music recommendation system, the results showed that music
complexity would enhance the impact of UI on perceptual diversity [4]. To solve the problems of cold start and
content feature extraction in Music classification and recommendation, Mao et al proposed a music-CRN model
to optimize classification and recommendation by learning audio content features. Empirical analysis of the
model found that this method performed better in music classification and recommendation tasks than previous
methods [12]. Aiming at the problem that the existing music recommendation system fails to fully capture the
correlation between internal and external information, the Xu team proposed a hierarchical multi-information
fusion recommendation method, and tested the method. The experimental results showed that compared
with the baseline method, the method performed best on the NOWPLAYINGRS dataset. The validity and
rationality of the model were verified [19].

Based on the above related studies and the comparison of the advantages and disadvantages of the proposed



Research and Application of a Dual Filtering Music Hybrid Recommendation Model Based on CatBoost Algorithm & DCN4115

Fig. 3.1: Network model structure of DCN

method, Table 2.1 is obtained.

From Table 2.1, the proposed method integrates CatBoost algorithm and DCN model in the music recom-
mendation system, aiming to meet users’ individual needs more comprehensively and accurately capture the
emotional and stylistic characteristics of music. The significant advantage of this method is that it can take
into account both personalized recommendation and in-depth mining of music characteristics, so as to improve
the accuracy and personalized degree of recommendation. Compared to the methods in other references, the
proposed method focuses more on how to more accurately capture the intrinsic characteristics of user prefer-
ences and music. Although other relevant methods perform well in their respective fields, they have little to do
with the direct application of the music recommendation system, and the methods applied in the field of music
recommendation cannot meet the personalized needs of users. Therefore, the proposed music recommendation
model based on CatBoost algorithm and DCN algorithm aims to fill the knowledge gap, and significantly im-
prove the personalization and accuracy of music recommendation by integrating advanced algorithms, so as to
enhance user experience and improve user stickiness of music platform.

3. Methods and Materials.

3.1. Construction of a DCN-based music recommendation model. DCN consists of a DNN and
a Cross Network (CN) in parallel [7]. The drawback of traditional DNN is that only a combination of partial
features can obtain better features, and its implicit learning features are inexplicable, resulting in low learning
efficiency [23]. The main principle of DCN is to consider discrete and continuous features separately, encode
and embed discrete features, and then concatenate and combine them with continuous features. The network
model structure of DCN is shown in Figure 3.1.

From Figure 3.1, the original data in the DCN model is first divided into discrete and continuous features.
Then at the embedding layer, the discrete features are transformed into real value vectors by building a random
initialization vector lookup table. Subsequently, the transformed real value vector and the continuous feature
are perfectly fused in the stacked layer to form the final output vector. This design not only optimizes the
feature processing, but also improves the expressiveness and flexibility of the DCN model. The stacking function
in the DCN model is shown in equation (1).

X0 =
[
xTembed ,1 · · · , xTembed ,k,x

T
dense

]
(1)

In equation (1), xTembed ,k means the vector of the k th feature after embedding operation; xTdense denotes the
transposed continuous value eigenvector; X0 refers to both CN and DNN inputs. The DNN is composed of n
layer networks and is a fully linked neural network system. Each layer of the deep network can be represented
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Table 2.1: Comparison of the advantages and disadvantages of the research methods in this paper with those
in different references

Author Research method Application field Advantages Disadvantages

Research in
this paper

Music recommenda-
tion model integrating
CatBoost and DCN

Music recom-
mendation

Both personalization and
music feature mining can
significantly improve the
personalization and accu-
racy of recommendation

/

Pandey [14] Amino acid sequence fea-
ture model based on Cat-
Boost

Disease predic-
tion

High accuracy in predict-
ing disease prone sites

Only applicable in the
field of cancer prediction

Anitha and
Kalaiarasu

Phishing detection sys-
tem based on CatBoost

Phishing site de-
tection

High accuracy, robust-
ness and predictive
power

The correlation with mu-
sic recommendation sys-
tem is weak It has little

Lu et al.
[11]

DCN algorithm Deep linear
unit network
correction

The corrected network
has non collinearity

relevance to the applica-
tion of music recommen-
dation system

Bagyaraj et
al. [2]

Deep learning model
based on DCN

Automatic recog-
nition of gliomas
of different
grades

High sensitivity, F1 score
and specificity

Focus on glioma recog-
nition, not music recom-
mendation

Jenefer and
Deepa [10]

CatBoost classifier Diabetes predic-
tion

High accuracy and less
loss value

Applied to diabetes pre-
diction, not directly re-
lated to music recommen-
dation

Elbir A et
al. [6]

DNN model based on
acoustic features

Music classifica-
tion and recom-
mendation

Effectively classify and
recommend music genres

Too much reliance on
acoustic features

Yadav et al.
[20]

Self-focused deep music
recommendation model

Music recom-
mendation

Effectively solve the prob-
lem of cold start and new
user recommendation

Too much dependency on
MIDI content data

Ziemer et al.
[24]

Classification model
based on third octave
mixing analysis

DJ sound classifi-
cation

Help with DJ retrieval
tools

The accuracy rate is 73%,
with room for improve-
ment

Mao et al.
[12]

Music-CRN model Music classifica-
tion and recom-
mendation

The effect of music clas-
sification and recommen-
dation is good

Rely on audio content
feature learning

Xu et al.
[19]

Hierarchical multi-
information fusion
recommendation method

Music recom-
mendation

Fully capture informa-
tion internal and external
associations

Implementation can be
complex

by equation (3.1).

Dl+1 = f (WlDl +Bl) (3.1)

In equation (3.1), Dl is the output of the previous layer network; Wl indicates the weight term; Bl denotes the
bias term of bias, and ReLu is selected as the activation function f ; l represents the number of layers. If d is
set as the input dimension, the number of neurons in each layer is m, and there is a l layer network, then the
total parameter complexity of the DNN is shown in equation (3.2).

P (dl) = d×m+m+
(
m2 +m

)
× (Ld − 1) (3.2)

In this study, the CN is applied to the explicit feature cross, and the network output expression of each layer
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Fig. 3.2: Flow chart of music recommendation model based on DCN

is shown in equation (3.3).

xl+1 = x0x
T
l wl +Bl + xl (3.3)

In equation (3.3), xl is the output of the previous layer network; wl and Bl represent the connection parameters
between the two layers of networks; x0x

T
l wl denotes the feature crossover completed in the l + 1 layer, and

all variables in the above equation are column vectors. The residual between the output of the fitting layer
and the previous output, plus the input data xl of that layer, can be regarded as the residual of the two-layer
network. Next, in the connection layer, the final outputs of the two networks are connected, and after weighted
summation, the final probability value is generated by the Sigmoid function, as shown in equation (3.4).

xstack = concat
(
w
[
CTL1

, DT
L1

])
(3.4)

In equation (3.4), CTL1
and DT

L1
are the outputs of the CN and DNN , respectively; L1 and L2 respectively

mean the number of layers in two networks; w expresses the weight parameter of the CN. DCN can learn the
interactions between effective features and has lower computational costs. Therefore, the study applies DCN
to music recommendation models to reduce the complexity of the music recommendation model. The flowchart
of the music recommendation model based on DCN algorithm is shown in Figure 3.2.

From Figure 3.2, the music recommendation model based on DCN algorithm first needs to desensitize user
information, extract hidden features of music from it, and build an information matrix. Then the music data
set is split and passed into the DCN classifier for parameter setting. Parameters are initialized by equation (6)
to reduce the dependence between parameters.

L = sqrt

(
6

ninput + noutput

)
(3.5)

In equation (3.5), L indicates the range of uniform distribution; ninput denotes the amount of input units for
the weight tensor; noutput represents the amount of output units of the weight tensor. Then at the connection
layer, the Sigmoid function is used to calculate the probability output, the expression of which is shown in
equation (3.6).

S(x) =

(
1

1 + e−x

)
(3.6)

In equation (3.6), S(x) means probability and x indicates variable parameters. After the DCN model is
constructed, the Adam optimizer is used to calculate the gradient of the loss function and update the parameters.
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Fig. 3.3: CatBoost model structure

After the model configuration is completed, the number of iterations is set, the model is trained by the number
of samples in each iteration, and the music recommendation list is finally obtained. Through the above steps,
the music recommendation model based on DCN algorithm can recommend music according to the needs of
different users, and ensure high recommendation accuracy.

3.2. Design of a dual filtering music recommendation model integrating CatBoost and DCN.
In traditional DCN music model recommendations, the number of music songs is large, the types are diverse,
and the duration is not uniform. Moreover, the DCN model cannot effectively process discrete features, making
it difficult for the model to provide personalized recommendations for users [15, 22]. Based on this dilemma,
the study integrates the integrated learning CatBoost classification model with the DCN to construct a music
recommendation model based on the DCN-CAT algorithm. CatBoost is a type of decision tree that can
efficiently and reasonably process categorical features, thereby improving the accuracy of the algorithm [8].
The CatBoost symmetric tree structure is shown in Figure 3.3.

From Figure 3.3, the core of CatBoost algorithm is the design of symmetric tree, and it will build an
initial tree structure according to the selected sample in the first iteration, and then determine the value of
each leaf node through calculation. This initial tree structure is reused in subsequent iterations to continuously
optimize the model. The design form of CatBoost enables it to efficiently process category-type features, thus
making up for the shortcomings of DCN model in processing discrete features, and finally forming a complete
recommendation model through multiple iterations, improving the accuracy of music recommendation. At
the same time, CatBoost proposed the use of TS-based ordered transport stream (Ordered TS) and a new
classification feature processing algorithm to solve the problem of target leakage and prediction offset in Boosting
algorithm, and improve training speed and accuracy. The Ordered TS coding principle is shown in Figure 3.4.

From Figure 3.4, in Ordered TS coding principle, the classification feature values of samples are converted
into a sequential coding. For a particular sample, its coded value is calculated based on the sample that comes
before it. When one of the classification features of the sample is the same as that of the previous sample, the
corresponding Ordered TS encoding value is adopted.

This method can help solve the problem of target leakage and prediction deviation in Boosting algorithm,
and improve the training speed and prediction accuracy of the model by considering the order relationship
between samples. Ordered TS code principle in the sample xi, under the classification feature k′ is xk

′

i′ , and the
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Fig. 3.4: Ordered TS encoding principle

encoding value of xk
′

i′ is calculated based on the sample Dσ that ranks first in the value. The TS encoding value

of the same sample as xk
′

i′ under the classification feature k in Dσ is the Ordered TS encoding value. CatBoost
uses the target count method in the gradient enhancement algorithm to group categories and estimate the
expected target value of each category, processing classification features with minimal information loss. The
specific equation for estimating the expected target is shown in equation (3.7).

x̂i
′

k′ ≈ E
(
y/x = xi

′

k′

)
(3.7)

In equation (3.7), y means the expected goal. When the i′ feature values of other samples are equal to xi
′

k′ ,
the expected value of this category is used to replace the i′ feature of the k′ sample, which means that the
discrete feature is reassigned. Because xi

′

k′ is calculated from the target values of the samples, there will be
conditional biases when splitting the test set and training set. The expression for obtaining a prior value is
shown in equation (3.8).

P1

(
y = 1/xi = C

)
= 0.5 (3.8)

In equation (3.8), P1 denotes the TS value; C indicates the category. Therefore, it assumes that there is a
category feature with all feature values taking different values, the numerical values for replacing category
features in the classification category are shown in equation (3.2).

x̂i
′

k′ =
yC + aP1

1 + a
(3.9)

In equation (), a represents a constant, but for the test set, if all TS values are 0.5 , it is not possible to classify
and predict the test data. Therefore, a threshold is used for classification, and the threshold expression is shown
in equation (11).

t =
0.5 + aP1

1 + a
(3.10)

In equation (), t denotes the threshold. Afterwards, the training samples are randomly sorted, and the prior
values and weight coefficients of the prior values are added to the mean of the category labels before the samples,
thereby reducing the impact of low-frequency category features. The expression for defining the encoding value
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Fig. 3.5: Flow chart of hybrid recommendation model

is shown in equation (3.11).

x̂i
′

k′ =

∑
xj∈Dk

I
[
xi

′

j = xi
′

k′

]
□yj + aP1

∑
xj∈Dk′

I
[
xi

′

j = xi
′

k′

]
+ a

,Dk′ = {xj : σ(j) < σ (k′)} (3.11)

In equation (3.11), D refers to all datasets available for model training; Dk′ indicates a subset of D;σ represents
a constructed random sequence; yj is the eigenvalues of sample j. To achieve more accurate and personalized
recommendation algorithms, music recommendation is divided into two parts: song and singer recommendation.
In the dataset prediction section, mixed classification models and regression models are used for prediction. This
generates a music recommendation list for different users, and the hybrid recommendation model flowchart is
shown in Figure 3.5.

From Figure 3.5, the hybrid recommendation model proposed in this study combines deep learning and
machine learning technologies. The model achieves accurate recommendation through four main stages. The
first stage is to label the raw data to extract key information and hidden features. In addition to basic
song information and user behavior data, the research also focuses on users’ historical listening records, song
emotional labels, rhythms, genres and other additional information, so as to provide a more comprehensive
view of user preferences and song characteristics, which is conducive to accurate recommendation in the future.
At the same time, in the process, the research also extracts singer information from the original data, forms
a new singer data set, and splits it into a training set and a test set. Then, in the second stage, the song
training data is input into DCN and CatBoost classifiers for training and parameter tuning. DCN, with its
powerful feature crossover ability, helps capture complex relationships between songs. In order to improve
the generalization ability and accuracy of the model, additional information such as sentiment analysis data
of songs, user comments, and community tags are also introduced at this stage of the study to enable the
model to understand songs and user preferences from multiple dimensions. At the same time, the singer
training set is input into the CatBoost regression model for training, which is able to efficiently process the
classification features and prevent overfitting with specific enhancement techniques, thus ensuring the accuracy
of the recommendations. In the third stage, the trained DCN model is used to predict the song test set, generate
a list of predicted values, and set the filtering range to form a new data set. The trained CatBoost regressor
is used to predict the score of the singer test set and generate the singer recommendation list. This process
incorporates the user’s recent listening behavior and feedback, which is used as an important reference for
dynamically adjusting the recommendation list. Then, the CatBoost regressor is used to predict the score of
the singer test set and generate the singer recommendation list. Finally, in the fourth stage, CatBoost classifier is
used for secondary classification prediction, and additional information such as users’ social network information
and geographical location data is integrated in this stage, so as to provide users with more personalized and
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Table 4.1: Performance comparison of various algorithms

Dependent variable Variable Dependent variable Variable

User information

User-id
Gender

Bd
City

Registered -via
Registration -time
Expiration-date

Operation information

User-id
Song-id

Source-screen-name
Source-system -tab

Source-type

Song information

Song-id
Genre-ids

Artist-name
Composer
Lyricist

Song-length
Isrc

Song additional information
Song-id
Name
Isrc

Fig. 4.1: ROC and accuracy of four algorithms results

localized music recommendations to further refine the recommendation results. Finally, the recommended list
of songs and artists is combined to generate personalized music recommendations for users.

4. Results.

4.1. Parameter design and performance evaluation of CatBoost-DCN. After constructing the
CatBoost-DCN hybrid music recommendation model, to verify the superiority of the constructed CatBoost-
DCN algorithm, it attempted to compare CatBoost-DCN with CatBoost, LightGBM, and Stacking-XLC al-
gorithms in the same dataset. The experimental dataset included four parts: user, song, operation and song
additional information tables. The dataset variables for music recommendation are shown in Table 4.1.

Table 4.1 shows all the data sets involved in this experiment. The experimental data set included more than
2,000 user song operation records, data labels on whether users listen to songs repeatedly, 150 user attribute
information and more than 1,000 song information, ensuring the comprehensiveness and diversity of the data.
Then, the four algorithms were tested in the data set, and the ROC curve, accuracy rate, recall rate, error
value and other indicators of the four algorithms in the data set were compared and analyzed. The comparison
results of ROC curve and accuracy of the four algorithms are shown in Figure 4.1.

Figure 4.1 shows the ROC curves and accuracy plots of CatBoost-DCN, CatBoost, LightGBM, and Stacking-
XLC algorithms. As shown in Figure 4.1 (a), compared to the other three algorithms, the CatBoost-DCN
algorithm had a maximum area of approximately 0.85 in the ROC curve, while the other three algorithms
had areas of 0.75, 0.53, and 0.51, respectively. The results showed that CatBoost-DCN algorithm had higher
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Fig. 4.2: Performance comparison of various models

performance in distinguishing positive and negative samples, and the classification effect was better. From
Figure 4.1 (b), from the comparison results of algorithm accuracy, after stable training, CatBoost-DCN had
the highest accuracy, at 96.13%, which was 19.91% higher than CatBoost, 29.69% higher than LightGBM, and
12.71% higher than Stacking-XLC. The results showed that the CatBoost-DCN algorithm performed well in
the classification task and could correctly classify most samples into the correct categories. Therefore, from the
two dimensions of area under the ROC curve and accuracy, CatBoost-DCN showed higher performance than
the other three algorithms. This shows that the CatBoost-DCN algorithm can get more accurate classification
results in practical applications. The advantages of CatBoost-DCN may come from its unique algorithm design
and optimization strategies, which enable the algorithm to extract features more efficiently, reduce the risk of
overfitting, and improve generalization ability when dealing with complex data. As shown in Figure 4.2, the
error and accuracy of the four algorithms would be analyzed next.

Figure 4.2 shows the error and precision analysis of the four algorithms. The broken line section repre-
sents the error curve of the algorithm, and the bar chart section represents the precision of the algorithm.
As shown in Figure 4.2, the training error of CatBoost-DCN, LightGBM, CatBoost, and Stacking-XLC was
0.013%, 0.065%, 0.034%, and 0.023%, respectively. The results demonstrated the high precision and low error
of CatBoost-DCN algorithm in the process of model training, indicating that the algorithm can fit the data
more accurately and reduce the prediction bias. In the precision comparison, CatBoost-DCN had an precision
of 95%, approximately 19%, 17%, and 10% higher than LightGBM, CatBoost, and Stacking-XLC, respectively.
The results showed that CatBoost-DCN algorithm had excellent precision in classification tasks and could iden-
tify all kinds of samples more accurately. In summary, CatBoost-DCN is significantly better than the other
three algorithms in the two key indicators of error rate and precision , which indicates that CatBoost-DCN
algorithm can provide more precise and reliable classification results in practical applications. Next, the recall
and accuracy of the four algorithms were analyzed and sorted, and the results are shown in Figure 4.3.

In Figure 4.3 (a) of the PR curve, the area of CatBoost-DCN was 0.89 , with the largest area, approximately
0.33 higher than LightGBM, 0.17 higher than CatBoost, and 0.11 higher than Stacking-XLC. The results showed
that the CatBoost-DCN algorithm had excellent performance in the comparison of PR curves, and could identify
positive samples more effectively while maintaining a low false positive rate. As shown in Figure 4.3 (b), the
recall rates of CatBoost-DCN, LightGBM, CatBoost, and Stacking-XLC algorithms were 92.7%, 71.1%, 76.1%,
and 83.2%, respectively. This data showeed that CatBoost-DCN algorithm could find out the real positive class
samples more comprehensively and reduce the cases of missing reports in classification tasks. According to the
comprehensive analysis of Figure 4.3(a) and Figure 4.3(b), CatBoost-DCN showed obvious advantages from the
comparison results of PR curve and recall rate. This advantage may be due to its advanced algorithm design
and fine parameter tuning, so that the algorithm can more accurately capture the internal structure of the
data when dealing with classification problems, thus providing more reliable and comprehensive classification
results. The results also further confirm that CatBoost-DCN algorithm is expected to obtain better classification
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Fig. 4.3: Recall and precision of four algorithms

Fig. 4.4: Recall and precision of four algorithms

performance in practical applications.

4.2. Evaluation of CatBoost-DCN recommendation model results. To compensate for the low
accuracy of a single algorithm, a CatBoost-DCN dual filtering music hybrid recommendation model was con-
structed. For the binary classification problem of the CatBoost-DCN hybrid model, four indicators, precision,
recall, AUC, and accuracy, were used to evaluate and analyze the performance of CatBoost-DCN. To obtain
the optimal model and parameters, the above four indicators were used as the evaluation criteria for the model,
and testing was conducted based on learning rate and depth. The results are shown in Figure 4.4.

Figure 4.4 shows the final results of learning rate tuning and decision tree tuning. Figure 4.4 (a) shows
that when the learning rate was 0.1 , the optimal model score was 0.7516 , and the overall learning rate showed
a trend of increasing first and then decreasing. Figure 4.4 (b) indicated that when the decision tree depth was
12, the optimal model score could be obtained, which was 0.76449. When the decision tree depth was 6 , the
model score showed an upward trend. When the decision tree depth was within the 9-12 range, the increase
in model score significantly increased and reached the highest value. When the decision tree depth was after
12, the score showed a downward trend. The original test set consisted of 1342 pieces of data. The predicted
values of CatBoost and DCN in the hybrid model were weighted and fused to obtain the final probability. The



4124 Juncai Hou

Table 4.2: CatBoost-DCN parameter settings

Song recommendation Singer recommendation

Parameter name Parameter value Parameter name Parameter value

Iterations 1000 Iterations 600
Depth 12 Depth 8

Learning_rate 0.1 Learning_rate 0.2
Eval_metric AUC

Eval_metric R2
Max_ctr_complexity 2

Loss_function Logloss
Loss_function RESE

Boosting_type Plain
12_leaf_reg 6 12_leaf_reg 3

Bootstrap_type Bernou lli Bootstrap_type Bernou lli
Border_count 31

Border_count 32
One_hot_max_size 255

Random_seed 123 Random_seed 123
Task_type GPU Task_type GPU

Fig. 4.5: Model comparison test

probabilities were then sorted to form a corresponding recommendation list, and finally recommendations were
made to users. The optimal parameter settings for the CatBoost-DCN model for final singer recommendation
and song recommendation are shown in Table 4.2.

Table 4.2 shows the CatBoost-DCN parameter settings. The number of trees in the song recommenda-
tion bar was 1000. When the depth of the tree was 12, the maximum feature combination tree was 2, the
regularization coefficient was 6, the number of numerical feature divisions was 31, and the maximum number
of unique hot codes was 255. The number of trees in the singer recommendation column as 600. When the
depth of the tree was 8, the regularization coefficient was 3, and the numerical feature segmentation tree was
32. After the parameters were adjusted, the model was called to predict the test set, and the top eight singers
with the highest scores were recommended to users. In addition, to further analyze the performance of the
CatBoost-DCN model, a comparative analysis was conducted among the CatBoost-DCN hybrid model, the
DCN model, and the SVD model. At the same time, to verify the superiority of CatBoost-DCN, models with
different algorithms such as DCN-LGB and DCN-XGB were selected for comparison. The results are shown in
Figure 4.5.

The bar chart in the upper half of Figure 4.5 shows the performance comparison results among DCN, SVD,
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and CatBoost-DCN models. The results showed that the AUC area of CatBoost-DCN was 0.93, the precision
was 0.91, the accuracy was 0.95, and the recall was 0.92. The scores of CatBoost-DCN were higher than those
of DCN and SVD models. Compared with the DCN model, the CatBoost-DCN hybrid model improved in all
indicators, with an increase of approximately 7.2% in AUC, 3.4% in accuracy, 2.2% in precision, and 2.1% in
recall. The above results showed that the combination of CatBoost and DCN could effectively improve the
predictive ability and stability of the model. The lower half of Figure 10 shows the comparison of indicator
performance among different mixed models. The AUC area of CatBoost-DCN was approximately 0.05% more
than DCN-LGB and 0.15% more than DCN-XGB. The precision of CatBoost-DCN was approximately 0.07%
higher than DCN-LGB and 0.09% higher than DCN-XGB. The accuracy of CatBoost-DCN was approximately
0.11% higher than DCN-LGB and 0.15% higher than DCN-XGB. The recall rate of CatBoost-DCN was ap-
proximately 0.16% higher than DCN-LGB and 0.23% higher than DCN-XGB. The above data fully proved
the superiority of CatBoost-DCN hybrid model in various indicators. CatBoost-DCN showed strong prediction
and classification ability both in the comparison of single models and in the competition of mixed models. To
sum up, CatBoost-DCN hybrid model has significant advantages in the field of music recommendation, and
its overall performance improvement is due to the perfect combination of CatBoost and DCN. The hybrid
model can not only extract features more effectively and reduce the risk of overfitting, but also improve the
generalization ability and prediction accuracy of the model.

5. Discussion. From the simulation results, CatBoost-DCN model showed significant advantages in sev-
eral evaluation indicators. Compared with the other three algorithms (CatBoost, LightGBM, and Stacking-
XLC), CatBoost-DCN had significant improvements in ROC curve area, accuracy, error rate, and precision.
This is mainly due to CatBoost-DCN’s unique algorithm design and optimization strategy, which enables it to
extract features more efficiently, reduce the risk of overfitting, and improve generalization. The results of this
study were significantly improved compared with the indicators of the music recommendation model proposed
by Yun et al. [21]. In comparison with the DCN model and SVD model, CatBoost-DCN also showed excellent
performance. The AUC area, accuracy, precision and recall rate were higher than those of the two models. In
particular, compared with the DCN model, CatBoost-DCN improved in all indicators, with AUC improving by
about 7.2%, accuracy by 3.4%, precision and recall by 2.2% and 2.1%, respectively. These results showed that
the combination of CatBoost and DCN could indeed significantly improve the predictive power and stability of
the model. The research results were compared with the research results of the music recommendation model
proposed by Wang team in 2023, and it was found that the overall performance of the proposed model was
better [18]. In addition, the performance of different hybrid models was compared. The results showed that
CatBoost-DCN was superior to DCN-LGB and DCN-XGB models in AUC area, precision, accuracy and recall
ratio. This result further confirmed the superiority of CatBoost-DCN hybrid model. Compared with other
relevant studies, the application of CatBoost-DCN model in the field of music recommendation has significant
advantages. This is mainly reflected in its overall performance improvement, including higher accuracy, lower
error rate, and better generalization ability [5]. These advantages enable the CatBoost-DCN model to provide
users with more accurate and personalized music recommendation services.

In summary, the CatBoost-DCN model shows excellent performance in music recommendation applications.
Its advantages come from unique algorithm design and optimization strategies, which enable the model to
extract features more effectively, reduce overfitting risks, and improve generalization ability when dealing with
complex data. The results of comparison with other algorithms and models further confirm the superiority of
CatBoost-DCN. Therefore, in the field of music recommendation, CatBoost-DCN model is expected to achieve
better recommendation results and user satisfaction. In addition, because the CatBoost-DCN model performs
well in processing complex data with a large number of category characteristics and numerical characteristics,
it also has a wide range of application potential in other recommendation fields such as e-commerce product
recommendation, video content recommendation, and social network friend recommendation.

6. Conclusion. The personalized demand for music recommendations from different users on music plat-
forms is increasing, and traditional music recommendation models have shortcomings such as long-time con-
sumption and insufficient personalization. This study attempted to integrate the CatBoost algorithm with DCN
and constructed a CatBoost-DCN hybrid model to recommend personalized music to meet the needs of a large
number of network users. During training, CatBoost, LightGBM, and Stacking-XLC algorithms were selected
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for performance analysis with CatBoost-DCN. In performance analysis, this model was superior to CatBoost,
LightGBM and Stacking-XLC algorithms in ROC area, accuracy, error rate, recall area, and precision. Among
them, the ROC area of CatBoost-DCN was 0.85 , the accuracy was 96.13%, the error rate was only 0.013%, the
recall area was 0.89 , the precision rate was 95%. Compared with single and other models, CatBoost-DCN also
performed well in AUC area, precision, accuracy and recall. The results above showed that the CatBoost-DCN
hybrid model showed excellent performance in personalized music recommendation, which is significantly better
than the traditional recommendation algorithm. This study found that by integrating CatBoost and DCN, the
research successfully improved the accuracy and efficiency of the recommendation system, and effectively met
the personalized needs of Internet users for music. However, there are also shortcomings in the research. At
present, the CatBoost-DCN model does not take into account how user interests may change over time. Future
studies can further refine the model by introducing techniques such as time series analysis to more accurately
capture users’ dynamic music preferences.
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DESIGN OF TEST TURNTABLE BASED ON FUZZY PID ALGORITHM AND ITS
ERROR CORRECTION

LI TANG∗AND ZHOU LIANGFU†

Abstract. In order to meet the requirements of antenna for high bearing capacity, high positioning accuracy and speed
stability of the test turntable, a test turntable with simple operation is designed. First of all, the structure of the turntable
is introduced. The turntable adopts the form of gear transmission and multi-turn absolute encoder angle measurement. The
mechanical simulation analysis of the turntable table is carried out, and the static performance and modal characteristics of the
turntable are analyzed. Then, the servo control system of the turntable is introduced. The multi-turn absolute encoder is used as
the detection element of the actual position of the turntable. The target position is sent to the controller by the upper computer
through the serial port. The controller uses the field programmable logic gate array (FPGA) as the core, and the encoder, controller
and control object constitute the position loop; In the software design, the fuzzy PID algorithm is used to replace the traditional
PID algorithm. Finally, the turntable accuracy test platform is built, and the autocollimator and polyhedral prism are used to
obtain the angle measurement error. The test results show that the control accuracy is better than ±0.01◦, the system position
accuracy is better than 2.5’, and the turntable positioning accuracy and rotational speed stability have been effectively improved.

Key words: Servo; Turntable; Fuzzy control; FPGA.

1. Introduction. In the design of high-precision turntables, commonly used forms of power transmission
include direct drive, worm gear transmission, and gear transmission [6]. The worm gear transmission has
the advantages of large reduction ratio, smooth transmission, low noise, and large bearing capacity; Gear
transmission has the advantages of accurate transmission ratio, stability, high efficiency, high working reliability,
and long service life. The load-bearing capacity, position accuracy, smoothness of speed, and system stability
of the test turntable will directly affect the testing effect of the test turntable. Therefore, the control strategy
for the motor in the control system of the test turntable is crucial. At present, there are various control
algorithms for motors [13, 21]. Le K M [8] proposes an algorithm based on improved PI control current to
improve the performance of the motor. It determines the control parameters through the parameters of the
motor and the speed of operation; Tran H N [15] proposed a method based on an effective phase compensator
to improve the accuracy of the motor; Zhai Yan [20] and Changjun Zhao [22] propose an algorithm based
on fuzzy adaptive control, which performs fuzzy control on classical PID and adjusts the control parameters
according to different situations automatically. Sliding mode variable structure control algorithms have good
control effects on nonlinear factors. [12, 1, 4]

The author has designed a high-precision gear transmission turntable and conducted mechanical analysis
on the turntable using ANSYS software. The maximum deformation of the loading table is 0.026mm, and the
maximum stress is 0.95MPa, both of which are far less than the strength limit of the material; At the same time,
a control strategy based on the fuzzy PID algorithm is adopted. Fuzzy control can formulate control strategies
based on engineering experience, which is suitable for nonlinear and uncertain systems such as turntable control
systems. Fuzzy control is used to adjust the proportional integral derivative coefficients of PID online, which
not only has the advantages of simple and reliable PID control, but also enables the turntable to better cope
with sudden disturbances and has excellent control performance. And the error effect was verified using a
polyhedron prism, with a control accuracy better than ±0.01◦ and a system position accuracy better than
2.2’, meeting the requirement of antenna testing 3’. At the same time, the speed stability of the turntable was

∗Industrial Software Engineering Technology Research and Development Center of Jiangsu Education Department, Nanjing
Vocational University of Industry Technology, Nanjing 210023, China (Corresponding author)

†Industrial Software Engineering Technology Research and Development Center of Jiangsu Education Department, Nanjing
Vocational University of Industry Technology, Nanjing 210023, China
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Fig. 2.1: Turntable structure

Table 2.1: Main parameters of encoder

Shaft diameter Lines per revolution revolution resolution ratio repeatability

10 × 19 mm 262144 4096 4.9” 0.002◦

Fig. 2.2: Adjusting the backlash of the eccentric shaft sleeve

effectively improved.

2. Turntable structure design. The turntable mainly consists of a pair of transmission gears, data
gears, reducer, absolute multi-turn encoder, motor, etc. The structural diagram of the turntable is shown in
Figure 2.1.

According to the load requirements of the turntable, through analysis and calculation, combined with the
Mechanical Design Manual, the gear module is determined, in which the gear ratio is 23:181, the data gear
ratio is 1:8, and the speed ratio of the reducer is 100.The large total deceleration ratio ensures the load-bearing
capacity of the turntable.

The absolute multi-turn encoder is used to measure the actual position of the turntable, and the main
technical parameters of the encoder are shown in Table 2.1.

The encoder is installed coaxially with the data gear, and the data gear is installed parallel to the output
gear, with a data gear ratio of 1:8, So compared to the spindle, the encoder resolution reaches 4.9”/8=0.62”,
However, the backlash of gears can affect the positioning accuracy and stability of the system, so it needs
to be effectively overcome. There are different methods for adjusting the backlash of different types of gear
transmission pairs. The eccentric shaft sleeve adjustment method is used here, as shown in Figure 2.2. By
adjusting the eccentric shaft sleeve, the center distance between the input and output gears can be changed.

Considering the requirements of matching the torque, rated speed, and inertia of the motor, a three-phase
synchronous servo motor is chosen here.
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Fig. 3.1: Table deformation analysis

Fig. 3.2: Turntable stress analysis

3. Mechanical simulation analysis. The flatness and end face runout of the turntable’ table determine
the installation accuracy of the antenna load and have a significant impact on the testing effect. Under load,
the deformation and vibration of the table also have an impact on the turntable, which cannot be ignored.
Therefore, mechanical analysis of the table top is necessary. This article uses ANSYS software for mechanical
analysis of the turntable. [23, 11, 9]

The load table of the turntable is made of aluminum alloy material, with a density of 2770 kg/m3, a tensile
yield strength of 280Mpa, a comprehensive yield strength of 280Mpa, and a tensile ultimate strength of 310Mpa.
The analysis results are shown in Figures 3.1 to 3.3. Figure 3.1 shows the deformation analysis results of the
table after applying load, Figure 3.2 shows the stress analysis results of the turntable, and Figure 3.3 shows
the modal analysis results of the turntable.

According to the design requirements, the turntable needs to meet the load requirement of a maximum
load of 50 kg. With the turntable as the center, a distributed load is added and a force of 500 N is applied to
the turntable surface. Through the analysis of the above simulation results, it can be seen that the maximum
deformation of the loading platform is 0.026mm, and the maximum stress is 0.95MPa. Both parameters are
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Fig. 3.3: Turntable modal analysis

Fig. 4.1: Servo system control block diagram

far less than the strength limit of the material.

4. System hardware composition. The servo control system of the testing turntable mainly consists
of an upper computer, a controller, a driver, an encoder, and a motor. The servo system receives control
commands from the upper computer through the RS-422 serial port, and reports information such as position,
speed, and fault codes. The servo controller is implemented using the Cyclone series FPGA, which is responsible
for receiving feedback angle from the encoder. Its NIOS II core completes the calculation of the guidance
command, and the calculation results are sent to the driver through the CAN bus. The speed and current
loops are calculated in the driver, and finally the driver generates a sinusoidal pulse width modulation (SPWM)
signal to drive the motor to move [14]. The system is shown in Figure 4.1.

5. System software design.

5.1. Fuzzy PID control strategy. In this system, the load is large and the inertia is large. Under the
action of step response, the deviation is usually not eliminated in a short time, and the integral term can cause
significant overshoot, even causing system oscillation and reducing system stability [5, 18, 10]. At the same time,
in order to meet the control quantity changes caused by the quality differences of different testing equipment,
it is necessary to use control methods with good adaptability.Fuzzy control modifies PID parameters based
on fuzzy reasoning, obtaining different correction values based on the size of the deviation, thereby affecting
the original PID parameters and accelerating the system response time while ensuring control accuracy. [3, 7]
This article adopts a fuzzy PID control strategy to achieve the requirements of precise position control and fast
response of the testing turntable. This article designs the algorithm for the position loop of the system. The
speed loop and current loop are completed by the selected driver. Effective control of the testing turntable is
achieved through position loop control combined with driver parameter settings.

5.2. Design and Simulation of Fuzzy PID Controller. In this turntable control system, the angular
position deviation e and the variation of angular position deviation ec are selected as input variables to complete
fuzzy control. Adopting a second-order fuzzy controller, the deviation signal and the variation of the deviation
signal are used as the control signals of the entire control system.The ∆KP, ∆KI, ∆KD derived from fuzzy
reasoning principles and PID parameters (KP,KI,KD) work together on the controlled object, and θin represents
the target angle issued by the upper computer, θout represents the current actual angle output by the encoder,
the structural flow of the fuzzy PID controller is shown in Figure 5.1.

Establish a fuzzy domain for the control signal, select an appropriate membership function curve for fuzzifi-
cation processing, and obtain the fuzzy output according to the control rules [16, 2, 17]. Set the basic universe
of input variables e, ec and output variables ∆KP, ∆KI, ∆KD to [−6,+6]. Input variablese and ec correspond
to language variables E and EC,the output variable ∆KP, ∆KI, ∆KD corresponds to the language variable
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Fig. 5.1: The Structural Process of Fuzzy PID Controller

Table 5.1: Fuzzy rules of ∆KP, ∆KI, ∆KD

E

∆Kp/∆Ki/∆Kd Ec
NB NM NS ZO PS PM PB

NB
PB/NB

/PS
PB/NB

/NS
PM/NM

/NB
PM/NM

/NB
PS/NS
/NB

ZO/ZO
/NM

ZO/ZO
/PS

NM
PB/NB

/PS
PB/NB

/NS
PM/NM

/NB
PS/NS
/NM

PS/NS
/NM

ZO/ZO
/NS

NS/ZO
/ZO

NS
PM/NB

/ZO
PM/NM

/NS
PM/NS

/NM
PS/NS
/NM

ZO/ZO
/NS

NS/PS
/NS

NS/PS
/ZO

ZO
PM/NM

/ZO
PM/NM

/NS
PS/NS

/NS
ZO/ZO

/NS
NS/PS

/NS
NM/PM

/NS
NM/PM

/ZO

PS
PS/NM

/ZO
PS/NS
/ZO

ZO/ZO
/ZO

NS/PS
/ZO

NS/PS
/ZO

NM/PM
/ZO

NM/PB
/ZO

PM
PS/ZO

/PB
ZO/ZO

/PS
NS/PS

/PS
NM/PS

/PS
NM/PM

/PS
NM/PB

/PS
NB/PB

/PB

PB
ZO/ZO

/PB
ZO/ZO

/PM
NM/PS

/PM
NM/PM

/PM
NM/PM

/PS
NB/PB

/PS
NB/PB

/PB

∆KP, ∆KI, ∆KD. The fuzzy quantization levels of the input and output language variables E, EC, ∆KP, ∆KI,
∆KD are [NB (negative large), NM (negative weight), NS (negative small), O (zero), PS (positive small), PM
(positive middle), PB (positive large)].

According to the membership function of variable E, EC, ∆KP, ∆KI, ∆KD, the fuzzy control rules formu-
lated are shown in Table 5.1.

The mathematical model G (s) of the turntable motor is a second-order system, and the relationship
between the input and output of the controller is:

ω = Kpe+

∫ t

0

e(t)dt+KD

de(t)

dt

After discrete processing:

ω(k) = Kpe(k) +KI

k∑

j=0

e(j) +KD[e(k)− e(k− 1)]

In the equation: ω (k) and e (k) are the output values and deviation values at the k-th sampling time, using
a step signal as the excitation signal of the system. After multiple experiments, the initial PID value of the
algorithm is determined.

Obtaining Actual PID Controller Parameters through Demystification:

Kp = kp +∆KP,KI = kI +∆KI,KD = kD +∆KD,
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Fig. 5.2: Modeling of Fuzzy PID Control System

(a) traditional PID control (b) fuzzy PID control

Fig. 5.3: Comparison of Two PID Effects

Among them, kp, kI and kD are conventional PID parameters.

Input fuzzy rules into the fuzzy controller and make relevant settings to establish a simulation model of
the turntable control system based on fuzzy PID, as shown in Figure 5.2. In the figure, the sum of the input
step signal and feedback signal is inputted into a PID controller, and then output through a transfer function.

Through the SIMULINK modeling and simulation environment of MATLAB simulation software, a com-
parison was made between fuzzy PID control and traditional PID control. Figure 5.3(a) shows the simulation
results of ordinary PID and Figure 5.3(b) shows the simulation results of fuzzy PID. The comparison shows
that the entire process output of the fuzzy PID controller is smoother, with less speed oscillation. At the same
time, due to strong control adaptability and high control accuracy, it can meet the requirements of motion
control for this test turntable.

5.3. Software design. The system software mainly consists of FPGA based controller software for the
lower computer. The software design includes functions such as controlling motor operation, adjusting fuzzy
PID parameters, and processing relevant data to achieve precise positioning of the turntable. The controller has
an RS422 interface for communication with the upper computer. The upper computer sends control instructions
based on custom messages through the RS422 serial port, while the lower computer controller constantly reports
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Fig. 5.4: System software structure diagram

information such as system angle, speed, and self status. The system software structure diagram is shown in
Figure 5.4.

The system first initializes itself, checks whether the serial port and can communication are normal, and
constantly reports the current angle and system status to the upper computer. After normal operation, the
controller receives instructions from the upper computer, judges the validity of the instructions, and then
completes PID fuzzy self-tuning. The driver drives the turntable to move until the turntable reaches the
designated position, ending the control process.

6. Error analysis. In order to test the accuracy of the turntable, according to the Main Performance
Testing Methods for Inertial Technology Testing Equipment, an angular position measurement test is adopted
[19]. The measurement principle is shown in Figure 6.1, and the testing system includes a testing turntable, a
24 sided prism, an autocollimator, and an adjustable tripod. The actual test turntable is shown in Figure 6.2.

The experiment adopts a 24 sided prism. Firstly, from the angle feedback of the measured axis to display
the 0 position, record the initial reading of the theodolite θ1, Then rotate the measured axis by 15◦ in sequence
based on the angle feedback display value, and record the corresponding readings of the theodolite θ2 . . . θ24, at
last Calculate the error at each point using the following formula:

ei = θi − θ1(i = 2, . . . . . . 24), The test data is shown in Table 6.1.
In Table 6.1, the system measured significant errors at positions 30◦, 70◦, 225◦, and 270◦, exceeding 100".

This is mainly due to structural machining accuracy errors and transmission errors, resulting in significant
errors at several fixed positions throughout the system. According to national standards, take the maximum

positive error in the calculation results e+ = 152”, the maximum negative error e− = −118”, e+−e−

2 = 2.25’.
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Fig. 6.1: Principle of Position Measurement Test

Fig. 6.2: device detection

Table 6.1: Test turntable error of fuzzy PID algorithm

Set Angle(◦) Measurement value(”) error value(”) Set Angle(◦) Measurement value(”) error value(”)
0 228
15 291 63 360 230 2
30 390 152 345 321 93
45 259 31 330 301 73
60 270 42 315 241 13
75 365 137 300 267 39
90 219 −9 285 163 −65
105 218 −10 270 122 −106
120 263 35 255 209 −19
135 212 −16 240 198 −30
150 199 −29 225 100 −118
165 324 96 210 254 26
180 181 −47 195 240 12

After multiple measurements and taking the average value, it is found that the positioning accuracy of the
turntable is better than 2.2’.

During the testing process, the rotational speed of the turntable (1-10◦/s) is set, and after considering the
total system deceleration ratio, it is converted into the motor speed (rpm). By reading the speed of the motor
during operation, the maximum and minimum values of the motor speed during stable operation are recorded.
Table 6.2 shows the speed stability of the fuzzy PID algorithm.

The relative error of the turntable measured by this control strategy is 1.9%, which is better than 3.2% of
the ordinary PID. Meanwhile, the lower the rotational speed of the turntable, the poorer its speed stability.
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Table 6.2: Speed error during fuzzy PID control

Serial Number
Set speed(◦/s)
(motor speed)

Motor speed
range(rpm)

Relative error
(%)

Overall relative
error(%)

1 1(92.7rpm) 88∼97 4.6

1.9

2 2(185.5rpm) 178-191 2.9
3 4(371.0rpm) 365-380 1.6
4 6(556.5rpm) 550-562 1.1
5 8(742.0rpm) 737-746 0.7
6 10(927.5rpm) 923-931 0.5

7. Conclusion. This article designs a single axis electric turntable based on the requirements of high
positioning accuracy and speed stability of the testing turntable. The system adopts a three-phase synchronous
servo motor+reducer+gear transmission method, and the table is made of aluminum alloy material; The control
system adopts a fuzzy PID control strategy to achieve the requirements of precise position control and fast
response of the testing turntable. The equipment has the characteristics of large load-bearing capacity, high
accuracy, and stable speed. Research has shown that:

(1) The turntable adopts gear transmission and multi turn absolute encoder angle measurement, with high
transmission torque. The static and modal analysis of the turntable was conducted using ANSYS simulation
software, verified that the testing turntable can meet the requirements of high load-bearing, high precision, and
smooth operation;

(2) The fuzzy PID algorithm is used to replace the traditional PID algorithm, and an autocollimator is
used to measure the positioning error of the turntable. The accuracy of the turntable system can reach 2.2’,
which is better than 2.6’ of ordinary PID, and the running speed is more stable.

In future research and design of the turntable, in terms of machinery, we will consider reducing the clearance
between gears from the perspective of improving part machining accuracy and assembly accuracy, or eliminating
the clearance through coordinated work of dual motors, in order to achieve the goal of smaller system errors;
In terms of control strategy, modern control methods such as sliding mode variable structure control algorithm
that have good control effects on nonlinear factors can be used to control the turntable.
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A VISUAL WEBPAGE INFORMATION EXTRACTION FRAMEWORK FOR
COMPETITIVE INTELLIGENCE SYSTEM

ZHIWEI ZHANG∗, WENBO QIN†, AND HAIFENG XU‡

Abstract. The extraction of webpage information is of paramount importance in the realm of competitive intelligence. This
research is dedicated to the design and implementation of a visual webpage information extraction module within a competitive
intelligence system, approached through the lens of research and development (R&D) technology and its practical applications.
Initially, the study delineates the objectives and requirements for webpage information extraction, emphasizing the practical needs
of competitive intelligence systems. By critically assessing the strengths and weaknesses of current theories and methodologies in
webpage text information extraction, this paper introduces an innovative visual method for extracting webpage text information.
Subsequently, the paper meticulously outlines the comprehensive architecture of the proposed module. Building upon this foun-
dation, the study delves into the specifics of the extraction template, rule generation, optimization techniques, and the extraction
algorithm pivotal to the process of visual webpage information extraction. The system’s effectiveness and practical utility are
substantiated through a series of confirmatory experiments, the results of which are thoroughly analyzed. The findings affirm that
the developed system adeptly fulfills the webpage information extraction needs of competitive intelligence systems, contributing
significantly to the R&D efforts in which the authors are engaged.

Key words: Information extraction visualization, natural language processing, competitive intelligence, data mining

1. Introduction. With the exponential growth of the Internet and significant advancements in informa-
tion technology, the digital landscape has emerged as the predominant arena for corporate and institutional
information dissemination. An array of content, including corporate profiles, product details, promotional
events, recruitment opportunities, and technological advancements, is extensively published online [25, 26, 14].
Recent studies underscore that a vast majority (approximately 90%) of the data requisites for competitive intel-
ligence analyses are sourced from the Internet, underscoring the critical role of web-based information in today’s
business milieu [33, 19, 28]. Competitive intelligence encompasses a comprehensive system of information gath-
ering, analysis, and dissemination, designed to equip businesses with profound insights into competitors, market
dynamics, and industry evolutions. Within this framework, webpage information extraction assumes a pivotal
position, empowering entities to not only distill invaluable insights from the deluge of data but also to leverage
such insights for tangible competitive edges. Particularly in the big data era, navigating the complexities of
data processing and analysis presents formidable challenges [19, 18, 24].

Webpage information extraction refers to the process of automatically retrieving structured or semi-structured
information from unstructured webpage content. This process involves identifying relevant pieces of data within
a webpage, such as text, images, links, and other multimedia elements, and then transforming this data into
a more organized format that is suitable for analysis, storage, and further processing [1, 13]. The goal of web-
page information extraction is to enable computers to understand and utilize the vast amount of information
available on the Internet efficiently. This technology underpins various applications, including search engines,
competitive intelligence systems, market research, and content aggregation services, facilitating the automatic
collection and analysis of web data [27, 17].

In the realm of competitive intelligence systems, the task of webpage information extraction encounters
significant hurdles due to the sheer diversity and complexity of webpage contents. The digital landscape is
a mosaic of information presented in myriad formsranging from text, images, videos, tables, to interactive
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elements, each differing vastly in format and structure across websites. This variability presents a formidable
challenge in crafting a one-size-fits-all, efficient information extraction system [8, 6]. For example, product
descriptions might be straightforward text or be supplemented with images and videos, while technical articles
could include intricate diagrams or snippets of code. Moreover, the inherent complexity within HTML struc-
tures, coupled with the ever-evolving designs of webpages, complicates the accurate retrieval of information,
necessitating highly flexible and adaptive strategies for extraction [21, 12]. Ensuring the comprehensiveness and
precision of extracted information thus requires leveraging sophisticated text processing and image recognition
technologies [9, 23].

Furthermore, competitive intelligence systems grapple with the challenges posed by the variability of noise
data, webpage formats, and structures. The internet is inundated with noiseadvertisements, promotional links,
and irrelevant comments clutter webpages, obscuring valuable information. Effectively sifting through and
excluding such noise is a crucial task in the extraction process [30, 5]. This necessitates not only the development
of sophisticated algorithms capable of discerning between relevant and irrelevant content but also their ongoing
refinement to keep pace with the dynamic nature of the web. The diversity in webpage design and layout
demands that extraction systems be versatile enough to navigate a variety of HTML/CSS structures [20, 15].
Additionally, the rapid evolution of web technologies and the introduction of new standards for webpage design
and layout further amplify the complexity, challenging information extraction systems to continuously adapt
to these new formats and structures [2, 31].

The challenges of real-time updates and information overload significantly complicate the task of webpage
information extraction. The dynamic nature of the Internet, with its continuous influx of new content and
the potential modification or removal of existing information, presents a critical challenge for competitive
intelligence systems. Timely tracking and management of these changes are crucial, as reliance on outdated
or inaccurate information could result in erroneous analyses and decision-making [11, 29]. Furthermore, the
exponential growth in online content has precipitated an era of information overload, posing a substantial
challenge. Competitive intelligence systems are thus tasked with the efficient processing and filtering of this
vast amount of data to ensure the extraction and analysis of only the most relevant and valuable information.
Consequently, these systems must possess not only robust data processing capabilities but also sophisticated
data screening and prioritization mechanisms. Such features are essential to navigate through the vast data
landscape effectively, preventing the degradation of analysis efficiency or decision-making errors that could arise
from information overload [32, 3].

Within the domain of competitive intelligence systems, visual webpage information extraction technology
presents clear advantages over traditional text extraction methodologies [4, 7]. Primarily, the visual approach
enhances the efficiency and accuracy of information extraction by offering an intuitive display of data structures
and content. Traditional methodologies, which predominantly rely on semantic analysis and keyword matching,
frequently fall short in addressing webpages characterized by intricate structures or varied formats. Conversely,
visual extraction technology capitalizes on the visual layout and structural features of webpages to more precisely
locate and extract pivotal information. For instance, by scrutinizing the Document Object Model (DOM)
structure and visual indicators on webpages, elements such as article titles, texts, images, and tables can
be more effectively identified. Furthermore, visual information extraction methods substantially bolster data
understanding and analysis. This approach simplifies the process for users to comprehend the overarching
structure and key components of the data. The intuitive nature of this representation not only facilitates a swift
comprehension of the information’s essence but also aids analysts in uncovering potential data interconnections.
Crucially, the visualization technique assumes added significance in the context of big data processing [16].
With data volumes expanding continuously, traditional text extraction and analysis techniques are increasingly
overwhelmed. Visualization technology, through its capacity to efficiently manage and present large datasets via
summary views and interactive exploration features, empowers users to grasp a higher-level understanding of the
data. This, in turn, allows for the rapid identification of areas of interest, followed by detailed analysis [10, 22].

In summary, the realm of webpage information extraction technologies currently grapples with significant
challenges, chiefly arising from the diversity and complexity of web content, the proliferation of noise and
extraneous information, and the dynamic evolution of webpage formats and structures. These obstacles under-
score the critical necessity for extraction systems that are both highly adaptable and technologically advanced,
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equipped to identify and process a wide array of information types. The progression of competitive intelli-
gence systems is contingent upon the development of more refined algorithms dedicated to noise filtration and
the incorporation of cutting-edge techniques in text and image processing. Such enhancements are essential
to augment the precision and depth of information extraction. Tackling these prevalent issues is crucial for
the enhancement of competitive intelligence systems, enabling them to effectively and accurately harness the
extensive reservoir of data available online.

Hence, the efficacy of competitive intelligence systems hinges critically on their ability to precisely distill
targeted text information from the disarray of webpage source codes and to subsequently generate standardized
structured documents. Such a foundational step is indispensable for the successful execution of text classifica-
tion and text mining processes. In this research, we introduced a comprehensive visual webpage information
extraction framework tailored to meet the specific text mining needs of competitive intelligence systems. The
primary endeavors and contributions of this study are summarized as follows:

(1) This research meticulously articulated the design objectives and requirements for webpage information
extraction, aiming to develop a framework that stands out for its efficiency, accuracy, and user-friendliness.
Unlike existing methodologies that often struggle with the dynamic and complex nature of web data, this
framework is specifically engineered to adeptly handle such challenges. It focuses on extracting crucial informa-
tion by ensuring data integrity and accuracy, enhancing processing speed, and expanding system scalability, all
the while improving the ease of user interaction. This approach addresses a significant gap in current practices,
where the balance between comprehensive data extraction and user-centric design often remains unachieved.

(2) We introduced a holistic visual webpage information extraction framework, distinct from current so-
lutions by its integration of cutting-edge technologies across data crawling, natural language processing, and
visualization. This framework is designed to facilitate automated data extraction from a diverse array of
webpages with minimal human intervention. The novel incorporation of visual elements specifically aims to
demystify the user interaction process and elevate the intuitiveness of data presentation. This strategy marks a
departure from traditional methods that may not fully leverage visual cues for user engagement and data inter-
pretation, highlighting the innovative edge of our approach in enhancing both system usability and information
clarity.

(3) The development and validation of a comprehensive visual webpage information extraction process
underscored its applicability and effectiveness across various webpage types, both static and dynamic. The
empirical evidence gathered from these experiments showcases our method’s superiority in not only improving
the precision of information extraction but also in significantly lightening the user’s workload. This contrasts
sharply with many existing techniques that may exhibit limitations in versatility across different webpage
formats or impose a heavier analytical burden on users. Furthermore, the identification of potential areas for
future enhancements opens new avenues for advancing the state-of-the-art in webpage information extraction.
These findings offer a critical reflection on the gaps within current methodologies and provide a clear direction
for subsequent research efforts, aiming to refine and augment the capabilities of competitive intelligence systems
in navigating the vast and varied terrain of web information.

The remainder of this study was organized as follows: In Section 2, the design objectives and requirements
of visual webpage information extraction were introduced; in Section 3, the overall framework for the visual
webpage information extraction system was generalized, and three subsystemswebpage information crawling,
visual webpage information extraction rule template generation, and webpage text information extractionwere
elaborated on; in Section 4, the relevant experimental environment and experimental data were summarized,
and the experimental results were analyzed; in the final section, conclusions were drawn and the future research
directions were put forward.

2. Design objectives and requirements of visual webpage information extraction. In the context
of the contemporary era, characterized by an explosion of network information, the utilization of web crawlers
for webpage crawling on the Internet has become a pivotal means of information collection. However, the
challenge lies in the complexity of the original webpage content obtained by these crawlers, which is often
encumbered with a plethora of HTML tags. Hidden within these tags is a vast amount of text information,
making the extraction process intricate and demanding.

The primary design objective of visual webpage information extraction is to navigate through this complex
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maze of webpage source codes and distill high-quality text information that aligns with user needs. This task
involves meticulously parsing the cluttered webpage data, identifying and extracting relevant information, and
transforming it into standardized data formats such as titles, texts, and other pertinent entries. Achieving
this requires a sophisticated system capable of discerning and isolating useful content from the plethora of
unstructured data typically found in webpages.

From a practical application standpoint, this objective is not only feasible but increasingly necessary. The
vast and growing volume of web-based information necessitates efficient and accurate extraction methods to
harness this data for meaningful use. The proposed system addresses this need by employing advanced ex-
traction techniques, focusing on the critical aspects of accuracy, reliability, and speed. In terms of system
implementation, however, the feasibility is grounded in current technological advancements in web crawling,
HTML parsing, and data extraction algorithms. The system’s design will leverage state-of-the-art techniques
in these areas, ensuring that it can effectively handle the diverse and dynamic nature of web content. This
includes the capability to adapt to various webpage structures, handle different types of content (including
multimedia elements), and process information rapidly and accurately.

In summary, the design objective of extracting high-quality, user-centric text information from webpages is
both practical and attainable. It resonates with the current demands of information extraction in the digital age
and is supported by feasible technological solutions. The implementation of such a system promises significant
benefits in terms of enhancing the efficiency and effectiveness of web-based information collection and analysis.
Based on the analysis aforementioned above, the design and requirements of the webpage information extraction
system must focus on the following key aspects:

(1) Accuracy and completeness: The accuracy of extraction is the primary system design objective, mean-
ing that the system should focus on extracting specific target items (such as titles, texts and abstracts) while
excluding all unspecified noise information. In addition to accuracy, completeness is also of crucial importance,
ensuring that the extracted target items retain complete contextual semantics so as to provide support for
subsequent operations on standardized documents.

(2) Timeliness and efficiency: Considering the huge amount of webpage resources on the Internet, the
webpage information extraction system needs to have efficient processing ability. Web crawlers, which usually
run in a distributed and multithreaded way, can grab a large number of original webpages in a short time.
Therefore, the system should be able to extract specific target items accurately and completely from the
original webpages in time and efficiently and quickly form standardized documents.

(3) Adaptability: The rapid development of Web technology means that the structure of webpages is
frequently updated. In this context, the web information extraction system needs to be self-adaptable to
some extent. When the existing information extraction templates and rules fail to correctly extract webpage
information, for instance, the system should be able to give an alarm and use the wrong feedback information
to adjust the extraction rules and templates in time to adapt to the latest webpage structure.

(4) Practicality: While meeting the professional requirements, the webpage information extraction system
should also consider the use needs of non-professional users. This means that the user interface of the system
should be intuitive and easy to use, while ensuring the powerful and stable functions of the system to adapt to
the operating habits and skill levels of different users.

To sum up, in order to effectively support the collection and analysis of competitive intelligence, the web
information extraction system must meet high standards in accuracy, timeliness, adaptability, and practicality.

3. Overall framework for the visual webpage information extraction system. The visual webpage
information extraction system is comprised of three integral subsystems: (1) a webpage information crawling
subsystem, which retrieves data from the internet; (2) a visual webpage information extraction rule template
generation subsystem, tasked with creating rules for data identification and extraction; and (3) a webpage text
information extraction subsystem, dedicated to isolating textual content from webpages. The comprehensive
structure of this system is illustrated in Figure 3.1, providing a cohesive overview of its components and
operational flow.

From the overall framework for the visual webpage information extraction system as shown in Figure 3.1,
the system is generally divided into three subsystems whose composition, functions, and techniques used are
briefed as follows:
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Fig. 3.1: Overall framework structure for the visual webpage information extraction system.

(1) Webpage Information Crawling Subsystem: This subsystem employs a webpage crawler to gather
webpage information (source code) from designated sites based on predetermined seed site URLs and crawling
strategies. The captured data is stored in the sample webpage library" depicted in Figure 3.1 for future use or
as input for the webpage text information extraction subsystem" for text data extraction. Developed on the
open-source Nutch search engine, this subsystem has been customized to fulfill the unique requirements of our
research.

(2) Visual Webpage Information Extraction Rule Template Generation Subsystem: As illustrated in Fig-
ure 3.1, this subsystem integrates the sample webpage library," sample webpage classifier," visual webpage
extraction template generator," and webpage extraction template library." Representing the innovative core of
this study, it generates extraction rule templates for specific webpages using samples from different sections of
the target site, storing these templates in the webpage extraction template library." It primarily utilizes the
open-source htmlparser, which has been adapted and refined for this research.

(3) Webpage Text Information Extraction Subsystem: Comprising the webpage extraction template selec-
tor," webpage information extractor," extraction effect evaluator," and webpage template adjuster" as shown
in Figure 3.1, this subsystem extracts information from the original webpages collected by the webpage infor-
mation crawling subsystem." It utilizes site-specific extraction rule templates developed by the visual webpage
information extraction rule template generation subsystem" to output standardized webpage text information.
Utilizing the open-source htmlparser for formatting and extracting text from specific webpage tags, this com-
ponent has been enhanced for research purposes.

The aforesaid subsystems will be introduced one by one from the angles of design and implementation, and
the algorithm used by each subsystem will be introduced and analyzed in detail.
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Fig. 3.2: Framework for the webpage crawling subsystem.

3.1. Webpage information crawling subsystem. This subsystem focuses on retrieving webpages from
the Internet, archiving the initially crawled content in a sample webpage library for subsequent use or directly
forwarding it to the webpage text information extraction subsystem for data extraction. It has been developed
and enhanced using the open-source Nutch search engine, tailored specifically to meet the research requirements
of this study. The comprehensive structure of the webpage crawling subsystem is depicted in Figure 3.2.

The workflow of the improved webpage crawling subsystem is as follows:

(1) An initial set of URLs for crawling sites is established, comprising a document that lists URLs from
various seed sites.

(2) These seed site URLs are then populated into CrawlDB, a database dedicated to storing the URLs
and their status information for webpages.

(3) Utilizing the data within CrawlDB, a comprehensive list of URLs for site crawling is compiled, based
on both the URL and status information.

(4) Employing the Nutch multi-threaded crawler, the system proceeds to crawl webpages as delineated
by the URL list of crawling sites," generating relevant webpage snapshots from the content retrieved during
the crawl and logging the crawl process. Concurrently, hyperlinks contained within the webpages are analyzed,
facilitating the output of the original webpage stream.

The webpage hyperlink information parsed in Step (4) is used to update CrawlDB; Steps (3) to (4) are
repeated until reaching the preset crawling depth or the crawling task is manually stopped, so as to form a
cyclic process of generation-crawling-updating.

3.2. Visual webpage information extraction rule template generation subsystem. In the visual
operation environment, the objective is to achieve precise and clear generation of information extraction rule
templates, thereby obviating the need for complex algorithm-derived parsing rule templates. This section delves
into and implements the visual webpage information extraction rule template generation process and its specifics.
Within the browser/server (B/S) visual environment, the “target extraction item region" is selected via mouse,
facilitating the automatic generation and extraction of rules for the “target extraction items." Concurrently,
specific extraction rules are compared and calibrated within this environment. The detailed implementation
steps are outlined as follows:
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(1) All the sample webpages belonging to the site S are read from the sample webpage library, and displayed
after sorting according to their webpage URL, so as to facilitate the subsequent URL template configuration
for each module of the site S through the observation method.

(2) With site Ss samples displayed post-sorting, webpages from different modules naturally cluster together.
A URL template for module T of site S is set up through observationdifferentiating sample webpages by URL
strings with identical prefixes and manually crafting matching URL regular expressions.

(3) A unique extraction template is created for each module. If module T on site S already has a corre-
sponding extraction template, this step is bypassed; otherwise, a unique extraction template P is generated.

(4) Specific extraction rules for target extraction items are established for all webpages within module T
of site S. Its important to recognize that all webpages in module T are issued through the same information
release template backstage, making their structures identical (or similar) aside from text differences. In this
research, three sample webpages from module T were chosen at random to visually create extraction rules for
target extraction items.

3.3. Webpage text information extraction subsystem. The webpage information extraction sub-
system constitutes a crucial component of the comprehensive visual webpage information extraction system.
It employs predefined extraction rule templates to retrieve pertinent data from “target extraction items" on
webpages, aggregating these items into a standardized document output. This subsystem is comprised of the ex-
traction template selector, webpage information extractor, extraction effect evaluator, and webpage extraction
rule template adjuster, as depicted in Figure 3.3.

3.3.1. Relevant data structure. The data structures utilized for extracting information from webpages
via extraction rule templates are outlined as follows:

(1) Webpage parsing result object tagNodeList: The NodeList-type object obtained by parsing the webpage
source code with htmplparser is a tree-structured type of data and an operation object generated by extracting
target items with the webpage extraction rules.

(2) Extraction rule ParseRule: The position of the target extraction item region in the webpage is marked,
that is, the absolute path (webpage tag sequence) from the DOM tree root node of the webpage to the target
extraction item region, aiming to guide the webpage information extraction subsystem to extract the specific
target extraction items.

(3) Extraction template ParseTemplate: It is a set of the extraction rules for each target extraction item,
and the concrete templates for the specific sites are encapsulated.

(4) Extraction rule list ruleList: It is a data structure of List<ParseRule> type, which stores the extraction
rules for all target extraction items under the same extraction template.

(5) Extraction rule list itemRuleList of target extraction items: It is also a data structure of List<ParseRule>
type, which encapsulates multiple extraction rules for a specific target extraction item.

(6) Extraction rule tag list ruleTagList: It is the object of List<String> type. The extraction rule is a
tag string sequence composed of all tags on the path from the tag of the root node of the webpage to the tag
of the parent node of the target extraction item, which is a whole character string, and the ruleTagList stores
a list of character strings with a single tag as a character string, that is, a list composed of single tags.

(7) Matching tag sequence stack pathStack and node child queue childQueue: The pathStack records
already matched path tags, being the objects of Stack<TagNode> type, and childQueue encapsulates all child
nodes of one node.

(8) Standard document StructuredDoc: It is a data structure of Map<TargetItem, Text> type, which
encapsulates the text information of target extraction items, including the titles, abstracts, keywords, and texts
of webpages.

3.3.2. System workflow. Figure 3.3 illustrates the comprehensive workflow of the "webpage text infor-
mation extraction subsystem," detailed as follows:

(1) The web crawler of the webpage crawling subsystem designed in Section 3.1 is enabled to configure
the information of the crawling site and the related attributes of the web crawler to the site S (siteID) in a
multi-threading way for webpage crawling. Then, the URL pageURL of webpages is extracted and the webpages
are returned in the form of source codes to generate the character string pageSource output of webpage source
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Fig. 3.3: The workflow of the webpage text information extraction subsystem. Initially, the subsystem com-
mences with the advanced data crawling phase, employing state-of-the-art technology to navigate and retrieve
content from a diverse array of web sources. This phase is critical for ensuring that the most current and
relevant webpage data is captured for analysis, addressing the challenge of the internet’s ever-evolving con-
tent landscape. Then the subsystem applies natural language processing (NLP) tools to the raw webpage
content. This involves sophisticated semantic analysis to identify and isolate valuable text information from
the surrounding web elements and noise. The NLP phase is crucial for refining the data into a format that is
both meaningful and actionable, setting our approach apart from conventional methods that may struggle with
the complexity of web content structures. The final stage of the workflow integrates visualization technology
to present the extracted information in an intuitive and user-friendly manner. This not only simplifies the
interaction process for users but also enhances their ability to comprehend and analyze the data.

codes.
(2) SiteID in Step (1) is used to acquire all URL template urlTemplateList belonging to this site from the

database. If urlTemplateList is empty, skip to Step 3.3.2, or otherwise, pageURL in Step (1) is matched with
the URL regular expression in urlTemplateList one by one. If matching fails all the time, skip to Step (11). If
matching succeeds for a single template, the urlTemplateId of this URL template is recorded.

(3) The extraction template ID parseTemplateId belonging to this URL template is acquired from the
database. If it is empty, skip to Step (11), or otherwise, the next step will be implemented.
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(4) All extraction rules belonging to this extraction template are searched in the database via parseTem-
plateId in Step (3), and a value is assigned to ruleList; if ruleList is empty, skip to Step (11), or otherwise, the
next step will be implemented.

(5) The extraction rules in Step (4) are classified according to the target extraction items to form the
extraction rule itemRuleList of each target extraction item PT.

(6) The pageSource in Step (1) is parsed using htmplparser to generate tagNodeList. Since the operation
on tagNodeList is destructive, pageSource is parsed again using htmlparser to generate new tagNodeList before
extracting the text information of different target extraction items.

(7) Each extraction rule object in itemRuleList in Step (5) is cyclically traversed. Each extraction rule
object is converted into ruleTagList, and a pointer i pointing to ruleTagList is set and initialized as 0, i.e.,
pointing to the first element of ruleTagList.

(8) The node information on the first tag node curNode of tagNodeList is matched with ruleTagLis[i] using
tagNodeList in 3.3.2 and ruleTagList in Step (7). If matching fails, turn to Step (10); if matching succeeds,
curNode joins in pathStack, and all child nodes of curNode enqueues in childQueue; next, an element is dequeued
from childQueue, a value is assigned to curNode, and ++i, meaning that the pointer pointing to ruleTagList
shifts forward by one position.

(9) The node information on curNode is matched with ruleTagList[i]: 1) if matching succeeds, curNode
joins in pathStack, childQueue is emptied, and all child nodes of curNode re-enqueue in childQueue; 2) if
matching fails, a node element is unqueued from childQueue to assign a value to curNode, which matches with
ruleTagList[i] once again, and if this succeeds, Step 1) is repeated; if the matching fails, Step 2) is repeated; 3)
if all child nodes fail in matching, a node element is shifted out of pathStack, and a value is assigned to curNode,
namely, –i, childQueue is emptied, all matched child nodes of curNode are enqueued in childQueue, and Step
(9) is repeated; 4) if all ruleTagList[i] are matched, the matching succeeds, all text information targetString
under curNode is taken out to form <PT,targetString> pairs, which are stored in structureedDoc, and then
turn to Step (5), the information of the next target extraction item is extracted. If the information of all target
extraction items is extracted, turn to Step (12); 5) if a ruleTagList[i] fails in matching, or the child nodes of
one curNode are empty and ruleTagList is not completely traversed, turn to Step (10); If pathStack is empty
or the tag path composed of the nodes therein is different from ruleTagList, turn to Step (10).

(10) If extraction (matching) is incorrect, one is added to the extraction error counter to calculate the
extraction error rate W. If W is greater than or equal to the preset threshold TH, turn to Step (13), or
otherwise, turn to Step (1).

(11) If the working state of the web crawler is off, exit from the whole webpage information extraction
system; if the working state of the web crawler is on, turn to Step (1), followed by the next round of webpage
crawling.

(12) Turn to Step (2) for information extraction for the webpages crawled in this round but not subjected
to information extraction (the web crawler crawls multiple webpages in each ground under the multi-threading
mode); if all webpages are extracted, turn to Step (1).

(13) The specific extraction rules are regenerated according to the generation and calibration method for
the extraction rule template of target extraction items.

From the perspectives of system implementation and application, the detailed process of visual webpage
text information extraction is depicted through the following pseudo-code, as presented in Algorithm 1.

4. Experimental results and analysis.

4.1. Experimental environment. To assess the performance and efficiency of the “visual webpage infor-
mation crawling" system within a specific hardware and software environment, a detailed experimental scheme
was devised to evaluate the system’s real-world operational efficacy. The hardware setup for the experiment
comprised a computer equipped with an AMD Ryzen 5 PRO 2500U processor, featuring a Radeon Vega Mobile
GFX integrated graphics card and a base clock rate of 2.00 GHz, alongside 8GB of RAM. On the software front,
the experiment utilized Apache Nutch, a highly extendable, open-source webpage crawler software designed for
harvesting original webpage data from the Internet. This combination of tools enabled the effective processing
of Chinese texts and facilitated the extraction of information from a broad array of online resources.
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Algorithm 17 parseToFormStrDoc(String pageURL, int siteId, String pageSource)

Input: Web Page URL pageURL, website ID siteId, webpage source pageSource
Output: structed document structedDoc

1: Map<Integer, StringBuffer>structedDoc; // the extracted structured documents.
2: // obtaining a url template matching the web page URL based on the webpage
3: // URL and its associated site id
4: URLTemplate urlTemplate = getMatchURLTemplate(pageURL, siteId);
5: // acquiring the webpage parsing template based on the URL template
6: ParseTemplate parseTemplate = getParseTmpltByURLTmplt(urlTemplate);
7: //obtaining the webpage extraction template and all extraction rules
8: List<ParseRule>ruleList = getParseRulesByParseTemplate(parseTemplate);
9: // categorizing by ‘extraction target items’ to form sets of extraction rules for each

10: // respective extraction target item
11: for parseRule in ruleList do
12: List<ParseRule>itemRuleList; // Extraction rule list.
13: utilizing the extraction rule set ‘itemrulelist’ to extract text information corresponding to the ‘extraction target

item’;
14: for itemRule in itemRuleList do
15: NodeList tagNodeList = pareHtmlTagNode(pageSource); // HTML tags node list.
16: StringBuffer targetString;
17: // separating ’itemRule’ (Label Path) and storing it as an array of strings
18: itemParseRule = splitToStrList(itemRule); // HTML text parse rules.
19: int ruleListLength = itemParseRule.size();
20: int ruleListIndex = 0;
21: // utilizing parsing rules for the actual analysis of web pages
22: NodeList childList; // The child node list of a specified node in a webpage.
23: if (matching the root element of tagNodeList with itemParseRule[ruleListIndex]) then
24: childList = rootTagNode.getChildren();
25: ++ruleListIndex;
26: else
27: Terminating the Information Extraction for the Specified ‘Extraction Target Item’;
28: end if
29: end for
30: while childList not empty do
31: int childIndex = 0;
32: for childIndex <childList.size() do
33: Node tmpNode = childList.elementAt(childIndex);
34: if tmpNode instanceof TagNode then
35: TagNode curTagNode = (TagNode) tmpNode;
36: tag1 = curTagNode.getText(); // Extract the text information from a webpage node.
37: tag2 = ruleList.get(ruleListIndex);
38: if tag1 == tag2 then
39: if ruleListIndex != (ruleListLength - 1) then
40: childList = curTagNode.getChildren(); // Get child nodes of the current node.
41: ++ruleListIndex;
42: break;
43: else if complete matching of parsing rules then
44: NodeList curChilds = curTagNode.getChildren();
45: for (int j = 0; j <curChilds.size(); ++j) do
46: targetString+=Text Information of Each ‘Child Tag’;
47: end for
48: end if
49: structedDoc.put(extraction of target item number, extraction of target item text information);
50: end if
51: end if
52: end for
53: end while
54: if (several nodes in the extraction rule do not match) then
55: terminating the information extraction for the specified ‘Extraction Target Item’;
56: end if
57: end forreturn structedDoc;
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4.2. Evaluation indexes. To thoroughly assess the performance of the “visual webpage information
extraction" system, this study adopted three evaluation metrics commonly utilized in the domain of text in-
formation processing: accuracy, recall, and F-measure, ensuring a broad applicability of our findings. These
metrics are extensively recognized for their effectiveness in gauging the performance of diverse information
processing systems, offering a holistic perspective on the efficacy of the visual webpage information extraction
system.

Accuracy, a metric quantifying the system’s proficiency in extracting accurate information, is defined by
Equation 4.1 as the ratio of correctly extracted information items to the total number of extraction attempts.
This index directly mirrors the precision of the information extracted by the system, providing a clear indication
of its reliability.

Accuracy =
TP

TP + FP
(4.1)

where TP (True Positive) and FP (False Positive) represent the number of relevant information items correctly
extracted and the number of nonrelevant information items wrongly extracted, respectively.

Recall assesses the system’s capability to retrieve all pertinent information, as delineated in Equation 4.2.
Specifically, it represents the ratio of relevant information items accurately identified by the system to the entire
set of relevant information items. The significance of recall lies in its focus on the system’s comprehensiveness,
highlighting its ability to capture essential information without omissions.

Recall =
TP

TP + FN
(4.2)

where FN (False Negative) stands for the number of unextracted relevant information items.
In summary, accuracy serves as a comprehensive indicator of the model’s performance in all detections,

whereas recall specifically zeroes in on the model’s proficiency in accurately identifying true positives among
all actual positives. These metrics are pivotal for assessing and benchmarking model performance, especially
in domains where distinguishing between various error types is critically important.

Accuracy and recall exhibit a dependent relationship, with an ideal scenario featuring high values for both.
Generally, a high accuracy often corresponds with lower recall, and vice versa. Should both metrics register low,
it indicates a fundamental issue with the model. Consequently, the F-measure, defined as the harmonic mean
of accuracy and recall, emerges as a crucial metric for gauging overall system performance, as encapsulated in
Equation 4.3. By integrating both accuracy and recall, the F-measure offers a singular metric to appraise the
comprehensive performance of the system.

F −measure = 2 ∗Accuracy ∗Recall
Accuracy +Recall

(4.3)

The efficacy of the “visual webpage information extraction" system across different dimensions can be thor-
oughly assessed by a composite evaluation of the aforementioned metrics. Employing these evaluation indices
not only enables a detailed performance analysis of the system but also lays the groundwork for subsequent
system enhancements.

4.3. Analysis of data and experimental results. In this research, we conducted practical application
tests focusing on specific sites for webpage crawling and information extraction from designated websites. It’s
crucial to emphasize that, aligned with the application demands, this study leveraged the visual webpage in-
formation extraction framework and methodology introduced herein to target and retrieve only the essential
information from webpagesnamely, the titles and the core textual contentfor the purpose of performance evalu-
ation. Other data categories, including comments and links, were also amenable to processing via the outlined
extraction techniques in this research. The websites selected for analysis in this study were primarily specialized
enterprise portals, characterized by a limited number of site modules and a uniform, straightforward webpage
structure across these modules, featuring minimal noise data. Given that the webpage information on these
sites predominantly consisted of webpage titles and texts, the extraction rule templates were specifically tailored
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Table 4.1: Test results for accurate extraction of webpage text information.

Site Name #webpages
Title Main Text

Recall Accuracy F-measure Recall Accuracy F-measure
Yunnan Tobacco 1650 99.27% 99.83% 99.55% 98.92% 97.97% 98.44%
Yunnan Tin Group 2001 99.37% 99.52% 99.44% 98.94% 96.30% 97.60%
DIHON 1076 98.63% 90.49% 94.38% 98.95% 85.37% 91.66%
Yunnan Copper Group 2439 95.32% 92.66% 93.97% 95.37% 83.26% 88.90%
Yunnan Ruisheng Pharmaceuticals 3083 93.26% 93.27% 93.2650% 93.59% 81.53% 87.14%

for these elements. Subsequent extraction tests were carried out to ascertain the efficacy of these templates,
with the resultsextraction accuracy and recall ratespresented in Table 4.1. This focused approach ensures the
study’s methodologies remain broadly applicable without sacrificing specificity and relevance to the targeted
application contexts.

In this research, extraction rule templates were meticulously developed for five selected special portal sites,
leading to the execution of a comprehensive webpage information extraction test, uncovering distinct patterns
in the accuracy of title versus text extraction, the complexity of text extraction rules, and the variability
across and within portal sites with different themes. The outcomes of these tests are systematically detailed in
Table 4.1. The results obtained from these experiments are analyzed as follows:

(1) Accuracy Variance between Title and Text Extraction: The experimentation unveiled a consistent trend
where the accuracy of title extraction surpasses that of text extraction. This phenomenon can be attributed
to the relatively straightforward structure of webpage titles, which are typically positioned near the top of the
page, closely aligned with the root nodes of the Document Object Model (DOM) structure. Consequently, the
"title extraction rules" generated are succinct and straightforward, leading to a lower error rate. In contrast, text
content, often interspersed with images and tables, presents a more intricate structure. The current extraction
system’s limitations in processing such complexities result in diminished accuracy for text extraction.

(2) Complexity of Text Extraction Rules: Text content, predominantly located in the middle to lower
sections of a webpage and further from the DOM root node, introduces additional challenges. The diverse
text formats, such as bolded fonts and color highlights, complicate the creation of effective extraction rules,
thereby impacting accuracy. Moreover, the htmlparser tool currently in use may not adequately recognize
certain special tags during text processing, hindering the application of accurate extraction rules.

(3) Variability Across Different Themed Portal Sites: The structural differences among webpages of varied
themed portal sites lead to discrepancies in extraction accuracy. These variations underscore the complexity
of webpage organizational structures, which in turn influences the formulation and effectiveness of extraction
rules. Each portal site features navigation pages rich in URL information and static pages containing textual
content. The absence of tailored extraction rules for navigation pages compromises the system’s ability to
extract information from such pages, thereby affecting the recall’s completeness. Despite these challenges, the
overall recall performance aligns well with the system’s design and theoretical expectations.

(4) Intra-site Variability: Within individual themed portal sites, a similar pattern emerges, with title
extraction consistently achieving higher accuracy than text extraction. This finding aligns with the comparative
analysis across different sites, further emphasizing the inherent challenges in extracting text information due
to its complex structure and the extraction system’s current limitations.

The above comprehensive analysis not only highlights the specific challenges faced in webpage information
extraction but also sets the stage for future improvements in extraction technologies and methodologies, aiming
to enhance both accuracy and efficiency in competitive intelligence systems.

Following its deployment into trial operation, the system has elicited favorable feedback from its users,
underscoring its user-friendly interface, ease of operation, and transparent procedural flow. Notably, it has
demonstrated remarkable operability, particularly for non-professional users, achieving high levels of extraction
accuracy and recall that align well with practical demands. However, traditional systems often present a
steep learning curve and may compromise on either user-friendliness or technical robustnesschallenges that
this system adeptly navigates. Its capacity to combine simplicity in design with sophisticated functionality
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addresses a crucial gap in the field, where the balance between accessibility for novice users and meeting the
advanced needs of professional scenarios has frequently been elusive.

The analysis of experimental outcomes not only deepens our comprehension of the system’s operational
efficacy but also accentuates its practical utility and appeal across user demographics. This nuanced understand-
ing is pivotal, as it transcends mere operational success to underscore the system’s alignment with user-centric
design principlesa facet often overlooked in the pursuit of technical excellence. This reflection prompts a critical
dialogue within the realm of webpage information extraction systems, advocating for a paradigm where user
engagement and technical precision coalesce. The insights gleaned from this trial phase, therefore, not only
spotlight the system’s current achievements but also chart a course for future enhancements. Emphasizing user
feedback in the iterative process of system refinement offers a roadmap for evolving beyond the constraints of
traditional methodologies, ensuring continued relevance and utility in an ever-changing digital landscape.

In sum, this analysis not only validates the system’s effectiveness and user satisfaction but also serves as a
foundational critique against which the limitations of existing methods are measured. It lays the groundwork
for ongoing innovation, encouraging a holistic approach to system design that prioritizes both user experience
and technical rigor.

5. Conclusion. This research primarily sheds light on the pivotal role of webpage information extraction
in the competitive intelligence domain. Specifically, it introduces and develops a visual webpage information
extraction module within a competitive intelligence system, bridging the gap between technological research
and practical application. Initially, the article sets out to define the objectives and requirements essential
for webpage information extraction, critically assessing the strengths and weaknesses of current theories and
methodologies related to webpage text information extraction. This critical analysis lays the groundwork for the
introduction of an innovative approach to visual webpage text information extraction. Additionally, the study
elaborates on the comprehensive framework of this module, delving into the nuances of the extraction template,
rule generation, optimization method, and extraction algorithm integral to the visual webpage information
extraction process. This thorough exploration ensures a deep understanding of the complexities associated
with the development and operationalization of the visual webpage information extraction module within the
competitive intelligence framework.

This study has made a significant contribution to the field of competitive intelligence by proposing and
implementing an efficient visual webpage information extraction system. The system encompasses three key
subsystems: a webpage information crawling subsystem, a visual webpage information extraction rule template
generation subsystem, and a webpage text information extraction subsystem. A notable innovation within this
study is the ’generation of the visual webpage information extraction rule template’, which offers new tools and
methods for the domain. The system’s efficacy and practicality have been demonstrated through extraction
tests on specific themed portal websites, evidenced by the analysis of experimental results.

Future research directions stemming from this work should focus on several key areas. Firstly, enhancing
the robustness and adaptability of the visual webpage information extraction rule template is paramount. This
could involve integrating machine learning techniques to enable the system to adapt to dynamically changing
webpage structures and content. Secondly, expanding the system’s application to a broader range of web
resources, including dynamic and multimedia content, will significantly extend its utility. This could involve the
development of advanced algorithms capable of handling various media formats and interactive web elements.

Another promising avenue is the exploration of deeper semantic analysis and context understanding in the
extracted information. Employing natural language processing and semantic web technologies could provide
more nuanced insights, particularly in fields like sentiment analysis and trend prediction. Additionally, inte-
grating the system with big data analytics tools could offer comprehensive competitive intelligence solutions,
capable of processing vast amounts of web data to derive strategic insights.

Finally, considering the ethical and privacy aspects of web data extraction is crucial. Future work should
include developing guidelines and protocols to ensure compliance with data protection regulations and ethical
standards. This will not only ensure the legal use of the technology but also enhance its acceptance and
trustworthiness among users.

In conclusion, while this study lays a strong foundation, these future research directions offer avenues for fur-
ther enhancement and application of the visual webpage information extraction system, ensuring its continued
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relevance and effectiveness in the evolving landscape of competitive intelligence and web data analytics.
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ADAPTATION OF SCALABLE NEURAL STYLE TRANSFER TO IMPROVE
ALZHEIMER’S DISEASE DETECTION ACCURACY

EID ALBALAWI∗

Abstract. Creative augmentation methods in medical imaging, particularly in diagnosing Alzheimer’s disease, is a break-
through approach in the current medical field. Alzheimer’s disease, a condition that causes the gradual deterioration of cognitive
abilities, presents considerable difficulties in accurately diagnosing and interpreting brain imaging, particularly in the early stages.
Neural-enhance Style Transfer (NST), once recognized in the creative field for its capacity to combine the styles of many images,
is currently being adapted to improve the clarity and comprehensibility of brain scans used to diagnose Alzheimer’s disease. The
scalability of this technology is incredibly revolutionary in managing the immense amount of neuroimaging data. In addition, this
method also includes the transfer of stylistic characteristics from high-resolution, annotated brain MRIs to broader sets of standard
scans, which often need to be clarified and defined. Such enhancement greatly enhances important characteristics, such as brain
networks and regions of degeneration, which are essential for the early identification of Alzheimer’s disease. An exemplary use of
NST in this field has shown a significant enhancement in the discernibility of brain microstructures, vital for early diagnosis of
Alzheimer’s disease. This improvement has resulted in a considerable rise of over 25% in the accuracy of detecting first pathological
alterations. This technological progress not only assists in the prompt and precise identification of medical conditions but also
tackles the difficulty of effectively handling the increasing amount of neurological imaging data.

Key words: Alzheimer, disorder, style transfer, image enhancement, preprocessing, accuracy, detection, training

1. Introduction. Medical imaging [1] has performed an imperative part in the detection of a range of
health disorders, with a specific focus on neurodegenerative conditions such as Alzheimer’s. The present realm
of medical imaging, namely neuroimaging, confronts the obstacle of precisely identifying and comprehending
minuscule alterations in the functioning and structure of the brain, particularly during the first phases of
disorders. The absence of an early and accurate diagnosis is crucial, as it directly impacts therapy effectiveness
and patient care quality. Studies in this field have recognized a need for novel methodologies that improve
the transparency and comprehensibility of cerebral images. The challenge is in identifying subtle intricacies
and alterations in brain morphology that are suggestive of the first phases of Alzheimer’s disease (AD) [2].
Conventional imaging methods often need to provide the level of detail or distinction required to emphasize
these crucial alterations, resulting in a need for improved imaging approaches.

The significance of Neural-enhance Style Transfer (NST), originally prominent in the creative domain for
merging artistic styles, is evident in this context. The use of NST in medical imaging, precisely to diagnose AD,
effectively fills the current need. The purpose of using NST in this particular scenario is to improve the quality
of brain scans by incorporating stylistic attributes from high-resolution, annotated pictures into conventional
scans. This improvement is essential for emphasizing brain networks and degeneration regions critical for early
diagnosis. The potential for incorporating NST into healthcare imaging, specifically for detecting AD, is exten-
sive and revolutionary. It surpasses conventional imaging methods to transform how medical experts analyze
brain images. AD, an intricate neurodegenerative ailment, poses considerable difficulties in identifying it early
because of the delicate nature of its earliest pathological alterations. Traditional neuroimaging methods often
fail to emphasize these first indications effectively, resulting in delayed identification and medical intervention.
The use of NST in this particular situation signifies an innovative method to enhance the precision and intricacy
of brain scans, hence facilitating the detection of early-stage AD with heightened accuracy.

The impetus for this endeavor arises from the pressing need to enhance the diagnosis of Alzheimer’s disease.
With the worldwide ageing of populations, the incidence of AD is on the rise, emphasizing the heightened
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need for early identification. Timely detection can result in more efficient treatment of the condition, perhaps
decelerating its advancement and substantially influencing the well-being of individuals [3]. The capacity of NST
to improve brain scan pictures fills a significant need in existing medical imaging methods. The NST technique
utilizes the characteristics of high-resolution, annotated brain pictures. It applies them to conventional scans,
enabling the identification of complex brain patterns and structures that would otherwise be difficult to see. This
improvement is especially crucial for detecting regions of deterioration and atypical brain network functioning
that are indicative of the early stages of AD.

The goals of using NST in diagnostic imaging for AD are manifold:

1. To enhance brain scans’ clarity and comprehensibility facilitates the early detection of abnormal alter-
ations.

2. To enhance the precision of diagnosing AD, particularly during its first phases.
3. To enhance the effectiveness of medical imaging procedures, handling the enormous quantities of neu-

roimaging data correctly is necessary.
4. To improve the visibility of brain microstructures, which play a crucial role in the early detection of

neurodegenerative disorders.

This work makes a significant and diverse contribution. This approach showcases a novel integration
use, demonstrating a deep and expert fusion of artistic innovation with scientific precision. It successfully
connects these two fields in a significant and revolutionary way for the healthcare sector. This multidisciplinary
approach improves the diagnosis process and creates new opportunities for research in medical imaging and
artificial intelligence. Furthermore, using NST in neuroimaging significantly improves the precision of early AD
diagnosis. Research has shown a significant rise of more than 25% in identifying first pathogenic alterations,
representing a notable advancement in neurology. This enhancement is not only a statistical accomplishment;
it signifies tangible advantages for patients who can get prompt and suitable treatment.

Furthermore, the adaptability of NST effectively tackles the issue of handling the increasing amount of
neuroimaging data. NST streamlines and improves the image interpretation process, leading to more efficient
management of extensive datasets. This reduces the burden on radiologists and enhances the overall effectiveness
of the diagnostic procedure.

2. Related Work. This section comprehensively explores the many methodologies and approaches used
in contemporary research on AD. It emphasizes the significance of modern imaging procedures and deep learning
in improving the diagnosis and comprehension of AD.

Employed CNN to classify AD [4]. The research conducted a comparative analysis of advanced techniques
in diagnosing AD by using CNN architectures. The study specifically focused on these techniques’ applicability
and distinguishing characteristics, using publicly available datasets such as ADNI and OASIS. Performed a mul-
timodal MRI investigation to examine alterations [5] in the corpus callosum in individuals with Mild Cognitive
Impairment (MCI) and AD. By combining several MRI techniques, the researchers aimed to understand better
how the illness develops. Created [6] a system for learning features from many types of neuroimaging data
to diagnose Alzheimer’s disease in multiple classes. This method included integrating several neuroimaging
techniques to enhance the precision and dependability of Alzheimer’s disease diagnosis. Assessed [7] the clinical
and cost-effectiveness of several medications for AD. The research used health technology evaluation method-
ologies to evaluate therapies and provide complete therapeutic insights. Based on neuropathological findings,
Established [8] a system for categorizing the progression of Alzheimer-related alterations in the brain. Their
research centered on meticulous brain pathology analysis to comprehend the many phases of AD development.

Thoroughly [9] examined neuroimaging-based categorization studies and the methodologies used to extract
features for AD and its early stages. The research included scrutinizing diverse neuroimaging methods, including
MRI, and investigating their use in distinct classification studies to identify and predict AD and its first
phases. This review is crucial for comprehending the appropriate use of neuroimaging in the early diagnosis
and monitoring of AD. Conducted [10] a study that specifically examined the application of spatially enhanced
LPboosting for AD classification. The study evaluated the effectiveness of this approach using the ADNI
dataset. The research used the spatially augmented LPboosting approach, a machine learning methodology
that improves classification accuracy by integrating spatial data into the learning procedure. The study is
remarkable for its use of spatial knowledge to enhance the categorization and diagnosis of AD via the analysis
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of neuroimaging data. Investigated [11] the use of deep learning to diagnose AD-MCI by combining hierarchical
feature representation and multimodal fusion. This approach used a combination of diverse data sources and
varying degrees of abstraction to improve the precision of diagnostic outcomes. Conducted [12] a neuroimaging
investigation using 3D convolutional neural networks to forecast AD. The research emphasized the capacity
of integrating 3D imaging with sophisticated machine learning methods in diagnosing AD. Showed [13] that
deep CNN biomarkers substantially correlated with subsequent cognitive impairment. This work used positron
emission tomography (PET) imaging and deep learning techniques to forecast the advancement of AD. 4C
onducted [14] a study to examine the existing theories and ideas surrounding mild dementia. The research
aimed to enhance our comprehension of the first phases of AD and how it develops over time. The study
integrated clinical evaluation with imaging data to conduct a thorough analysis.

Although deep learning approaches have greatly influenced the quantitative assessment of MRI scans of the
brain in determining the presence of AD, the search for a reliable and versatile method still poses a difficulty.

3. Methodology. The NeuroEnhance Style Transfer Network has been developed to emphasize the es-
sential characteristics of AD detection. It is constructed using Convolutional Layers, Activator Operations,
and Pooling networks. The network utilizes these layers to determine distinctive characteristics and decrease
the number of dimensions, ultimately leading to an improved MRI scan. Convolutional layers are tasked with
extracting features from MRI scans to acquire knowledge and identify distinct patterns. The MRI displays
a variety of patterns, ranging from specific shapes to different shades of colors. Each successive layer in the
network identifies more intricate features as it progresses. Acquiring knowledge of these characteristics is crucial
in differentiating patterns associated with AD from patterns found in a healthy brain. Activation functions,
such as Rectified Linear Unit (ReLU) or Leaky ReLU [15], introduce non-linearity to the system, enabling the
learning of increasingly intricate patterns. Finally, Pooling Layers aid in decreasing the dimensionality of the
system while retaining crucial features. Reducing the number of features is essential to prevent overfitting and
decrease computational burden.

The NST has a stratified structure designed to identify crucial characteristics for Alzheimer’s disease detec-
tion and improve the quality of MRI scan images. The preprocessed MRI scan images are fed into the network
via the Input Layer and then undergo a sequence of Convolutional, Activating factors, and Pooling Channels to
extract features and reduce dimensionality. Subsequently, the layered network utilizes Style Application Layers
to implement the NeuroEnhance style onto the extracted MRI features. This allows for integrating MRI scan
characteristics with the NeuroEnhance style, emphasizing key features for AD detection. Ultimately, the image
goes through fully connected layers to achieve the best possible reconstruction, resulting in an improved MRI
scan that may contain essential characteristics for detecting AD.

3.1. Data Collection. In this research we employed an open-source cross-sectional and Longitudinal
MRI data from the Open Access Series of Imaging Studies (OASIS) source [16], [17]. The OASIS research is a
notable endeavor in neuro-imaging, specifically focused on investigating AD and its progression of deterioration.
It utilizes longitudinal and cross-sectional data to offer a comprehensive perspective on the evolution of brain
alterations over time. The dataset comprises a longitudinal compilation of MRI scans obtained from 150 indi-
viduals with ages ranging from 60 to 96. All scans were performed employing the same equipment and identical
sequences, ensuring homogeneity in the data quality. Participants underwent several imaging examinations
during at least two checkups, resulting in 373 scans. This methodology enables the examination of distinct
cerebral conditions at precise moments (cross-sectional data) as well as the monitoring of cerebral alterations
within subjects over a while (longitudinal data).

Participants were assessed by utilizing the Clinical Dementia Rating (CDR) scale, which classified them
into two groups: non-demented and demented (with minimal to moderate AD). The addition of 72 stably non-
demented individuals and 64 individuals deemed demented from earlier visits enhances the comprehensiveness
of the data, allowing for assessments between solid cognitive conditions and gradual deteriorations. In addition,
the inclusion of 14 participants who shifted from a state of non-dementia to dementia throughout the research
provides invaluable knowledge into the initial phases of Alzheimer’s progress.

The dataset is exceptionally abundant because it contains multiple T1-weighted MRI images per moment,
offering significant contrast-to-noise proportions well-suited to numerous analytic techniques, such as controlled
computational evaluation. This feature allows for precise estimations and assessments, such as calculating the
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volume of the entire brain, to understand the effects of age-related processes and AD. In summary, OASIS
serves as a robust and reliable resource for the scientific community, providing comprehensive and top-notch
MRI data suitable for a broad range of research goals in fundamental and clinical neuroscience.

3.2. Preprocessing. To improve the image quality for more successful training, we employed high-
contrast monochromatic (HCF) [18] techniques to enhance MRI images for recognizing signs of AD. MRI
scans are monochromatic images. Utilizing HCF styles can improve the detectability of slight variations in the
brain’s tissue thickness, essential for identifying Alzheimer’s disease-related alterations such as atrophy or the
existence of amyloid plaques [19].

At first, histogram equalization is applied to restructure the contrasting components of the MRI perception,
thereby improving the entire brightness. The improved value P

′

(x, y) for every pixel P(x,y) in the preliminary
visual is computed using the cumulative distribution process of the visuals spectrum.

Next, a high-pass filtering technique [20] accentuates high-frequency elements corresponding to edges and
intricate features. The process involves utilizing a fourier transform to transfer the image to the spectrum
of frequencies, where higher frequencies amplify. For determining the high-pass filtered factor f

′

(U, V ) for a
specific frequency part f(U,V), which is expressed as

f ′(U ,V ) = h(U ,V ) · f(U ,V ) (3.1)

From Equ. 3.1, h(U, V ) represents the high-pass filter operator. Ultimately, Laplacian filters are utilized
to accentuate borders throughout the brain’s tissue by evaluating second-order variants at each pixel. This
process helps identify locations where there are significant changes in spatial frequency.

3.3. Neural-enhance Style Transfer Adaptation. The convolution procedure takes a source feature
map. It uses it to generate a resultant feature pattern by sliding the kernel across it and multiplying each
element individually before adding them. The procedure efficiently filters incoming knowledge, enabling the
sequential retrieval of attributes essential to image identification and categorization applications.

Fig. 3.1 illustrates the intricate structure of the NST Network, specifically tailored to improve MRI images
for diagnosing AD. The procedure starts at the Input Layer when preprocessed MRI scan pictures are introduced
into the network. Subsequently, these images pass through a series of Convolutional Layers (1, 2, ... N), whereby
each layer is tasked with extracting more intricate characteristics from the images. Following the process of
obtaining features, the network utilizes functions for neuron activation, such as Leaky ReLU, to include non-
linearity and facilitate the acquisition of intricate patterns. Subsequently, the images undergo many pooling
layers (1, ... N), which decrease the overall dimension of all the information while retaining crucial properties.
It is essential to reduce the computational effort and prevent overfitting. The subsequent critical stage involves
the application of the NST to the MRI characteristics in the Style Application Layers (1, ... N). This is
accomplished via methods such as Adaptive Instance Normalization (AdaIN) [21], which efficiently merges the
MRI characteristics with the Neural Style Transfer (NST). Ultimately, the network employs Fully Connected
Layers (FCL) (1, ... N) to merge all the acquired characteristics for the ultimate image reconstruction, leading
to the Output: Enhanced MRI Scan. The proposed outcome is an MRI scan that has been upgraded using the
NST technique, which can emphasize essential characteristics for identifying AD.

3.3.1. Convolution Layers. The convolution procedure takes a source feature map. It uses it to generate
a resultant feature pattern by sliding the kernel across it and multiplying each element individually before adding
them. The procedure efficiently filters incoming knowledge, enabling the sequential retrieval of attributes
essential to image identification and categorization applications. Following equation (2) exhibits the base
convolutional operation.

Cmout (x, y) =

a∑

k=−a

b∑

j=−b
K(i, ĵ) · Cmin(x− i, y − ĵ) (3.2)

From Equ. 3.2, K denotes the filter, Coutin denote the source feature map whereas Cinin represent the incoming
feature map and m denote the corresponding MRI visual.
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Fig. 3.1: Workflow Structure of Proposed NST Model

3.3.2. Activation Functions. At first, the unprocessed MRIs are inputted into the network. The network
utilizes convolutional layers to apply diverse filters to the source images, extracting pertinent characteristics.
These traits encompass essential corners, forms, or various patterns in the neurological system of the brain that
could signify AD.

Following each phase of the convolution process, an activation function is used to include non-linearity
throughout the resulting model. Including non-linearity is critical since it enables the network to acquire
intricate patterns, which is vital for differentiating between standard and AD-affected brain regions.

To deal with the problem of dying neurons in the ReLU, we employed the Leaky ReLU activation function,
which permits a modest gradient whenever the neuron is inactive. The process involves multiplying adverse
or below zero inputs by an elementary constant η, which preserves the gradients and amplifies errors across
the network via backpropagation. Maintaining gradients capable of being backpropagated across the layers can
enhance model accuracy. Equ. 3.3 demonstrates the generalized activation process of Leaky ReLU.

By proficiently incorporating such activation functions in the network workflow, the model can better
understand intricate and nuanced abnormalities in the MRI scans, which are crucial for precise AD identification.

Leaky ReLU: f(x) =

{
x,x > 0

ηx,x ≤ 0
(3.3)

3.3.3. Pooling Layers. Pooling layers, such as max as well as average pooling are implemented after the
workflow of activation functions. Max pooling extracts the maximum value inside a specific area of a feature
map, retaining the most prominent features. In contrast, average pooling estimates the mean value by collecting
the contextual information of the backdrop. These processes decrease the spatial dimensions of the feature maps,
enhancing the detection model’s resilience to deviations in the input visuals and mitigating excessive overfitting.
These improvements could ultimately strengthen the precision of AD detection. Equ. 3.4 demonstrates the
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operational procedure for max pooling in which W designates the window that the computation is performed
across. Similarly, Equ. 3.5 illustrates the operational process of average pooling in which |W| is denotes the
element count of the W.

Cmout (x, y) = max
(i,j)∈W

Cmin[(x+ i), (y + j)] (3.4)

Cmout (x, y) =
1

|W |
∑

(i,j)∈W

Cmin[(x+ i), (y + ĵ)] (3.5)

3.3.4. Style Application Layers. The AdaIN (Adaptive Instance Normalization) layer is indispensable
in the NST process, particularly in improving MRI images for detecting AD. The AdaIN function operates
by aligning the statistically significant moments of the content features ’x’ with the style characteristics ’y’.
This correction uses the overall mean (µ) and the variance (σ) of the x and y characteristics. This improves
the visual depiction of the scan, making it easier to analyze and interpret. This enhanced visualization has
the potential to simplify the identification of crucial characteristics linked to AD, such as alterations in brain
structure. Equ. 3.6 depicts the process of style application layer.

AdaN(x, y) = σ(y)

(
x− µ(x)
σ(x)

)
+ µ(y) (3.6)

3.3.5. Fully Connected Layers. The FCL [22] integrates the procedure for obtaining features conducted
by preceding layers to provide the ultimate result. The FCL includes a series of operations that begins with a
linear transformation and is subsequently followed by the application’s implementation of an activation function.

First, the linear transformation can be expressed as A=wB+e, where ’B’ is the input vector, ’A’ is the
FCL’s outcome vector, ’e’ is the bias vector and ’w’ is the weight matrix. The input vector ’B’ is subjected to
a multiplication matrix process with the weight matrix ’w’, and the resulting product is then combined with
the ’e’, which aims to introduce a deviation that enhances the flexibility of the activation function.

Subsequently, the output vector ’A’ resulting from the linear shift undergoes an activation function. The
ReLU function, denoted as f(x)=max(0,x), is a widely used analytical function. The ReLU function is applied
to each member of the output vector, essentially substituting every negative factor in the resulting vector with
zero. This stage provides non-linearity, enabling the network to acquire and depict more intricate patterns.

The sequential procedure first involves performing a linear transformation on the combined features, fol-
lowed by applying the ReLU activation function. This function allows the network to handle non-linear con-
nections present in the data effectively. The integration of linear and non-linear processes enables the network
to execute intricate tasks, like image reconstruction or identifying distinct patterns that indicate AD in an
MRI. The resultant rebuilt image is an improved rendition of the input, whereby significant characteristics for
detecting AD are potentially accentuated due to this intricate transformation procedure.

3.3.6. Loss Function for Training. Two loss functions namely, content and style loss are considered.
These loss functions are crucial in the NST procedure [23], which aims to generate a novel image that merges
one image’s information with another’s visual form.

Content Loss (losscontent) is an operation intended to guarantee that the content of the produced image ’g’
accurately reflects the content of the source image ’I’. The computation involves comparing the characteristic
illustrations representing the material in ’g’ and ’I’ at different levels inside the neural network. The feature
vectors consist of the activation data of a pre-trained CNN at certain layers. The content loss quantifies the
extent to which the content of ’g’ differs from ’I’, and it is frequently determined as the average squared
difference between the two feature sets shown in Equ. 3.7.

loss content [I, g] =
1

2

∑

(i,j)

[
F l(i,j)(I)− F l(i,j)(g)

]2
(3.7)

The objective of the Style Loss (lossstyle) is to reduce the disparity in style between the produced image ’g’ and
the style of the reference image, ’s’. The calculation uses the Gram vectors of the feature activations obtained



Adaptation of Scalable Neural Style Transfer to Improve Alzheimer’s Disease Detection Accuracy 4159

Table 4.1: Observed Range Values of Key Features for Early Detection of Alzheimer’s

Feature Mean
Standard
Deviation

Minimum Maximum

Age 63.19 23.12 18 98

Education (Years) 10.18 6.06 1 23

Socioeconomic Status (SES) 2.47 1.13 1 5

Mini-Mental State Examination (MMSE) 27.23 3.69 4 30

Clinical Dementia Rating (CDR) 0.29 0.38 0 2

Estimated Total Intracranial Volume (eTIV) 1484.78 166.91 1106 2004

Normalized Whole Brain Volume (nWBV) 0.76 0.06 0.64 0.89

Atlas Scaling Factor (ASF) 1.20 0.13 0.88 1.59

from both ’g’ and ’s’. The Gram matrix quantifies the interrelationships among distinct feature mappings
inside a layer, encoding the stylistic characteristics. The style loss is calculated by summing the mean squared
deviations between the Gram vectors of ’g’ and ’s’ over various system layers in Equ. 3.8. The weights ’w’
enable the adjustment of the influence of each layer on the overall style loss, often assigning more significance
to layers that capture more complex data Equ. 3.9.

el =
1

4× n2 × q2Σ(i,j)

[
gl(i,j)(s)− gl(i,j)(g)

]2
(3.8)

lossstyle (s, g) =
N∑

t=1

wlel (3.9)

The total loss (losstotal) consolidates these two losses into a singular scalar that quantifies the image quality of
the generated imagery ’g’. The weighted sum incorporates γ and δ as coefficients to balance the influence of the
content loss and the style loss, respectively. The weights may be modified based on the preference for prioritizing
the style or the content. For instance, increasing the value of γ would result in a stronger resemblance between
’g’ and ’I’ in terms of content, whilst increasing the value of δ would emphasize copying the style of ’s’ in Equ.
3.10.

losstotal (c, s, g) = γ loss content (I, g) + δ lossstyle (s, g) (3.10)

4. Handling Scalability Process. Adam optimizer [24] is a suitable option for improving the efficacy
of the NST model by using MRI information to determine the presence of AD because of its advantageous mix
of efficiency, adaptability, and resilience. Adam has exceptional expertise in managing extensive applications.
Its excellent memory and processing performance make it ideal for handling large amounts of medical imaging
information. This approach combines the advantages of two advanced gradient descent techniques: Root Mean
Square Propagation (RMSprop) and the Adaptive Gradient (AdaGrad) algorithm [25]. The computation of the
updating mechanism for weight w at iteration t is as follows:

wt+1 = wt −
α√
ν̂t + τ

ẑt (4.1)

In Equ. 4.1, ẑt and ν̂t are estimates of the 1st and 2nd gradients moment. τ denotes the small scalar.
After the training and execution of the NST model, the observed range values of the vital features that are

relevant in the early detection of AD are presented in a Table 4.1.

5. Performance Evaluation. Table 5.1 depicts the practical configuration of an NST system specifically
created to improve MRI attributes for AD diagnosis. The purpose of this setup is to provide a foundation
that can be altered or modified according to the available computing capabilities and the specific attributes
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Table 5.1: Empirical Test-bed Configuration

Component Specification

GPU NVIDIA GeForce 3090
Hardware CPU Intel Xeon

RAM 64 GB
Storage 2 TB SSD

Operating System Linux
Software Deep Learning Framework PyTorch

Image Processing scikit-image

Content Weight 1e0

Style Weight 1e3

Learning Rate 1e−2

Optimization Algorithm ADAM
Iterations 1000

NST Hyper- Convolutional Layers 16
parameters Pooling Layers 5

Activation Function Leaky ReLU

Style Layers
[’conv1_1’, ’conv2_1’,

’conv3_1’, ’conv4_1’, ’conv5_1’]
Content Layers ’conv4_2’
Batch Size 1
Regularization Total Variation Regularization

of the MRI sample being employed. The hyperparameters are optimized by conducting experiments and tests
on a portion of the data to produce the best possible outcomes in improving MRI images for determining the
presence of AD.

Three approaches are utilized for evaluation with the suggested NST method in AD research, as indicated
in the prior reviews (section 2). The mentioned approaches include CNN, Multimodal MRI Study (M-MRI),
Multimodal Neuroimaging Feature Learning (MNFL), and LPboosting method.

To get a comprehensive comprehension of the performance metrics derived from the provided information, it
is prudent to examine the fundamental metrics often used in assessing medical imaging technologies, particularly
when identifying ailments such as Alzheimer’s disease using improved imaging techniques facilitated by NST.
The following performance measures are used.
- Accuracy is a metric that quantifies the ratio of accurate predictions to the total number of forecasts made.
- Sensitivity, also known as Recall, quantifies the accuracy of adequately identifying actual positive instances,

namely the existence of pathogenic changes.
- Specificity refers to the capacity to precisely determine instances with no pathological changes by measuring

the percentage of actual negative cases.
- Precision is a metric that quantifies the accuracy of positive identifications by measuring the proportion of

correctly determined cases to the overall amount of positive determinations.
Beside the metric description, additional definitions relevant to the metrics are included for the precise

clarification.
- TP stands for True Positives, which refers to accurately identifying pathogenic changes.
- TN represents the number of true negatives, situations accurately diagnosed as usual.
- FP stands for False Positives, which refers to regular instances that are wrongly labeled as abnormal.
- FN stands for False Negatives, which refers to instances overlooked due to pathological conditions.

Fig. 5.1 compares the accuracy of identifying AD using several approaches: NST, M-MRI, MNFL, CNN,
and LPboosting methods. From a technical standpoint, NST has a higher level of performance, with an accuracy
rate of 75%. The observed value is much greater than that of the other approaches, highlighting the usefulness
of NST in improving the resolution of brain scans for early detection of Alzheimer’s disease.

The CNN approach has the second-greatest accuracy at 60%, while the MNFL method achieves 55%. This
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Fig. 5.1: Comparative Accuracy of Various Methods in the Detection AD

Fig. 5.2: Evaluation of Specificity and Sensitivity

suggests that both methods have some use in detecting AD, although they are not as successful as the NST
method. The accuracy of M-MRI is 50%, whereas LPboosting has a slightly lower accuracy of 48%. The
notable advantage of NST, surpassing CNN by 15% and M-MRI by 25% in accuracy, may be ascribed to its
capacity to highlight crucial characteristics in brain scans, such as brain networks and areas of degeneration,
which are essential for early detection of Alzheimer’s disease. This technical study emphasizes the promise of
NST as an innovative tool in the area of medical imaging, especially for illnesses such as Alzheimer’s, wherein
early and precise identification is of utmost importance.

Fig. 5.2 represents a comparative evaluation of the specificity and sensitivity of several approaches to
detecting AD. The specificity of each method, shown by coral bars, quantifies their accuracy in correctly
identifying negative instances without AD. The NST has a specificity of 85%, indicating that it is very successful
in accurately identifying persons who do not have AD, reducing false positive results. Ensuring this is of utmost
importance in medical diagnostics to prevent unwarranted treatments or distress for patients.

The sensitivity of the approaches, shown by the light blue bars, measures their ability to identify positive
instances, namely the presence of AD, accurately. Once again, the NST shows the highest score at 80%,
indicating its exceptional capacity to detect patients with AD accurately. Having a high level of sensitivity
is crucial to diagnose AD at an early stage, thereby guaranteeing that patients get prompt and appropriate
medical attention.

The other techniques exhibit reduced specificity and sensitivity, with M-MRI, MNFL, CNN, and LPboosting
achieving values ranging from 55% to 75%. NST’s increased capabilities in avoiding false alarms and correctly
detecting actual instances of AD are emphasized in this comparison, suggesting its potential as a helpful tool
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Fig. 5.3: Precision Evaluation

for early and accurate diagnosis of this ailment.
Fig. 5.3 illustrates the accuracy of several techniques in identifying AD. Precision is a metric that quantifies

the level of correctness in optimistic predictions. It is particularly crucial in medical diagnostics to guarantee
that individuals diagnosed with a disorder have the condition.

The NST has the most outstanding median accuracy, with a tight clustering of around 90%. This demon-
strates a persistent and reliable ability to detect instances of AD accurately. The presence of a narrow In-
terquartile Range (IQR) and the lack of outliers in NST’s data indicate a high degree of dependability and
limited change in its accuracy. This makes it a strong and dependable option for AD detection.

The remaining techniques (M-MRI, MNFL, CNN, and LPboosting) exhibit broader IQRs and a higher
occurrence of outliers, particularly in M-MRI and LPboosting. This increased dispersion suggests more diversity
in their accuracy. M-MRI and LPboosting have poorer median accuracy and more obvious outliers, rendering
them less dependable than NST.

MNFL and CNN exhibit superior performance compared to M-MRI and LPboosting, although they still
do not achieve the precise level achieved by NST. Their median accuracy values have a smaller magnitude, and
their interquartile ranges are more comprehensive, indicating a decreased level of consistency in comparison to
NST.

6. Conclusion and Future Work. The use of NST in medical imaging to diagnose AD signifies a notable
progression in the science. The use of NST in improving MRI scans has shown significant efficacy, resulting in
a marked improvement in the precision of early Alzheimer’s disease identification. The technology’s capacity to
highlight essential characteristics in brain scans, like neural networks and regions of degeneration, has resulted
in a notable 25% enhancement in detecting first pathological alterations, achieving an accuracy rate of 75%.
This percentage is notably higher when compared to other approaches like CNN (60%), MNFL (55%), M-
MRI (50%), and LPboosting (48%). In addition, NST has exceptional specificity (85%) and sensitivity (80%),
vital for minimizing false positives and guaranteeing precise identification of AD. In addition, the precision
of NST in diagnosing conditions is highlighted by its median accuracy of almost 90% and a low Interquartile
Range, demonstrating its dependability and consistency. On the other hand, other techniques like M-MRI and
LPboosting have more comprehensive interquartile ranges (IQRs) and a more significant number of outliers,
suggesting less reliability. The capacity of NST to handle large amounts of neuroimaging data and its efficacy
in improving image clarity make it a groundbreaking tool for early and precise detection of AD, exceeding
conventional approaches in terms of accuracy and dependability.

Our future improvements in NST for medical imaging focus on the detection of AD in the early stages
aiming to surpass a 90% accuracy threshold. The ambitious objective will be pursued by carefully modifying
the hyperparameters and optimizing the NST method to achieve even higher levels of accuracy. Furthermore,
we will investigate the incorporation of cutting-edge technological procedures, which may include more complex
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neural network structures and improved learning procedures. These enhancements seek to optimize the system’s
capacity to distinguish delicate nuances in brain scans, thereby expanding the limits of early and precise
detection of AD.

Acknowledgement. This work was supported by the Deanship of Scientific Research, Vice President for
Graduate Studies and Scientific Research, King Faisal University, Saudi Arabia [Grant KFU241366].

REFERENCES

[1] Scheltens, P., Imaging in Alzheimer’s disease. Dialogues in clinical neuroscience, 11(2), 191-199, 2009.
[2] Scheltens, P., De Strooper, B., Kivipelto, M., Holstege, H., Chételat, G., Teunissen, C. E., and van der Flier,

W. M., Alzheimer’s disease. The Lancet, 397(10284), 1577-1590, 2021.
[3] Lee, J., Mild cognitive impairment in relation to Alzheimers disease: An investigation of principles, classifications, ethics,

and problems. Neuroethics, 16(2), 16 2023.
[4] Siqi, L.; Liu, S.; Cai,W.; Pujol, S.; Kikinis, R.; Feng, D.D., Early diagnosis of Alzheimers disease with deep learning. In

Proceedings of the 2014 IEEE 11th International Symposium on Biomedical Imaging (ISBI), Beijing, China, 10151018,
2014.

[5] Di Paola, M., Di Iulio, F., Cherubini, A., Blundo, C., Casini, A.R., Sancesario, G., Passafiume, D., Caltagirone,
C. and Spalletta, G., When, where, and how the corpus callosum changes in MCI and AD: a multimodal MRI study.
Neurology, 74(14), 1136-1142, 2010.

[6] Liu, S., Liu, S., Cai, W., Che, H., Pujol, S., Kikinis, R., Feng, D. and Fulham, M.J., Multimodal neuroimaging feature
learning for multiclass diagnosis of Alzheimer’s disease. IEEE transactions on biomedical engineering, 62(4), 1132-1140,
2014.

[7] Loveman, E., Green, C., Kirby, J., Takeda, A., Picot, J., Payne, E., and Clegg, A., The clinical and cost-effectiveness
of donepezil, rivastigmine, galantamine and memantine for Alzheimer’s disease. Health Technology Assessment (Winch-
ester, England), 10(1), 2006.

[8] Braak, H., and Braak, E., Neuropathological stageing of Alzheimer-related changes. Acta neuropathologica, 82(4), 239-259,
1991.

[9] Rathore, S., Habes, M., Iftikhar, M. A., Shacklett, A., and Davatzikos, C., A review on neuroimaging-based classifi-
cation studies and associated feature extraction methods for Alzheimer’s disease and its prodromal stages. NeuroImage,
155, 530-548, 2017.

[10] Hinrichs, C., Singh, V., Mukherjee, L., Xu, G., Chung, M. K., Johnson, S. C., and Alzheimer’s Disease Neuroimaging
Initiative., Spatially augmented LPboosting for AD classification with evaluations on the ADNI dataset. Neuroimage,
48(1), 138-149, 2009.

[11] Lee, B., Ellahi, W., and Choi, J. Y., Using deep CNN with data permutation scheme for classification of Alzheimer’s
disease in structural magnetic resonance imaging (sMRI). IEICE Transactions on Information and Systems, 102(7),
1384-1395, 2019.

[12] Lee, B., Ellahi, W., and Choi, J. Y., Using deep CNN with data permutation scheme for classification of Alzheimer’s
disease in structural magnetic resonance imaging (sMRI). IEICE TRANSACTIONS on Information and Systems, 102(7),
1384-1395, 2019.

[13] Choi, H., Jin, K. H., and Alzheimers Disease Neuroimaging Initiative., Predicting cognitive decline with deep learning
of brain metabolism and amyloid imaging. Behavioural brain research, 344, 103-109, 2018.

[14] Jack Jr, C. R., Wiste, H. J., Vemuri, P., Weigand, S. D., Senjem, M. L., Zeng, G., Alzheimers Disease Neuroimaging
Initiative. Brain beta-amyloid measures and magnetic resonance imaging atrophy both predict time-to-progression from
mild cognitive impairment to Alzheimers disease. Brain, 133(11), 3336-3348, 2010.

[15] Dubey, A. K., and Jain, V., Comparative study of convolution neural networks relu and leaky-relu activation functions. In
Applications of Computing, Automation and Wireless Systems in Electrical Engineering: Proceedings of MARC 2018
(pp. 873-880). Springer Singapore, 2019.

[16] Marcus, D. S., Wang, T. H., Parker, J., Csernansky, J. G., Morris, J. C., and Buckner, R. L., Open Access Series
of Imaging Studies (OASIS): Cross-sectional MRI Data in Young, Middle Aged, Nondemented, and Demented Older
Adults. Journal of Cognitive Neuroscience, 19(9), 14981507, 2007q.

[17] Marcus, D. S., Wang, T. H., Parker, J., Csernansky, J. G., Morris, J. C., and Buckner, R. L., Open Access Series
of Imaging Studies (OASIS): Cross-sectional MRI Data in Young, Middle Aged, Nondemented, and Demented Older
Adults. Journal of Cognitive Neuroscience, 19(9), 14981507, 2007b.

[18] Willson, C. S., Lu, N., and Likos, W. J., Quantification of grain, pore, and fluid microstructure of unsaturated sand from
X-ray computed tomography images, 2012.

[19] Nagele, R. G., Wegiel, J., Venkataraman, V., Imaki, H., Wang, K. C., and Wegiel, J., Contribution of glial cells to
the development of amyloid plaques in Alzheimers disease. Neurobiology of aging, 25(5), 663-674, 2004.

[20] Gangkofner, U. G., Pradhan, P. S., and Holcomb, D. W., Optimizing the high-pass filter addition technique for image
fusion. Photogrammetric Engineering and Remote Sensing, 73(9), 1107-1118, 2007.

[21] Huang, X., and Belongie, S., Arbitrary style transfer in real-time with adaptive instance normalization. In Proceedings of
the IEEE international conference on computer vision (pp. 1501-1510), 2017.



4164 Eid Albalawi

[22] Sun, D., Wulff, J., Sudderth, E. B., Pfister, H., and Black, M. J., A fully-connected layered model of foreground and
background flow. In Proceedings of the IEEE conference on computer vision and pattern recognition, 2451-2458, 2013.

[23] Zheng, Y., Towards Face Recognition with Imbalanced Training Data: From Loss Function Design to Deep Generative
Models (Doctoral dissertation, Carnegie Mellon University), 2022.

[24] Choi, D., Shallue, C. J., Nado, Z., Lee, J., Maddison, C. J., and Dahl, G. E., On empirical comparisons of optimizers
for deep learning, 2019. arXiv preprint arXiv:1910.05446.

[25] Nugroho, B., and Yuniarti, A., Performance of Root-Mean-Square Propagation and Adaptive Gradient Optimization
Algorithms on Covid-19 Pneumonia Classification. In 2022 IEEE 8th Information Technology International Seminar
(ITIS), 333-338, 2022.

Edited by: Dhilip Kumar V
Special issue on: Unleashing the power of Edge AI for Scalable Image and Video Processing
Received: Jan 9, 2024
Accepted: Jul 4, 2024



Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org

c⃝ 2024 SCPE. Volume 25, Issues 5, pp. 4165–4176, DOI 10.12694/scpe.v25i5.2906

BRAIN TUMOR CLASSIFICATION ON MRI IMAGES BY USING CLASSICAL LOCAL
BINARY PATTERNS AND HISTOGRAMS OF ORIENTED GRADIENTS

SRINIVAS BABU GOTTIPATI ∗AND GOWRI THUMBUR †

Abstract. Brain tumors pose significant threats within neurological disorders, demanding accurate classification for effective
diagnosis and treatment. This study explores brain tumor classification employing Classical Local Binary Patterns (CLBP) and
Convolutional Neural Networks (CNN), alongside texture feature extraction from MRI images using classical LBP and HOG
(Histogram of Oriented Gradients). These methods adeptly capture both local and global texture patterns crucial for tumor
identification. Our proposed framework encompasses three pivotal steps: image pre-processing, feature extraction via CLBP, and
classification utilizing CNN. Evaluation on a publicly available brain tumor dataset showcased an impressive 95.6% accuracy in
tumor classification, affirming the efficacy of the CLBP+CNN approach. This method bears promising implications for enhancing
clinical diagnosis and treatment planning. Furthermore, we propose future extensions including CLBPs such as DLBP and LBP.
DLBP introduces a parameter, ’D’, dictating pixel distance, while LBP varies pixel values across specified ranges. Additionally,
tumor classification was explored employing ANN, AlDE, and LDA classification methods, with future prospects of incorporating
DLBP, LBP, and CLBP extractions from MRI images within the dataset

Key words: CLBP+CNN, Classical Local Binary Patterns, Artificial Neural Networks, Linear Discriminant Analysis.

1. Introduction. Human body, the brain responsibility is to control all activities. Brain Tumor image
technologies have played an important role in analytical way and detected by using MRI Images [1]. Tumor
classification on medical image with higher resolution helps to diagnose diseases for doctor to make decision.
All images were classified by using Deep Learning methods based on learning to transfer brain MRI images.
SVM (Support Vector Machine) and KNN (K-Nearest Neighbor) and K-means algorithms are basic image
classifiers. For radiologists, it is a time taking process to evaluate brain tumor images [2]. LBP is one of the
method regularly used in image processing to enable pixels, which is the most important and simple method for
evaluating the performance. RELM (Regularized Extreme Learning Machine) is one of the popular methods
for brain tumor detection and classification, which overcomes the back propagation, high speed training and
complexity, is very less. The input of this approach is tested images [3,4] after taking the input images this
approach increases the intensity of the MRI images by using the normalization rule, which composes both input,
output and hidden layers.

Early detection and classification of brain tumors are very important to save lives and reduces the contact
gap between Doctors and Patients. For brain tumor classification softex, SVM and KNN models are tested by
using Pre-trained MRI images taken by data sets [5-6]. The convolution neural networks are also one of the
popular feature extraction tools for skin identification images. The CNN is also same as Deep Learning Neural
Network, which is a one of the best image classifier and also used in many medical diagnosis applications such
as skin problems, Brain Tumor, Chest, and Lung Cancer and an early detection of brain tumour top view is
shown in Figure 1.1.

The rest of the paper is organized into four sections: Section II briefed about related work, Section III
presents the proposed brain tumor segmentation and classification system; Section IV explores simulation
results and their discussion, finally, the conclusion and future work is given in Section V.

2. Related Work. In this section, a survey on recently the researchers have applied various DL algorithms
for efficient segmentation of brain tumors, and its main finding was briefly described.
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Fig. 1.1: Early Detection of Brain Tumor Top View

The enduring cyclic unpaired encoder-decoder network was designed by Neme, Shubhangi, and colleagues
combining residual and mirroring ideas (Rescue Net). The authors identified that preparing huge amounts of
labeled data for deep network training is a time-consuming and difficult operation in automatic brain tumor
analysis. They employed an unpaired training strategy to train the recommended network to avoid the necessity
for paired data. DICE and sensitivity characteristics are used to analyze the suggested method’s efficiency.
Using the BraTs 2015 and BraTs 2017 datasets, the experimental results are compared to existing brain tumor
segmentation algorithms, and the results outperform them [7].

R. Cristin et al. [8] by utilizing the implicit anatomy of tumors to recognize the regions of saliency,
authors create a channel and spatial-wise asymmetric attention (CASPIAN). Include additional multiscale
and multiplanar focus branches on semantic segmentation tasks as well to enhance the spatial context. The
new CASPIANET++ design obtains dice scores of 91.19% for the total tumor, 87.6% for the tumor core, and
81.03% for the enhancing tumor. The method of noisy student curriculum learning approach performs smoothly
without any more training, according to additional affirmation performed on the BraTS2020 data.

H. H. Sultan et al. [9] propose the use of MRI scans to categorize and separate brain tumor regions using
a multi-task attention-guided encoder-decoder network (MAG-Net). The dataset of Figshare, which contains
coronal, axial, and sagittal images of three unique tumor types: glioma, meningioma, and pituitary tumor,
is used to train and test the MAG-Net. When compared to other modern-day models, the model produced
promising outcomes in extended experimental trials despite having the fewest amount of training parameters.

N. M. Dipu et al. [10] suggested a fresh DL technique based on CNN and SVM for effective and automatic
brain tumor segmentation. Watershed segmentation is used to smooth the MRI images and segment them.
When compared to existing algorithms, experimental outcomes demonstrate that the suggested method has a
92.59% accuracy in evaluation.

P. Afshar et al. [11] present a complete comparison analysis of prominent CNN optimizers to gauge the
segmentation for improvement. The authors have compared ten present-day gradient descent-based optimizers
and performed on the BraTs 2015 dataset, including Adaptive Gradient (Adagrad), Adaptive Delta (AdaDelta),
Stochastic Gradient Descent (SGD), Adaptive Momentum (Adam), Cyclic Learning Rate (CLR), Adaptive Max
Pooling (Adamax), Root Mean Square Propagation (RMS Prop), Nesterov Adaptive Momentum (Nadam),
and Nesterov accelerated gradient (NAG) for CNN. The Adam optimizer improved the CNN abilities in the
classification and segmentation process with the highest accuracy of 99.2%.

M. Gurbina et al. [12] an ideal task-structured brain tumor segmentation network was envisaged (TSBTS
net). To deduce the crucial weights of the modal data while network learning, they created a modality- aware
feature embedding technique. To deduce the crucial modality data weights during network learning, they
created a modality-aware feature embedding technique. Experiments using BraTs benchmarks reveal that the
suggested method beats other advanced methods and baseline models in terms of segmenting the targeted brain
tumor regions while taking significantly less processing time.

N. Cÿ nar et al. [13] presented an analysis of used uncertainty estimation methods. The calibration,
segmentation failure detection, and segmentation error localization were used by the authors to assess its
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quality. They identified that, when examined at the dataset level, the uncertainty approaches are usually well-
calibrated and, discovered significant miscalibrations and restricted segmentation error localization (e.g., for
correcting segmentations) at the subject level, preventing direct use of the voxel-wise uncertainty. Finally, they
concluded that when ambiguity estimations were compiled at the subject level., however, voxel-wise uncertainty
was useful in detecting unsuccessful segmentations.

S. Arora & M. Sharma, et al. [14] developed end-to-end, three modules that make up the Hahn-PCNN-CNN
feature extraction, feature fusion, and image reconstruction. The Harvard medical school website’s 8000 brain
medical images served as the basis for the feature extraction layer and picture reconstruction layer training
employed by the researchers. In order to speed up the process and lessen information loss due to convolution
in the fusion module, the authors used a pulse-coupled neural network and the moments of the feature map.

Thejaswini P. Bhat et al. [15], suggested a multiple-encoder model for the separation of brain tumors
using 3D MRI Images. The authors also presented a new loss function called "Categorical Dice," this fixed
the voxel imbalance issue by allowing us to provide different weights for distinct segmented regions at once.
With 0.70249, 0.88267, and 0.73864 Dice scores for the complete tumor, tumor core, and enhancing tumor, the
suggested method can generate promising outcomes when compared to advanced methodologies.

R. M. Prakash & R. S. S. Kumari [16] proposed using deep learning to classify cancers into several categories.
Following pe-processing, K-means clustering techniques were employed to segment the brain tumor, and the
finetuned VGG19 (i.e., 19-layered Visual Geometric Group) model was used to classify it. The results support
the success of the suggested strategy, professing that it outperformed previously reported modern methods in
terms of accuracy.

M. Nazir et al. [17] a DL method that combines tumor segmentation with transfer learning using a fully
connected classifier and a pre-trained Vgg16 convolution-base, as well as tumor grading using CNNs based
on the U-net. The mean DSC and tumor identification accuracy of the segmentation model are 0.84 and
0.92, respectively. This approach categorizes LGG into grade II and grade III with accuracy, specificity, and
sensitivity of 0.89, 0.92, and 0.87 at the MRI image level and 0.95, 0.98, and 0.97 at the patient level.

Y. Bhanothu et al [18] proposed the segmentation of brain tumors using the Aggregation-and-Attention
Network. By pooling multi-scale semantic data and concentrating on the information that is crucial, the
suggested network uses the U-Net as its structural backbone. The authors offered an improved down-sampling
module and an up- sampling layer to make up for the loss of information. Between the encoder and the decoder,
the multi-scale connection module generates a multi-receptive semantic fusion. Additionally, they built a dual-
attention fusion prototype that can outline and improve the dimensional correlation of MRI, as well as used the
deep supervision technique in various areas of the proposed network. The suggested framework’s framework
and modules are scientific and practical, with the capacity to extract and gather relevant semantic information
and improve glioblastoma segmentation capabilities.

H. Ucuzal et al. [19], Using structural multimodal MRI, presented context-aware deep learning for brain
tumor segmentation, overall survival prediction, and subtype classification (mMRI). To acquire tumor segmenta-
tion, the authors first present a 3D context-aware deep learning method that takes into account the ambivalence
of tumor placement in radiology mMRI imaging sub-regions. To achieve tumor subtype categorization, they
use a normal 3D CNN on the tumor segments. Finally, hybrid DL and ML strategy are used to predict survival.
The findings imply that the suggested method is capable of accurate segmentation of tumors and prediction of
survival.

S. K. Baranwal et al [20] suggested a cascade Convolutional Neural Network (C-CNN) to achieve a flexible
and efficient segmentation of the brain tumor system. In two independent ways, the C-CNN model collects
both global and local features. In comparison to present-day models, an ideal Distance-Wise Attention (DWA)
process is also developed to increase brain tumor segmentation accuracy. The DWA mechanism takes into
consideration the impact of the tumor’s central location and the brain inside the model. The proposed technique
achieves 0.9203, 0.8726, and 0.9113 mean whole tumors, dice scores of tumor core, and embellished tumor,
respectively.

K. N. Guy-Fernand et al. [21] a computerized fuzzy neighborhood learning-based 3D segmentation strategy
for the identification of cerebrum cancers in 3D pictures has been presented. This is deeply interwoven with
the suggested design in this method. With a 0.85 dice coefficient and 0.74 Jaccard index, the simulation results



4168 Srinivas Babu Gottipati, Gowri Thumbur

Fig. 2.1: Three different types of Brain Tumor Classification

demonstrate that the suggested brain tumor detection strategy outperforms previous methods in brain tumor
diagnosis.

F. P. Polly et al [22] refined the advanced DeepSeg as a decoupling framework that is modular. It is
made up of two core sections that are linked by a relationship of encoding and decoding. The encoder that
extracts structural information consists of a CNN. The full-resolution probability map is created by inserting
the obtained semantic map into the decoder component. The resultant segmentation outcomes have dice and
Hausdorff distance scores of 0.81 to 0.84 and 9.8 to 19.7, respectively.

Saikumar et.al [23] present a fresh multi-modality deep feature learning system for segmenting brain tumors
from MRI data. The main concept is to uncover intricate patterns in multi-modal data to make up for the
lack of data scale. The CMFT process and the CMFF process are the two learning processes that make up the
suggested cross-modality deep feature learning framework, both of which aim to learn rich features denoted by
transiting and fusing insight from different modality data, respectively [24]. The suggested cross-modality DL
feature model can mostly enhance the performance of brain tumor classification in comparison to conventional
and cutting-edge methods [25].

2.1. Data Set. Based on previous studies the data sets are provided. It has 3064 MRI images for brain
tumors. Brain Tumors are classified into mainly three types in the data set: Meningioma (708), Glioma (1426),
and Pituitary (930). Each image containing pixels with the size of 512x512 was taken for evaluation. The
proposed approach contains 2D and T1W MRI images which are shown in figure 2.1.

3. Methodology. The proposed framework for brain tumor classification consists of four main steps. The
first step is tumor pre-processing, which involves removing unwanted noise using the Histogram of Oriented
Gradients (HOG) approach and skull stripping to eliminate unwanted posts in the MRI images. In the second
step, the MRI images are segmented, and different types of Classical Local Binary Patterns (CLBP) are used
for feature extraction, including DLBP and LBP techniques. These techniques are then compared with existing
algorithms to determine the best methodology for tumor classification. Finally, the last step is classification,
where the tumor or no-tumor classification is performed on the MRI images using the selected methodology
and datasets as shown in above figure 2.1.

3.1. Classical Local Binary Pattern. Classical Local Binary Pattern (LBP) is a feature extraction
technique used in computer vision and image processing. It has been applied in medical image analysis for
brain tumor classification. In classical LBP, each pixel in an image is compared to its surrounding pixels within
a specific radius to generate a binary code. This binary code is then used to represent the texture information
of the image. The binary code is obtained by comparing the grey value of the central pixel with the grey values
of its neighbours. If the grey value of the neighbour is greater than or equal to the central pixel, a 1 is assigned,
and if it is less than the central pixel, a 0 is assigned. This process is repeated for all the pixels in the image.

In brain tumor classification, classical LBP has been used to extract texture features from magnetic reso-
nance images (MRI) of the brain. These features can then be used as input to machine learning algorithms for
classification of brain tumors. The LBP features can capture the local texture patterns in the brain MRI and
help distinguish between different types of brain tumors.

Several studies have reported high accuracy rates for brain tumor classification using classical LBP features
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Fig. 3.1: Proposed flow diagram of brain tumour classification system.

combined with machine learning algorithms such as support vector machines (SVM) and random forest classifiers
as shown in above figure 3.1. In the brain tumor classification system, the process begins with the MRI dataset
presentation, followed by data preprocessing. Subsequently, the data undergoes tumor segmentation, enabling
the extraction of features using CNN+CLBP. After feature extraction, the system classifies the tumors into
categories such as Glioma, Meningioma, Pituitary, or identifies cases with no tumor. An illustrative result
from this process is then presented. The use of classical LBP in brain tumor classification is an active area of
research and is expected to continue to play an important role in medical image analysis.

3.2. Distance Based Local Binary Pattern (DLBP). Distance Classical Local Binary Pattern (DLBP)
is an extension of the Classical LBP algorithm for texture analysis and classification. DLBP is used to extract
features from images and is especially useful in applications where texture information is important. The DLBP
algorithm is similar to Classical LBP, but it incorporates a distance function between neighbouring pixels to
generate more robust and discriminative features. In DLBP, the neighbouring pixels are considered to be cir-
cularly arranged around the central pixel. The distance function is used to calculate the distance between each
pair of neighbouring pixels and then used to adjust the weighting of the LBP code. These results in more
robust features that can better distinguish between different textures.

In addition, DLBP uses a multi-resolution approach to capture texture features at different scales. The
image is first filtered using a Gaussian filter to smooth the texture and reduce noise. Then, the filtered image
is divided into multiple scales, and DLBP is applied to each scale independently.

The features extracted from each scale are then combined to generate a final feature vector. DLBP has
been successfully used in a variety of applications, including face recognition, texture classification, and medical
image analysis. In medical image analysis, DLBP has been used for the detection and classification of various
types of lesions in images, including breast cancer, lung cancer, and brain tumors.

3.3. Angle Based Local Binary Pattern (ΘLBP). ΘLBP stands for Angle Based Local Binary Pat-
tern, which is a texture analysis algorithm used for feature extraction from digital images. It is a variant of
Local Binary Pattern (LBP) and is specifically designed to capture fine-grained texture information that may
be difficult to extract using traditional LBP or other texture analysis techniques. In ΘLBP, the image is first
transformed into a gradient map, where each pixel represents the magnitude and direction of the gradient of
the image intensity at that location. ΘLBP then partitions the gradient map into a set of non-overlapping cells,
and calculates a binary code for each cell based on the local edge patterns within that cell. The binary code
is generated by comparing the intensity values of each pixel within the cell with a threshold value, which is
determined based on the local mean and variance of the pixel intensities. The comparison generates a binary
value (0 or 1) for each pixel, which is then concatenated to form the binary code for the cell.

The binary codes for all cells are then concatenated to form the final feature vector for the image. ΘLBP is
able to capture fine-grained texture information by using adaptive thresholding based on the local statistics of
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the image, which makes it robust to variations in image brightness and contrast. ΘLBP has been successfully
used in a variety of applications, including face recognition, object recognition, and medical image analysis. In
medical image analysis, ΘLBP has been used for the detection and classification of various types of lesions in
images, including lung nodules, breast masses, and brain tumors.

3.4. Proposed CLBP Techniques with CNN. The CLBP+CNN approach for brain tumor classifica-
tion is a combination of two techniques: Classical Local Binary Patterns (CLBP) and Convolutional Neural
Networks (CNN). CLBP is a texture-based feature extraction method that encodes the relationship between the
center pixel and its surrounding pixels in a binary code. On the other hand, CNN is a deep learning technique
that automatically learns relevant features from the input images.

In this Proposed approach, CLBP is used to extract texture features from MRI images of brain tumors.
These features are then fed into a CNN for classification. The CNN consists of multiple layers of convolutional
and pooling operations that learn hierarchical representations of the input data. The final layer of the CNN is
a fully connected layer that maps the learned features to the class labels (tumor or no tumor).

The CLBP+CNN approach has been shown to achieve high accuracy in brain tumor classification. This
approach is particularly effective in detecting small and irregularly shaped tumors that may be difficult to detect
using traditional feature extraction methods. Additionally, the use of CNNs allows for the automatic learning
of relevant features, reducing the need for manual feature engineering. Overall, the CLBP+CNN approach
represents a promising direction for brain tumor classification and has the potential to improve the accuracy
and efficiency of diagnosis.

The ΘLBP method is a texture feature extraction technique that captures local patterns of pixel intensities
in an image using a set of circularly symmetric neighbourhoods with different radii. The value of the radius
parameter, denoted by "D" in the method, determines the size of the neighbourhoods and affects the sensitivity
of the method to changes in texture. To visualize the effect of different values of D on the texture patterns
captured by ΘLBP, we can plot histograms of the ΘLBP codes obtained from an image using different values
of D. The histograms show the frequency of occurrence of each ΘLBP code in the image, with higher peaks
indicating more dominant texture patterns. The histograms of ΘLBP codes obtained from an MRI brain image
using four different values of D: 1, 2, 3, and 4. As the value of D increases, the size of the neighbourhoods used to
compute the ΘLBP codes also increases, resulting in a coarser texture representation with fewer, more dominant
patterns. For example, the histogram for D=1 shows a higher diversity of ΘLBP codes with lower frequencies,
while the histogram for D=4 shows a smaller number of dominant ΘLBP codes with higher frequencies.

These histograms can be used to compare the texture patterns captured by ΘLBP using different values of
D and to select the most appropriate value for a given texture analysis task. It appears that the table provided
is showing the accuracy percentages for various studies on brain tumor classification using different methods.

Novel contributions establish this research differ from brain tumor categorization studies. It first compares
feature extraction methods like Circular Local Binary Patterns (CLBPs), Directional Local Binary Patterns
(DLBP), and Angular Local Binary Patterns (LBP) with brain tumor classification algorithms. This detailed
study illuminates the pros and cons of different methods. The article presents a hybrid approach to brain tumor
classification using Classical Local Binary Patterns (CLBP) and Convolutional Neural Networks (CNN), which
has not been thoroughly studied. Compared to previous methods, this hybrid framework is more accurate
and successful. The Distance Based Local Binary Patterns (DLBP) approach is also examined, stressing the
distance parameter (D) in feature extraction & classification performance. This complex study demonstrates
that DLBP may improve brain tumor classification.

The study also evaluates precision, recall, and F1 score to examine the proposed approaches’ efficacy beyond
classification accuracy.This research uses unique feature extraction methods, hybrid frameworks, and extensive
performance evaluation to classify brain tumors, improving the field.

3.5. Evolution Metrics. The evaluation of a model’s performance is crucial to determine its effectiveness.
This evaluation is usually done using metrics such as accuracy, precision, recall, and F1 score.

Accuracy measures the percentage of correctly predicted instances out of the total number of instances.
Precision measures the proportion of true positives (correctly predicted positive instances) among the total
predicted positives. Recall measures the proportion of true positives among the total actual positives. F1
score is a harmonic mean of precision and recall, and is often used as a single metric to evaluate a model’s
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Table 3.1: Success rate with various DLT for LBP

Θ Features ANN AlDE LDA CLBP+CNN
15 256 83.04 88.08 88.70 95.04
45 256 85.11 86.75 88.90 96.00
90 256 83.74 88.80 89.81 95.14
120 256 84.01 85.15 88.01 94.78

overall performance. These metrics provide a quantitative assessment of a model’s performance, and can help
in determining the model’s strengths and weaknesses. By comparing the performance of different models using
these metrics, researchers can identify the most effective approach for a given task.

The performance metrics are as follows:
Accuracy: The total accuracy of the model’s predictions is measured by accuracy.
Precision: Precision is the ability of a model to correctly identify positive examples among all cases that were

expected to be positive.
Recall: The model’s capacity to accurately identify every occurrence of positivity is measured by recall.
F Measure: F1 score is the combination of both precision and recall which gives a fair evaluation of the model’s

performance.
• Accuracy = (TP + TN) / (TP + TN + FP + FN)
• Precision = TP / (TP + FP)
• Recall = TP / (TP + FN)
• F1 score = 2 * (precision * recall) / (precision + recall)

where:
TP: True Positive (number of correctly classified positive samples)
TN: True Negative (number of correctly classified negative samples)
FP: False Positive (number of incorrectly classified positive samples)
FN: False Negative (number of incorrectly classified negative samples)

The authors utilized various evaluation metrics, but their significance remains somewhat ambiguous. Deep
learning methodologies in LBP rely heavily on dataset specifics, network architecture, and chosen evaluation
criteria. As depicted in Table 3.1, these techniques consistently yield promising results across diverse image
classification tasks, including the classification of brain tumors from MRI imagery. Commonly employed metrics
for evaluating deep learning models encompass accuracy, precision, recall, and F1 score, ensuring comprehensive
performance assessment.

Across different models, accuracy percentages range from 82% to 96.00%. Notably, the CLBP+CNN
model proposed by the authors achieved the highest accuracy at 95.66%. Their LBP + Knn approach yielded
an accuracy rate of 90.57%, with nLBP + Knn and LBP + Knn achieving rates of 93.28% and 90.57%,
respectively.

The success rates of various deep learning techniques for LBP as it requires specific information on the
dataset, the network architecture, and the evaluation metrics used. However, in general, in Table 3.1 deep
learning techniques have shown promising results in various image classification tasks, including brain tumor
classification using MRI images. It is common to use metrics such as accuracy, precision, recall, and F1 score
to evaluate the performance of deep learning models.

The accuracy percentages range from 82 % to 96.00 %. The highest accuracy percentage was achieved by
the proposed CLBP +CNN model, achieving a 95.66 % accuracy rate. The LBP + Knn method used by the
authors of the current paper achieved an accuracy rate of 90.57 % with nLBP + Knn at 93.28 % and nLBP
Knn at 90.57 % which were shown in figure 3.2.

The DLBP (Distance Based Local Binary Patterns) method Table 3.3 has shown promising results in
recognizing brain tumor types. The effectiveness of this method depends on the distance parameter (D), which
determines the size of the neighborhood around each pixel. By varying the value of d, different features can be
extracted from the images. These features are then used to train a classifier, such as a Convolutional Neural
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Fig. 3.2: Brain Tumor evolution matrix analysis

Fig. 3.3: Confusion matrix

Network (CNN), to distinguish between different types of brain tumors. The success of the classification method
is measured using metrics such as accuracy, precision, recall, and F1 score. The DLBP method has been shown
to outperform other feature extraction methods in some studies, indicating its potential for improving the
accuracy of brain tumor classification. Further research is needed to determine the optimal value of d and to
explore the potential of other feature extraction methods for brain tumor analysis shown in figure 3.3.

Table 3.2 introduces the DLBP (Distance Based Local Binary Patterns) method, exhibiting promising re-
sults in recognizing brain tumor types. The effectiveness of this method hinges on the distance parameter (D),
which determines the neighborhood size surrounding each pixel. By adjusting D, unique features can be ex-
tracted and employed to train classifiers like Convolutional Neural Networks (CNNs) for discriminating between
brain tumor types. Evaluation metrics such as accuracy, precision, recall, and F1 score serve as benchmarks
for assessing the success of classification methods. DLBP has demonstrated superior performance compared
to other feature extraction techniques in certain studies, suggesting its potential for improving brain tumor
classification accuracy. Further exploration is necessary to determine the optimal value of D and investigate
alternative feature extraction methods for brain tumor analysis.

Additionally, this study contrasts Circular Local Binary Patterns (CLBPs), encompassing Directional Local
Binary Patterns (DLBP) and Angular Local Binary Patterns (LBP), against existing algorithms for brain tumor
classification. Various classification methods, including Artificial Neural Network (ANN), Adaptive Boosting
(AlDE), and Linear Discriminant Analysis (LDA), were employed for evaluation. Results indicated the proposed
methodology achieving a notable success rate of approximately 95.6% using the aforementioned classification
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Table 3.2: Performance Metrics with CLBP features

Class TP TN FP FN Accuracy Precision Recall F1 Score

1 1.5 0.4 0.04 0.04 95.9 97.4 97.4 97.4

2 1.52 0.41 0.05 0.05 95 96.81 96.81 96.81

3 1.51 0.42 0.06 0.03 95.5 96.17 98.08 97.11

Avg 1.51 0.41 0.05 0.04 96% 96% 97% 96%

Table 3.3: Comparitive analysis from various past classifiers and its performance

Author Brain Tumor Classifier Accuracy

Method [25] Meningioma GLCM-CNN 82 %
Method [24] Glioma SVM 91 %
Method [22] Pituitary DWT 92.66
Method [15] Glioma FCm-SVM 91.4 %
Method [14] Meningioma PCM-RELM 94.23 %
Method [1] Meningioma LBP-KNN 95.16 %

techniques with feature extractions from DLBP, LBP, and CLBP. This underscores the significant potential
of CLBPs, particularly in enhancing brain tumor classification accuracy, thereby aiding in early detection and
treatment.

The above statement highlights the use of different feature extraction methods such as Circular Local
Binary Patterns (CLBPs), including Directional Local Binary Patterns (DLBP) and Angular Local Binary
Patterns (LBP), which were proposed and compared with existing algorithms for brain tumor classification.
The evaluation was carried out using different classification methods such as Artificial Neural Network (ANN),
Adaptive Boosting (A1DE), and Linear Discriminant Analysis (LDA). The results showed that the proposed
methodology achieved a high success rate of approximately 95.6 % using the mentioned classification methods
with feature extractions obtained from DLBP, LBP, and CLBP. This suggests that the use of CLBPs, in
particular, can significantly improve the accuracy of brain tumor classification, thereby aiding in early detection
and treatment of brain tumors.

4. Results. The LBP operator is a variant of the Local Binary Pattern (LBP) operator that considers
the orientation of the edges in the image. To create histograms of images using LBP, different values of the
distance parameter (D) can be used. For each value of D, the LBP operator is applied to the image, resulting
in a binary pattern image where each pixel is represented by a binary value based on the comparison of its
intensity with its neighboring pixels. These binary patterns are then used to create histograms, which represent
the distribution of the binary patterns in the image.

The histograms obtained using different values of D can be compared to evaluate the effectiveness of the
LBP operator for feature extraction in image classification tasks. The choice of the optimal value of D depends
on the specific application and the characteristics of the images being analyzed. The histogram of LBP features
for a particular tumor type is a graphical representation of the distribution of the LBP features for that tumor
type. Each bin in the histogram represents a range of LBP feature values, and the height of the bin represents
the frequency of feature values falling within that range. For example, the histogram of LBP features for
glioma, meningioma, and pituitary tumors with D=1 might show that certain ranges of LBP feature values are
more common for one tumor type than the others. The shape and distribution of the histogram can provide
insights into the characteristics of the tumors and help in their classification. In Fig 4.1 Local Binary Patterns
(LBP) is a popular method for extracting texture features from images. The LBP variant of LBP considers the
relationship between the pixel values at the center and surrounding pixels at a given angle. The value of LBP
determines the angle at which the surrounding pixels are considered relative to the center pixel. In the case of
glioma, meningioma, and pituitary MRI images, histograms of LBP features can be formed with D=1 and LBP
values of 900 and 450. By varying the value of LBP, we can capture different aspects of the texture patterns
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Fig. 4.1: Histograms of Glioma, Meningioma, and Pituitary MRI images are formed with D=1 with LBP=90

in the images. Figures 4 and 5 compare the effectiveness of LBP=900 and LBP=450, we can use metrics such
as accuracy, precision, recall, and F1 score. These metrics can be obtained by training a classifier (such as a
CNN) on the extracted features and evaluating its performance on a test set of labeled images. It is worth
noting that the choice of feature extraction method and value of LBP depends on the specific problem at hand
and may require experimentation to find the optimal parameters. Histograms of MRI images can be formed
using LBP by first dividing the image into small, non-overlapping cells. Within each cell, LBP is applied with
a specific value of D.

The resulting LBP codes are then counted and a histogram is formed for each cell, with the bin counts
representing the frequency of each LBP code. In this case, histograms of Glioma, Meningioma, and Pituitary
MRI images are formed with a value of D=1 and LBP=450. This means that LBP is applied using a circular
neighborhood of radius 1 and 450 different rotation invariant patterns are considered. The resulting histograms
can be used as features for classification algorithms, such as CNN, SVM, or random forests, to classify the MRI
images into different tumor types. The choice of D and LBP parameters can affect the discriminative power of
the histograms and thus the classification performance. As the value of the d parameter increases, the patterns
become more global and less local. This means that smaller details in the image are being ignored, which can
lead to loss of information. Therefore, it is important to choose an appropriate value of d depending on the
task at hand and the nature of the images being analyzed.

5. Conclusion. In conclusion, this article presented a proposed framework for detecting and classifying
brain tumors using Deep Learning Techniques (DLT) on MRI datasets. The framework consists of four main
steps, including pre-processing, segmentation, future extraction, and classification. Pre-processing was carried
out using the Histogram of Oriented Gradients (HOG) method to eliminate unwanted noise and skull stripping.
Different future extraction methods such as CLBPs (DLBP, LBP) were proposed and compared with existing
algorithms. The proposed methodology achieved a high success rate of approximately 95.6% using ANN, A1DE,
and LDA classification methods with future extractions obtained from DLBP, LBP, and CLBP. This article
shows that the proposed framework has the potential to aid in the accurate and efficient diagnosis of brain
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tumors.

There are several potential future extensions to the work presented in this article. Histograms of Glioma,
Meningioma, and Pituitary MRI images are formed with a value of D=1 and LBP=450. This means that LBP
is applied using a circular neighborhood of radius 1 and 450 different rotation invariant patterns are considered
another possible future extension is to incorporate more advanced pre-processing techniques such as image
registration or normalization to improve the accuracy of the tumor segmentation. Furthermore, the proposed
framework could be evaluated on a larger dataset to validate its generalizability and performance. Finally,
the framework could be extended to incorporate other types of brain tumors, such as acoustic neuromas or
metastatic brain tumors, to improve its clinical relevance and utility.
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A NOVEL HYBRID MODEL TO DETECT AND CLASSIFY ARRHYTHMIA USING ECG
AND BIO-SIGNALS

MANJESH B N∗AND RAJA PRAVEEN N†

Abstract. In general, arrhythmias, also called cardiac arrhythmia, heart arrhythmia, or dysrhythmias, are abnormal heart-
beats which include too fast or too slow. The Cardiovascular Disease (CVD) is a significant cause of death, and the death rate
is increasing every year. The Electrocardiogram (ECG) majorly contributes to the CVD diagnosis, providing information about
the heartbeat. An automatic detection and classification of arrhythmia performs a significant role in managing and curing cardio-
vascular diseases. Deep Learning (DL)-based algorithms have emerged as effective solutions in medical applications, particularly
in cardiac arrhythmia diagnosis. In this research, a DL-based multi-modal approach is proposed for the classification of cardiac
arrhythmia. The MIT-BIH dataset is utilized to evaluate the performance of the proposed method. The proposed method consid-
ers physiological signals along with the MIT-BIH dataset to improve accuracy. The Discrete Wavelet Transform (DWT) is used
for pre-processing the MIT-BIH dataset. The DL methods of Recurrent Neural Network (RNN) and Long Short-Term Memory
(LSTM) are utilized for classifying cardiac arrhythmia. The proposed method is evaluated using various performance metrics such
as Accuracy, Specificity, Sensitivity, F1-score, and Cohens kappa.

Key words: Cardiac arrhythmia, Deep Learning, Electrocardiogram, Long Short-Term Memory, Recurrent Neural Network

1. Introduction. In the healthcare sector, technology has significantly impacted patient care, treatment,
and diagnosis. Technological innovations have had a major impact on medical imaging and surgical operations,
improving patient outcomes and increasing process efficiency. Examples of these innovations include the creation
of minimally invasive surgical techniques and the X-ray. We are about to witness a momentous shift in which
data and artificial intelligence (AI) could completely reshape a number of healthcare domains [1].

Arrhythmias, which refer to irregularities in the heart’s rhythm, have been a significant focus in the field of
cardiovascular medicine for a considerable period of time. The accurate diagnosis of these conditions is crucial
due to their various manifestations, ranging from harmless occasional skips to potentially life-threatening situ-
ations. The electrocardiogram (ECG) has traditionally been the preferred method for detecting and classifying
arrhythmias [3].

The interpretation of this graphical representation of the heart’s electrical activity necessitates expertise,
including a discerning eye, comprehensive training, and experience. Deep learning, a subset of artificial in-
telligence (AI) that utilizes deep neural networks, has proven its efficacy in multiple industries by effectively
extracting valuable patterns and insights from large datasets. These algorithms have the potential to improve
the efficiency, accuracy, and timeliness of arrhythmia diagnosis in ECG analysis [4].

This paper explores the integration of deep learning techniques with arrhythmia classification. This study
will explore the progress made in the interdisciplinary field, focusing on the essential deep learning architectures.
We will analyze their advantages, drawbacks, and performance metrics. The review will address the challenges of
data quality, model transparency, and ethical considerations in AI-driven healthcare. This study aims to provide
a comprehensive overview of the current state and future possibilities in the intersection of cardiology, data
science, and artificial intelligence. Cardiologists have developed expertise in interpreting electrocardiograms
(ECGs) to distinguish between benign and malignant cardiac rhythms. Even with extensive training, the human
eye may occasionally fail to detect or accurately interpret subtle anomalies. Furthermore, the increasing amount
of electrocardiogram (ECG) data, particularly due to the rise of wearable technology, makes it impractical to
manually analyze each individual heartbeat. Smartwatches with miniaturized ECG modules have made health
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Fig. 1.1: ECG waveform depiction.

Fig. 1.2: Representation of Arrhythmia waveforms in comparison to Normal Heartbeat.

monitoring more accessible to the general population. However, the main issue remains: how can we effectively
and precisely handle this overwhelming amount of data? [6]

Deep-Learning methods plays a significant role in this context. Deep learning, a subfield of artificial
intelligence, has experienced significant growth across multiple domains in recent decades. The system’s strength
lies in its capacity to analyze large volumes of data, acquiring complex patterns, and frequently surpassing
human performance in certain tasks. Deep learning has the potential to not only offer computational efficiency
but also demonstrate adaptability and scalability [8].

The goal of this work is to document the development of deep learning in arrhythmia classification, from
its inception to the most advanced applications today. The several facets of architectures, approaches, accom-
plishments, and difficulties will all be covered in this study. The goal of this review is to provide a thorough
understanding of how technology and healthcarespecifically, cardiac careintersect. It will examine the field’s
technological developments, historical background, and clinical applications, emphasizing how it could trans-
form cardiac care in the twenty-first century [12].

Like other technological advancements, the integration of DL into arrhythmia classification faces challenges.
Researchers and clinicians encounter various challenges, including data privacy, diverse and representative
datasets, model interpretability, and clinical validation.

The goal of this work is to document the development of deep learning in arrhythmia classification, from
its inception to the most advanced applications today. The several facets of architectures, approaches, accom-
plishments, and difficulties will all be covered in this study. The goal of this review is to provide a thorough
understanding of how technology and healthcarespecifically, cardiac careintersect. It will examine the field’s
technological developments, historical background, and clinical applications, emphasizing how it could trans-
form cardiac care in the twenty-first century [15].

1.1. Motivation. If left undiagnosed and untreated, arrhythmias can cause serious health issues, even
potentially fatal situations. Only ECG data is used in the diagnosis process and technologies used today.
As such, it ignores a number of additional physiological cues, such as heart rate and blood pressure. The
combination of various physiological cues, artificial intelligence, and ECG data allows for the early identification
and categorization of arrhythmias. Artificial intelligence can be used to create adaptive algorithms and real-
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time monitoring due to the dynamic nature of arrhythmias. Therefore, the goal of this research is to use modern
technologies for the early identification and categorization of arrhythmias. Convolution neural networks can
be used to detect arrhythmias in an efficient manner because of its capacity to identify patterns and spatial
hierarchies in the input data. CNN also provides the best result when the model containing diverse data set of
arrhythmias are trained [16].

1.2. Major Contributions. As per the reports of the World Health Organization (WHO), the number
one cause of death today is cardiovascular diseases (CVDs). As per their statistics, the number of deaths
caused by CVDs are roughly 30 percent. Cardiac Arrhythmia is a condition in which the electrical activity of
the heart is abnormal. The electrical activity is very irregular leading to the disruption in the cardiac rhythm.
ECG data is very complex owing to different waveforms and their interpretation. With the advent of different
computational paradigms, researchers have been very curious to explore the possibilities of leveraging different
techniques like Machine Learning (ML), deep learning (DL) etc. to interpret the ECG like a cardiologist. It is
very important to note that the accuracy if diagnosis is very critical as any deviation could be fatal [18].

Most of the conventional researchers so far have been focused around exploring the optimal computational
paradigms for predicting and classifying the cardiac arrhythmia using a variety of different hardware and
programming languages. Many research works range from leveraging techniques like SVM, PCA to feed-forward
based neural networks and apply wavelet transform for feature extraction [20].

However, some of the downsides are a) achieving better performance without cross-validation, b) losing the
beats due to filtering and feature extraction c) less number of arrhythmia type classification d) low accuracy
and performance.

In our work, we novel deep learning-based framework to analyze the complex ECG data and develop a
transferable representation of ECG signals. It is important to know that to realize such a framework it is very
important to describe an architecture that offers scope for learning the signal representation. Once we build
a model and train that model on a huge training data set, the model will be able to learn from the pattern
and allow to use those representation to transfer the knowledge. We have further experimented the CNN by
adding the batch normalization layer between subsequent layers thereby inhibiting the hidden / convolution
layers from normalizing the values which facilitate in improving the efficiency. Also, the proposed algorithm
employs a 2-D CNN with monochrome images of the ECG. One of the advantages of our approach is that
conventional data pre-processing steps like feature extraction and noise removal and filtering are not required
as the algorithm converts the 1-D Signal data to a 2-D image. Additionally, to improve the accuracy of the
model we can augment the 2-D images and increase the size of the training data. Since our algorithm transforms
a 1D signal to a 2D image, the model will automatically ignore the noise and extract the feature map. This
allows the proposed model to be employed on heterogeneous signals and devices with different feature sets like
sampling rate, amplitude etc. unlike the conventional models. Nonetheless, our approach can be implemented
in an end-to-end clinical set up and that adds to the novelty of our work.

2. Background.

2.1. Arrhythmias: An Undeniable Obstacle. Derived from the Greek word "arrhythmias," which
means "without rhythm," arrhythmias refer to a broad spectrum of illnesses marked by an irregular heartbeat.
These disorders can manifest as a variety of heart rhythms, including bradycardias (slow heartbeats), atrial
fibrillations (chaotic rhythm), and tachycardias (rapid heartbeats). These abnormalities might have a variety
of causes, including extrinsic influences like stress or drug usage, congenital problems, and cardiomyopathies
[21].

Early detection and management of arrhythmias are crucial due to the potential for severe complications,
as some arrhythmias are benign while others are not. The electrocardiogram (ECG) is the primary tool used
in this field. It is a non-invasive test that visually displays the heart’s electrical activity [23].

2.2. Electrocardiograms (ECGs): The Diagnostic Mainstay. The introduction of the ECG in the
early 20th century brought about a significant transformation in cardiac diagnostics. Clinicians can visualize
the heart’s electrical impulses by applying electrodes to the skin, which are then represented as waveforms on
a graph. The various components of this waveform, including the P wave, QRS complex, and T wave, provide
valuable information about different stages of the cardiac cycle. Variations in these waveforms and complexes
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Fig. 2.1: Human Heart and ECG.

may suggest the presence of underlying arrhythmias or other cardiac pathologies. However, the analysis of
electrocardiograms (ECGs) is not a simple process. Detecting subtle anomalies, such as distinguishing between
a normal rhythm and a potentially dangerous arrhythmia, necessitates significant training, experience, and a
discerning eye.

2.3. The Advent of Artificial Intelligence in Healthcare. The integration of technology into health-
care has significantly increased during the 21st century. The evolution of healthcare is evident through the
digitization of medical records, utilization of advanced imaging modalities, and the increasing prevalence of
telemedicine. Data has played a central role in this technological wave. The growing accessibility of extensive
datasets has paved the way for the emergence of artificial intelligence (AI) in the field of medicine. AI, which
refers to the simulation of human intelligence processes by machines, has been increasingly utilized in various
medical fields. Machine learning, a subset of computer science, involves the use of statistical techniques by
computers to learn from data. This has subsequently facilitated the development of more sophisticated tech-
niques. Deep learning, a subfield of machine learning, has shown great promise as it utilizes neural networks
algorithms. One of its notable strengths is its capacity to acquire knowledge and make informed choices based
on data, frequently outperforming human abilities in certain tasks [26].

2.4. The Confluence of Deep Learning and ECG Analysis. Researchers started examining the
combination of the two because of the difficulties involved in manually interpreting ECG data and the potential
of deep learning in handling enormous volumes of data. Is it possible to train deep learning algorithms to
identify arrhythmias as accurately as expert cardiologists, if not more so? Numerous studies,inventions, and
discussions have resulted from the pursuit of an answer to this topic, which has set the stage for the information
contained in this article.

3. Deep Learning Techniques for Arrhythmia Classification.

3.1. Convolutional Neural Networks (CNNs). Originally designed for image processing, convolu-
tional neural networks (CNNs) have had a profound impact on fields involving the recognition of patterns
in geographical data. These networks automatically identify hierarchical patterns in the data by using con-
volutional layers. By transforming ECG segments into time-frequency representations like spectrograms and
treating them like image-like structures, CNNs can be utilized to identify arrhythmic patterns. Convolutional
layers are very good at capturing the subtle fluctuations and anomalies that point to different kinds of arrhyth-
mias because they are skilled at identifying spatial patterns in converted ECG data [29].

Multiple studies have shown that CNNs have proven to be effective in achieving high levels of accuracy in
detecting arrhythmia. In some cases, CNNs have even demonstrated comparable performance to that of expert
cardiologists [30].

3.2. Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) Networks.
Because they are made expressly to handle sequential data, recurrent neural networks or RNNs are ideal for
evaluating time-series data like ECG sequences. Artificial neural networks have the ability to store data from
previous calculations, which allows them to identify patterns and trends over time. LSTMs are a kind of
RNN that effectively preserve patterns over lengthy sequences, hence resolving the vanishing gradient problem
commonly observed in traditional RNNs [32].
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Fig. 3.1: Representation of Deep Learning CNN method.

Fig. 3.2: Representation of Deep Learning CNN method.

RNNs and LSTMs are effective in analyzing raw ECG sequences due to their ability to capture temporal
patterns which can serve as indicators of arrhythmias. Their capacity to identify long-term dependencies in
the ECG sequence renders them highly valuable, particularly in instances where the arrhythmia’s distinctive
pattern is distributed over an extended period.

3.3. Attention Mechanisms and Transformers. Attention mechanisms, derived from the domain of
natural language processing, enable models to selectively concentrate on particular segments of the input data.
Transformers, which rely solely on attention mechanisms, have demonstrated considerable potential across
diverse domains. In the context of ECG data, attention mechanisms enable models to prioritize segments of
the data that may be more indicative of an arrhythmia. By assigning weights to different components of an ECG
sequence, these models have the potential to enhance accuracy by prioritizing the most pertinent signals [35].

3.4. Autoencoders. Autoencoders are a type of unsupervised neural network that aim to learn compact
representations of input data. These models operate by compressing the input data into a condensed form and
subsequently reconstructing the original input using this condensed representation. Autoencoders are a viable
method for detecting anomalies in electrocardiogram (ECG) signals. Deviation or anomaly in the input signal,
such as arrhythmic events, can lead to a high reconstruction error when trained on normal ECG data. This
characteristic can be utilized to identify possible arrhythmias.Data, resulting in enhanced rates of arrhythmia
detection.
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Table 4.1: Overview of Arrhythmia Detection Studies

No Paper Title Authors Year Key Findings

1 Arrhythmia detection
using deep convolu-
tional neural network
with long duration
ECG signals

Ozal Yldrm, Pawe
Pawiak

2018 This study proposes deep convolutional neural network
(DCNN) to detect arrhythmia in long-duration ECG signals.
The investigation of the model’s ability to detect less common
or subtle arrhythmias which is crucial for clinical applications
is currently limited.

2 Automated diagnosis
of arrhythmia using
combination of CNN
and LSTM techniques
with variable length
heart beats

Shu Lih Oh, Eddie
Y.K. Ng

2018 In this study, the authors employed the model’s ability to ac-
commodate heartbeats of varying lengths has not been thor-
oughly examined by means of the challenges or potential data
misalignments it may pose. based on convolutional neural
networks.

3 Multiclass Classifi-
cation of Cardiac
Arrhythmia Using
Improved Feature
Selection and SVM
Invariants

Anam Mustaqeem,
Syed Muhammad

2018 In this paper, the authors propose a novel approach for clas-
sifying cardiac arrhythmia. Although improved feature selec-
tion is suggested, it is possible that other advanced feature
extraction or transformation techniques could provide a more
effective representation and consequently improve classifica-
tion outcomes.

4 Automated arrhythmia
detection using novel
hexadecimal local
pattern and multilevel
wavelet transform with
ECG signals

Turker Tuncer,
Sengul Dogan

2019 This paper reports the novel hexadecimal local pattern
(HxLP) has been introduced but further research is needed to
assess its robustness in the presence of noisy or artifact-laden
ECG signals.

5 A Fast Machine Learn-
ing Model for ECG-
Based Heartbeat Clas-
sification and Arrhyth-
mia Detection

Miquel Alfaras, Sil-
via Ortín, Miguel
Cornelles Soriano

2019 The research presents a machine learning model specifically
designed for ECG signals with a primary focus on classify-
ing heartbeats and detecting arrhythmias. Understanding the
decision-making process of the model is crucial due to the crit-
ical nature of arrhythmia detection. The paper lacks in-depth
analysis of model interpretability and the significance of the
selected features.

6 Automated arrhythmia
classification based on
a combination network
of CNN and LSTM

Chen Chen,
Zhengchun Hua,
Ruiqi Zhang

2020 This work presents arrhythmia classification through the use
of hybrid model i.e CNN and LSTM. The model is more ac-
curate and robust than the traditional model in terms of ac-
curacy and robustness. The limitations of this study are that
QRS detection is necessary which leads to additional compu-
tational cost. The second issue is that the data set used in
this work is imbalanced.

7 Multirate Processing
with Selective Sub
bands and Machine
Learning for Efficient
Arrhythmia Classifica-
tion

Saeed Mian Qaisar 2021 This study proposes a Multi-rate processing chain for the ar-
rhythmia classification. Multi-rate processing feature selec-
tion were employed to decrease the information amount pro-
cedure thus reducing the complexity of the computational sys-
tem. The performance results of model were varied by chosen
various number of features.

8 Arrhythmia and Dis-
ease Classification
Based on Deep Learn-
ing Techniques

Ramya G. Franklin,
B. Muthukumar

2021 This work predicts converting raw ECG data to 2D pictures
may cause information loss. Using straight 1D convolution on
raw signals or different transformation methods may improve
or accelerate results.

9 An Ensemble of Deep
Learning-Based Multi-
Model for ECG Heart-
beats Arrhythmia Clas-
sification

Ehab Eesa, Xi-
anghua Xie

2021 This research proposes multi-model system that was presented
for the arrhythmia classification. It focusses on two models:
CNN-LSTM to capture dynamics in temporal as well as lo-
cal features for data ECG; RRHOS-LSTM that concatenated
some features for classical i.e. RR intervals. This approach
does not perform the feature extraction process.

10 ECG Heartbeat Clas-
sification Using Multi-
modal Fusion

Zeeshan Ahmad 2021 This work introduced two computationally effective multi-
modal feature fusion framework classification for ECG heart
beat named Multimodal Image Fusion (MIF) and Multimodal
feature fusion (MFF). This framework consumed much time
for training and inference.

Continued on next page
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Table 4.1 – continued from previous page

No Paper Title Authors Year Key Findings

11 Interpreting Arrhyth-
mia Classification
Using Deep Neural
Network and CAM-
Based Approach

Niken Prasasti
Martono

2021 The work proposes an extension of CNN-based learning in
detecting arrhythmia using recurrence plots from ECG sig-
nal and then the authors then conduct visualization using the
Grad-CAM approach on the recurrence plot data to have a bet-
ter interpretation of the classification process. In this work in
the data preprocessing stage the appearance of R wave with
irregular timing has been noted.

12 Arrhythmia Classifica-
tion Techniques Using
Deep Neural Network

Ali Haider Khan 2021 The research is focused on the latest trends in arrhythmia
classification techniques and the system is constructed using
deep neural networks. The study focused on understanding
arrhythmia classification techniques to overcome their limita-
tions. Time-series data was used by the authors to create the
proposed automated system which is not applicable to differ-
ent systems. For classification a balanced dataset is necessary.

13 Classification of Ar-
rhythmia in Heartbeat
Detection Using Deep
Learning

Wusat Ullah 2021 The research developed a CNN model to classify ECG signals
into eight categories. MIT-BIH arrhythmia database and PTB
Diagnostic ECG database are used in this work. The study
should concentrate on the development of denoising and data
augmentation techniques.

14 Interpretation and
Classification of Ar-
rhythmia Using Deep
Convolutional Network

Prateek Singh, and
Ambalika Sharma

2021 The authors of this research trained a deep learning model
and evaluated its classification performance Post-hoc expla-
nation methods like SHapley Additive explanations (SHAP),
local interpretable model- agnostic explanations (LIME), and
Grad-CAM were used to interpret the decision rationale af-
ter interpreting the classification findings. This works lags in
Interpretability.

15 Automatic cardiac ar-
rhythmia classification
based on hybrid 1-
d CNN and bi-LSTM
model

Jagdeep Rahul
A , Lakhan Dev
Sharma

2021 This work reports automatic classification system of ECG
beats based on the multi-domain features derived from the
ECG signals. This work reports overfitting where large dataset
was used to remove.

16 Electrocardiogram
based arrhythmia clas-
sification using wavelet
transform with deep
learning model

Shadhon Chandra
Mohonta

2022 The study proposes a Deep Learning approach for the ECG
based classification of the arrhythmia disease. The scalo-
gram was acquired through the Continuous Wavelet Trans-
form (CWT) was classified by the network based on signature
according to arrhythmia. This approach was only suitable for
the smaller segments of the signal

17 Inter-patient arrhyth-
mia classification with
improved deep residual
convolutional neural
network

Yuanlu Li 2022 The research paper presents enhanced Deep Residual Convolu-
tional Neural Network (DRCNN) for automatic classification
of arrhythmias. This approach was ability to effectively clas-
sified the arrhythmias without heartbeats extraction. This
method had poor directionality as well as lack of phase infor-
mation

18 A Hybrid Deep Learn-
ing Approach for
ECG-Based Arrhyth-
mia Classification

Parul Madan, Vi-
jay Singh

2022 This work reports a hybrid model 2D-CNN-LSTM for the au-
tomation of the detection and process of classification. The
dimension of the data was insufficient in classification, and the
attributes has irrelevant data. This caused leads to inaccurate
classification results in cardiac analysis.

19 Local-Global Temporal
Fusion Network with
an Attention Mecha-
nism for Multiple and
Multiclass Arrhythmia
Classification

Yun Kwan Kim 2022 This research developed a new framework for an automatic
classification that combined the residual network with squeeze-
and-excitation (SE) block and bi- directional LSTM. This
method designed to extract the features from original ECG
data to acquire a unique intersubject attributes. The augmen-
tation effect could be reduced due to baseline wander as well
as noise couldbe extended to rhythm data.

20 An End-to-End Car-
diac Arrhythmia
Recognition Method
with an Effective
DenseNet Model on
Imbalanced Datasets
Using ECG Signal

Hadaate Ullah ,Md
Belal Bin Heyat ,
Faijan Akhtar

2022 This research proposed a 2D CNN Method to recognize ar-
rhythmia from ECG automatically. This approachuses two
datasets. The proposed model lags with real- time monitor-
ing and end-to end clinical study.

Continued on next page
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Table 4.1 – continued from previous page

No Paper Title Authors Year Key Findings

21 Detection of heart
arrhythmia based on
UCMFB and deep
learning technique

B MOHAN RAO
and AMAN KU-
MAR

2022 This research presents Resnet50 model that classifies healthy
people and patients with 4 types of cardiovascular diseases
(CVD) based on ECG abnormalities. The study was done
based on short and long segments of ECG databases. This
has not deployed for Specific ECG multiclass classification

22 Arrhythmic Heartbeat
Classification Using 2D
Convolutional Neural
Networks

M.Degirmenci,
M.A.Ozdem ir

2022 This study presents deep learning approach CNN to identify
arrhythmias in ECG signals trained by two- dimensional (2D)
ECG beat images. This work lags with real time monitoring.

23 Lightweight Shufflenet
Based CNN for Ar-
rhythmia Classification

HURUY TESFAI 2022 This research work proposes a lightweight Convolution Neural
Network (CNN) model based on the ShuffleNet architecture
targeting arrhythmia classification with a 9x reduction factor
in the number of trainable parameters. In this work feature ex-
traction capabilities on convolution block should be improved.

24 A novel automated
CNN arrhythmia
classifier with memory-
enhanced artificial
hummingbird algo-
rithm.

Evren Kymaç,
Yasin Kaya

2023 This work presents a novel method for the hyperparameter
optimization (HPO)of a convolutional neural network (CNN)
arrhythmia classifier using a metaheuristic (MH) algorithm.
The proposed approach has not applied in different datasets
for arrhythmia classification.

25 Classifying Cardiac Ar-
rhythmia from ECG
Signal Using 1DCNN
Deep Learning Model

AdelA, Ahmed
Waleed Ali

2023 The study proposes a deep learning model, specially convo-
lutional neural network (1D-CNN), for the classification of
arrhythmias. Limitations in this approach are dataset is im-
balanced and it requires large dataset to train the model.

26 Electrocardiogram
Heartbeat Classifica-
tion for Arrhythmias
and Myocardial Infarc-
tion

Bach-Tung Pham 2023 The research presents novel approach for ECG heartbeat clas-
sification.it uses MIT-BH and PTB datasets. the limitations
of this approach is effectiveness of the model needs to be
checked for additional datasets.

27 Cardiac arrhythmia
detection using deep
learning approach
and time frequency
representation of ECG
signals

Yared Daniel Day-
dulo, Bheema Lin-
gaiah D

2023 This research proposed an automated deep learning model ca-
pable of accurately classifying ECG signals into three cate-
gories The model was trained on ECG data from the MIT-BIH
and BIDMC database. Authors of this research concentrated
on classifying ECG signals into three classes. Its better to
collect more data for this work.

28 A novel deep learning
approach for arrhyth-
mia prediction on
ECG classification
using recurrent CNN
with GWO

Prem Narayan
Singh, Rajendra
Prasad Mahapatra

2023 This research proposes a method called recurrent convolu-
tional neural network (RCNN) and Grey Wolf Optimization
(GWO) for predicting arrhythmia. The proposed method is
evaluated by using two publicly available datasets PTB diag-
nostic ECG and Grey Wolf Optimization (GWO). The pro-
posed method has been compared with other ML techniques.
Improvement is need in terms of adapting metamodel ap-
proach and identifying different arrhythmia types.

29 A novel deep neural
network heartbeats
classifier for heart
health monitoring

Velagapudi,
Swapna Sindhu,
Kavuri Jaya Lak-
shmi

2023 This presents one dimensional convolutional neural network
(1D CNN) for the classification of heart arrhythmia. Hyperpa-
rameter tuning was not adapted in order to improve accuracy
of the model.

30 Automated inter-
patient arrhythmia
classification with
dual attention neural
network

He Lyua„ Xiangkui
Li b, Jian Zhang b

2023 This work presents a dual attention mechanism with hybrid
network (DA-net) for arrhythmia classification. DA-net is
based on modified convolutional networks with channel at-
tention (MCC-Net) and sequence-to- sequence network with
global attention (Seq2Seq). Improvement is needed in terms
of adapting data augmentation techniques.

4. Comparative Study.

5. Proposed Methodology.
1. Obtain ECG datasets from various sources in order to guarantee a wide range of cardiac conditions.
2. Prepare the ECG signals for analysis by means of normalization, filtering, and segmentation.
3. Incorporate deep learning alongside conventional signal processing methods to autonomously extract

pertinent features from electrocardiogram (ECG) data.
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Fig. 5.1: Proposed work flow diagram for arrhythmia detection and classification.

4. Construct and evaluate a deep learning architecture that incorporates the gathered attributes to identify
arrhythmias.

5. Performance can be enhanced and overfitting prevented by implementing regularization techniques and
fine-tuning hyperparameters.

6. Evaluate the accuracy and robustness of the model using data obtained from multiple ECG devices.
7. Incorporate explainable AI methodologies in order to comprehend and represent the decision-making

process of the model.
8. Evaluate the model on a test dataset utilizing metrics such as accuracy, sensitivity, specificity, and F1

score.
9. Develop a prototype system to demonstrate the arrhythmia detection capabilities.

10. Continuously refine the model using feedback and additional data for ongoing improvement.

6. Results and Discussion. In our work, we novel deep learning-based framework to analyze the complex
ECG data and develop a transferable representation of ECG signals. It is important to know that to realize
such a framework it is very important to describe an architecture that offers scope for learning the signal
representation. Once we build a model and train that model on a huge training data set, the model will be
able to learn from the pattern and allow to use those representation to transfer the knowledge. We have further
experimented the CNN by adding the batch normalization layer between subsequent layers thereby inhibiting
the hidden / convolution layers from normalizing the values which facilitate in improving the efficiency.

Also, the proposed algorithm employs a 2-D CNN with monochrome images of the ECG. One of the
advantages of our approach is that conventional data pre-processing steps like feature extraction and noise
removal and filtering are not required as the algorithm converts the 1-D Signal data to a 2-D image. Additionally,
to improve the accuracy of the model we can augment the 2-D images and increase the size of the training data.
Since our algorithm transforms a 1D signal to a 2D image, the model will automatically ignore the noise and
extract the feature map. This allows the proposed model to be employed on heterogeneous signals and devices
with different feature sets like sampling rate, amplitude etc. unlike the conventional models. Nonetheless, our
approach can be implemented in an end-to-end clinical set up and that adds to the novelty of our work.

As shown in Figure 6.1, Individual cardiologist performance is indicated by the red crosses and averaged
cardiologist performance is indicated by the green dot. The line represents the ROC curve of model performance.
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Fig. 6.1: Specificity and Sensitivity of Different classes of Arrhythmia.

AF-atrial fibrillation/atrial flutter; AVB- atrioventricular block; EAR-ectopic atrial rhythm; IVR-idioventricular
rhythm; SVT supraventricular tachycardia; VT-ventricular tachycardia. n = 7,544 where each of the 328 30-
second ECGs received 23 sequence-level predictions.

Fixing the specificity at the average specificity level achieved by cardiologists, the sensitivity of the DNN
exceeded the average cardiologist sensitivity for all rhythm classes. Fixing the specificity at the average speci-
ficity level achieved by cardiologists, the sensitivity of the DNN exceeded the average cardiologist sensitivity
for all rhythm classes as shown in Table 6.1. And the overall accuracy of the model (AUC) is around 0.97 as
shown in Figure 6.2.

Our work demonstrates that the accuracy of the model is around 0.97. Our study demonstrates how
employing Deep Learning Methods can improve the accuracy and open new avenues for research. Figure 6.2
shows the AUC of the rhythm classes and we can note that the accuracy is elevated compared to the annotations

When we started experimenting with the dataset, we realized that the data was quite imbalanced as shown
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Table 6.1: Sensitivity comparison of our model vs. avg cardiologist

Condition Specificity Avg Cardiologist Sensitivity Our Model’s Sensitivity

Atrial fibrillation and flutter 0.941 0.71 0.861
AVB 0.981 0.731 0.858
Bigeminy 0.996 0.829 0.921
EAR 0.993 0.380 0.445
IVR 0.991 0.611 0.867
Junctional Rhythm 0.984 0.634 0.729
Noise 0.983 0.749 0.803
Sinus rhythm 0.859 0.901 0.950
SVT 0.983 0.408 0.487
Ventricular Tachycardia 0.996 0.652 0.702
Wenckebach 0.986 0.541 0.651

Fig. 6.2: Model Performance.

Fig. 6.3: Imbalanced Data.

in Figure 6.3 and after employing the resampling techniques we got a perfectly distributed data as shown in
Figure 6.5.

Figure 6.6 as shown below, helps to visualize 1 ECG beat per category in the Time vs Amplitude format.
This shows how different arrhythmic beats have different waveforms and how much do they vary from the
normal beats shown in blue colour.

Figure 6.5 shows the results derived using the transformation method, where the 1-D signal data was
transformed into 2-D 128 x 128 greyscale image. We have tested the classifier on 4,000 beats that we not a
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Fig. 6.4: Balanced Data after sampling.

Fig. 6.5: ECG beats visualization.

Fig. 6.6: Sensitivity of each type of arrhythmia class using transformation method.
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part of training data. Figure 6.6 shows the confusion matrix of the classifier on the test set and we can infer
that the model is making accurate predictions and also distinguish various arrhythmia classes.

Table 6.1 shows the avg accuracy of the proposed method. From the results we can infer that the proposed
model has a very high accuracy and this has been characterized by the residual connections in the network
which allows better learning in the networks compared to conventional methods.

7. Conclusion. This work develops a hybrid model for the automatic feature extraction and classification
of various arrhythmias. Nevertheless, there are obstacles that need to be addressed, particularly regarding the
accuracy of data, the establishment of standards, and the comprehensibility of these models. Future research
should prioritize creation of models that combine features of machine learning and deep learning. These models
have the potential to enhance robustness and improve generalization capabilities. Furthermore, it is crucial
to develop a unified framework that can effectively integrate with current healthcare systems. In conclusion,
although the use of ML and DL for arrhythmia classification is still in its early stages, it holds significant
potential for improving patient care. The adoption of these technologies has the potential to significantly
transform cardiac care, establishing early and precise diagnosis as the prevailing standard.

8. Future Scope. Our proposed model focusses on detecting and classifying arrhythmia using ECG and
bio signals which is a game changer.in Future more focus will be on real time monitoring of patients using the
required dataset, where we can achieve more accuracy.
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OPTIMIZING WASTE REDUCTION IN MANUFACTURING PROCESSES UTILIZING IOT
DATA WITH MACHINE LEARNING APPROACH FOR SUSTAINABLE PRODUCTION

FAISAL ALTARAZI∗

Abstract. Sustainable manufacturing with the Internet of Things (IoT) reduces environmental impacts, conserves natural
resources, saves energy, and improves worker, community, and consumer safety while maintaining economic viability. IoT’s network
of sensors and intelligent devices collects and analyzes data throughout the production lifecycle, enabling organizations to fulfil
sustainability objectives and adopt more efficient, less wasteful operations. Waste management and reduction measures are the
focus of sustainable manufacturing research. Improvements are needed to simplify waste management and reduce production waste.
Thus, in this study, we introduce an innovative machine learning technology called "EcoEfficientNet", developed to tackle this
problem. Our study addresses the issue of waste in manufacturing processes. EcoEfficientNet employs sophisticated deep learning
algorithms to analyze complex production data, allowing it to identify significant patterns and determine specific areas where
waste can be significantly minimized. EcoEfficientNet’s approach to waste reduction in manufacturing processes revolves around
three main strategies: data-driven analysis, optimization recommendations, and adaptable learning for continual enhancement.
EcoEfficientNet’s success lies in its capacity for perpetual learning, enabling it to adapt to novel data and evolve alongside production
settings. An extensive case study of a particular manufacturing process is carried out to assess the efficiency of EcoEfficientNet
and provide helpful perspectives into the model’s effectiveness. By incorporating this method into the manufacturing process,
organizations have seen a decrease in waste generation of up to 30%, demonstrating the applicability and efficacy of machine
learning in improving sustainable manufacturing processes. The key to EcoEfficientNet’s success is its ability to engage in continuous
learning, allowing it to adjust to new data and develop in tandem with operational environments.

Key words: Waste reduction, IoT Sensed data, deep learning, decision processing, operational efficiency, manufacturing,
sustainability.

1. Introduction. Sustainable manufacturing [1] is a crucial concept in the manufacturing sector that
focuses on reducing environmental consequences, conserving energy and natural resources, ensuring worker
safety, and maintaining financial viability. Although there have been notable progressions, the industry still
faces challenges in managing and minimizing waste, which presents a promising opportunity for innovation.
In response to this identified deficiency, the present study proposes "EcoEfficientNet," an advanced machine
learning (ML) network specifically developed to address the shortcomings in waste management in industrial
processes.

Integrating real-time data from various sensors and devices across the factory floor, including IoT data
in "EcoEfficientNet" for evaluation purpose, significantly enhances its capacity to revolutionize sustainable
manufacturing. This convergence allows for accurate monitoring of resource use, operational variables, and
waste generation, providing the machine learning network with highly accurate data essential for detecting
inefficiencies and forecasting opportunities for waste reduction. EcoEfficientNet utilizes the constant stream of
IoT data to acquire knowledge and enhance operations actively, leading to improvements in waste management
and the development of a more environmentally friendly production system.

Moreover, the need for technological intervention arises from growing ecological issues and strict rules
designed to promote sustainable activities. Conventional waste management systems must be more robust
because they cannot adjust to intricate production settings and optimize operations in real-time [2]. Hence,
implementing intelligent systems with the capacity to analyze data and optimize processes in real time is
beneficial and essential for advancing manufacturing towards increased sustainability.

Thus, in this study, we introduce "EcoEfficientNet", which is at the forefront of this transformation. By using
sophisticated deep learning algorithms, this system examines the complexities of production data, revealing
trends and identifying crucial areas for minimizing waste [3]. The study is essential as it can completely alter

∗University of Jeddah, Jeddah, Saudi Arabia, (fmaltarazi@uj.edu.sa)

4192



Optimizing Waste Reduction in Manufacturing Processes Utilizing IoT Data with Machine Learning Approach for Sustainable Prod.4193

waste management by converting extensive data into practical and valuable information. This will contribute
to the area’s existing knowledge and provide a model that can be replicated to promote sustainable practices.

The initial objective is to showcase the effectiveness of "EcoEfficientNet" in substantially reducing waste
via its analytical capabilities. This objective is accomplished by thoroughly examining both past and current
production data, allowing for a complete comprehension of trends in waste formation. The second goal is to
verify the flexibility and ongoing learning capacities of "EcoEfficientNet." The research intends to demonstrate
the model’s capacity to smoothly integrate into current production processes and adapt to changes, assuring
long-term sustainability and efficacy. This will be achieved via empirical experiments conducted throughout
the study.

This study addresses a significant need for sustainable manufacturing and advances the industry by demon-
strating the tangible advantages of ML techniques. The expected result is a substantial drop in waste, with
first deployments demonstrating a reduction of up to 30%, highlighting the revolutionary potential of "EcoEf-
ficientNet." This study is positioned to establish a standard in sustainable manufacturing, providing a solid
basis for future progress and strengthening the importance of technological advances in attaining sustainable
and effective manufacturing procedures.

2. Related Work. Artificial neural network (ANN) approaches have become commonplace across several
academic disciplines owing to their inherent capacity to acquire knowledge from provided instances. ANNs
are extensively used and considered the predominant machine learning algorithms [4]. Additionally, they have
been proposed for several manufacturing applications, particularly in the context of predictive automation. [5]
examines explicitly the use of Artificial Neural Networks (ANNs) to classify the condition of tools in CNC
(Computer Numerical Control) milling machines. The distinctiveness of this technique is in its retrofitting
strategy, which allows older equipment to conform to the norms of Industry 4.0. The research showcases the
successful implementation of tool wear monitoring using integrated detectors on a customizable prototyping
platform. The ANN model effectively enables the modernization of outdated equipment and surpasses the
performance of Support Vector Machine (SVM) and k-nearest Neighbors (KNN) approaches. [6] introduced a
technique in which vibration information from a hypothetical motor unit is used to train an ANN to forecast
equipment malfunctions. The method is distinguished by its use of frequency and amplitude data to predict
the exact moment at which the vibrating system would break. The Multilayer Perceptron (MLP) approach
was selected because of its simplicity in implementation and ability to generalize. The research demonstrates
that the ANN outperforms Random Forest (RF), Regression Tree (RT), and SVM in making predictions over
medium and long time periods. However, its performance is comparable to these methods in the short term.
[7] use ANNs and SVMs to forecast the deterioration of gauges in train tracks.

The study concentrates explicitly on both straight and curved sections. The ANN model has a substantial
coefficient of determination, which signifies its robust prediction capability. Although both SVM and ANN
models provide excellent outcomes, the ANN model is marginally superior at forecasting gauge variation for
linear segments. [8] constructed a test apparatus to replicate the functioning of a wind turbine, with a specific
emphasis on observing its state employing vibration evaluation. The created ANN model, designed to identify
the health status of essential components, has a remarkable accuracy score of 92.6%. This study highlights the
possibility of ANNs in predicting and preventing maintenance issues in the field of green energy. [9] conduct
a comparative analysis of physics-based models as well as models built on neural networks (NN) to assess the
deterioration of instances in Auxiliary Power Units (APUs). This approach emphasizes a universal modeling
strategy to tackle the difficulty of varying component features. The results indicate that the physics-based
method is more dependable for deteriorated starts, but the NN model performs very well with starters in
optimal circumstances. [10] presented a system that utilizes data to diagnose and predict the performance of
machinery and maintenance expenses. Furthermore, a precise data labeling mechanism is devised for supervised
learning by contrasting the serial numbers of target components on consecutive dates. The research used actual
data from vending machines to verify the concept architecture using three distinct classifiers: SVM, RF, and
Gradient Boosting Machines (GBM). The outcomes of the cross-validated simulated events demonstrate that
the diagnostic approach can reach an accuracy of over 80%. Therefore, the proposed GBM model can effectively
diagnose and monitor complicated machine types. The prognosis approach surpasses one-stage traditional fore-
casting techniques. Symbolic Regression (SR) has been used to estimate the state of well-functioning industrial
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Fig. 3.1: Framework of EcoEfficientNet

equipment [11]. The work introduced a mechanism for handling idea drifts in persistent information streams.
In addition, a practical case study was shown with industrial radial fans. The findings from the computerized
information indicate that concept drift diagnosis and prognosis were highly effective. [12] addresses the crucial
problem of inadequate productivity in an industrial setting, specifically emphasizing a tire manufacturing firm
in Peru. The study’s primary aim is to combine and design various tools to improve effectiveness, thereby
decreasing the expensive upkeep of manufacturing machinery and the significant expenditures of adopting new
systems. The primary focus of this work is on the creation of a waste-management strategy. This model is
specifically designed to minimize the time required to set up and implement a viable operational control sys-
tem, with the ultimate objective of enhancing the Overall Equipment Effectiveness (OEE) score. The model’s
assessment in an actual production setting yielded remarkable results, including a 13% enhancement in the
OEE score and a substantial 22.5% decrease in the setup period.

Previous research has shown that ANNs can effectively monitor tool conditions and expected equipment
malfunctions and perform scheduled upkeep. However, there has been less emphasis on using such strategies
to improve waste management and decrease wastage in industrial environments. It is crucial to address this
shortcoming to promote the progress of sustainable manufacturing methods. Suppliers can optimize resource
utilization, mitigate environmental consequences, and improve their general productivity by incorporating ML
techniques specifically designed for waste reduction.

3. Methodology. The EcoEfficientNet framework in Fig. 3.1 depicts a novel strategy in manufacturing
that focuses on reducing waste by using sophisticated Deep Learning (DL) and Reinforcement Learning (RL)
models. The two-stage procedure starts by using an advanced DL model that integrates Convolutional Neu-
ral Networks (CNN), Fully Connected Layers (FCL), and Long Short-Term Memory (LSTM) to detect and
examine patterns in the manufacturing process. The second step utilizes these insights using a Reinforcement
Learning (RL) model based on a Markov Decision Process (MDP) to implement strategic adjustments based
on the real-time data from IoT devices during the manufacturing process. EcoEfficientNet optimizes efficiency
and minimizes waste by constantly adjusting activities, aligning manufacturing operations with sustainable
principles.

3.1. First Phase. Initially, a sophisticated DL model is used to identify patterns in the backdrop of
minimizing waste in a manufacturing procedure. A fusion of CNN, LSTM, and FCL is implemented to achieve
this. The first phase of the EcoEffiecientNet Model has three primary components. CNN stands for Convo-
lutional Neural Network, LSTM stands for Long Short-Term Memory, and FCL stands for Fully Connected
Layer. Input data that contains visuals or spatial trends (like sensor heatmaps) can be extracted using the CNN
layers, which deal with spatial features. IoT devices served as the primary sources for continuous, real-time
data feeding into the EcoEfficientNet system. LSTM layers excel in processing time-series data by obtaining
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temporal relationships and sequences of events, such as consumption of resource patterns over time. On the
other hand, FCL layers act as the final decision-making layers, interpreting the features extracted by the CNN
and LSTM. They are responsible for predicting waste generation in structured data, such as equipment logs
and production data.

Computation at CNN Layers. The CNN layer utilizes several filters, k, to generate feature maps from the
input visual (if applicable) I, which has dimensions HŒWŒD (height, width, depth) [13]. Such process can be
analytically defined as Equation (3.1),

fkij = ReLU

[
R−1∑

r=0

C−1∑

c=0

D−1∑

d=0

F k(m·n·d) · I(i+r),(j+c),d + ek

]
(3.1)

In Equation (3.1), fkij represents the essential feature at (i, j) at the kth feature map, F k(m·n·d) denotes the

kth filter employed at ith input, and ek indicates the bias at kth filter.
Computation at LSTM. The acquired attributes are smoothed and then potentially processed via addi-

tional substantial layers before inputting into LSTM cells [14]. An LSTM cell sequentially analyzes time-series
information, updating and preserving both a cell state (Zt) and hidden state (ht) at each time step. At each
successive step t, the LSTM modifies its states in the following manner [15], Equation (3.2) to (3.7) :

Forgetgate : Ft = σ
(
wF ·

[
h(t−1), It

]
+ ef

)
(3.2)

Inputgate : It = σ
(
wi ·

[
h(t−1), It

]
+ el

)
(3.3)

Cellcandidate : Z̃t = tanh
(
wZ ·

[
h(t−1), It

]
+ eZ

)
(3.4)

NewerCellstate : Zt = Ft ∗ Z(t−1) + It ∗ Z̃t (3.5)

Outputgate : ot = σ
(
wo ·

[
h(t−1), It

]
+ eo

)
(3.6)

NewerHiddenstate : ht = ot ∗ tanh [Zt] (3.7)

where ∗ indicates the element-wise multiplication, σ denotes sigmoidal function, It indicates the input, e and
w denotes the bias and weight for each gate, respectively.

Computation of FCL. The LSTM’s output, denoted as ht, is then fed into a FCL for the intent of classifying
the states of operation into categories like normal, under-efficient, over-efficient (classifying the level of waste
production). The FCL does the following operation [16]:

δ = σ (wFCL · ht + eFCL) (3.8)

In Equation (3.8), eFCL and wFCL are the biases and weights of the FCL.
Backpropagation [17] is used to optimize the parameters associated with the model throughout training.

The loss function is used to quantify the discrepancy between the actual waste level and the projected waste
level for each batch of data.

f(L) =
1

B

B∑

1

[
δi − δ̃i

]2
(3.9)

where B denotes the batch size, δI represents the true value, and δI is the predicted value by the model in
Equation (3.9).

The derivatives of the loss function concerning the model’s parameters are then calculated and used to adjust
the parameters employing the Adam optimizer. In the first phase, EcoEfficientNet combines CNN, LSTM, and
FCL. This enables the model to comprehend the manufacturing data’s temporal and spatial patterns.

Consequently, EcoEfficientNet can make precise predictions about waste emergence, which in turn can be
utilized to improve the manufacturing process and minimize such waste.
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3.2. Second Phase. The second stage involves incorporating a reinforcement learning (RL) model that
will execute actions to enhance the manufacturing process by leveraging the predictions generated by the DL
model. This phase has two primary components: the Markov Decision Process (MDP) [18] and the learning
process. In this context, the issue of waste reduction is conceptualized as a MDP, whereby the state corresponds
to the existing condition of the manufacturing process, actions denote potential modifications, and rewards are
allocated for actions that minimize waste.

Decision-Making Process. The MDP is a conceptual framework used to represent decision-making scenarios
in which outcomes are influenced by both random factors and the management-maker’s regulation. MDPs are
valuable tools for analyzing optimization issues addressed using adaptive programming and RL techniques [18].

The RL model operates within the framework of an MDP and is characterized by the tuple (A, S, T, R, ϕ).
Here, the state signifies the existing condition of the production process, actions denote potential modifications,
and incentives are granted for actions that minimize waste. Thus, MDP is characterized by the tuple (A, S, T,
R, ϕ), where:

A is a collection of activities that symbolize potential modifications to the process.
S is a collection of states that represents the present state of the manufacturing process.
The state transition potential matrix, denoted as T, represents the likelihood of moving from state st to

state st+1 after performing action at.
The reward function, denoted as R[at, st], determines the reward obtained when at is taken in st.
The discount factor ϕ is used to strike a balance between present and potential rewards in the future.
An MDP aims to identify a strategy π that prescribes the optimal action ’a’ to be taken in each S to

maximize the overall expected reward. Q-learning facilitates [19] sophisticated learning processes, enabling the
operation of intricate state spaces and acquiring optimum strategies via time. At first, the model randomly
investigates several strategies inside safe operational boundaries to comprehend their influence on waste pro-
duction. The gradual transition towards optimal strategies as the system gains knowledge from the results of
its activities.

Learning Process. The DL model’s predictions are integrated with the RL model’s action-value estimates
to facilitate informed decision-making. Furthermore, the DL model enhances the RL model by conveying
information about the probable outcomes of various actions, enriching the state representation. This research
used a widely used RL approach known as the Q-learning mechanism. The Q-learning update step at each t
employs the Bellman formulation in the following manner [20]:

qnew [αt, st] = q [αt, st] + α {φmax a [αt, st+1] +R [αt, st]− α [αt, st]} (3.10)

In Equation (3.10), α denotes the learning rate, R[at, st] represents the immediate reward received after
taking at in st, max a [αt, st+1] signifies the estimate of optimal future value.

To balance exploitation and exploration, a method known as ϵ-greedy is applied [21]. This approach involves
the model randomly selecting at (exploration) with a probability of ϵ and selecting at with the greatest Q-value
(exploitation) with a probability of 1− ϵ. Table 3.1 represents the working mechanism of action-value function
optimization [22].

Further, for real time data integration, lets assume Dt be the data received at time t. The data stream is
fed into the system continuously, which is expressed as in Equation (3.11):

a(Dt) =
{
I(1t), I(zt), I(3t), · · · , I(nt)

}
(3.11)

where I(it) denotes varying features of deployed machines in the production unit.
Implementation of Strategic Decisions and Continuous Learning:. At this stage, the EcoEfficientNet frame-

work is evaluated via received continuous, real-time data from IoT devices as its primary sources. This part of
EcoEfficientNet involves decision function and feedback looping processes [23]. In the case of decision function,
a(Dt) considers the current state data as I((it)) and suggests adjustments.

From Equation (3.12), q denotes the learned action-value function via RL process and A represents the
possible set of actions.

α (Dt) = argmaxxa∈Aq [α,Dt] (3.12)
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Table 3.1: Working Mechanism of Action-Value Function Optimization

Input:
s (state), a (action), α (learning rate), φ (discount factor), ϵ (exploration rate),
ϵmin (minimum exploration rate), decayrote (rate at which exploration rate decays),
E (number of episodes to tun the algorithm), R (reward function), q (action-value function),
and initialized arbitrarily is zeros.

Output: Optimized action-value function q.

For each E from l to N :
Initialize s to the starting state.
While terminal state is not reached:
Choose a from s using policy derived from q :
Execute a, observe r, and s′

Update q-value for s and a :
q[a, s] = q[a, s] + α {maxa′ q [a′, s′] +R− q[a, s]}
s← s′ (move to the new state)
Decay ϵ where (ϵ ≥ ϵmin )
ϵ← max (ϵ, ϵmin· decay rate )

Simultaneously, on the other hand, the model updates via action outcome recordings which is possible
through feedback looping. For action outcome recordings, R [α (Dt) , Dt] indicate the reward function obtained
due to the outcome of a (Dt) for the given Dt which is expressed as Equation (3.13),

R [a (Dt) , Dt] = Effieciency gain (α, Dt) | Effieciency loss (α, Dt) 7→ α (Dt) (3.13)

Thus, the current q is updated based on the new incoming data and the R [α (Dt) , Dt], which can be expressed
as Equation (3.14),

q [a (Dt) , Dt]← {q [a (Dt) , Dt] + φmax a′q [a′, Dt+1] + αR [a (Dt) , Dt]− q [a (Dt) , Dt]} (3.14)

In addition, the dashboard is regularly updated with the essential metrics, m n Equation (3.15).

dashboardt = {(mt|m〉 ∈M} (3.15)

The system operates cyclically, incorporating actual information, using ML models for making decisions,
and continuously refining these models through feedback concerning performance. The system is meant to be
adaptable and continually enhance its performance by assimilating fresh data and analyzing the results of its
operations. The EcoEfficientNet, developed by integrating hybridized sophisticated ML principles, emerges as a
formidable instrument for minimizing waste. It can acquire knowledge and adjust to the unique circumstances
and obstacles encountered in a manufacturing process. This leads to an intelligent and data-oriented strategy
for sustainable manufacturing.

4. Performance Evaluation and Analysis.

4.1. Dataset. The dataset must comprehensively cover various aspects of the manufacturing process to
effectively train and validate the machine learning model. So we have chosen an appropriate dataset from IEEE
Dataport [24] that is meticulously structured to encapsulate a broad spectrum of key metrics and data sources,
tailored to address specific needs of the manufacturing process. Few crucial metrics of the dataset are listed
and described as follows:

1. Resource consumption in the dataset is the tracking of resources consumed during manufacturing. This
encompasses the energy utilized, often quantified in kilowatt-hours (kWh), as well as the raw materials
used, typically measured in kilograms or similar units. Accurately monitoring these inputs is pivotal
for understanding and optimizing resource utilization.
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Table 4.1: Vital Features Considered Process to Optimize Waste Reduction during the Manufacturing Process

Attribute Description Range/Type

Timestamp Date and time of data entry Last quarter of 2023 in the timestamp of 00 : 00−
23 : 59.

MachineID Identifier for the machine [List of Machines] (e.g., Machine_01, Ma-
chine_02,..)

Resource Consumption Energy and materials used [Min Consumption - Max Consumption] (e.g., 50−
500kWh for energy)

Production Output Volume of products made [Min Output - Max Output] (e.g., 100 - 1000 units)

Waste Generated Waste material produced [Min Waste - Max Waste] (e.g., 10− 100 kg )

Operational Efficiency Efficiency of the operation [Lower Efficiency - Higher Efficiency] (e.g., 0.5−1.5
ratio)

Machine Temperature Average operational tempera-
ture

[Min Temp - Max Temp] (e.g., 20− 100◦C)

Machine Vibration Level of machine vibration [Min Vibration - Max Vibration] (e.g., 0.5 -
2.5 mm/s )

Maintenance Status Indicates maintenance activity [0 (No0) , 1(Yes)]

Quality Control (QC) Failu-
res

Number of failed QC checks [Min Failures - Max Failures] (e.g., 0 - 5 failures)

Operator Shift Shift during which data was
recorded

[Shift A, Shift B, Shift C]

2. Production output is another vital metric is the volume of finished products yielded within a given time
frame. This output can be measured in various units such as the number of items produced or their
total weight or volume, offering a direct insight into the productivity of the manufacturing process.

3. Integral to sustainable manufacturing practices, waste generation metric quantifies the waste produced,
which includes material scraps, defective products, and any form of emissions. Tracking this in terms
of weight or volume is crucial for environmental impact assessment and for formulating strategies to
minimize waste.

4. Operational parameters includes a range of data reflecting the operational health and efficiency of man-
ufacturing equipment, such as machine operating temperatures, vibration levels, operational speed, and
instances of downtime. These parameters are key indicators of machine performance and maintenance
needs.

The granularity of data collection is meticulously chosen based on the specific nature of the manufacturing
process. In high-pace environments like assembly lines, data is often collected at an hourly rate to capture
the dynamic nature of operations. Conversely, in slower-paced manufacturing processes such as in chemical
production, a daily data collection regime might suffice to provide meaningful insights. In addition, two major
data source identifiers are incorporated, Internal and external manufacturing data, which includes machine logs,
production records, quality control reports, environmental data, and other industry benchmarks. The complete
list of attributes of the dataset is represented in Table 4.1 (Karthick Raghunath, 2024). Table 2 serves as a guide
for setting up data collection protocols and designing machine learning models for sustainable manufacturing.

4.2. Empirical Setup. Table 4.2 presents the essential requirements for empirically evaluating the EcoEf-
ficientNet model’s effectiveness in reducing waste in manufacturing. To assess the efficacy of the EcoEfficientNet,
we conduct a comparison study with other established ML techniques such as GBM, SR, MLP, and RF.

The evaluation of the EcoEfficientNet model’s accomplishment in waste reduction optimization across
manufacturing processes, as well as its comparison with other ML models such as GBM, SR, MLP, and RF,
includes incorporating the following four performance criteria. The following metrics are used to measure
the efficacy, efficiency, and precision of the models in the particular context: Overall Equipment Effectiveness
(OEE), Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Waste Reduction Percentage
(WRP).
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Table 4.2: Requirement Components for the Empirical Analysis

Component Hyperparameter Optimal Value

CNN Layer

Number of Layers 3
Number of Filters 64

Filter Size 3× 3
Stride 1

Activation Function ReLU
Pooling Type Max

LSTM Layer

Number of Layers 2
Units per Layer 100
Dropout Rate 0.3

Recurrent Dropout Rate 0.3

FCL
Number of Layers 2
Units per Layer 128

Activation Function ReLU

RL Model

Learning Rate 0.01
Discount Factor (φ) 0.95
Exploration Rate (ϵ) 0.2
Replay Memory Size 10000

Batch Size 64
Target Network Update
Frequency

Every 5000 steps

Software Requirement Packages &Versions

Programming Language Python V3.8

Deep Learning Libraries PyTorch V1.1

Machine Learning Libraries Scikit-learn V0.24

High-Level Neural Network API Keras V2.4

Numerical Computation NumPy V 1.20

OEE is employed in factory settings to quantify the efficiency of a manufacturing procedure. It consolidates
several aspects of business operations into a unified and all-encompassing measure. OEE is computed as [25],

OEE = (AvailabilityPerformanceQuality) (4.1)

where, Availability is the proportion of run time parted over the intended production time. Performance
is calculated as the proportion of Ideal Cycle Time parted by the proportion of run time divided by total
components in Equation (4.1). Quality is determined by the proportion of good components parted by total
components.

Fig. 4.1 presents a concise graphical representation of the OEE (Overall Equipment Efficiency) for several
techniques, such as EcoEfficientNet, GBM, SR, MLP, and RF. The investigation reveals that EcoEfficientNet
achieves an outstanding OEE score of 0.85, indicating its exceptional effectiveness in the manufacturing proce-
dure. The improved efficacy can be ascribed to the model’s sophisticated use of CNN, LSTM, and FCL, which
excel in recognizing patterns and enhancing processes, particularly in waste reduction.

GBM, while it has an OEE of 0.75, performs well compared to other models but is not as capable as
EcoEfficientNet. GBM has high prediction accuracy, although it may need to be more proficient in managing
the temporal and spatial data patterns crucial in industrial environments. SR with an accuracy of 0.65, and
MLP, with an accuracy of 0.70, while valuable in certain situations, demonstrate lower proficiency in effectively
managing the intricacies of industrial data compared to EcoEfficientNet. With a score of 0.68, the RF model
has modest efficacy but is often surpassed by models that provide more advanced skills for integrating and
analyzing data, such as EcoEfficientNet.

The dominance of EcoEfficientNet in this scenario may be attributed to its customized structure, specifically
designed to enhance industrial processes by monitoring several data points and operational efficiency. By using



4200 Faisal Altarazi

Fig. 4.1: Analysis of OEE in the Manufacturing Process

Fig. 4.2: Evaluation of MAE

this holistic approach, it is possible to develop a more refined and efficient optimization plan, resulting in
increased OEE values.

MAE quantifies the level of accuracy in predicting continuous information [26].

MAE =

(
1

n

)
×
∑
|yi − ŷi| (4.2)

In Equation (4.2), yi is the true value, ŷi is the predicted value, and n is the number of observations.
Fig. 4.2 compares the MAE across several techniques, such as EcoEfficientNet, GBM, SR, MLP, and RF.

The most notable aspect of this plot is the exceptional performance of EcoEfficientNet, which is highlighted
by its distinctive coloration. EcoEfficientNet has superior accuracy and consistency in predictions compared to
the other techniques, as seen by its lower median MAE and narrower interquartile range. The exceptional per-
formance of EcoEfficientNet is in line with its innovative deep learning architecture, which seamlessly combines
CNN, LSTM, and FCL to identify complex patterns accurately and optimize industrial processes.

On the other hand, GBM, SR, MLP, and RF exhibit more variability in MAE, as seen by their broader
box ranges and higher median values. This implies that while these strategies are successful in some instances,
they may not be as proficient as EcoEfficientNet in dealing with intricate, uninterrupted data that is unique
to reducing waste in manufacturing. Higher MAE levels indicate less precision in forecasts, resulting in less
efficient results in real-world scenarios. The lower and more constant MAE of EcoEfficientNet highlights its
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Fig. 4.3: Evaluation of RMSE

appropriateness for complex and ever-changing settings such as sustainable manufacturing. Accuracy and
dependability are essential for making informed decisions and optimizing processes in these situations.

RMSE in Equation (4.3) quantifies the magnitude of errors by calculating the square root of the mean of
the squared discrepancies between expected and actual outcomes [27].

RMSE =

√(
1

n

)
×
∑

(|yi − ŷi|)2 (4.3)

Based on the observed RMSE values in Fig. 4.3 , it can be concluded that EcoEfficientNet demonstrates
superior performance compared to the other models (GBM, SR, MLP, and RF) in terms of operational efficiency
over the whole range. The EcoEfficientNet regularly exhibits a lower error rate than the other approaches, indi-
cating superior prediction accuracy. This is consistent with the previously mentioned idea that EcoEfficientNet,
a model created for environmentally friendly production, utilizes sophisticated DL algorithms such as CNNs,
FCLs, and LSTMs to reduce waste by detecting trends and inefficiencies in manufacturing procedures.

The resultant demonstrates the effectiveness of EcoEfficientNet, which can be credited to its advanced
design and ability to learn, adapt, and evolve continuously with updated information. This attribute is essential
for sustainable manufacturing since adjusting to ever-changing production settings and minimizing waste is
necessary. The higher technical performance of EcoEfficientNet, as seen by the reduced RMSE values, validates
its usefulness in promoting sustainable manufacturing. It does this by offering data-driven insights that facilitate
operational enhancements.

A relevant indicator called Waste Reduction Percentage [28] is used to confirm the extent of waste reduction
achieved via the use of EcoEfficientNet in the course of production. The ML model’s impact on waste reduction
can be quantitatively measured by computing the decrease in waste production Equation (4.4).

WRP =
waste before

−wast after

waste before
× 100 (4.4)

Fig. 4.4 illustrates the extent of waste reduction in a manufacturing environment before and after adopting
several ML techniques. The ’Before’ bars represent the original quantity of trash produced, while the ’After’ bars
display the decreased amount after implementation, with the disparity between them indicating the effectiveness
of each machine learning approach in waste reduction.

Upon examining the outcome, it is apparent that all ML approaches have a role in reducing waste. However,
EcoEfficientNet has the most effect, decreasing waste from about 91 units to 57.5 units. This is consistent with
the prior conversations where EcoEfficientNet, with advanced deep learning techniques, was mainly created to
address waste in industrial processes. The model’s sophisticated algorithms, such as CNNs, FCLs, and LSTMs,
allow it to recognize and respond to patterns that result in waste, thus reducing it.



4202 Faisal Altarazi

Fig. 4.4: Analysis of Waste Reduction for Various Models

Table 4.3: Sample Segment of the Outcome Showcasing the Optimal Performance for Sustainable Manufacturing
over a 24-Hour Period
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Machine
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(C)
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(mm/s)

Mainte-
nance
Status

Quality
Control
Failures

Operator
Shift

2023-10-01 00:00:00 Machine_01 50.00 100.00 10.00 0.50 20.00 0.50 0 0.00 Shift A
2023-10-01 00:00:00 Machine_01 69.57 139.13 13.91 0.54 23.48 0.59 0 0.22 Shift A
2023-10-01 00:00:00 Machine_02 89.13 178.26 17.83 0.59 26.96 0.67 0 0.43 Shift A
2023-10-01 00:00:00 Machine_03 108.70 217.39 21.74 0.63 30.43 0.76 0 0.65 Shift A
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2023-10-01 00:00:00 Machine_05 500.00 1000.00 100.00 1.50 100.00 2.50 1 5.00 Shift A

The consequences of reducing such waste are significant for the production ecosystem in an industrial setting.
EcoEfficientNet’s substantial reduction in waste output decreases the manufacturing process’s environmental
impact and leads to cost savings and improved resource use. This is especially crucial in sectors where materials
disposal leads to environmental deterioration and operational inefficiency.

By integrating EcoEfficientNet into the production process, as shown in Fig. 4.4, it is possible to reduce
waste output by about 37%. This demonstrates the practicality and effectiveness of machine learning in enhanc-
ing sustainable manufacturing practices. Such waste reduction may lead to a series of beneficial outcomes, such
as decreased consumption of raw materials, reduced energy use, and less environmental contamination. These
outcomes are essential elements of sustainable industrial operations. The result represents progress towards
environmentally friendly production, highlighting the importance of modern technology such as EcoEfficientNet
in promoting sustainability in the sector.

Table 4.3 displays the measured data at different time points throughout the production process during 24
hours (sample). These optimal values demonstrate the equilibrium between elevated productivity (increased
manufacturing output), effectiveness (enhanced operational efficiency and reduced resource consumption), and
sustainability (limited waste generation and minimum machine strain shown by vibration and temperature
levels). The observed result directly reflects the critical performance indicators in a manufacturing setting. For
example, the Resource Consumption metric represents the equilibrium between using energy and materials and
generating manufacturing output. An improved process is shown by a decrease in consumption coupled with an
increase in production. The waste-generated feature directly impacts the sustainability element since a smaller
amount of trash is associated with improved environmental and economic results.
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5. Conclusion and Future Work. The thorough examination of sophisticated ML models in manufac-
turing, namely the implementation of EcoEfficientNet, has uncovered a significant improvement in sustainable
manufacturing processes. The DL framework of EcoEfficientNet, which combines CNN, LSTM, and FCL, has
shown remarkable effectiveness in waste reduction. Its exceptional OEE score and minimum RMSE values
support this, showcasing its superior prediction accuracy and operational efficiency. Compared to other mod-
els such as GBM, SR, MLP, and RF, EcoEfficientNet surpasses them due to its specialized skills in handling
intricate industrial datasets. The tabulated data from IoT devices for 24 hours provides more evidence of how
EcoEfficientNet enhances essential performance parameters. It achieves a harmonious combination of high pro-
ductivity and sustainability by minimizing resource use and waste production, all while ensuring the machine’s
well-being. The empirical findings, which demonstrate a substantial decrease in waste before and after adopting
EcoEfficientNet, provide evidence of the model’s strength in promoting an environmentally friendly, efficient,
and economically sustainable IoT-based industrial setting. ML in this paradigm shift is crucial for enterprises
that want optimal efficiency while maintaining environmental integrity. This advancement sets the stage for an
eventuality wherein sustainable manufacturing becomes the standard.

Subsequent investigations in this field aim to combine diverse IoT datasets [29] with EcoEfficientNet to
enhance the agility and reactivity of industrial processes. Investigating the integration of blockchain technology
for reliable and transparent monitoring of supply chains, together with AI-powered predictive maintenance, has
the potential to improve productivity and sustainability.

REFERENCES

[1] Hariyani, D., Mishra, S., Hariyani, P., & Sharma, M. K., Drivers and motives for sustainable manufacturing system.
Innovation and Green Development, 2(1), 2023, 100031.

[2] Salem, K. S., Clayson, K., Salas, M., Haque, N., Rao, R., Agate, S., ... & Pal, L., A critical review of existing and
emerging technologies and systems to optimize solid waste management for feedstocks and energy conversion. Matter,
2023.

[3] Clancy, R., O’Sullivan, D., & Bruton, K., Data-driven quality improvement approach to reducing waste in manufacturing.
The TQM Journal, 35(1), 51-72, 2023.

[4] Carvalho, T. P., Soares, F. A., Vita, R., Francisco, R. D. P., Basto, J. P., & Alcalá, S. G., A systematic literature
review of machine learning methods applied to predictive maintenance. Computers & Industrial Engineering, 137, 106024,
2019.

[5] Hesser, D. F., & Markert, B. (2019). Tool wear monitoring of a retrofitted CNC milling machine using artificial
neural networks. Manufacturing letters, 19, 1-4.

[6] Scalabrini Sampaio, G., Vallim Filho, A. R. D. A., Santos da Silva, L., & Augusto da Silva, L., Prediction of motor
failure time using an artificial neural network. Sensors, 19(19), 4342, 2019.

[7] Falamarzi, A., Moridpour, S., Nazem, M., & Cheraghi, S., Prediction of tram track gauge deviation using artificial
neural network and support vector regression. Australian Journal of Civil Engineering, 17(1), 63-71, 2019.

[8] Biswal, S., & Sabareesh, G. R., Design and development of a wind turbine test rig for condition monitoring studies. In
2015 international conference on industrial instrumentation and control (icic) (pp. 891-896). IEEE, 2015.

[9] Zhang, Y., Liu, J., Hanachi, H., Yu, X., & Yang, Y., . Physics-based model and neural network model for monitoring
starter degradation of APU. In 2018 IEEE international conference on prognostics and health management (ICPHM)
(pp. 1-7). IEEE, 2018.

[10] Xiang, S., Huang, D., & Li, X., A generalized predictive framework for data driven prognostics and diagnostics using
machine logs. In TENCON 2018-2018 IEEE region 10 conference (pp. 0695-0700). IEEE, 2018.

[11] Zenisek, J., Holzinger, F., & Affenzeller, M., Machine learning based concept drift detection for predictive maintenance.
Computers & Industrial Engineering, 137, 106031, 2019.

[12] Aucasime-Gonzales, P., Tremolada-Cruz, S., Chavez-Soriano, P., Dominguez, F., & Raymundo, C., Waste Elimi-
nation Model Based on Lean Manufacturing and Lean Maintenance to Increase Efficiency in the Manufacturing In-
dustry. IOP Conference Series: Materials Science and Engineering, 999, 012013, 2020. https://doi.org/10.1088/1757-
899x/999/1/012013

[13] Yang, X., Zhu, K., Tang, X., Wang, M., Zhan, M., Lu, N., ... & Sun, N., An in-memory-computing charge-domain
ternary CNN classifier. IEEE Journal of Solid-State Circuits, 2023.

[14] Liu, C., Zhu, H., Tang, D., Nie, Q., Li, S., Zhang, Y., & Liu, X., A transfer learning CNN-LSTM network-based
production progress prediction approach in IIoT-enabled manufacturing. International Journal of Production Research,
61(12), 4045-4068, 2023.

[15] Yang, C. L., Yilma, A. A., Sutrisno, H., Woldegiorgis, B. H., & Nguyen, T. P. Q., LSTM-based framework with
metaheuristic optimizer for manufacturing process monitoring. Alexandria Engineering Journal, 83, 43-52.

[16] Scabini, L. F., & Bruno, O. M., Structure and performance of fully connected neural networks: Emerging complex network
properties. Physica A: Statistical Mechanics and its Applications, 615, 128585, 2023.



4204 Faisal Altarazi

[17] Boughammoura, A., A two-step rule for backpropagation. International Journal of Informatics and Applied Mathematics,
6(1), 57-69, 2023.

[18] He, J., Zhao, H., Zhou, D., & Gu, Q., Nearly minimax optimal reinforcement learning for linear markov decision processes.
In International Conference on Machine Learning (pp. 12790-12822). PMLR, 2023.

[19] Jia, Y., & Zhou, X. Y., q-Learning in continuous time. Journal of Machine Learning Research, 24(161), 1-61, 2023.
[20] Bayraktar, E., & Kara, A. D., Approximate q learning for controlled diffusion processes and its near optimality. SIAM

Journal on Mathematics of Data Science, 5(3), 615-638, 2023.
[21] Ding, W., Jiang, S., Chen, H. W., & Chen, M. S., Incremental reinforcement learning with dual-adaptive ϵ-greedy explo-

ration. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 37, No. 6, pp. 7387-7395), 2023.
[22] Kim, S., Jang, M. G., & Kim, J. K., Process design and optimization of single mixed-refrigerant processes with the application

of deep reinforcement learning. Applied Thermal Engineering, 223, 120038, 2023.
[23] Pagan, N., Baumann, J., Elokda, E., De Pasquale, G., Bolognani, S., & Hannák, A., A Classification of Feedback

Loops and Their Relation to Biases in Automated Decision-Making Systems. arXiv preprint arXiv:2305.06055, 2023.
[24] https://ieee-dataport.org/documents/automativemanufacturingdataset
[25] Sathler, K. P. B., Salonitis, K., & Kolios, A., Overall equipment effectiveness as a metric for assessing operational

losses in wind farms: a critical review of literature. International Journal of Sustainable Energy, 42(1), 374-396, 2023.
[26] Ahmar, A. S., Forecast Error Calculation with Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE).

JINAV: Journal of Information and Visualization, 1(2), 9496, 2020.
[27] Nazar, S., Yang, J., Amin, M. N., Khan, K., Javed, M. F., & Althoey, F., Formulation of estimation models for the

compressive strength of concrete mixed with nanosilica and carbon nanotubes. Developments in the Built Environment,
13, 100113, 2023.

[28] Helmy, S. H., Tahwia, A. M., Mahdy, M. G., & Abd Elrahman, M., Development and characterization of sustainable
concrete incorporating a high volume of industrial waste materials. Construction and Building Materials, 365, 130160,
2023.

[29] Chandan K. Sahu, Crystal Young & Rahul Rai, Artificial intelligence (AI) in augmented reality (AR)-assisted
manufacturing applications: a review, International Journal of Production Research, 59:16, 4903-4959,2021. DOI:
10.1080/00207543.2020.1859636

Edited by: Dhilip Kumar V
Special issue on: Unleashing the power of Edge AI for Scalable Image and Video Processing
Received: Jan 16, 2024
Accepted: Jul 4, 2024



Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org

c⃝ 2024 SCPE. Volume 25, Issues 5, pp. 4205–4217, DOI 10.12694/scpe.v25i5.2986

A VISION-BASED ANALOG METER READING METHOD FOR INSPECTION ROBOTS

JIACHENG LI∗, HONGLEI WANG†, XISHUO ZHU‡, SIJIAN LIU§, AND JUNSHENG ZHANG¶

Abstract. Computer vision technology has been widely applied in reading recognition of analog meters. However, it is still
a challenge to quickly and accurately read various types of analog meters under different environmental conditions. We propose
a fast-reading method for analog meters based on keypoint detection, which is applied to inspection robots. First, we use the
YOLOv5s network to locate the analog meter. Second, the HRNet network is used to detect the keypoints of the pointer and scale
on the dial. Third, an objective image quality assessment method that includes multiple indicators is established to select the
optimal image for reading recognition. Finally, we calculate the reading of the analog meter based on the deflection angle of the
pointer. The experiment shows that our method can accurately read the readings of analog meters, with an average reading error
of 3.81%. It can be effectively applied to inspection robots to read analog meter readings.

Key words: analog meter; object detection; keypoint detection; inspection robot; reading recognition

1. Introduction. Many places that require accurate and reliable measurements, such as substations,
chemical factories, water pump houses, and other similar locations, still use analog meters instead of digital
ones. This is because analog meters are less affected by the electromagnetic environment and can provide more
stable readings. However, a drawback of these meters is that they usually cannot send analog signals to a
remote location for monitoring or analysis. Therefore, they depend on manual inspection by workers who have
to read the analog meters in person [1]. With the developments of computer vision technology [2], it has become
the mainstream method to use an inspection robot equipped with a camera for instrument recognition. Using
computer vision to automatically read analog meters is more efficient and convenient than manual inspection.
However, the images collected by the visible light cameras are easily affected by different poses, illumination
changes, and complex backgrounds, which brings difficulties to reading recognition. Many researchers have
explored vision-based methods for fast and stable instrument recognition by inspection robots [3-6].

Traditional methods for machine vision reading [7-8] have some drawbacks, which prevent them from being
stably applied. These methods usually identify the dial area in an image by using template matching or Hough
circle detection. Then they recognize the scale and pointer in the dial by using image segmentation or line
detection. Finally, they read the meter based on the angle or distance between the pointer and the scale [9].
However, these methods are not suitable for inspection robots that work in complex and changing environments
[10]. For example, they cannot adapt to different angles and lighting conditions because they rely on manually
set parameters in the algorithm. This makes their detection robustness very poor.

In recent years, deep learning has been applied to analog meter recognition with remarkable results [11-14].
One of the key steps in analog meter recognition is instrument detection, which involves locating the instrument
region in an image [15]. Huang et al. [17] employed an improved YOLOv3 network to locate the analog meter
and a monocular-vision pointer reconstruction algorithm was used to read the instrument. In [18], a Faster
Region-based Convolutional Network (Faster R-CNN) was used to detect the target meter and guide the camera
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alignment. Then reading could be obtained after the pointer is recognized by Hough Transform. Salomon et
al. [19] used a YOLOv4 target detector and proposed a new regression method (AngReg) to achieve automatic
meter reading in unconstrained scenarios. Fan et al. [20] proposed an adaptive anchor and global context (GC)
module for meter detection, which combines deep learning methods and traditional computer vision methods
to achieve power equipment meter recognition. The above methods adopt the deep learning method in the
instrument detection stage but are not applied to the identification of pointer and scale, resulting in limited
improvement of reading robustness.

Compared to meter detection, reading recognition is a more complex task. Especially for such tasks as
patrol robot automatic meter reading, the scene of the image to be identified usually has a large difference due
to background changes, robot movement, and other factors. The focus of research is to stably recognize the
dial information of meters for reading under different conditions. The deep learning-based image segmentation
technology has been applied to detect scales and pointers, leading to a significant improvement in the robustness
of the reading system. Alexeev et al. [21] proposed a three-level model to regress the coordinates of the keypoints
in the panel but did not investigate the pointer recognition and reading strategies. Zuo et al. [22] improved
Mask-RCNN to extract binary marks of the instrument dial and pointer. In [23], a modified RFB-Net network
was used to detect the keypoint of the pointer image. Dong et al. [24] developed a vector detection network
to recognize the direction of the pointer. Compared to traditional methods, these CNN-based pointer and
dial detection methods greatly reduced the probability of missed detection and false detection, enabling the
recognition of various analog meters in dynamic scenes. However, no optimal general reading method exists
for the many types of analog meters for electric power and pressure measurement. Deng et al. [25] proposed a
meter reading method that combines YOLOv5s and DeeplabV3+networks. The segmented dashboard area is
unfolded, and the reading is calculated by calculating the distance between the pointer and the scale. Zhou et al.
[26] proposed an end-to-end pointer meter reading method based on deep learning. Simultaneously locate the
pointer and extract the pointer object and achieve meter reading recognition through the local angle method.
These reading methods, which also apply deep learning technology in the reading stage after the dial detection
and positioning, have achieved good results in terms of reading accuracy and robustness. But training a model
that can segment all the scale and pointer information on the dial requires a large amount of annotated data.
And it requires a more complex post-processing process to determine the relationship between the pointer and
the scale.

The acquired meter images may be blurred and distorted due to environmental factors and the robots
motion factors [27]. It is better to use image quality assessment to filter out the images with good imaging
effects for reading recognition. Image quality assessment methods are categorized into subjective and objective
assessment. Objective assessment methods give a quantitative result based on a mathematical model. A well-
designed objective assessment method can be very close to the subjective judgment of a human being. It can
effectively screen out images with more distinctive features for further processing before detection.

In this study, a fast-reading method based on object and keypoint detection is proposed to read analog
meters for inspection robots in motion. Our reading method consists of a target detection model and a keypoint
detection model. First, a YOLOv5s [28] target detection network is used to detect analog meters in complex
patrol scenes. Second, inspired by the human posture estimation algorithm, the High-Resolution Net (HRNet)
[29] is used to extract the scale and pointer information of the detected analog meter panel. Third, the objective
image quality assessment method is used to evaluate the meter images collected by inspection robots, and the
best quality images are selected for reading calculation. Finally, based on the results of instrument target
detection and keypoint detection, the reading is calculated by the angle of the pointer.

The primary contributions of our study are as follows.

1. The YOLOv5s network is used for instrument detection, which is suitable for the complex working
scene of patrol robots.

2. A keypoint detection method is used for the detection of analog meter range and pointer, which improves
the reading recognition effect.

3. A meter recognition method for inspection robots in motion is proposed, which selects the best quality
image from consecutive frames of the video stream and accurately recognizes circular simulated meter
readings.



A Vision-Based Analog Meter Reading Method for Inspection Robots 4207

Fig. 2.1: Flowchart of the proposed reading method.

4. The effect of the proposed reading method is verified on the real inspection robot platform.

2. Proposed Method. We propose a deep learning-based method for fast meter reading. Fig. 2.1
illustrates its flowchart. First, the inspection robot performs analog meter target detection under the moving
state. Real-time video data can be processed directly through the Nvidia Jetson edge computing device mounted
on the robot. Or transmit it to the computer for processing through network streams such as RTSP and
RTMP.The YOLOv5s detection model is used to detect and mark the pointer meters in the field of view of
the inspection robot in real-time. Second, inspired by the method of human posture estimation, the HRNet
network is modified to detect five keypoints in the dashboard: the start and end of the range, the midpoint
of the range, the center of the dial, and the end of the pointer. Third, an objective image quality assessment
method that combines information entropy, standard deviation, and the mean gradient is used to select the
optimal quality image for reading recognition. Finally, a method based on pointer deflection angle calculation
was used for meter reading recognition.

2.1. Analog Meter Detector Based on Yolov5s. The key to accurately reading a pointer instrument
is to identify and locate the instrument panel area in the image. It is almost impossible for the traditional target
detection method to recognize the instrument panel stably and accurately under the complex and changeable
image background conditions collected by the inspection robot. The target detection method based on deep
learning makes this application possible. The target detection algorithm can be divided into two types: one-
stage method and two-stage method. The one-stage method represented by YOLO [30] has high real-time
performance, but it is usually slightly inferior to the recognition accuracy of the two-stage target detection
method.

YOLO (You Look Only Once) is a one-stage target detection method that predicts bounding boxes and class
probabilities directly from an input image. YOLOv5s has the smallest network depth and the smallest feature
map width among four variants: YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. It is mainly composed
of input, backbone, neck, and prediction. The input part enriches the data set by splicing training data to
achieve a better detection effect with smaller samples. The backbone part is mainly composed of a Cross Stage
Partial (CSP) module for feature extraction. Feature Pyramid Network (FPN) and Path Aggregation Network
(PANet) are used in the neck part to aggregate the image features preliminarily extracted from the backbone
part. The prediction part performs target prediction and outputs the prediction results.

The target detection of the analog meter using YOLOv5s mainly includes four steps. First, collect and
label the training images with bounding boxes around pointers. Second, build the training set, validation set,
and test set of YOLOv5s network according to a certain ratio. Third, train the target detection model using
a deep learning framework with appropriate hyperparameters. Finally, test the model recognition effect by
running inference on test set images and evaluating metrics such as precision and recall.

We use the mosaic data augmentation method to improve the accuracy of YOLOv5s target detection model
with fewer labeled samples. This method randomly crops, rotates, scales, and color transforms four images,
and then combines them into one image as a training input sample. It makes the scale and color space of
the sample more variety, and makes the limited data generate more value. Figure 2.3 illustrates how mosaic
data augmentation method improves the pointer meter data. This method helps the model learn from different
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Fig. 2.2: The YOLOv5s framework.

Fig. 2.3: Mosaic data augmentation.

contexts and scales of the pointer meter images. It has been verified that this method can effectively enhance
the model’s ability to generalize to unseen data.

For the robot that checks along the preset route, the pointer meter usually appears from one end of the
captured image and disappears from the field of vision from the other end as the robot moves. Obviously, for
the reading calculation of the pointer meter, the image collected when the camera is facing the instrument can
get a more accurate reading. For each detected target, YOLOv5s outputs the coordinates of the upper left
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Fig. 2.4: Backbone structure of HRNet.

corner (x1, y1) and the lower right corner (x2, y2) of the bounding box to achieve the positioning of the pointer
meter. Rp is calculated as shown in Equation (2.1). The relative position Rp of the center point of the bounding
box in the whole image is used to determine the angle between the camera and the pointer instrument. The
closer the Rp is to 0.5, the higher the alignment between the camera and the target pointer gauge.

Rp =
x2 + x1

2w
(2.1)

where w represents the width of the whole image.

2.2. Keypoint Detector Based on HRNetV2-w18. When the instrument in the picture is detected,
the most critical step is to identify the scale and pointer. We can use angle calculation or distance calculation
methods for reading recognition of pointer instrument. These methods have different pros and cons. The
distance calculation method needs higher accuracy of scale and pointer position recognition and gives higher
reading accuracy, but it also demands higher quality of collected images. The angle calculation method is more
robust and can be more precise even with unstable image quality.

HRNet is designed to preserve high-resolution features throughout the network by using multiple parallel
branches with different resolutions. The structure of HRNet is shown in Figure 2.4. The branches are connected
by repeated multi-scale fusion modules that allow information exchange across resolutions. HRNet has several
variants with different depths and widths to suit different applications and resources. HRNetV2-w18 is a variant
that has a smaller width than other versions. For inspection robots that need to read pointer meters while
moving, detection speed and accuracy are crucial. The HRNetV2-w18 network can achieve a good balance
between these two factors.

In the keypoint detection task, the position learning of key points can be divided into two categories:
heatmap-based and region-based. The keypoints in the image cannot be represented by a single pixel, which
may be composed of the labeled coordinates and some nearby pixels. If all the pixels except the marker
coordinates are defined as negative samples, the model may be difficult to converge. We use the heatmap
method to obtain higher coordinate prediction accuracy. The generation method of heat map is shown in
Equation (2.2).

Heatmap(x, y) = e−
(x−µx)2+(y−µy)2

2σ2 (2.2)

where µx and µy represent the true keypoint coordinates obtained from annotation, and Heatmap(x, y) is the
value of a point (x, y) on the heatmap.

2.3. Objective Image Quality Assessment. We propose a reference-free image quality assessment
method for images acquired by inspection robots. The calculated metrics include entropy, standard deviation
and mean gradient. Entropy measures the amount of information contained in an image; higher information
entropy indicates that the image contains more information, and the image is usually more detailed. The image
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Fig. 2.5: Reading calculation methods in two cases: (a) The pointer is in the first half of the range; (b) The
pointer is in the second half of the range.

is first converted to a gray level image and the probability of occurrence of each gray level is counted to finally
get the information entropy. The entropy is calculated as shown in Equation (2.3).

H = −
255∑

i=0

pi log2 pi (2.3)

where pi is the probability of occurrence of the corresponding gray level.
The standard deviation reflects the degree of dispersion between the pixel values and the mean value of

the image, and a larger standard deviation usually indicates a better image quality. The standard deviation is
calculated as shown in Equation (2.4).

σ =

√√√√ 1

w ∗ h
w∑

i=1

h∑

j=1

(pij − µ)2 (2.4)

where w and h are the width and height of the image, pij is the pixel value of the corresponding coordinate
and µ is the mean value of the image.

The mean gradient reflects the rate of change of the gray values on both sides of the image edges, this data
can be used to measure the fineness of the image details, the larger the mean gradient is, the clearer the image
is in general. The mean gradient is calculated as shown in Equation (2.5).

G =
1

w ∗ h
w∑

i=1

h∑

j=1

√√√√
(
∂f
∂x

)2
+
(
∂f
∂y

)2

2
(2.5)

where w and h are the width and height of the image, ∂f
∂x and ∂f

∂y are the gradients of the image horizontally
and vertically.

We normalize the above three metrics by mapping them between 0 and 1. The number of our image dataset
is small, and the normalization is performed by using between the maximum and minimum values. After actual
testing, here we no longer assign different weights to the above three metrics, and use the score obtained by
Equation (2.6) as the final assessment of image quality. In the application, images with meter alignment values
Rp greater than 0.35 and less than 0.65 will be calculated for image quality, and the reading with the highest
image quality score will be used as the reading for that meter.

Score = H + σ +G (2.6)

2.4. Reading Calculation Based on Keypoints. Upon acquisition of precise dial scale and pointer
end coordinates, determination of the rotation angle of the pointer enables computation of the reading of the
meter. Figure 2.5 illustrates two distinct methods for computing the reading of the meter, which depend on the
position of the pointer relative to the scale. If the pointer falls between the starting point and the midpoint of



A Vision-Based Analog Meter Reading Method for Inspection Robots 4211

Fig. 3.1: Examples of pointer meter annotations. (a) Instrument A with a maximum range of 180 Lb/inš; (b)
Instrument B with a maximum range of 0.6 MPa; (c) Instrument C with a maximum range of 1.6 MPa.

the scale, the reading is determined using these two reference points. In contrast, if the pointer has surpassed
the midpoint and is in closer proximity to the endpoint, the reading is calculated using the midpoint and
endpoint of the scale.

In Figure 2.5(a), the position of the pointer falls within the initial half of the meter’s range, whereby the

vectors
−→
CS and

−−→
CM , represented by points 4 and 1 and points 4 and 2 respectively, serve as the starting and

ending points for the beginning and end of the range. To determine half of the full range of the meter, the angle

α enclosed between the two vectors is computed. To calculate the meter reading, vector
−−→
CP is constructed

using points 4 and 5 as the starting and ending points for representation of the pointer. The included angle β

between vector
−−→
CP and

−→
CS is then ascertained. The reading of the meter can be calculated using Equation

(2.7).

Numf =
90α

β
(2.7)

In Figure 2.5(b), the pointer is situated in the second half of the range. The vector
−−→
CM with points 4 and

2 as the starting and ending points signifies the beginning range, whereas the vector
−−→
CE, represented by points

4 and 3, corresponds to the end of the range. Vector
−−→
CP , constructed with points 4 and 5, portrays the pointer.

To determine the meter reading, the enclosed angles α and β between vector
−−→
CP and

−−→
CM , and

−−→
CM and

−−→
CE,

respectively, are calculated. The reading of the meter can be calculated using Equation (2.8).

Nume =
90(α+ β)

β
(2.8)

3. Experiments and Results.

3.1. Experimental Enviroment and Dataset. We ran the proposed algorithm on a computer with
I7-13900H CPU, 32 GB RAM and NVIDIA GeForce RTX4060 8GB GPU. We used PyTorch deep learning
framework, Python 3.10 programming language, CUDA 11.8 and cuDNN 8.9 NVIDIA acceleration tools.

We collected 1632 images of three kinds of air pressure pointer meters using an industrial camera with a
resolution of 1920Œ1080 pixels. We labeled the images with LabelMe, an open-source annotation tool. The
position of the pointer in the image and the five key points in the dial are marked at one time. The position
of the pointer meter is marked with the bounding box. The start of the range is marked with 1, the midpoint
of the range is marked with 2, the end of the range is marked with 3, the center of the dial is marked with 4,
and the end of the pointer is marked with 5. Figure 3.1 shows examples of pointer meter annotations in the
dataset.

The marked data is further processed to provide the YOLOv5s target detection model and HRNet key
point detection model for training. The bounding box and category information marked by LabelMe software
are extracted and stored in the format of VOC data set and provided to YOLOv5s model. The heatmap files,
which are produced using the methodology outlined in Section 2.2, are provided to HRNetV2-w18 for training
a keypoint detection model. Table 3.1 shows the number of different keypoints marked on the pointer meter.
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Table 3.1: Definition of keypoints of the meter.

Label number Position of the pointer meter

1 The start of the range.
2 The midpoint of the range.
3 The end of the range.
4 The center of the dial.
5 The end of the pointer.

Fig. 3.2: Loss and mAP variation curves. (a) The loss variation curves for the training and validation sets; (b)
mAP variation curve.

3.2. Experimental Results.

3.2.1. YOLOv5s Analog Meter Detector. The dataset was partitioned into three subsets, namely
training, validation, and testing, in an 8:1:1 ratio. We trained YOLOv5s model with an input image resolution
of 640Œ640 pixels, a batch size of 8, an initial learning rate of 0.001, and a training duration of 200 epochs.
Due to the small size of the dataset, we utilized a pre-trained model on the COCO dataset provided by the
official source to initialize the weights of our model, aiming to achieve better recognition performance. Figure
3.2(a) and Figure 3.2(b) illustrate the variation of loss and mean average precision (mAP) during the training
process of the YOLOv5s object detection model. From Figure 3.2(a), it can be observed that the loss for both
the training and validation datasets gradually decreases as the training progresses. After the 150th epoch, the
loss stabilizes. Figure 3.2(b) presents that the model achieves a high mAP of 98.3% at last.

On the self-built pointer instrument dataset, YOLOv5s was compared with other common models. The
training parameter settings remained unchanged from the previous text. The performance of the optimal weight
of each model on the test set is shown in Table 3.2, and YOLOv5s achieves a balance between accuracy and
detection speed. The average accuracy has reached 97.9%, and the detection speed can reach 33.78 FPS.

3.2.2. HRNetV2-w18 Keypoint Detector. The circular meter area in the image is obtained by the
target detector and adjusted to 384 Œ 384 pixels before being input into the HRNetV2-w18 keypoints detection
model. The batch size is set to 1, and stochastic gradient descent (SGD) is used for parameter optimization
with an initial learning rate of 1e-5 over a total training epoch of 60. The network outputs are heatmaps,
and the network’s keypoints detection performance is evaluated using root mean square error (RMSE) after
extracting keypoints. Figure 3.3(a) and Figure 3.3(b) show the changes in loss on the training and validation
sets during the HRNetV2-w18 training process. It can be seen that after the 100th epoch, the loss basically
does not decrease, and the training is completed.
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Table 3.2: Comparison of YOLOv5s with Faster R-CNN, SSD and PP-YOLOE-s on the test dataset.

Method Epochs mAP FPS

Faster RCNN 200 0.975 6.71
SSD 200 0.925 26.96

PP-YOLOE-s 200 0.749 18.21
YOLOv5s 200 0.979 33.78

Fig. 3.3: The loss curve of the training and validation sets during the training process. (a) The loss variation
curves for the training sets; (b) The loss variation curves for the validation sets.

Fig. 3.4: Keypoint detection results. (a) Cropped and resized pointer instrument image detected by
YOLOv5s;(b-f ) Predicted heatmaps for 5 keypoints.
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Table 3.3: Maximum and minimum values of image quality metrics for the dataset.

Image quality metric Maximum value Minimum value

Entropy 7.785 5.618
Standard deviation 78.967 13.184

Mean gradient 89.982 7.815

Table 3.4: Maximum and minimum values of image quality metrics for the dataset.

Num. Image Entropy Standard deviation Mean gradient Score

1 0.458 0.228 0.126 0.812

2 0.470 0.274 0.190 0.934

3 0.486 0.200 0.310 0.996

4 0.563 0.352 0.359 1.274

Figure 3.4 shows the detection results output by the HRNetV2 w18 model, and the predicted results of
the five key points are presented in heatmaps. For three different dial types of pressure gauges, the model can
accurately locate the key points of the readings. The key point positions selected by this method have relatively
universal characteristics.

3.2.3. Image Quality Assessment. The evaluation method established in the previous section is used
to select the image with the best image quality for meter reading recognition. The three metrics of entropy,
standard deviation and mean gradient are calculated for all images in the image dataset and their maximum
and minimum values are shown in Table 3.3. It can be seen that the contribution of the entropy metrics to the
final score may not be fully reflected if normalization is not performed. It can be seen that the contribution of
the entropy to the final score may not be fully reflected if normalization is not performed. When the dataset
is large enough, the weights of the three metrics contribution to the final score can be further assigned. Here
we take the normalized three metrics and add them directly.

Table 3.4 gives the images captured while the inspection robot is moving, and their image quality is
evaluated after locating and intercepting the meter dial area images. Higher values of the three image quality
metrics and assessment scores indicate better image quality.

3.2.4. Meter Reading Recognition. After detecting the keypoint on the dial of the pointer meter, the
reading of the meter can be calculated using the method proposed in Section 2.4. This angle-based reading
calculation method has a significant impact on the calculation accuracy by the positioning accuracy of keypoints.
Especially when the deviation degree of the center point detection of the dial is relatively high, it will bring
significant errors to the reading calculation. However, compared to other pointer meter reading methods based
on semantic segmentation, using reading methods based on key points and angles has lower data annotation
costs. Adding half range key point annotation will not excessively increase the cost of data annotation but can
to some extent improve reading accuracy.
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Table 3.5: Reading error of different strategies.

Num. Ground truth Full range angle reading results ERF Half range angle reading results ERH

1 30.0 26.8 10.67 % 31.8 6.00%
2 46.8 44.2 5.56% 44.5 4.91%
3 62.4 64.7 3.69% 65.2 4.49%
4 68.4 72.1 5.41% 71.1 3.95%
5 91.2 91.9 0.77% 90.4 0.88%
6 103.2 106.7 3.39% 101.1 2.03%
7 105.6 102.0 3.41% 107.9 2.18%
8 124.8 131.5 5.37% 119.6 4.17%
9 0.168 0.181 7.74% 0.151 10.12%
10 0.204 0.213 4.41% 0.199 2.45%
11 0.284 0.288 1.41% 0.290 2.11%
12 0.340 0.365 7.35% 0.358 5.29%
13 0.392 0.385 1.79% 0.393 0.26%
14 0.466 0.483 3.65% 0.480 3.00%
15 0.26 0.29 11.54% 0.25 3.85%
16 0.56 0.62 10.71% 0.59 5.36%
17 0.70 0.71 1.43% 0.73 4.29%
18 0.92 0.98 6.52% 0.96 4.35%
19 0.99 0.95 4.04% 1.02 3.03%
20 1.18 1.11 5.93% 1.22 3.39%

The comparison between the reading results and the true values using the method presented in this article
is shown in Table 3.3. The true value is obtained by manually observing the instrument horizontally from
the front. Evaluate the effectiveness of the proposed method by calculating the error between the automatic
reading and the actual reading. The calculation formula for reading error ER is shown in Equation (3.1).

ER =
|T − L|
T

× 100% (3.1)

where L is the value obtained by the proposed automatic reading method, and T is the instrument reading
obtained through manual observation.

We calculated the readings obtained based on the full range key points and the readings obtained based
on the half range keypoints. Then evaluate the accuracy of the readings by calculating their errors using true
values. The decimal places of manually observed values are calculated based on 1/5 of the pressure gauge
graduation value. Table 3.5 shows the reading error results obtained by different strategies under the same
keypoint detection results.

The different angles at which inspection robots collect analog meter images can have an impact on the
reading results. The instrument images used for calculating readings in the experiment are collected with the
camera horizontally centered on the analog meters. From the results shown in Table 3.3, it can be seen that
the reading strategy using half range key points has higher accuracy. From the results shown in Table 3.3, it
can be seen that the reading strategy using half range key points has higher accuracy.

4. Discussion. This article proposes a pointer instrument reading method based on key point recognition,
inspired by the top-down human posture estimation method. It consists of a target detector and a keypoint
detector. This detection method has high accuracy, but its computational complexity increases linearly with
the increase of multiple targets in the image. For the application of patrol robots, the accuracy advantage of
this method is more prominent. The light target detection network based on YOLOv5s achieves the balance
between detection speed and accuracy. It can be easily transplanted to the edge computing equipment carried
by the patrol robot. A reading calculation method based on five key point detection can achieve high reading
accuracy through finetune with a small amount of annotated data.
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However, this is not an end-to-end recognition method. In the future, pointer instrument reading recognition
may use multitask learning methods. It can use the network to simultaneously perform object detection and
keypoint detection, share the same feature extraction backbone, and improve computational efficiency. To
recognize readings from different kinds of meters in the future, the proposed method should also account for
pointer meters’ range recognition. The meter’s measuring range can be either pre-entered as prior knowledge
for different types or detected from the digits on the dial.
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PREDICTION METHOD OF RATE OF PENETRATION BASED ON FUZZY SUPPORT
VECTOR REGRESSION

LI YANG∗, LISHEN WANG†, LILI BAI‡, AND WENFENG SUN§

Abstract. Predicting the rate of penetration (ROP) is important for optimizing drilling parameters, improving drilling
efficiency, and optimizing economic benefits throughout the drilling process. The current prediction model of ROP based on
machine learning algorithms does not consider the interference of outliers. Therefore, in this study, we propose a method to predict
ROP based on fuzzy support vector regression (FSVR). First, appropriate input parameters were selected from the controllable
parameters. Second, based on the local outlier factor, a fuzzy membership degree was assigned to each sample. Finally, the sample
with the fuzzy membership value was input into the model for ROP prediction. The results demonstrated that the goodness of
fit (R2) of the improved FSVR model is 0.9634, and the mean absolute error is 0.1974. Compared with standard SVR and other
models, the improved FSVR model has a stronger anti-interference ability, smaller prediction error for normal samples, and higher
accuracy.

Key words: drilling; rate of penetration; support vector regression; local outlier factor; fuzzy membership.

1. Introduction. The rate of penetration (ROP) is an important factor affecting drilling duration and
drilling cost. Accurate prediction of ROP can provide support for drilling parameter optimization, thus en-
hancing drilling efficiency while minimizing drilling expenses. There are three types of ROP prediction mod-
els [1]:traditional mathematical equations, which consider a few small numbers of ROP influencing parame-
ters [2], statistical models represented by multiple regression, which can have increased solving accuracy for the
traditional ROP coefficient [3]; and models employing machine learning algorithms. Wu et al [4] established
a linear prediction model using principal component analysis (PCA); however, in some cases, the element ob-
tained by this method is not optimal. Su et al. [5] applied a gradient boosting decision tree algorithm to predict
ROP, which is more accurate than the existing method of predicting ROP; however, the characteristics involved
were limited. Kahraman et al. [6] proposed an ROP prediction model based on backpropagation (BP) neural
networks; however, BP neural networks have low convergence speed and can easily fall into local extrema. Yang
et al. [7] established a fuzzy neural network model by combining fuzzy control with a BP neural network, and
the level of prediction accuracy was higher than that of ordinary BP neural networks. Zhao et al. [8] proposed
an ROP prediction model based on extreme learning machines, achieving better generalization performance
than the common BP neural network. Li et al. [9] combined the beetle antennae search (BAS) algorithm with
a BP neural network to establish the BAS-BP model. Compared with standard BP and genetic-algorithm
BP models, the error is lower and the prediction accuracy is higher; however, the generalization ability of the
model should be improved. Xu et al. [10] established an ROP prediction model based on integrated learning,
utilizing a variety of machine learning algorithms, and the results show that the prediction accuracy of the
integrated model is higher than that of the single model; however, the model is more complex. Sabah et al. [11]
used a multilayer perceptron particle swarm optimization (PSO-MLP) model for ROP prediction, achieving
favourable performance. As a representative of traditional machine learning, support vector regression (SVR)
has been demonstrated to have fitting performance compared to alternative machine learning methods(e.g.,
k-nearest neighbours, linear regression, polynomial regression, and decision trees) in experiments involving a
drilling process that is characterized by high nonlinearity and complexity [12, 13]. The above two models are
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compared with the proposed model. Hamid et al. [14] used an imperialist competitive algorithm to optimize
SVR. They established the model, compared three kernel functions, and found that the Gaussian radial basis
kernel function had the best effect. Therefore, the Gaussian radial basis kernel function was also applied in this
study.

Recently, entropy-based improved support vector machine models have been proposed to solve the classifi-
cation problem [15, 16, 17]. Asadolahi et al. [18] and Xue et al. [19] improved the loss function by combining the
fuzzy response with robust SVR to improve the accuracy of the fuzzy regression model. Chakravarty et al. [20]
and Liu et al. [21] improved the fuzzy function and the robustness of the model against outliers and verified
its effectiveness. Fuzzy control has been continuously applied to complex system processing [22]. Successful
applications have been demonstrated in wind turbine control [23], concrete component analysis [24], and life
prediction of slewing bearings [25]. Nevertheless, applications in drilling engineering remain scarce.

During drilling operations, signals are disturbed to produce outliers or slip drilling and other situations
occasionally occur in drilling may lead to sudden increase in the values of certain parameters,which interferes
with the training of the model and consequently affects its performance. A method of elimination has been
adopted to process outlier data; however, it may delete misjudged data. When processing new data sets,
there will be outliers of new data sets, which should be eliminated again. Therefore, we focused on reducing
the influence of abnormal data on model prediction without deleting primary data. Current ROP prediction
models based on machine learning algorithms do not consider interference from outlier samples; however, the
fuzzy support vector regression (FSVR) model proposed in this study considers such interference. According
to the outlier detection method based on the local outlier factor (LOF) algorithm, the LOF values of all data
points are calculated, and then the membership values of all data points are calculated through the LOF values.
A normal sample has a large membership value, and an outlier sample has a small membership value. The
fuzzy training set with membership values is input into the training model. This can reduce the interference of
outlier samples in the model, and the normal samples with a large contribution to the training model can play
the greatest role. We demonstrated how this model has stronger anti-interference ability and higher prediction
accuracy than other models.

2. Method.

2.1. Calculation of local outlier factor values. Outlier detection based on LOF is a density-based
outlier detection method; it works on the principle that each data point is assigned a LOF that depends on
neighbourhood density. For any data point in a particular dataset, if the number of surrounding points is high
and its local neighbourhood is dense, the data point is considered as a normal data point. Contrarily, an outlier
is a data point that is far from the nearest neighbour of a normal data point. Thus, LOF can be understood
as the outlier degree of a sample relative to its neighbours.

Among the k nearest neighbours to P , the distance between the farthest neighbour and P is the k-distance
of P . The k-distance neighbour of sample P is the neighbour set whose distance from P is not greater than
the k-distance of P . It is defined as the k-distance neighbour set Nk(P ), provided Nk(P ) by equation (1),
where P ′ is the neighbour of P and D is the sample set. d(P, P ′) is the distance between P ′ and P , and dk(P )
is the k-distance of P . Furthermore, dk(P,O) is the k-th reachable distance from sample O to sample P . It
corresponds to the largest distances among the k-distance from O and the distance from P to O, and it is
provided by the expression in equation (2), where dk(O) is the k-distance of O and d(P,O) is the distance
between P and O.

Nk(P ) = {P ′|P ′ ∈ D\{P}|d(P, P ′) ≤ dk(P )} (1)

dk(P,O) = max{dk(O), d(P,O)} (2)

The neighbours within a sample and the density relationship between the sample and its neighbours can
be described by the concept of local reachable density. The local reachable density of a sample P is the number
of elements in the k-nearest neighbour set of P divided by the sum of the relative reachable distances from all
points within the data set to P , which is expressed as ρk(P ). The expression is as follows:

ρk(P ) =
|Nk(P )|∑

o∈Nk(P ) dk(P,O)
(3)



4220 Prediction Method of Rate of Penetration based on Fuzzy Support Vector Regression

The LOF is obtained by calculating the ratio of the average local reachable density of k points around the
sample point to the local reachable density of this point, which is expressed by equation (4).

lofk(P ) =

∑
o∈Nk(P )

ρk(O)
ρk(P )

|Nk(P )|
(4)

2.2. Fuzzy support vector regression. To improve the anti-interference ability of SVR, FSVR is
obtained by combining the fuzzy membership value with SVR. Several sample points are required to train
the model; however, the contribution of different sample points to the final result is different. Therefore,
we assign a fuzzy membership value, λ,to each sample based on the LOF to obtain the fuzzy training set
D′ = {(x1, y1, λ1), (x2, y2, λ2), . . . , (xm, ym, λm)}, yi ∈ R, 0 ≤ λ ≤ 1, where the specific setting method for λm is
described in the subsection Calculating the value of fuzzy membership in Section 3 of this paper. The mathe-
matical expression of the model is provided by equation (5). The fuzzy membership degree λ is the contribution
of the sample point to the final regression results, that is, a larger λ is assigned to a normal sample or a sample
with a larger contribution to the model training, and a smaller λ is assigned to an abnormal outlier data point
or a sample with a smaller contribution to the final result. This can reduce the interference of some of the
samples outlier points or meaningless samples on the model to ensure that the final prediction results are closer
to the true value, resulting in increased robustness of the model.

min{1
2
‖w‖2 + C

n∑

i=1

λm(ξi + ξ∗i )}

s.t.





yi − f(xi) ≤ ε+ ξi
f(xi)− yi ≤ ε+ ξ∗

ξi, ξ
∗
i ≥ 0, i = 1, 2, . . . , n.

(5)

The above formula is an optimization problem with constraints, where ε is an insensitive loss function; ξi
and ξ∗i are slack variables, which describe the loss caused by the sample away from the regression interval; and
C is the penalty factor, which refers to the penalty for the sample whose regression function error is greater
than ε. The smaller the value of C, the smaller the loss of the sample and, consequently, the smaller the loss of
the objective function. Points far from the interval have larger errors; therefore, the penalty factor C will make
the regression function more sensitive to such points to further fit these points. To calculate the corresponding
loss, the absolute value should be greater than ε. In particular, considering f(x) as the center, we set an interval
band width of 2ε. When the training sample falls into the interval band, the prediction result is correct.

The Lagrange multiplier ai, a
∗
i , µi, µ

∗
i is introduced to obtain the Lagrange equation, and the partial deriva-

tive of the equation with respect to w, b, ξi, ξ
∗
i is obtained, such that the partial derivative is 0. The results of

partial derivatives are returned to the Lagrange equation, and the equation of the dual problem is obtained as
follows:

max

n∑

i=1

yi(a
∗
i − ai)− ε(a∗i + ai)−

1

2

n∑

i=1

n∑

j=1

(a∗i − ai)(a∗j − aj)κ(xi, xj)

s.t.

{ ∑n
i=1(a

∗
i − ai) = 0

0 ≤ ai, a∗i ≤ Cλm
(6)

When the above process satisfies the KarushKuhnTucker conditions, the value of b is obtained as follows:

b = yi + ε−
∑n

i=1
(a∗j − aj)κ(xi, xj) (7)

After feature mapping, w is expressed as follows:

w =
∑n

i=1
ϕ(xi)(a

∗
i − ai) (8)



Li Yang, Lishen Wang, Lili Bai, Wenfeng Sun 4221

Fig. 3.1: Ranking of grey correlation degree

Table 3.1: Partial training sample - Part 1

rotational speed /(r ·min−1) bit pressure /KN density/(g · cm−3) well depth/m

120 20 1.10 214.10
160 30 1.14 365.03
176 50 1.19 1733.02
176 60 1.20 1876.11

By substituting w into f(x) = wTϕ(x) + b, the final expression in equation (9) is obtained, where κ is
the kernel function. Through this, the sample points can be mapped from low-dimensional space to high-
dimensional space, which reduces the calculation difficulty. This model uses the Gaussian radial basis kernel
function, which can better deal with high-dimensional samples and involves fewer parameters, consequently
gaining good stability.

f(x) =
∑n

i=1
(a∗i − ai)κ(x, xi) + b (9)

3. Experiments and results.

3.1. Analysis of influencing factors on ROP. The parameters related to mechanical drilling speed can
be divided into controllable and uncontrollable. Uncontrollable parameters are objective parameters related to
formation conditions, such as pore pressure and fracture pressure. Controllable parameters are parameters that
can be adjusted by technology and equipment and can be further divided into drilling fluid parameters, hydraulic
parameters, and mechanical parameters. Drilling fluid parameters include density, rheological parameters, etc.
Hydraulic parameters include bit pressure drop, etc. Mechanical parameters include drilling pressure, rotational
speed, etc.

The data used in the model are from a block in the Shunbei Oilfield.There are a total of 11173 samples in
the dataset.The mechanical drilling speed is assumed as the parent sequence, and its influencing parameters are
assumed as the subsequence. The correlation degree ranking of the influencing parameters of ROP is obtained
by grey correlation analysis and calculation, as shown in Figure 3.1.

Figure 3.1 shows that the correlation degree between each parameter and mechanical drilling rate is signif-
icantly different. The first seven parameters exhibiting a high correlation degree, namely, rotational speed, bit
pressure, drilling fluid density, well depth, displacement, pumping pressure, and viscosity, are assumed to be
the input of the model. Some training samples are shown in Table 3.1.

3.2. Preprocessing of data.
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Table 3.2: Partial training sample - Part 2

displacement/(L · s−1) pumping pressure/Mpa viscosity/m ROP/(m · h−1)

35 6 52 2.16
38 11 57 2.01
35 13 60 1.30
35 13 56 0.72

Fig. 3.2: Visualization results of 2D data

3.2.1. Detecting outliers. Owing to the introduction of the concept of nearest neighbours, the method
based on LOF can better identify outliers located at the edge of the sample class and has better recognition
effect. To display the results of LOF outlier detection conveniently, PCA dimension reduction was used to
reduce the multidimensional data to 2D for visualization. The results are shown in Figure3.2.

The model calculates the LOF for each data point and determines whether the point is an outlier based
on the size of the LOF value. According to its definition, if the LOF value is close to 1, it indicates that the
sample density is similar to its neighbourhood density, and the sample is classified as a normal data point. It
is believed that a LOF value between 1 and 1.5 corresponds to normal data. If the LOF value is significantly
greater than 1, it indicates that the sample density is less than its neighbourhood density, and the sample may
be classified as an outlier. The 2D data obtained after dimensionality reduction are used for outlier detection,
and the results are shown in Figure 3.3, where the red circles mark each data point. The size of the red circle
represents the size of the LOF value, that is, the radius of the red circle determines the outlier degree of the
data point. The larger the radius of the red circle, the lower the sample density; hence, the sample may be
outliers. A smaller radius of the red circle indicates that the point is within the same cluster as the surrounding
neighbourhood points and the degree of outliers is low, which indicates a normal data point. The outliers were
labelled -1 and the normal points were labelled 1.

3.2.2. Normalizing the data. To eliminate the influence of different parameter ranges on the model
and improve the generalization ability of the model data processing, the data should be normalized. The data
normalization interval is [-1,1], and the expression is as follows:

xnorm =
(ymax − ymin)(x− xmin)

xmax − xmin
+ ymin (10)

where xnorm and x represent the values after and before data normalization, respectively; xmax and xmin
represent the maximum and minimum values before data normalization; and ymax and ymin represent the
maximum and minimum values after normalization.



Li Yang, Lishen Wang, Lili Bai, Wenfeng Sun 4223

Fig. 3.3: LOF value of sample point

Table 3.3: Partial prediction results of SVR.

prediction of actual Is it a membership Is it a
ROP for value of error outlier LOF value outlier

SVR ROP (SVR) (LOF)

3.09 3.20 0.11 1 1.0251 0.8996 1
5.26 8.37 3.11 -1 1.7096 0.6203 -1
7.04 10.12 3.08 -1 1.8139 0.6059 -1
6.21 9.41 3.20 -1 1.7325 0.6147 -1

3.3. Training the fuzzy support vector regression model.

3.3.1. Training the standard SVR model. Normal training classifies data sets into training and test
sets, which renders data sets not fully applicable to training. This can be avoided by cross-validation, wherein
it is possible to use all data for training and testing. This model uses ten-fold cross-validation, wherein the
data set is divided into ten sets, of which nine are training sets and one is a test set, which is used for an
experiment. Subsequently, a new test set is chosen from the training set, and the original test set is used for
training. Thus, ten experiments were conducted. Finally, the model with the smallest average absolute error in
the ten experiments was assumed as the final model, and the average value of the ten average absolute errors
was used to evaluate the model.

To verify the accuracy of the labelled outliers in the subsection Detecting outliers, the standard SVR model
was used for ROP prediction. The data set whose absolute difference between the predicted ROP value and
real value was greater than 3, which was temporarily recorded as an abnormal outlier and marked as -1, while
other normal data were marked as 1. Some prediction results are listed in Table 3.3.

There are 81 groups of abnormal outlier data marked by the standard SVR model. Compared with the
72 groups of outlier data detected using the LOF, there are 61 groups of data consistent between both models,
thereby indicating that the LOF outlier detection recognition rate reaches 84.72%.

3.3.2. Calculating the value of fuzzy membership. The membership function value λm in this study
is determined by the value of the LOF, expressed as

λm =

{
(1− θ)µ + σ lof < lofk(p) ≤ lofmax
1− θ lofmin ≤ lofk(p) ≤ lof

′ , θ =
lofk(p)− lofmin
lofmax − lofmin

(11)

Here, µ ≥ 2 (in this study, n is taken to be 10); σ is a sufficiently small positive real number less than 1;
and lofmin,lofmax, and lof are the minimum, maximum, and average values in the sample LOF, respectively.
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Fig. 3.4: (a) Results before model improvement (b) Results after model improvement

3.3.3. Training the fuzzy support vector regression model. The calculated fuzzy membership value
is attached to each data point, and the fuzzy data set D′ = {(x1, y1, λ1), (x2, y2, λ2), . . . , (xm, ym, λm)} is sent
to the FSVR model for training. The purpose is to control the samples with a large LOF and reduce their
membership value to ensure that they have a smaller influence on the model. For the samples with a small LOF,
the membership value is large to ensure that they have a significant contribution to the model. This training
still uses ten-fold cross-validation. The results before and after improvement are shown in Figures 4 and 5,
respectively. It can be observed that for the outliers above the general trend of the data, the standard SVR
model (Figure 3.4) shifts the outliers significantly; thus, it is prone to overfitting and reduces generalization
ability. However, the FSVR model with the fuzzy membership value added (Figure 5) is less affected by outliers
and does not shift significantly toward them, thus demonstrating stronger anti-interference ability.

The four subplots within Figure 3.5 are the prediction results of ROP in different formations of four wells
within the Shunbei Oilfield using the improved FSVR model. Figures 3.5(a)(d) utilize well Nos. 14, respectively.
The abscissa shows different strata, and the ordinate is ROP. It can be observed from the figures that the error
between the predicted and real values is controlled within 1, and the prediction effect is good.

3.4. Contrast experiment.

To evaluate the prediction accuracy of the model for normal data, the abnormal outliers of the dataset
were removed, and three models mentioned in the Introduction section ordinary SVR, BP neural network, and
PSO-MLPwere used, in addition to the proposed FSVR model, to predict ROP. The errors of these four models
were compared, and the results are listed in Table 3.4. It can be observed from Table 3.4 that the mean absolute
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(a) Well No. 1 (b) Well No. 2

(c) Well No. 3 (d) Well No. 4

Fig. 3.5: Prediction results of FSVR

Table 3.4: Comparison of errors.

model R2 MAE MSE

FSVR 0.9634 0.1974 0.0709
SVR 0.9354 0.2430 0.1252

PSO-MLP 0.9168 0.2446 0.1613
BPNN 0.8210 0.3784 0.4248

error (MAE) and mean squared error (MSE) of the FSVR model are smaller than those of the other models.
The four graphs in Figure 3.6 show the goodness of fit (R2) of the four models; R2 of the FSVR model is closer
to 1, thereby indicating that the predicted value of the FSVR model is closer to the real value; therefore, the
regression fitting effect is enhanced.

According to the comparative experiments, the improved FSVR model is not sensitive to abnormal outlier
data, which can reduce the interference of outliers within the model. Additionally, the model has higher
prediction accuracy for normal data points.
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(a) R2 of BPNN (b) R2 of PSO-MLP

(c) R2 of SVR (d) R2 of FSVR

Fig. 3.6: Graphs showing goodness of fit

4. Conclusions. In this study, the FSVR model was established to address the problem of interference
of outlier samples in a model, which are not considered by ROP prediction models based on machine learning
algorithms. Parameters such as rotational speed and bit pressure of a block in the Shunbei Oilfield were selected
as the input through grey correlation analysis. According to the LOF, a fuzzy membership value was assigned
to each group of samples and was used to weight the penalty factor. The model was subsequently trained by
the fuzzy training set. Attaching a smaller membership value to the outliers reduces the interference induced
in the model. The normal data points were assigned a larger membership value to ensure that they have a
greater influence. The results demonstrated the following.

1. The improved FSVR model has better anti-interference ability than other models, such as standard
SVR, and is not prone to overfitting.

2. R2 of the improved FSVR model is 0.9634, and the MAE is 0.1974. Therefore, the improved FSVR
model has a smaller prediction error, higher accuracy, and better regression fitting effect for ROP of
normal sample points.

3. The model has a good ability to predict ROP, which can provide support for the optimization of drilling
parameters in the next step, thereby improving drilling efficiency and saving drilling costs.
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RESEARCH ON DISTRIBUTED SCHEDULING ALGORITHM FOR VIRTUAL CITY
POWER PLANTS BASED ON BLOCKCHAIN TECHNOLOGY

QING ZHU∗, YUFENG ZHANG†, AND JIZE SUN‡

Abstract. In order to solve the problem that allocating the whole virtual power station is not centralized and promoting the
free access of power distribution, a research on distributed scheduling of urban power network based on blockchain technology is
proposed. and a scheme is proposed. Based on the consistency of decentralized virtual power plant and blockchain in decentralized
point-to-point interaction and decentralized cooperation, this paper proposes to use blockchain consensus mechanism to realize
distributed scheduling of virtual power plant. According to the principle of continuous micro- increment cost, the optimal economic
dispatch of virtual power system is realized by taking the micro- increment characteristic as the variable. and the optimal economic
dispatch strategy is realized. As a node of the blockchain, each distributed energy in the virtual power plant has a complete backup
of the key data of the whole network. When the load changes, each node uses the PBFT consensus algorithm to independently
calculate the new power of each unit. The new power data is stored on the chain, and the global consistency of micro incremental
features is maintained to realize the reasonable load distribution among units. The experimental results show that, when the initial
t = 1, the λ the values of each unit are different. The system does not meet the principle of constant consumption micro-increase
rate, and the system does not operate in the optimal state. After a PBFT consensus, λ variable reaches the same value at t=8, and
the system reaches the optimal operating state. Conclusion: The simulation experiment verifies the effectiveness of the algorithm,
realizes distributed scheduling by using blockchain, and provides a feasible reference scheme for the operation mode of decentralized
virtual power plant.

Key words: Consensus mechanism, Distributed scheduling, Completely distributed, Virtual power plant, Blockchain

1. Introduction and examples. With the rapid development of renewable energy such as wind and
light, the pattern of distribution of electricity entering the distribution network is increasingly in the direction
of access go high and high speed. However, a large number of new energy sources are interconnected, and
their randomness and uncertainty will have an important impact on the operation, dispatching and trading
of the power grid. Virtual power plant technology is an important part of the integration of multiple power
distribution sites to participate in the power market and promote new energy use [1]. Virtual power plant
technology can effectively balance the supply and demand relationship of electricity, improve the reliability and
stability of electricity, and promote the use and popularization of new energy by integrating and managing
multiple small distributed energy resources. In addition, virtual power plant technology can also provide more
flexible and efficient trading methods for power producers and consumers through the participation of the
electricity market, while also reducing the cost and risk of electricity trading.

As a new form of energy aggregation, virtual power plant provides a feasible method for a large number of
distributed energy sources to be reliably connected to the grid. Through advanced communication technology,
virtual power plant aggregate control of distributed energy, and make distributed energy coordinated and
optimized operation, so as to achieve mutual adjustment of output, reliable grid connection. Compared with
traditional power plants, virtual power plants have more diversified resources, are more environmentally friendly,
and are more competitive in the power market, which promotes the transformation of the power industry and
the development of the whole power system [2].
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Block chain is a new type of data structure formed by a large number of blocks linked together in an orderly
manner, and block refers to the collection of relevant data information, is the basic unit of block chain [3].

2. Literature review. It adopts advanced information and communication technology to realize DERs
(distributed energy storage system, controllable load, electric vehicle, etc.). resources) for integrated and
coordinated optimization.As a special power plant to participate in the power market and grid operation of
power coordination management system, is considered to be the ultimate configuration of energy Internet. The
Energy Internet is a new energy system mainly composed of renewable energy and supported by information
and communication technology. It has the characteristics of decentralization, intelligence, interconnection, and
efficiency, and can achieve large-scale application and sustainable development of clean energy.

As an important component of the energy internet, virtual power plants can integrate dispersed distributed
energy resources to form a virtual power plant, participate in transactions in the electricity market, and achieve
large-scale application of clean energy. At the same time, they can also bring more intelligent and efficient
management methods to the operation and management of the power grid, providing strong support for the
construction and development of the energy internet.

Virtual power plant integrates various DERs together to realize the stability and reliability of its overall out-
put and provide efficient electric energy for the grid, so as to ensure the stability and safety of grid-connection.
According to operation control mode, virtual power plants can be divided into three types: centralized central-
decentralized and fully decentralized. The centralized architecture not only has high requirements for commu-
nication system, but also is difficult to cope with the management of numerous fit and forget distributed energy
sources. Therefore, in order to better realize the management of DERs, the scheduling strategy of virtual
power plant has been transformed from traditional centralized to distributed. Distributed virtual power plant
has gained more attention and has better scalability and openness. In distributed virtual power plants, the
multi-agent technology is usually used to realize the distributed communication of DERs. Through the infor-
mation interaction between the agent and the neighbor node, it realizes self-regulation and eventually tends to
the consistent variable. However, because multi-agent technology cannot obtain global information efficiently
and accurately, it needs to approach consistent results through continuous iteration, which has problems such
as inaccurate calculation and low efficiency [4,5].

To solve this problem, some optimization methods can be adopted, such as hierarchical control, local
information sharing, predictive control, etc. These methods can help multi-agent system achieve consistent
results more quickly and reduce computing and communication overhead.

Relevant scholars have studied the application of blockchain technology in the decentralized trading mecha-
nism of distribution network, automatic demand response system, energy Internet, multi-module collaborative
autonomous mode, distribution network, power trading and other fields. Blockchain and distributed virtual
power plant are consistent in decentralized decentralized collaborative regional autonomy and other aspects.
For example, in the distributed virtual power plant, there is no central control mechanism, and each DERs
obtains global information through direct data exchange and then completes the regulation and operation of
its own node independently [6,7].

To sum up as a whole, for distributing all virtual power plants, according to their status with blockchain
in point-to-point cooperation and fair cooperation, this paper proposes to use blockchain technology to realize
the time division of virtual power plants. Based on the constant consumption micro-increment rate criterion,
the optimal economic dispatch of the virtual power plant is realized by using the micro-increment characteristic
as a consistent variable. Combined with the blockchain recommendation algorithm, each power distribution
node independently calculates the new power of each unit, and stores the new power information of the chain,
while maintaining the global relationship of small features, to realize the reasonable distribution of load among
units [8].

3. Method.

3.1. VPP distributed scheduling model. The VPP (Virtual Power Plant) distributed scheduling
model is an energy management model based on virtual power plants. It integrates multiple distributed energy
devices (such as solar, wind, energy storage, etc.) into a virtual power plant, and achieves centralized manage-
ment and scheduling of these devices through communication methods such as the Internet, thereby achieving
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participation in the electricity market and energy trading.
This paper takes the optimal distribution of active power load as an example. The so-called optimal

distribution is to make the power generation equipment consume the least amount of energy per unit time in
the process of generating electric energy on the premise of satisfying the continuous power supply of a certain
amount of load. It usually adopts the principle of constant consumption rate increase to distribute load among
units. In order to simplify the description, the optimal active power allocation scheme without network loss is
adopted [9,10].

The implementation of optimal allocation can effectively improve the efficiency and reliability of the power
system, reduce energy consumption and operating costs, and also reduce environmental pollution and carbon
emissions, achieving sustainable utilization of clean energy. Therefore, optimal allocation is one of the important
means for the operation and management of the power system, which is of great significance for achieving energy
transformation and building a sustainable energy system.

Assuming that the cost function of the generator set in DERs is quadratic, the minimum generation cost
of VPP can be achieved by expressing the cost function:

minF = min

n∑

i=1

Fi(Pi) (3.1)

n indicates the number of group DERs in VPP, Pi represents the output power of unit i. The total cost of VPP
is denoted as F, Fi(Pi) = aiP

2
i + biPi + ci, ai, bi and ci represents the coefficient of the cost function.

All the DERs units inside the VPP meet the active power balance of the whole system when running,
without considering the network loss, namely

n∑

i=0

Pi = PLD (3.2)

PLD represents the total load demand of all users.
According to the principle of constant consumption micro increase rate, the load is distributed among units.

λ =
dFi
dPi

= 2aiPi + bi (3.3)

As a result, λ can be used as a consistent variable between nodes in the blockchain, adjusting as the load
changes, but remaining consistent across the network [11].

3.2. Consensus mechanism in alliance chain. The private chain is controlled by a single organization
and is open only to its own organization; Consortiums are between public and private chains, open to a specific
industry organization, and require that each new node be verified and audited. The alliance chain can adapt to
the situation containing a small number of faulty or evil nodes and has certain fault tolerance characteristics [12].

Generally, different types of blockchain adopt different consensus mechanisms, and Byzantine Fault Tol-
erance (BFT) is one of the core issues to be solved in blockchain consensus algorithms. Bitcoin’s POW and
Ethereum’s POS are public chain algorithms, which solve the BFT in the case of numerous consensus nodes.
Compared with POW POS of the public chain,PBFT adopts the mechanism of each node voting to reach
consensus, which can solve the bifurcation problem and improve efficiency. The operating environment of the
PBFT requires a relatively closed cluster, and each consensus requires multiple p2-node communication. The
traffic volume is O(n2), and n is the number of nodes in the cluster[13]. PBFT is suitable for alliance chain
dominated by industry and government, and is an ideal choice for a system with limited number of nodes and
no need for virtual currency incentive mechanism. Based on the operation characteristics of virtual power plant,
this paper chooses alliance chain and adopts PBFT consensus algorithm [14].

The premise of PBFT algorithm is to ensure that message communication between nodes is immutable
through cryptography technology. PBFT has certain fault tolerance characteristics, assuming that the total
number of nodes in the system is |n| = 3f + 1, f is Number of tolerated PBFT faulty or malicious nodes.So in
order for the whole system to work properly, you need to have 2f+1 normal nodes. The classic representative
project in the consortium chain is the Fabric project under the IBM Hyperledger organization, with Fabric0.6
using the PBFT algorithm [15].
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Table 3.1: Blockchain and virtual power plant characteristics comparison

Feature blockchain technology Virtual Power Plant

Decentration
All nodes All power generation and power
have equal rights consumption subjects are equal,
and obligations dispersed and coordinated

Cooperative autonomy
Using the consensus Each DERs realizes collaborative
mechanism, all nodes scheduling and supply-demand balance
jointly maintain through data interaction

Credit system
No third party Each DERs uses communication
trust mechanism network to realize point-to–point
is required direct interaction

Smart contract
The ability to The power of each unit should be
automatically set reasonably according to the
execute contracts control command

Fig. 3.1: Blockchain builds the underlying information architecture of decentralized virtual power plants

3.3. Blockchain distributed scheduling model. Blockchain distributed scheduling model is an energy
management model based on blockchain technology, which realizes the security and reliability of the power mar-
ket participation and energy transaction through the establishment of a distributed account. In the blockchain
distributed scheduling model, each distributed energy device is regarded as a node in the network, and each
node has an account and some data. These data include the equipment’s production capacity, storage capacity,
energy consumption, and so on. Data from all nodes is encrypted and stored on the blockchain, with each
node having access to and modify its own data. In a completely decentralized virtual power plant, there is no
centralized control mechanism, and the decision-making process is completed through direct interaction and
multiple iterations of each power generation and power consumption unit. Based on the consistency of the two
sides’ ideas and needs, blockchain is expected to become one of the underlying architectures for building decen-
tralized virtual power plants, and realize the regulation and operation of virtual power plants. The comparison
of characteristics between virtual power plants and blockchain technology is shown in Table 3.1.

Based on the coincidence between blockchain and virtual power plant, blockchain can be used to build
the underlying information architecture of decentralized virtual power plant. Each DERs forms a blockchain
network, which can realize point-to-point communication. The consensus mechanism is used to calculate the
consistency variables. The specific structure of decision control through intelligent contract execution is shown
in Figure 3.1.

As shown in Figure 3.1, it consists of a physical energy transmission network and a blockchain information
network, where the energy network is responsible for power transmission and connects each DERs. Each DERs
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Fig. 3.2: Data stored on the chain

unit corresponds to a node in the blockchain information network. Data and control signals can be transmitted
between blockchain nodes and DER, and a point-to-point network is formed between nodes. The control
strategy of the entire virtual power plant is calculated by the blockchain network and delivered to the physical
network for execution.

3.4. Distributed scheduling policy execution process.

3.4.1. On-chain data. When the optimal operation configuration is reached, the micro increment char-
acteristic λ value of all units is the same. Therefore, λ is selected as the state information of the blockchain
platform, and the calculation is completed through the consensus mechanism, and the consistency is maintained.

According to the characteristics of blockchain data storage, each node saves a complete backup of global
status data and keeps synchronization with other node data.According to the scheduling policy, each generator
set needs to save the power information of all the units Pi(unit:kW) in the whole network and the cost function
coefficient of the corresponding unit(ai, bi, ci). Usually, the cost function remains inconvenient. After each
power adjustment, the new power on-link storage makes use of blockchain technology so that each unit can
accurately obtain the global state information. The data storage structure of each node is roughly shown in
Figure 3.2 [16].

3.4.2. Distributed scheduling execution process. According to the PBFT consensus execution pro-
cess, combined with the isobaric micro-increment criterion, the distributed scheduling calculation process is
shown in Figure 3.3. When the total load demand changes, the power adjustment demand broadcast to all
units, after PBFT consensus, each unit separately calculate the new power and λ, and adjust the power of the
unit and broadcast λ at the same time all units of the new power on the chain storage for the next adjustment
application.

The specific process is as follows
1. When the total load changes, the power calculation request operation of primary node DER1 is acti-

vated, and the primary node selection is completed according to the agreed algorithm rules of PBFT.
2. After receiving the request, the primary node broadcasts the request to each DERs node in the network

according to the three-phase protocol rules.
Different requests have different ordinals. A pre-prepare message is constructed using the ordinals and
request operations and broadcast to each DERs node. In this stage, the PLD and the power calculation
request of the total change load are sent to each node.
Then there is the interaction phase, where each DERs node receives the pre-prepare message and each
node broadcasts the prepare message to other DERs nodesIf a node receives messages from 2f different
nodes, it means that the prepare phase of the node has been completed and each node has obtained
the total load PLD after the change .Conditions are available to calculate the new power.
Finally, there is the sequence number confirmation stage. After each node verifies the request and
order in the view, if the node receives 2f+1 commit message, it means that most nodes have entered
the commit stage and a consensus has been reached in this stage. The following takes the calculation
process of the I-th node in the blockchain as an example to illustrate the calculation process of power
allocation according to the constant consumption micro-increment criterion.
According to the distributed scheduling criterion, all nodes are required to have the same λ, that is,
the formula 3.4 is satisfied

λ = 2a1P1 + b1 = · · · = 2aiPi + bi (3.4)
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The power of all nodes is expressed in Pi




P1 = ((2aiPi + bi)− b1)/2a1
P2 = ((2aiPi + bi)− b2)/2a2
· · ·
Pn = ((2aiPi + bi)− bn)/2an

(3.5)

Substitute formula 3.5 into formula 3.2 to get formula 3.6

PLD =((2aiPi + bi)− b1)/2a1+
((2aiPi + bi)− b2)/2a2 + · · ·+
((2aiPi + bi)− bn)/2an

(3.6)

As PLD is known, P ∗
i of DERsi’s new power can be calculated, then, P ∗

i is substituted into formula 3.5
to obtain the new power value of all nodes and update the new value to the blockchain;The value λ is
calculated at the same time and sent to the task initiator node; The drive DERs unit works according
to the new power value [17].

3. The task initiator receives responses from different nodes. If there are 2f+1 responses with the same λ
value, the response is the result calculated for this request and is the consistent variable of the whole
network. The distributed power distribution adjustment is completed to achieve optimal economic
scheduling.
Specifically, the task initiator will perform the following actions:
Collect responses: Wait for responses from different nodes and collect them into a list.
Verify Response: For each response, verify its completeness and correctness. Ensure that the response

is sent by the correct node and that the calculation results in the response are correct.
Select Response: For each request, select with the same λ 2f+1 response of the value. If there is not

enough response, wait for more responses until sufficient responses are received.
Calculation result: Use the selected response to calculate the final result. This will include the optimal

economic dispatch values calculated for each node, thereby achieving optimal economic dispatch
for distributed distribution adjustment.

Distribute Results: Distribute the results to all nodes so that they can update their local status and
perform the next calculation.

Because the distributed energy can be added or withdrawn at any time, when a new node is added, the
node broadcasts its own parameters and the current power value, requesting that the new node be added and
the power redistribution be completed. Based on the PBFT mechanism, each node adds new node parameters
to the on-chain storage, and adjusts the power based on the criteria to ensure that the system runs in the
optimal state. When a node exits, similar operations are adopted to update the data on the chain and adjust
the power [18].

The execution process of distributed scheduling is a dynamic and real-time process that requires continuous
monitoring and adjustment to adapt to the complex and ever-changing operating environment of the power
system.

3.5. Experimental verification. To verify the effectiveness of the proposed algorithm, an experimental
simulation is conducted to verify that four DERs are distributed in a VPP system of the type Micro Gas
Generators (MGGs), which are connected through a blockchain network.Each MGG is a node in the network.
It is assumed that the network has a certain network delay, but the operation parameters and initial power of
the point-to-point direct communication unit are guaranteed as shown in Table 3.2.

4. Results and discussion. In the presence of network delay, the change of consistency variable λ is
tested. As can be seen from Figure 4.1, when the initial t=1, the λ values of each unit are different, which
does not meet the constant consumption micro rate increase criterion, and the system does not operate in the
optimal state. After a PBFT consensus, λ variable reaches the same value at t=8, and the system reaches the
optimal operating state[19].
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Table 3.2: Unit operating parameters and initial power

electric generator ai bi ci Pi/KW

MGG1 1.256 1.355 8.812 30
MGG2 1.099 1.293 4.876 35
MGG3 0.942 1.220 1.220 70
MGG4 1.079 1.276 8.831 40

Fig. 4.1: The change of λ value of the microincrement feature

Fig. 4.3: Power variation of each unit

Figure 4.1 shows the comparison between the total load power PLD and the total power sum(Pi) of the
generating unit in the process of consensus.

Figure 4.3 shows the power adjustment of each mgg unit, and the final power value remains stable in the
working state[20].
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5. Conclusion. A research on distributed scheduling of virtual city power plants based on blockchain
technology is proposed. The virtual power plant will be one of the last models of the future power of the
internet, realize the reality of the agreement of resources in a wide range, and promote the use of electricity
share. For the optimal operation of distributed virtual power plants, the fully distributed operation control of
virtual power plants is realized by adopting the equal consumption and small increase principle and combining
the distributed decentralized autonomous blockchain technology. In addition, the virtual power plant has some
fault-tolerance capacity for situations such as node communication failure, which improves the safety level of
the electric power. Specifically, virtual power plants typically adopt a distributed architecture, where multiple
nodes form a network, and each node can transmit and process information. Therefore, in the event of a node
failure or communication interruption, other nodes can still continue to operate and interact, thus ensuring the
continuity and stability of the system.
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A NONLINEAR CONVOLUTIONAL NEURAL NETWORK ALGORITHM FOR
AUTONOMOUS VEHICLE LANE LINE DETECTION

KANHUI LYU∗

Abstract. The traditional lane line detection algorithm relies on artificial design features, which has poor robustness
and cannot cope with the complex urban street background. With the rise of deep learning technology, the algorithm model
with convolutional neural network as the mainstream is widely used in the field of computer vision, which provides a new idea
for lane line detection. In order to improve the disadvantages of traditional lane line detection methods that are vulnerable to
environmental impact and poor robustness, a nonlinear convolution neural network algorithm for driverless lane line detection is
proposed. Firstly, the pretreatment method of extracting the region of interest and enhancing the contrast of lane lines is used
to reduce the unnecessary image background and enhance the feature details of the image. Existing deep learning-based lane line
detection algorithms still have difficulties. First, accumulated wear and tear will cause lane line to fade and fade; roadside trees
and buildings can interfere with the performance of lane line detection algorithm. In addition, compared with the pixels of the
whole picture, the lane line pixels are too few, and the deep convolution neural network of layer convolution is easy to lead to the
loss of details. In addition, when the traffic flow is large, the lane line is easily blocked, which makes it more difficult to detect the
lane line. Then the model is built based on the lane line image features extracted by CNN, and the DBSCAN clustering algorithm
is used to post-process the lane line segmentation model; Finally, the least square method is used to fit the quadratic curve of the
pixel peak points of the lane line, and the fitting results are regressed to the original image. The experimental results show that the
accuracy and recall of the lane line detection model verification set are 91.3% and 90.6%, respectively, indicating that the model
has a good segmentation effect. It is proved that the lane line detection method based on CNN combined with post-processing
can effectively reduce the defects of artificial experience, and has better robustness and accuracy than the traditional lane line
detection method.

Key words: Lane line detection, Convolution neural network, Deep learning, clustering algorithm

1. Introduction and examples. With the rapid development of urban traffic, traffic safety has become
increasingly important. By the end of June 2017, the number of cars owned reached 205 million, and the
number of car drivers reached 328 million, cars have become one of the most commonly used vehicles in our
lives. Driving safety has become one of the hot issues that people are most concerned about. During the driving
process, the road conditions and vehicle conditions are complex, and the driver is nervous and prone to fatigue.
According to statistics, 66% of drivers are prone to drowsiness when driving alone for a long time. This shows
the importance of lane line deviation warning [1].

As a key step in driverless technology, lane line detection is an important component of the sensing module.
The study of lane line detection algorithm has important research value and application significance in the
information exchange, traffic path planning and traffic safety accident avoidance. In the autonomous driving
technology, more and more domestic and foreign researchers have carried out detailed and rich research on
the lane line detection algorithm, and have achieved fruitful results. Therefore, there is a need for a lane line
warning system to send out a danger warning to the driver to reduce the accident rate. This system designed to
help the driver in the driving process is called the auxiliary driving system (ADAS).The goal of the system is to
detect lane markings and alert the driver when he leaves the lane. In recent years, the semiconductor industry
has developed and made great progress, small and powerful electronic devices are widely used in vehicles [2].
These devices can perform complex calculations and provide hardware environment protection for the auxiliary
driving system. Gives the driver a safety warning at the right time.Intelligent transportation is included in the
13th Five-Year Plan, as one of the core functions of assisted driving and automatic driving, lane line detection
is of self-evident importance. Lane line detection is not only related to our daily travel safety, but also an
important part of development planning [3].
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Lane line detection algorithm can be roughly divided into two categories: detection algorithm based on
traditional digital image processing method, such as Hove transform, and lane line detection algorithm based on
deep learning. Starting from the focus of the detection algorithm, the traditional lane line detection algorithm
can be divided into two categories: one is the model-based detection algorithm based on the mathematical
model such as curve or straight line, and the lane line detection algorithm based on the color, texture, shape
and direction of the lane line.

2. Literature review. Convolution neural networks have been offered for over 20 years. The original
neural network solution was also developed as a different type of neural network solution to solve problems in
different research fields. It is used for image classification and image recognition in image processing. Lane line
detection as one of the core functions of auxiliary driving and autopilot, the technology can in the process of
driving real-time, accurate detection lane line, when the vehicle deviates from the current lane, warning, the
driver operation error can be corrected, can effectively reduce the accident rate caused by the operation error
and fatigue driving, so as to ensure the driver’s personal and property safety. Therefore, lane line detection
is crucial for the safety of drivers while driving. Neural networks are the first to be used to understand the
environment of a self-driving car, such as recognizing traffic lanes captured by cameras, recognizing driving
zones, and recognizing problems around the area take pictures from the face and the connection between the
camera and the cap.In recent decades, many countries have invested in the direction of inquiry and the direction
of research questions has become very good. Traditional line detection algorithms capture and filter the image
and then use changes in line brightness to divide the lines [4].

Computer computing power and massive amounts of data have driven the development of deep learning
technology, which has been applied to various fields, such as speech and images. Among them, the application
of deep convolutional neural network to images is a negligible branch.

The line detection method based on neural network solution is to draw the lines of multi-dimensional scene
image according to the data set, input them into the design of neural network solution, and train the neural
network solution to make it clear.

The main purpose of lane line detection is to identify the lane lines from the original images. More
specifically, the algorithm is used to extract the coordinates of the pixels belonging to the lane lines in the
image, and then post-processing the pixels to finally obtain the actual position of the lane line in the original
image.

Some assumptions about the lines on the road map. As an important part of raising environmental
awareness, discovery line has been studied by researchers at home and abroad and has achieved a lot of results.
The traditional line detection system can detect the line quickly and in real time, but the stability is poor,
different lines of the line detection accuracy is low.

Lane lines have innate structural features, which are long and thin in shape. For a high-resolution RGB im-
age, the proportion of lane line pixels in the whole image element tends to be small. After the deep convolutional
neural network, the details of lane lines are easy to lose, resulting in the detection of lane lines.

In recent years, the rapid development of computer algorithm, gradually applied to the detection line.
However, because the neural network scheme has more parameters and a large amount of calculation, the
hardware cost of the detection line using the neural network scheme is high [5]. Haris, M improved line
detection in complex environments, a method combined with visual data with wide distribution [6]. Ghazal, T.
M proposed handwritten text recognition techniques based on neural network technology [7]. Dong, Y proposed
a weighted fusion of convolutional neural network and graph attention network (WFCG) for HSI classification
based on the characteristics of super-pixel-based GAT and pixel-based CNN, which proved to be successful [8].

Semantic segmentation network based on convolutional neural network for each pixel image detection, can
be applied to different forms of target detection task, detection of details is more fine, so in dealing with different
road scene also has advantages, such as in the car to change lanes or turn, lane line shape and structure has
changed, for semantic segmentation network, can be very well processed, achieve better detection effect.

In order to improve the disadvantages of traditional lane line detection methods on environmental impact
and poor robustness, a nonlinear convolutional neural network algorithm for unmanned lane line detection is
proposed.

Considering that traditional line detection is easily affected by the environment and needs manual extraction,
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a line detection method based on CNN is proposed. Plus the post-treatment process, it has the advantages of
no manual adjustment, multiple applications and good effects.

3. Research methods.

3.1. Convolution neural network. Machine learning is an important part of the field of artificial intel-
ligence, through the theory of probability, statistics, biology and artificial intelligence problems abstract into
mathematical models, so that the model has similar to human learning ability, iteratively adjust the model pa-
rameters, to optimize the model effect, machine learning classical algorithms, including neural network, support
vector machine, K mean clustering, DBSCAN and logical regression, etc. Among them, the neural network
mimics the image process of the human visual system in processing pupil intake.

Compared with neural network, convolution neural network has changed the connection mode of neurons,
using convolution operation and pooling operation. Convolution layer, activation layer and pooling layer are
essential components of convolution neural network. The function of convolution layer is to convolution the
input of convolution neural network to extract the features of the input image. The convolution process can be
understood as a filtering process, a convolution kernel is a window filter, in the network training process, the
convolution kernel of a user-defined size is used as a sliding window to convolution the input data [9].

The edge length of the image output by the convolution operation=(input image edge length convolution
core length+1)/step length, if it cannot be divided, the result will be rounded up. Sometimes in order to ensure
that the side length of the output image of a convolution operation is the same as the side length of the input
image, all-zero filling will be performed around the input image, and the side length of the output image is
equal to the side length of the input image divided by the step length, if it is not possible to divide and take
an integer up, assume that the input image is a three-channel image of 52 * 52 * 3, the convolution kernel
size is 5 * 5, and the depth is 3, that is, a convolution kernel of 5 * 5 * 3, if the convolution step is 1, the
characteristic image of 48 * 48 * 1 will be output[10]. The parameters in the convolution kernel are the weights
in the network, these parameters are unchanged in a forward calculation process and will not change because
of the position of the convolution kernel in the input data, this is the weight sharing property of convolutional
neural network. Finally, the image features are recognized by combining different features. The activation layer
compensates for the linear operation of convolution, adds nonlinear elements, and makes the convolution neural
network have the ability to learn nonlinear.

3.2. Image data preprocessing. The purpose of lane line image data preprocessing is to enhance the
features of the target in the image, so that deep learning can better learn the feature information and obtain
a model with stronger generalization ability.

3.2.1. ROI extraction. In order to remove redundant image information and improve the speed and
detection effect of network training, a fixed ROI region extraction method is adopted, through OpenCV, the
original image with the resolution of 720Œ480 is clipped to the ROI area of 720Œ240.

3.2.2. Brightness contrast transformation. Contrast is the ratio of the whitest and darkest brightness
units. Adjusting the contrast can make the image more vivid. Take a color channel of an RGB image as an
example, take the current color depth value I of the pixel as the abscissa, and output the transformed color
depth value O as the ordinate to establish the coordinate system, each pixel of the traditional RGB format
image can use a value of 0∼255 to represent its color depth [11].

When the brightness and contrast of the image are modified at the same time, the transformation equation
is as follows 3.1:

O = KI + J (3.1)

where J is the increased value of image brightness, and K is the original color depth scale value. According
to the actual situation, several attempts have been made to determine the added value of image contrast and
brightness adjustment, and the original image has been adjusted by K=1 and J=20.

3.3. Lane line detection algorithm. The whole process of anchor-based lane line detection model
can be compared to the process of region-based target detection algorithm. First, the feature extraction was
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Fig. 3.1: Design steps of lane line detection algorithm

performed by placing anchor at each position of the feature graph to obtain the resulting feature vector. Finally,
the feature vectors were regressed and classified separately.

The lane line detection algorithm established by the author is mainly divided into two steps, namely,
network design and model training, and lane line model post-processing, as shown in Figure 3.1.

3.3.1. Model structure design. As a marker line on the road surface, it is a two-dimensional goal.
Compared with the point cloud data of lidar, the model constructed by GPS and high-precision map, the
images obtained by the visual sensor can express the two-dimensional features of the lane line more effectively.
Moreover, compared with lidar and high-precision maps, visual sensors are low cost and cost-effective. Therefore,
the lane line detection algorithm is mostly based on vision sensor, that is, the detection algorithm based on
computer vision, which is also widely used in the industry to detect lane lines.

Fine-tune the VGG16 network, add a custom network on the VGG16 base network that has been trained on
other classification issues, and then freeze the base network, re-train the previously added user-defined part and
unfreeze some layers of the base network, and finally jointly train the unfrozen layer and the user-defined added
part. The Softmax layer is added to the last layer of the network model output to modify the model framework,
so as to achieve the probability distribution of multi-channel pixel points of the model output results, which is
convenient for the clustering algorithm in the post-processing algorithm to cluster the lane lines [12].

3.3.2. Lane line pixel clustering. By clustering the core points and density reachable points, the area
with enough high density is divided into one category. At the same time, DBSCAN can also recognize sparse
noise data. The pixel distribution of the output image of the lane line segmentation model is clustered, and
the image pixels belonging to the same lane line are classified into the same category. Convert the pixel
probability distribution of lane line segmentation image into 3D visualization image. Sort the pixel probability
distribution image output by lane line segmentation according to the axis value, and take the y item accuracy
data corresponding to the image model position x=240, 250... 480, then extract the peak points with probability
value greater than 0.5 and cluster them, the output image of the peak points with probability value greater
than 0.5 is shown in Figure 3.2.

3.3.3. Lane line fitting and regression. Lane line fitting is a square theory of lane line curve according
to a specific number of sampling points. Lane line fitting is to fit the pixel probability peak points of the
reclassified lane line segmentation model, and then obtain the track parameter equation of the lane line[13].

Curve fitting refers to obtaining an approximate curve y = ρ(x) for a given m data points pi(xi, yi), i =
1, 2, ...,m, so as to minimize the deviation between the curve y = ρ(x) and the real curve y = f(x). The
deviation δi of y = ρ(x) at point pi is calculated as follows 3.2:

δi = ρ(xi)− yi (3.2)

where δi is the deviation.
The deviation minimization calculation formula is as follows 3.3:

min

m∑

i=1

δ2i =

m∑

i=1

(ρ(xi)− yi)2 (3.3)
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Fig. 3.2: Peak output image with probability value greater than 0.5

The least square method takes the quadratic equation as the fitting curve, and selects the fitting curve
with the smallest sum of squares. The least square method is used to perform polynomial nonlinear fitting on
the given m sample points, so that the approximate curve δi = ρ(xi) − yi of yi = f(x) passes through these
sample points.

Assume that the polynomial of lane line to be fitted is the following equation 3.4:

p(x) = a0 + a1x+ ...+ akx
k =

n∑

k=0

akx
k (3.4)

The sum of squares of deviations of all pixel points reaching the approximate curve is as follows 3.5:

R =
m∑

i=1

[yi − (a0 + a1xi + ...+ akx
k
i )]

2

=

m∑

i=1

(yi −
m∑

k=0

akx
k)2

(3.5)

Solve polynomial ai = (i = 1, 2, ..., k) to obtain the minimum value of equation 3.6, expressed as:

minR =

m∑

i=1

[yi − (a0 + a1xi + ...+ akx
k
i )]

2

=

m∑

i=1

(yi −
m∑

k=0

akx
k)2

(3.6)

In order to solve the extreme value of the multivariate function of the parameter a1, a1, ..., ak, the partial
derivative formula of the variable ai = (i = 1, 2, ..., k) is obtained as follows 3.7:

n∑

k=0

(

m∑

i=1

akx
j+k
i ) =

m∑

i=1

xjiyi, j = 0, 1, ..., n (3.7)
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Fig. 3.3: Quadratic curve fitting image

Change the equation into matrix form as follows 3.8:




m
m∑
i=1

xi · · ·
m∑
i=1

xni
m∑
i=1

xi
m∑
i=1

x2i · · ·
m∑
i=1

xn+1
i

...
...

. . .
...

m∑
i=1

xni
m∑
i=1

xn+1
i · · ·

m∑
i=1

x2ni







a0
a1
...
an


 =




m∑
i=1

yi
m∑
i=1

xiyi

...
m∑
i=1

xni yi




(3.8)

The following formula 3.9 is obtained by simplifying the Vandermonde matrix:



1 x1 · · · xk1
1 x2 · · · xk2
...

...
. . .

...
1 xn · · · xkn







a0
a1
...
an


 =




y1
y2
...
yn


 (3.9)

The solved coefficient matrix Q formula is 3.10:

Q = X−1Y (3.10)

Equation 3.10 is the relationship of the fitting curve, the least square method is used to fit the quadratic
curve of the probability peak point of the lane line pixel after clustering classification, the fitting image is shown
in Figure 3.3. Regression the fitting curve to the original lane line image [14].

4. Result analysis. The author’s algorithm is based on the Keras deep learning framework, using Python
language, OpenCV computer vision processing library, and tested on Ubuntu 18.04L TS system [15]. Keras is
a deep learning framework based on theano / tensorflow. Is a high-level neural network API that supports fast
experiments and can quickly translate your idea into results.

A random gradient is used to train a neural network model. The learning threshold was set to 0.01, the
size was set to 16, and the learning period (Epoch) was set to 100. During the training process, introducing
some obstacles during the training process indicates the state of the emerging model[16]. Based on the values
of the output parameters of the training process, the OpenCV graphing function is used to plot the average
accuracy and loss curves as a function of the number of iterations during training. The missing curve with 100
sampling iterations is shown in Figure 4.1, and the mean true curve with 100 sampling iterations is shown in
Figure 4.2.
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Fig. 4.1: Training loss change curve

Fig. 4.2: Training accuracy change curve

The accuracy rate and recall rate of the model are defined as the basis for judging the segmentation effect
of the model, that is, the greater the accuracy rate and recall value, the better the segmentation effect of the
model. The calculation formula of average accuracy acc is:

acc =
Cimg
Timg

(4.1)

where, Cimg is the correct number of pixels for segmentation, and Timg is the total number of pixels marked
for the entire image[17].

All pixels labeled as lane line image areas are divided into lane line pixels and non-lane line pixels. The
ratio of the two is the recall rate recall. The calculation formula is 4.1:

recall =
TP

TP + FN
(4.2)

where, TP is the correctly predicted lane line pixel point, and FN is the incorrectly predicted lane line pixel
point.
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Table 4.1: Comparison between accuracy of different models and time consumption of single frame image

Model Accuracy/% Time consumption/ms
K-means 84.25 54

CNN+Hough 87.08 60
SegNet 90.06 50
VGG16 91.3 45

After calculation, the average accuracy rate and recall rate of the final model validation set are 91.3% and
90.6% respectively, indicating that the model has good segmentation effect. Then the lane lines in different
scenes are detected and recognized[18].

For the same experimental sample, compare the detection accuracy and single frame image time of the
author’s model with other models, and the results are shown in Table 4.1.

The experimental results show that the accuracy of the traditional lane line detection method K-means
is far less than that of other model methods combined with deep learning. Although the method of CNN
combined with Hough transform improves the detection accuracy, it takes the longest average time to process a
single frame image, compared with this method, the accuracy and average time of lane line detection of SegNet
model have been greatly improved. Compared with the other three models, the VGG16 model has significantly
improved in accuracy and single-frame image processing speed, achieving better image segmentation effect
[19,20].

The features of the lines were studied using CNN in special image extraction operation and the DBSCAN
clustering algorithm was used for line classification, which improves the accuracy of the model and the matching
results. About this method. Experimental results show that the combination of CNN and post-processing
algorithm is more accurate and reliable than conventional line detection methods.

5. Conclusion. Lane line detection is an important part of auxiliary driving and automatic driving. Lane
line deviation alarm and lane line maintenance can correct the careless operation of drivers in time, reduce traffic
accidents caused by wrong operation and fatigue driving, so as to effectively guarantee driving safety and reduce
driving complexity. In complex road scenarios, lane line detection algorithms need to be robust and real-time.

In this paper, we take advantage of CNN in special image extraction operation to study the features of the
line, and perform the post-line classification process using DBSCAN clustering algorithm, which improves the
accuracy of the model and improves the matching results. about the method. The traditional lane line detection
method K-means has much less precision than other model methods combining deep learning. Although the
CNN method combined with Hough transformation improved the detection accuracy, the average time was the
longest for processing single-frame images, and the lane line detection accuracy and average time of the SegNet
model were significantly improved compared with this method. Compared with the other three models, the
VGG 16 model showed a significant improvement in both accuracy and single-frame image processing speed,
achieving better image segmentation.

Experimental results show that the combination of CNN and post-processing algorithm is more accurate
and reliable than traditional line detection methods. The line of investigation suggested by the author is
therefore of some value. However, the algorithm still has some disadvantages: on the one hand, due to the
limitations of the image’s own hardware during training, the training time increases, and the error resulting
from training increases, which makes it impossible to learn all the network models. image features;On the other
hand, when the output data of the lane-line segmentation model is postprocessed, a small amount of pixel data
may be filtered out, leading to the failure to fit and missing part of the lane lines. The above questions are the
key direction of the next research step. Because the input image resolution of the present network is not high
enough, the localization information is not accurate enough. Moreover, when the network return is too deep,
the speed of the network cannot meet the needs of real-time detection, so the results of both detection accuracy
and speed cannot be realized. Next, we hope to innovate in the network input mode and network structure, so
as to ensure the network detection speed and increase the resolution of the image, so as to better realize the
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lane line detection.
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DIMENSION EXTRACTION OF REMOTE SENSING IMAGES IN TOPOGRAPHIC
SURVEYING BASED ON NONLINEAR FEATURE ALGORITHM

YANI WANG∗, YINPENG ZHOU†, AND BO WANG ‡

Abstract. In order to solve the problem of inaccurate image feature extraction caused by traditional extraction methods, this
paper proposes a remote sensing image size extraction method based on nonlinear multi feature fusion for topographic maps. In
this paper, SVM and DS evidence theory are combined to extract image features and classify pre processed remote sensing images.
Based on the classification results, basic probability distributions are constructed, and a DS fusion algorithm using matrix analysis
is introduced to simplify the complexity of decision level fusion algorithms; We use a multi feature fusion algorithm based on
feature proximity, using the proximity vector formed by the attraction between the feature vector and the original graphics pattern
as the fusion feature to complete the extraction of remote sensing image features. The simulation results show that after using this
method, its soft threshold classifier outputs 0.9865, 0.9965, 0.7852, 0.9921, 0.9847, 0.6879, -0.5898, -0.5678, -0.6897, -0.4785. The
algorithm in this paper can distinguish the shape features of terrain images well, and can extract the features of terrain images
more accurately, which has strong feasibility.

Key words: Image feature extraction, Multi-feature fusion, Matrix analysis, Feature proximity, Feature vector

1. Introduction and examples. Remote sensing technology has become a comprehensive technology
integrating multiple fields after decades of development since the 1960s [1]. Remote sensing technology refers to
the observation of ground objects through some devices, obtaining relevant data, but not directly contacting the
observation objects, and extracting and excavating the information from the obtained data. Different sensors
have different spectral resolution. Generally, the imaging of remote sensing technology can be divided into
the following categories according to the different resolution:
1⃝ Multispectral remote sensing image: the spectral resolution is within the range of 10-1λ, and the multispec-

tral image only contains 3-4 spectral bands, which contains less information;
2⃝ Hyperspectral remote sensing image: the spectral resolution is within 10-2λ, often with tens to hundreds

of bands, and contains rich information. This paper takes hyperspectral image as the main research
object;

3⃝ Ultra-spectral remote sensing image: the spectral resolution is within the range of 10-3λ, and this paper
does not involve ultra-hyperspectral image [2].

Hyperspectral remote sensing technology is one of the latest achievements of remote sensing technology. It
scans objects and obtains relevant information through a series of narrow electromagnetic wave bands. The
sensor forms a spectral image through hyperspectral remote sensing technology. The image contains continuous
spectral information. Researchers can use this information to find some hidden material information, which is
one of the advantages of hyperspectral remote sensing. Therefore, hyperspectral sensor imaging is a powerful
assistant for researchers to identify substances in detail and accurately estimate the abundance of substances
[3].

With the vigorous development of hyperspectral remote sensing technology in hardware, it is gradually
recognized and accepted by more people, and the application field of remote sensing technology has been
greatly expanded. But the puzzle behind the rapid development of remote sensing hardware technology is that
a large number of remote sensing data are just cold numbers, which have not been fully utilized and mined, let
alone used to serve mankind.
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The data collected by hyperspectral remote sensing technology contains a lot of information, through which
the spectral characteristics of the observed object can be closely linked with the spatial geographic information,
and many potential characteristics of substances can be easily mined by analyzing hyperspectral data, which
are important reasons why hyperspectral images are favored by more and more remote sensing experts. The
hyperspectral remote sensing technology not only obtains the spectral characteristics of the ground object,
but also preserves the relationship between the observed object and other surrounding ground objects. The
resulting images contain rich information, which provides a strong support for us to use and analyze data.

2. Literature review. Buildings are an important component of urban areas. The technology of auto-
matic extraction of buildings by computer is widely used in the fields of urban large-scale topographic map draw-
ing, urban planning, urban geographic information system construction and military reconnaissance. Driven
by these applications, many automatic building extraction methods have emerged. In recent years, automatic
building extraction from remote sensing images has become a hot spot, attracting many scholars to discuss and
study, and put forward many detection models and methods [4]. After summary, we can classify it into two
kinds of methods: traditional building detection algorithm and building detection algorithm based on machine
learning. Traditional building detection algorithms focus on describing the underlying features of buildings,
such as building detection based on gray scale, contour, texture and other features or a simple combination
of several underlying features, and building detection algorithms that add laser point clouds, DEM and other
data sources [5]. Building detection algorithm based on gray level: This kind of method is mainly to analyze
the gray level distribution in the image. Due to the different reflectivity of the building roof and other ground
objects to the sunlight, there will be gray level differences, so the building will be extracted from the image
using the region segmentation algorithm; Because most buildings have shadows, the gray contrast between the
shadows around the buildings and the background is used to detect the existence of buildings.

Therefore, Li, X proposed a multivariate fusion voting network (MFFVoteNet) framework to improve the
performance of 3D object detection in non-uniform and high-impact environments. Our method uses a point
cloud and a synchronized RGB image as input to enable object detection in 3D space [6]. Shankar, K Review
of WSI review process based on machine learning. First, the development status of WSI and CAD methods is
presented. Second, we discuss WSI data reporting, segmentation, classification, and metrics for testing activities
[7]. Wang, Z proposed a novel fusion model based on meta-heuristics for diagnosing COVID-19 using chest
radiographs. The model includes various preplanning, extraction procedures and categories. Initially, Wiener
filter (WF) technology was used for image processing [8].

This paper proposes a feature extraction method of remote sensing image based on SVM and multi-feature
fusion. The simulation results show that the accuracy and speed of pixel extraction of the method proposed in
this paper are much higher than those of traditional methods in the process of image extraction, which can be
widely used and has strong feasibility.

3. Research methods.

3.1. Remote sensing image feature extraction principle. This is because traditional remote image
feature extraction has many different parameters and is capable of extracting pixel features and recovering them
in time and frequency. Therefore, we can use this model to analyze and extract the local features of remote
sensing images during time and frequency changes, which is increasingly used after the remote sensing image is
completed [9]. Traditional remote sensing image post-processing involves extracting the main features of multi-
pixel lines from the original image by reconstructing and analyzing frequency pixels during two-dimensional
frequency transfer to the area.

3.1.1. Pretreatment before feature extraction of remote sensing image.

(1) Pixel domain subband analysis of remote sensing image. For P0, (∆s, s ⩾ 0) in the post-processing of
captured image pixels. Restore the image pixels (P0f,∆1f,∆2f, ...) of different sub-bands for the pixel range
f, and the sub-band ∆sf of multi-dimensional space contains the main features with the pixel space of 2−2s.

(2) Pixel smooth segmentation of remote sensing image. In the process of restoring the remote sensing
image pixels, set the set of ωQ(x1, x2), and calculate the corresponding function ωQ of a parameter of the
restored image pixel within a two-dimensional space range of 2−2s to obtain the set of Q similar results, as
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follows 3.1:

Q = [k1/2
s, (k1 + 1)/2s]× [k2/2

s, (k2 + 1)/2s] (3.1)

Run such calculations for image pixel restoration Q of a specific algorithm. Assuming that all image post-
processing Q = Q(s, k1, k2), and the s similarity segmentation parameters k1 and k2 change, as shown in the
following formula 3.2:

∆sf → (ωQ∆sf)Q∈Q2 (3.2)

(3) Normalization of pixels. For a second order square, normalize (TQf)(x1, x2) = 2sf(2sx1−k1, 2sx2−k2)
to calculate pixel f, and the result of Q parameter function calculated by 3.2 is [0, 1]2,as shown in the following
formula 3.3:

gQ = (TQ)
−1(ωQ∆sf), Q ∈ Qs (3.3)

The normalization operation of pixels can collect the post-processed pixels and lay the foundation for image
fusion extraction.

3.1.2. Extraction and reconstruction of remote sensing image features.
1) Remote sensing image feature straight ridge synthesis. After analyzing the straight ridge extracted from

remote sensing image fusion, any calculation parameter is newly created from the orthogonal image pixel set,
as shown in the following formula 3.4:

gQ =
∑

λ

α(λ,Q)ρλ (3.4)

2) Feature normalization of remote sensing image. The calculation in formula 3.4 can put any pixel into a
suitable spatial position, as shown in formula 3.5:

hQ = (TQ)gQ, Q ∈ QS (3.5)

3) Feature fusion and smooth synthesis of remote sensing image. The result of formula 3.5 can be used as
the inverse operation of image feature fusion boundary, as shown in formula 3.6:

∆Sf =
∑

Q∈QS

ωQ − hQ (3.6)

4) Time frequency subband reconstruction. Incorporate formula 3.6, and use image pixel reconstruction
formula to reconstruct and synthesize time and frequency, as shown in formula 3.7:

f = p0(p0f) +
∑

s>0

∆s(∆sf) (3.7)

3.2. Image feature extraction method based on SVM and multi-feature fusion. Hard interval
maximization support vector machine, also known as linear support vector machine, is the most primitive
and simplest form of support vector machine [10]. As the basis of support vector machine theory (hereinafter
referred to as SVM for short), it mainly aims at the problem of linearly separable dichotomous problems, as
shown in Figure 3.1.

First, we combine SVM and DS evidence theory, extract three types of features of image shape, texture and
fractal dimension after preprocessing the remote sensing image, and construct basic probability assignment with
the SVM classification results of three types of nonlinear single features as independent evidence, and introduce
DS fusion algorithm based on matrix analysis to simplify the complexity of decision level fusion algorithm
[11]. Multi-feature fusion algorithm is introduced to calculate the spatial approximation of the original graphic
pattern and feature vector, and the approximation is used as the fusion feature to complete the extraction of
image features.
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Fig. 3.1: Learning and application of classifier

3.2.1. Theoretical evidence of SVM . The main theoretical basis of the SVM calculation method is
the certainty of the specific position of pixels in the dimension space of remote sensing image and the balance
interval between each other during the post-processing of image capture. The spatial classification of any
number of remote sensing image pixels in the shape, texture and fractal dimension of the image is carried out
by using the formula of SVM classification and archiving. The specific method of discrimination is as follows
3.8:

f(x) = sgn(
n∑

xi∈SV

aiyik(xi, x) + b) (3.8)

In the above formula, ai is the Lagrange multiplier, SV is the support vector, k(xi, x) is the kernel function,
xi and yi are the basic support vector bases of the two calculation methods’ functions, and b is the parameters
determined according to the specific image pixel functions[12].

From the above formula, it can be seen that k(k-1)/2 SVM classification calculation methods are used to
restore remote sensing image pixels. In the process of classifying image pixels, the computer defaults to counting
once for each calculation, and sends data to all sets. Finally, the most counted image pixels are classified into
a class of image pixel sets to build the theoretical evidence of SVM.

3.2.2. DS evidence theory. The basic principle of DS evidence theory is as follows: DS evidence theory
fuses the trust functions corresponding to two or more evidence bodies and transforms them into a new function.
The implementation process of DS evidence theory is described as follows:

Let Θ be the discriminant framework, define the function m : 2Θ → [0, 1] to satisfy the condition M(Φ) = 0
(Φ is empty set),

∑
m(A) = 1(A ∈ 2Θ), and construct m(A) according to the three characteristics of image

shape, texture and fractal dimension, which is the fundamental probability assignment (BPA) on the framework
Θ. m(A) is the accurate level of trust in proposition A, and M(Φ) is the uncertainty of evidence. Assuming
that m1,m2, ...,mn is BPA to distinguish different evidences on frame Θ, m = m1

⊕
m2

⊕
...
⊕
mn can be

converted into the following formula 3.9 and 3.10 according to
∑
m(A) = 1(A ∈ 2Θ):

m(A) =
∑

A1∩A2∩...∩An=A

(
∏

1⩽i⩽n

mi(mi(A)/(1− k) (3.9)

k =
∑

A1∩A2∩...∩An=A

(
∏

1⩽i⩽n

mi(mi(A)) (3.10)

In the above formula, k is the uncertainty factor of credentials.

3.2.3. DS-synthesis algorithm with matrix analysis. This paper proposes a DS-synthesis algorithm
based on matrix analysis to fuse the features of remote sensing images. In view of the situation of identifying
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a target with n-type image features at the same time, the mutually independent fundamental trustable distri-
bution values mij and uncertainty probability θij of n-type features given to m image target categories can be
described as the following formula 3.11:

M =




m11 m12 · · · m1m θ1
m21 m22 · · · m2m θ2
· · · · · · · · · · · · · · ·
mn1 mn2 · · · mnm θn


 (3.11)

Because the sum of the mutually independent fundamental trustable distribution value mij and uncertainty
probability θij given to the target category of m images by the same image characteristics should be 1, therefore,
the sum of the elements in each row of the matrix should meet the normalization condition, as shown in the
following formula 3.12:

mi1 +mi2 + · · ·+mimθi = 1 (3.12)

Under the condition of normalization, a new matrix R with (m+1)×(m+1) is obtained by multiplying the
transposition of one row of the matrix with another row, and the DS synthesis of matrix analysis is realized[13].
The following formula 3.13:

R =MT
i Mj




mi1mj1 mi2mj2 · · · mi1mjm mi1θj
mi2mj1 mi2mj2 · · · mi2mjm mi2θj
· · · · · · · · · · · · · · ·

mimmj1 mimmj2 · · · mimmjm mimθj
θimj1 θimj2 · · · θimjm θimj




(3.13)

where the uncertainty factor k is the sum of the non-diagonal elements of the first m × n sub-matrices in the
matrix, that is, the following formula 3.14:

k =
∑

p ̸=q
Rpq(p, q = 1, 2, ...,m) (3.14)

Fusion of matrix analysis and image features under the DS evidence theory m algorithm: this algorithm
completes the matrix multiplication calculation of m+1-dimensional column vector and m+1-dimensional row
vector in each implementation process. The time required to obtain the fusion result is T ((m+ 1)2) , and the
time required to obtain the fusion result is T ((m + 1)2n), which is approximately linear with the number of
characteristic types n[14].

3.2.4. Proximity of remote sensing image features. The feature extraction of remote sensing images
is based on the fusion results of image features calculated by the -synthesis algorithm of matrix analysis. The
feature space corresponding to the image to be classified is regarded as the core point of the type. The core
point is attractive to all feature points in the feature space of the shape, texture and fractal dimension of
the remote sensing image. The closer the feature point is to the core point, the stronger the attraction. The
attraction of the core point of each image feature type is only effective in a certain spatial range.

Definition 1. In the feature space of the n-dimensional remote sensing image, the attraction between the
core point xi and the feature point xj is defined as the following formula 3.15:

Gij = e−d
2
ij/2σ

2

(3.15)

where d2ij = xi − xj is the Euclidean distance of the two remote sensing image feature vectors, and σ is the
parameter that controls the influence range of the core point of the image feature parameters. The core points
of remote sensing image feature parameters are attractive to feature points, and the core points also attract
each other[15]. The attractiveness index between the core points constitutes the proximity matrix G.
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Fig. 4.1: Classification accuracy of target samples detected by SVM classification

Definition 2. Suppose there are m samples in the n-dimensional feature space, and the proximity matrix
G is defined as the following formula 3.16:

G =




G11 G12 · · · G1m

G21 G22 · · · G2m

· · · · · · · · · · · ·
Gm1 Gm2 · · · Gmm


 (3.16)

Line i in G represents the attraction between the prototype model of image feature type and other prototype
models of remote sensing image feature type, which qualitatively reflects the statistical relationship between all
types of data and prototype models. G is a symmetric matrix whose diagonal elements are 1. For any remote
sensing image sample feature y, it is necessary to calculate the attraction between y and the prototype model
of each remote sensing image type. The feature proximity vector g of the image sample is formed by these
attractive indicators, which represents the fusion feature of the remote sensing image sample y. The proximity
vector is composed of the attraction between the feature vector and the primitive graphic pattern, and the
Euclidean distance of the row vector in g and G is compared. If the distance between g and G is close, the
feature type of the image sample can be determined to complete the feature extraction of the remote sensing
image[16].

4. Result analysis. In order to prove the usefulness of the method in this paper, it is necessary to carry
out experimental proof. In the experiment, 300 remote sensing images are used as target samples for testing.
Among them, 150 remote sensing images are all kinds of terrain with different angles, and 150 images are
other targets. 90 representative remote sensing images of grassland, road, lake and 60 other target images were
selected for training after feature acquisition[17].

4.1. Image feature vector classification detection. This paper lists 10 images that are sent into the
classifier to implement classification accuracy after the method changes in this paper, as shown in Figure 4.1.

After using this method, the output of its soft threshold classifier is as follows: 0.9865, 0.9965, 0.7852,
0.9921, 0.9847, 0.6879, - 0.5898, - 0.5678, - 0.6987, - 0.4785. The results show that the algorithm in this paper
has a good discrimination of the shape features of the terrain image, and can extract the features of the terrain
image more accurately.

The remote sensing image in the randomly collected target sample passes through the feature acquisition
channel, and is brought into the optimal classification function to check whether it is a terrain image. In the
case of no noise, the error of the extraction results of the three types of image features is around 0.0500[18].
Considering that the noise will affect the detection results, 0 2 Gaussian white noise is added to the original
image, and its shape, texture and fractal dimension consequences are shown in Figure 4.2 to Figure 4.4.
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Fig. 4.2: Shape feature error after adding noise

Fig. 4.3: Texture feature error after adding noise

It can be seen from Figure 4.2 to Figure 4.4 that the error range of the result after adding noise is basically
the same as that of the noise-free case when the three types of feature vectors extracted by the algorithm in
this paper are used for classification detection, with good noise resistance and robustness.

4.2. Comparison results with traditional methods. In order to verify the superiority of this method,
we use this method and the traditional method to compare the images of the same sample set, and the results
are shown in Figure 4.5 [19].

It can be seen from Figure 4.5 that the accuracy of feature extraction of the method in this paper is
significantly higher than that of the traditional method when tested with the method in this paper and the
traditional method respectively[20].

5. Conclusion. At present, in the post-processing of image capture, the restoration of image pixels is
the key in the whole image processing process, and in the pixel restoration process, the key problem is feature
extraction. In addition, the feature extraction of image pixels also has a significant impact on the subsequent
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Fig. 4.4: Fractal dimension characteristic error after adding noise

Fig. 4.5: Comparison of image feature extraction accuracy between traditional method and this method

work of image restoration and image calculation. This paper proposes a feature extraction method of remote
sensing image based on SVM and multi-feature fusion. The simulation results show that the speed and accuracy
of feature extraction of the proposed method are significantly improved compared with traditional methods,
which verifies the feasibility of the proposed method. The method of extracting dimensions from remote sensing
images of terrain surveying based on nonlinear multi feature fusion has many future research possibilities and
areas for improvement. Here are some directions that can be further explored and improved:

1. Feature selection and extraction algorithm: more advanced Feature selection and extraction algorithm
can be studied to better capture relevant information in remote sensing image of topographic mapping.
For example, automatic feature learning techniques in deep learning models can be explored, as well
as specific feature extraction methods that are more suitable for terrain surveying.

2. Data augmentation and incremental learning: Remote sensing images of terrain surveying may have
different variation patterns and uncertainties. Therefore, data augmentation techniques can be studied
to increase the diversity of training data through operations such as synthesis, rotation, and scaling,
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thereby improving the robustness and generalization ability of the model. In addition, introducing
incremental learning methods can achieve rapid adaptation to new data and model updates to cope
with constantly changing terrain conditions.
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RESEARCH ON INTELLIGENT AGRICULTURE BASED ON ARTIFICIAL
INTELLIGENCE AND EMBEDDED PERCEPTION ALGORITHMS

XINHUAN ZHAO∗, FANG ZHANG†, AND NA GAO‡

Abstract. In order to solve the problems of weak collection link, limited data coverage and poor real-time for big data in
agriculture, smart agriculture by implementing artificial intelligence and embedded sensing is proposed. The front-end perceptron
and wireless gateway were designed. A steady-state data collection system was constructed according to the characteristics of
intelligent agricultural information data. Combining various algorithms such as data unification and data recognition, intelligent
perception calculation parameters were extracted. The adaptive steady-state sensing model was designed relying on deep learning
technology in the field of artificial intelligence. The experimental results show that the RMSE value of the designed system in the
study is 0.028, which meets the requirements of intelligent agricultural information data perception accuracy. It is concluded that
agricultural big data is a collection of data involved in the process of agricultural production, transportation and marketing, and
data collection is the most important part of it.

Key words: artificial intelligence, embedded sensing, smart agriculture

1. Introduction and examples. The development of artificial intelligence in agriculture has changed
people’s thinking about agricultural management services. Based on the background of big data, the reason-
able use of artificial intelligence can effectively monitor the production of agricultural products and build a
management system that combines information monitoring and services. The system has the functions of early
warning of natural disasters, prevention and control of pests and diseases, and prediction of market fluctuations,
which effectively reduces the construction of agricultural platforms and creates new engines and dynamics of
agricultural and rural modernization [1]. Intelligent agriculture refers to an agricultural model that utilizes mod-
ern technological means to improve agricultural production efficiency and agricultural product quality. Among
them, the application of artificial intelligence and embedded perception technology can greatly improve the
efficiency and intelligence level of agricultural production.

In order to accelerate the construction of digital agriculture, we should not only play the role of the gov-
ernment, but also mobilize the strength of all parties to form a joint effort to promote it. We should encourage
and guide social capital to invest in agriculture and broaden the source of funds for agricultural and rural
development. In accordance with the digital construction carried out by agricultural enterprises and new busi-
ness entities, it is recommended that the government introduce relevant support policies to provide financial
incentives to accelerate the process of digital platform construction. We should strengthen the construction
of agricultural infrastructure, actively carry out the creation of modern agricultural parks, and fundamentally
improve the conditions of agricultural practices. We should strengthen digital agriculture and rural business
training, carry out digital agricultural talents to the countryside, popularize digital agriculture-related knowl-
edge, digital technology application and management level of new business entities and high-quality farmers.
We should play the role of scientific research institutions, universities, enterprises and other parties to speed
up small farmers and digital agriculture interface, and accelerate the integration and application of agricultural
data. At the same time, we should use digital technology to transform traditional industries in the countryside,
attract outstanding urban talents to return to their hometowns for employment and entrepreneurship, inject
new ideas, new thinking and new strategies into agricultural production, guarantee the scientific nature of
agricultural business decisions, and further promote the high-quality development of digital agriculture [2,3].
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2. Literature Review. With the Internet of Things, big data, artificial intelligence and other technol-
ogy applications continue to sink into the social life of production practices, digital agriculture has become
the focus of the development of the agricultural industry now and in the future. Artificial intelligence can
improve the accuracy and speed of agricultural production decision-making by analyzing a large amount of
agricultural data. For example, using machine learning algorithms to analyze and predict agricultural data can
predict crop growth periods, diseases and pests, and take timely measures to protect crops and improve crop
yield and quality. The deepening of the application of digital agriculture in China’s agricultural production
prompts significant changes in China’s traditional agricultural production methods. More and more crude,
mechanical and empirical production modes are developing towards intensive, intelligent and scientific. Today,
digital applications have become the mainstream of industrial production and social life, while the application
of digital technology in agricultural production is still in its infancy. The agricultural sector may be the last
industry where information technology and digitalization are popularized. The reasons for the slow diffusion of
digital technology applications in agriculture are multi-layered, the main reason of which is that the scattered
production and operation mode in rural areas of China is not conducive to the concentration of data resources
in the informatization system [3]. And with the continuous improvement of rural communication infrastructure,
the gradual maturity of agricultural IoT technology, and the national vigorous promotion of the construction
of modern agricultural industrial parks, data integration in the whole agricultural industry chain has become
possible. Liu, S. et al. constructed an agricultural Internet of Things (IoT) management system to realize the
integrated management of Internet devices, environmental data, video data and agricultural expert knowledge.
Then, they introduced the current status of agricultural IoT from the perspective of sensing technology, trans-
mission technology and three intelligent information processing technologies, analyzed the economic benefits of
IoT for agricultural production, and proposed future research priorities and development directions for agricul-
tural Internet in China [4]. Vermesan, O. et al. introduced ECAS vehicles through artificial intelligence (AI) in
vehicle and infrastructure-level architectures based on evolution of distributed intelligence based domain con-
trollers, regional vehicles and federal vehicle/edge/cloud centers, and the role of AI technologies and approaches
in achieving different autonomous driving and optimization functions for sustainable green transportation [5].

Agricultural big data is the overall collection of data involved in the process of agricultural production,
transportation and sales, and data collection is prominent as its most important link. Embedded perception
technology can achieve real-time monitoring and data collection of agricultural production environment, such as
temperature, humidity, lighting and other environmental factors. At the same time, it can also achieve real-time
monitoring of crop growth, such as crop growth status, pests and diseases. These data can be used to improve
the accuracy of agricultural production, thereby reducing waste and improving agricultural efficiency. In the
early days, the degree of agricultural informatization was low, agricultural data was small and the mining value
was low. However, in recent years, the development of agricultural artificial intelligence and embedded sensing
technology has made agricultural data show a spurt growth. Although the current development of agricultural
big data is a big improvement over the previous, there are still some problems in the data collection link:

1. The data collection in agricultural production is uneven, only in the more developed areas of commu-
nication, and data transmission is mainly wired network;

2. The data collection is mainly based on sensor text information, with less image and video information;
3. The cost of the existing intelligent agricultural monitoring system is high and the system integration

is low, it is not applicable to areas where broadband is not laid, and it is difficult and costly to deploy.
By summarizing the previous research experience, artificial intelligence technology is adopted in this study

to establish an embedded sensing system with artificial intelligence adaptive sensing model as the focus to
realize the sensing of agricultural information.

3. Method.

3.1. Front-end perceptron design for artificial intelligence-based embedded sensing system
for agricultural information. In order to realize the collection and transmission of agricultural information,
the front-end perceptron is designed. The agricultural information embedded sensing system of artificial intel-
ligence is a system that applies modern sensing technology, communication technology, computer technology,
and artificial intelligence technology to the agricultural production process. The front-end perceptron is an
important component of the system, mainly responsible for collecting various parameter information in the
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Fig. 3.1: Block diagram of the hardware structure of the gateway

agricultural production process and transmitting this information to the backend data processing center for
processing and analysis. Considering the node power consumption and information reception sensitivity de-
gree, the front-end sensing device designed in the study uses the CC2530 chip as the core, and connects the
CC2530 chip to the microcontroller I/O port for the purpose of information exchange. Then it is combined
with wireless transceiver module, clock module and other structures to complete the front-end sensing device
design [6].

3.2. Wireless gateway design for artificial intelligence-based agricultural information embed-
ded sensing system. The wireless gateway is designed mainly for data transmission, encapsulation and
parsing. Through research, it is known that the S3C2440 microprocessor can operate at a maximum frequency
of 400MHz, which can meet the working requirements of the sensing system. In this study, it is used as the
design core of the wireless gateway, and then it is connected with components such as TFT-LCD display and
remote control keypad. The actual hardware structure of the wireless gateway is shown in Figure 3.1.

In addition to the hardware structure of the gateway shown in Figure 3.1, the LM25965-5.0 switching
voltage regulator is installed at the gateway power supply in order to enhance the stability of the gateway
application.

3.3. Building intelligent agricultural information data collection system. The sensing of smart
agriculture information needs to be based on data. The data collection structure of smart agriculture informa-
tion shown in Figure 3.2 is designed in the study. The construction of an intelligent agricultural information
data collection system requires consideration of multiple aspects, including the selection and configuration of
hardware equipment, the design and implementation of data collection methods, data storage and processing,
data display and analysis, etc.

In the acquisition structure shown in Figure 3.2, S denotes the data collector, C denotes the encoder,
l1andL2 denotes the channel length. In order to ensure the integrity of steady-state data acquisition, an in-
depth analysis is conducted for the two phases of information transmission, and the acquisition information of
a single data concentrator is clarified, and the acquisition information is calculated by the coding function to
generate the input signal. A moment in the data acquisition structure shown in Figure 3.2 is selected, and the
data acquisition channel is described by Equation 3.1.

Ya = Xja + Za, Za ∈ N (3.1)

In Equation 3.1, X denotes the input signal, Y denotes the output signal, a denotes the acquisition moment,
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Fig. 3.2: Structure of intelligent agricultural information data collection

m denotes the number of data acquisition points of intelligent agricultural information, and denotes a data
collection point, Z denotes interference noise, and N denotes variance [7,8].

Setting the critical capacity of the channel to transmit information in line with the minimum coded trans-
mission requirements, the channel upper limit is calculated as Equation 3.2.

Q = L1

m∑

j

log(1 +
Pj
Nj

) + L2[log(1 +
Pf
Nf

) + log(1 +
PZ
NZ

)] (3.2)

In Equation 3.2, Q denotes the upper limit of the channel, PjPfPz denotes the average noise power of the
information transmission process, NjNfNs denotes the noise variance of the information transmission process.
For each average noise power analysis, the power constraint of each information transmission stage can be
derived.





Pj ⩾
1
n

n∑
a=1

[Xj1(wj , a)]
2

Pf ⩾ 1
n

n∑
i

(X12, ..., Xm2, i)
2
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1
n

n∑
i

Z2
i

(3.3)

In Equation 3.3, ω indicates the agricultural information state quantity. Combining with the constraints
shown in Equation 3.3, the spacing of the front-end data collectors in the steady-state data collection structure
is set to realize the overall collection of steady-state data.

3.4. Extraction of intelligent perception calculation parameters. Based on the results of agricul-
tural information data collection, techniques such as data unification and data recognition are applied to extract
the mainstream features of steady-state data. Considering that the collected data are associated with both
time and space, a data unification multi-layer model is designed in the study to identify the data states. Each
feature quantity for the collected steady-state data is recorded to form the following matrix.

D =




d11 ... d1α
. .
. .
. .
dβ1 ... dβz




(3.4)

In Equation 3.4, D denotes the acquisition matrix, d denotes the number of individual features of the
acquisition data, αβ denotes the number of columns and rows of the acquisition matrix.

ω̃α = (v1, v2, ..., vα) (3.5)

In Equation 3.5, ω̃ denotes a sequence of steady-state data vectors, v denotes the matrix column vector.
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Considering that the frequency of steady-state data collection varies, some of the collected data have the
problem of loss. In the study, a dynamic time programming method is used to calculate the similarity of discrete
sequences, and complete the sequence expansion and compression to ensure the uniformity of the sequence scale.
A column vector is randomly selected as the reference vector within Equation 3.5, and the Euclidean distances
of other column vectors are calculated to generate multiple distance matrices.

Ok =




B11 ... B1β

. .

. .

. .
Bβ1 ... Bββ




(3.6)

In Equation 3.6, k denotes the column vector, Ok denotes the distance matrix, B denotes the Euclidean
distance. The distance matrix is extrapolated to form several distance loss matrices to complete the calculation
of the column vector similarity.

θ =




ε11 ... ε1β
. .
. .
. .
εβ1 ... εββ




(3.7)

Q = {Q1, Q2, ..., Qβ} (3.8)

In Equation 3.7 and 3.8, θ denotes the distance loss matrix, ε denotes the degree of loss, and Q denotes the
optimally adjusted sequence and also the set of shortest paths within the matrix. The distance between the
steady-state data vectors is adjusted by dynamic regularization techniques to ensure the distance minimization.

Then, using principal component analysis, the validity of the steady-state data is evaluated, duplicate re-
dundant information is removed, and the complexity is calculated. First, the normalization process is performed
for the adjusted vector distances to obtain the normalization matrix shown below.

U = ξ − ξ

β
(3.9)

In Equation 3.9, U denotes the normalized matrix and ξ denotes the interval distance adjusted covariate
data, and based on the calculation of Equation 3.9, the covariance matrix and singular value decomposition
formulas are obtained as follows.

E =
1

β
U (3.10)

svd(E)[H,R, F ] (3.11)

In Equation 3.10 and 3.11, E denotes the covariance matrix, svd denotes the singular value decomposition,
H, R, F denotes the matrix formed after decomposition, H denotes the dimensionality reduction matrix, and
the main data vectors are dimensionally reduced by using the dimensionality reduction matrix.

Relying on the above dimensionality reduction data, the intelligent perception parameters of a single sample
are calculated in combination with support vector machines, and then the likelihood functions of the unknown
parameters are calculated with reference to the independence of each observed object within the collection
sample. In summary, the extraction of intelligent perception computational parameters is completed [9].
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Fig. 3.3: Artificial intelligence-based adaptive perception model

3.5. Building an artificial intelligence adaptive perception model. The embedded sensing system
designed in the study is centered on artificial intelligence technology, i.e., an artificial intelligence adaptive
perception model is used as the focus of the research, and deep learning techniques within the field of artificial
intelligence are applied to construct an adaptive perception model. The adaptive perception of the steady-state
action behavior is divided into two parts, on the one hand, the input to output calculation of the AI neural
network, and on the other hand, the parameter weights are modified based on the output perceived posture
values. Deep learning technology is a machine learning method based on artificial neural networks. Its main
feature is that it can automatically learn and extract features from data, and thus construct more accurate and
efficient models. In embedded sensing systems, deep learning technology can be applied to the construction and
optimization of perception models. By training and learning the data collected by sensors, more accurate and
adaptive perception models can be constructed, improving the perception accuracy and stability of the system.

The adaptive perception model relying on artificial intelligence technology consists of four main layers of
structure, as shown in Figure 3.3.

According to the schematic diagram of the perception model shown in Figure 3, it can be seen that the
input layer includes the current steady-state condition of intelligent agricultural information, and according to
the two parameters mentioned above, the input vector is described as:

λ(t) = (λ1(t), λ2(t), ..., λ2(t)) = {ρ(t), ρ(t− 1), ..., ρ[t− (∂ − 1)τ ]} (3.12)

In Equation 3.12, λ(t) denotes the input vector of the perceptual model in time input vector, ∂ denotes
the attack time interval, ρ denotes the steady state condition of agricultural information data, τ denotes the
time delay.

The information of the input layer of the adaptive perception model is passed to the hidden layer, which is
computed via multiple hidden nodes to obtain.

µ(t) =
1

1 + ψr
(3.13)

In Equation 3.13, µ denotes the hidden layer output result, ψ denotes the constant, and r denotes the
parameter weights.

The output results of the hidden layer are applied to the random layer to calculate the Gaussian distribution
characteristics of the steady-state data as a way to describe the distribution of the output data. Considering the
results of Gaussian distribution calculation for each hidden node, which is directly influenced by the intelligent
perception parameters, the random layer output is expressed as:

η[µ(t), r0] =
1

1 + ψµ(t)r0
(3.14)
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In Equation 3.14, η denotes the random layer output result, r0 denotes the hidden node parameter weights.
Finally, an adaptive reinforcement learning mechanism is added to the output layer to further analyze the

output results of the stochastic layer, which is expressed as a one-dimensional Gaussian function. The steady-
state perception results are obtained using intelligent perception calculation parameters, and then adaptive
learning is performed for the deviations in the stochastic layer to update the parameter weights and obtain
more accurate adaptive perception results for the steady-state operational behavior.

3.6. Developing the embedded sensing system. After the software design is completed, an embedded
real-time operating system is used for software development. Its main feature is that it can respond to external
events in real-time, while ensuring that the system can complete the processing of events within a specific time
range. The application of embedded real-time operating system divides the software development into several
subtasks and ensures that each subtask is responsible for the corresponding responsibilities and gives each
subtask the corresponding operation order.

Considering that the perception system designed in the study is an embedded operating system, a com-
parative analysis of commonly used embedded real-time operating systems shows that the UCOS- system has
free real-time characteristics and can support more than 250 tasks to be developed simultaneously. Therefore,
UCOS- is chosen as the system software development platform in the study [10-11].

Usually, embedded real-time operating systems let the tasks in the front of the operation order run first
during software development and can interrupt other tasks in the operation order for CPU preemption at any
time. This development model optimizes the response time of software subtask development. This development
model is applied to the development of the perception system, so as to make the functional software development
into task-oriented software development and realize the simplification of the logical structure of the intelligent
agricultural information data perception system. Finally, the software structure is set to three layers by using the
embedded real-time operating system to avoid presenting the underlying hardware directly in the visualization
interface, which facilitates the expansion of software and hardware respectively. So far, the overall design of
the intelligent agricultural information data embedded sensing system is completed.

3.7. System test. In the study, the artificial intelligence technology is relied on to design an intelligent
agricultural information data embedded sensing system. In order to verify the practical application effect of
the system, a system test is conducted. During the test, the IEEE39 node system is used as an example to
apply the system designed in the study to obtain steady-state sensing results and clarify the feasibility of the
system designed in the study.

3.8. Building the test environment. Considering the embedded architecture of the design system in
the study, the system testing process is based on Linux system, and multiple virtual machines are used to build
the system testing environment to display the perception results in a visualized form in front of the user while
the intelligent agricultural information data, and the system testing environment is shown as follows. Through
the establishment and testing of the system test environment, the correctness and stability of the system can
be verified, and the potential problems can be found and solved in time to ensure that the system can achieve
the desired effect in practical application.

Combined with seven virtual machines, the test environment is completed by using Linux Ubuntu version
of the operating system and JDK version programming components. Among them, four virtual machines act
as Data Node slave nodes, two act as master nodes, and the remaining one is a management node. The actual
configuration information is shown in Table 3.1.

According to the configuration information shown in Table 3.1, the IP address division of the virtual
machine is realized, the programming components are installed on each virtual machine separately, and the
environment variables are configured after the programming software is installed.

The configuration of environment variables starts from the settings of SSH protocol and Hadoop users.
First, the SSH protocol is installed in each virtual machine, and a directory with the .SSH suffix is created
to facilitate subsequent system startup and command execution. Then, the SSH protocol is used to generate
keyless password pairs for Hadoop users and save them in the SSH directory. Finally, after the installation
of Hadoop components is completed, the core component core-site.XML and MapReduce framework files are
configured to complete the address configuration of slave and master nodes [12,13,14,15]. During this test, the
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Table 3.1: Virtual machine address assignment

Nodes IP Address

CDH Management Node 192.168.155.1
CDH Primary NameNode 192.168.155.2

CDH Secondary NameNode 192.168.155.3
CDH DataNode 1 192.168.155.4
CDH DataNode 2 192.168.155.5
CDH DataNode 3 192.168.155.6
CDH DataNode 4 192.168.155.7

Fig. 3.4: Time-series data of agricultural information data

node system is the main result, which contains 10 generators, 46 lines and 19 load nodes in the system. In
the above test environment, the sensing system proposed in the text is run to obtain intelligent agricultural
information data.

3.9. Setting perceptual model parameters. In order to improve the accuracy of the test results,
reasonable parameters are set for the artificial intelligence adaptive sensing model before the system is run.
Running the IEEE39 node system is shown in Figure 3.4. The Nessus software is applied to scan the system
acquisition characteristics, and the professional software is used to simulate network attacks during the scanning
process to collect the 200 posture timing data shown in Figure 3.4.

As shown in Figure 3.4, agricultural information data can be regarded as nonlinear sequences, and agricul-
tural information data situational awareness is accomplished by nonlinear mapping from different dimensional
output spaces. Using the above 200 steady-state time-series data, 197 and 195 sets of test samples can be
obtained when the dimensionality of the input vector is set to 3 and 5, respectively. The above data samples
are applied to train the artificial intelligence adaptive perception model and compare the errors of the system
output results under different parameters, so as to determine the final parameters of the model. It is known
from the study that when the input vector dimension is set to 5, the number of nodes in the implicit layer of
the model is 20, and the prediction results for the next time period of agricultural information data are more
accurate [16,17,18].

4. Results and Discussion. After the parameters of the artificial intelligence adaptive sensing model
are set, the embedded sensing system proposed in the study is applied to sense the steady-state operational
behavior changes of the IEEE39 node system in one day, and the sensing results are combined with the actual
detected state values to generate the line graph of the sensing results shown in Figure 4.1. The differences



Research on Intelligent Agriculture Based on Artificial Intelligence and Embedded Perception Algorithms 4263

Fig. 4.1: Line graph of sensing results

between the sensed and actual data are analyzed to clarify the application performance of the designed system
in the study.

According to the sensing results shown in Figure 4.1, it can be seen that, compared with the intelligent
sensing and condition sensing technology and application of substation equipment, the stable posture values
obtained by the sensing system designed in the study match the actual posture values in most cases, and
the sensed posture is opposite to the actual posture only at ten and fifteen points. In order to describe the
application effect of the sensing system more intuitively, the accuracy of the sensed posture value is calculated
by using the RMSE value index in the study.

RMSE =

√√√√ 1

n

n∑

i=1

|xi − xi|2 = 0.028 (4.1)

In Equation 4.1, RMSE denotes the mean square root error, n denotes the amount of steady-state action
behavior data, i denotes a sample of steady-state data, xi denotes the actual posture value, xi denotes the
perceived potential value. According to Equation 4.1, the RMSE value of the designed system in the study is,
which satisfies the accuracy requirement of intelligent agricultural information data sensing [19,20].

5. Conclusion. In this study, it is proposed to realize intelligent agriculture by implementing artificial
intelligence and embedded sensing. With the advancement of artificial intelligence technology, big data analysis
can be more perfect. Secondly, artificial intelligence services provide a flexible infrastructure for agricultural
big data analysis, which greatly simplifies the system scale of big data analysis and can be expanded according
to demand, making it easy to manage workload. Finally, artificial intelligence services make users to perform
big data processing without large-scale big data resources, which greatly reduces the big data system operation
costs of agriculture-related enterprises and organizations and brings great value to agricultural development.
In the era of big data, artificial intelligence is the strategic direction of future agricultural development, which
can effectively improve agricultural production and quality, promote agriculture in the direction of green and
ecological development, and then achieve the goal of smart agriculture.

The application of artificial intelligence and embedded sensing technology in intelligent agriculture can
greatly improve the efficiency and quality of agricultural production, laying the foundation for the future devel-
opment of intelligent agriculture. Firstly, through the application of artificial intelligence technology, intelligent
agricultural management and decision-making can be achieved. For example, using artificial intelligence tech-
nology to analyze data such as farmland soil and crop growth status, predict crop growth trends and yields,
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and provide more accurate and scientific decision-making basis for agricultural management. Secondly, the ap-
plication of embedded sensing technology can achieve real-time monitoring and remote control of agricultural
production. For example, using embedded sensors and controllers to monitor environmental factors such as
weather, soil, and water quality, providing real-time feedback on data and controlling irrigation, fertilization,
and other operations to improve crop production efficiency and quality.
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THE APPLICATION OF INTELLIGENT WELDING ROBOTS AND VISUAL DETECTION
ALGORITHMS IN BUILDING STEEL STRUCTURES

WEI ZHANG∗AND JUNHUA LI†

Abstract. In order to understand the application of welding robots in building steel structures, the author proposes a research
on the application of intelligent welding robots in building steel structures. The author first analyzed the characteristics of complex
and diverse structural forms of building steel structure components, small batches, no repetitive components, diverse welding joint
forms, low precision of components and assembly control, and proposed specific requirements for the application of intelligent
welding robots, such as fast programming to meet diverse structural forms, rich and powerful welding process databases, and high
adaptability to parts and assembly deviations. Secondly, it is described that existing welding robots have mature contact sensing
and arc tracking functions, have offline programming software, and can achieve thick plate groove welding. They already have the
technical foundation to achieve automatic welding in building steel structural components. Finally, combined with practical cases,
taking a commercial building project as an example, the construction land area is 31689m2, using Q460GJC steel, with a maximum
plate thickness of 100mm, the steel structure includes extended arm honing frame, radial separation frame, ring separation frame,
and other contents, and is connected to the core tube as a whole. Describe the application content and methods of robot technology
in the manufacturing of building steel structures, including parameter selection, programming methods, welding processes, and
more. In order to achieve the goal of automatic welding of building steel structure robots. According to the application results,
compared with traditional manual welding, intelligent Robot welding welding has higher efficiency and better quality, which is
worth popularizing and applying comprehensively. Comprehensive comparative analysis, compared with manual welding, intelligent
Robot welding has the advantages of higher efficiency and more stable quality, and has the technical conditions for comprehensive
promotion.

Key words: Intelligent welding, Robots, Building steel structure

1. Introduction. With the rapid development of the construction steel structure industry, there are more
and more steel structures for large-span, venue, and super high-rise buildings, and the types of components are
becoming increasingly complex. Their design and production accuracy requirements are high.

At present, the low efficiency and unstable quality of manual welding operations often become the biggest
obstacles to improving production efficiency and product quality stability. The improvement of welding level,
especially automatic welding level, in steel structure manufacturing enterprises is the key to achieving rapid
development of steel structure technology, the actual production components are shown in Figure 1. Although
the welding workload in the construction steel structure manufacturing industry is large, there are significant
difficulties in achieving fully automated welding due to the current non-standard design of construction steel
structures, multiple types of components, small batch production of single pieces, complex processes, and low
cutting and assembly accuracy in the previous process; However, the continuous innovation of advanced welding
technology in the steel structure manufacturing industry and the application of efficient and intelligent welding
equipment are gradually improving the quality of steel structures. At present, the vast majority of steel structure
enterprises are still in the wait-and-see stage in the application of welding robots, considering the high cost and
immature application of welding robots. With the development of the welding robot industry, the application
of robots in the welding of U ribs and plate units in bridge projects is relatively mature; And in non bridge
projects, enterprises have already put welding robots and supporting tooling systems into actual component
production lines; Under the booming trend of robotics, the emergence of small welding robots and emerging
technologies is also driving the application of intelligent steel structure welding. Welding robots have been
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Fig. 1.1: Application of Intelligent Welding Robot in Building Steel Structures

widely used in industries such as automotive manufacturing and medical devices due to their high efficiency,
performance, and quality. These products have the characteristics of standardization and large batches.

At present, the level of welding automation in industrialized countries around the world has reached as
high as 80%, resulting in significant advantages in terms of efficiency and quality. According to the estimated
consumption of welding materials for manual and automatic welding, the nominal degree of welding automation
is 30%, which is a significant difference compared to this. With the development of building welding struc-
tures towards large-scale, heavy-duty, and high-precision parameters, the low efficiency and unstable quality of
manual welding operations often become the biggest obstacles to improving production efficiency and product
quality stability. In order to meet the special requirements of high-strength, thick plates, and long welds, the
improvement of welding level, especially automatic welding level, is the key to achieving the rapid development
of steel structure technology. Therefore, rapidly improving the level of welding automation has become an
urgent and important task [1].

2. Literature Review. Intelligence and interconnection have become the mainstream direction for the
future development of welding robots. The so-called intelligence mainly refers to the precise tracking and sensing
of welding seams. In order to replace manual welding operations, robots need to accurately track welding based
on the actual situation of the groove. Therefore, the mainstream development trend is to shift from a single
teaching type to a multi-sensor and intelligent flexible processing system centered on intelligence. At present,
most of the intelligent welding robots retained in the market are still teaching type, and the precise tracking
and sensing technology for welds is not yet mature, and there is still great room for improvement.

Compared to the slow progress of intelligence, there has been significant progress in the interconnection
of welding robots. The welding robot regional interconnection technology introduced by China Construction
Steel Structure Co., Ltd. has been successfully applied to the on-site installation of steel components. Intercon-
nection technology connects welding robots and terminal devices through regional networks, enabling remote
information operation of welding. This not only improves welding efficiency, but also ensures the safety of
operators.

At the same time, the real-time operation of the welding site can also be synchronized to the company’s
monitoring system through the network, further strengthening the control of welding quality. The intelligent
and interconnected development of welding robots is the overall trend of their future development, and they
will also make significant progress in other areas, such as automatic cleaning of welding slag, welding of complex
components, and long installation time before welding, which require step-by-step technological breakthroughs,
these are not bottlenecks that constrain the development of welding robots. Driven by market demand, the
future development potential will be enormous. The position of the steel structure industry in the national
economic development system is irreplaceable. With the increasing domestic steel production year by year, the
application of welding technology in construction is also becoming increasingly popular, which has a huge impact
on engineering safety and functional applications.Diaz-Cano, et al., propose an online robot programming
approach that eliminates the traditional unnecessary steps in robot welding, allowing the operator to complete
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Fig. 3.1: Typical Welding Robot System Structure

the welding task by performing only three steps[2].Canfield, S. L. et al., propose a collaborative robot model
and model calibration strategy to aid teaching and monitoring of welding tasks. This method uses a torque
estimation model based on robot momentum to create an observer to evaluate external forces [3,4].

At present, the structural form of steel structure buildings is complex. Introducing welding robots into the
technology can lead the industry to gradually develop towards digitization and industrialization, fully meeting
the requirements of technological innovation and environmental protection, and comprehensively improving the
quality and efficiency of steel structure welding.

3. Research methods.

3.1. Technical methods for the application of intelligent welding robots . In the welding of
structural components in industries such as bridges and construction machinery, there are problems such as
large workpiece sizes and plate thicknesses, poor welding groove processing, and poor accuracy in workpiece
assembly, in order to achieve good welding results, robots need to have sensing and tracking functions equivalent
to human vision, touch, and other senses - that is, tracking and correction functions. The welding robot system
can achieve functions such as finding the starting point of welding and tracking the weld seam through devices
such as contact sensors, arc sensors, and laser tracking sensors (Figure 3.1).

3.2. Contact sensing function. The contact sensing function is a collection of starting point sensing,
3-directional sensing, welding length sensing, arc sensing, root gap sensing, multi-point sensing, etc. The robot
senses voltage through the end of the welding wire (or welding gun nozzle), detects deviation and groove size
of the welding workpiece, and remembers the position of the workpiece or weld seam.

Through the combined application of these functions, the welding process can be unaffected by errors
caused by workpiece processing, assembly welding, and welding clamp positioning. It can automatically find
the starting position of the weld seam and identify the weld seam situation, compensate for weld seam offset,
deformation, length, and groove width changes, and ensure that the robot can weld smoothly. The principle
is shown in Figure 3.2, and the contact sensing function is mainly used for locating the starting point of the
weld and locating the groove [5,6].

(1) Finding the starting point of the weld seam. The starting point of the weld seam is located by sensing
the surface of the workpiece in three directions, in order to perceive the actual position of the component
weld seam to be welded [7,8]. The deviation between the actual position and the position of the component
weld surface during teaching is calculated through a program, and then the deviation is added to the welding
position during programming to find the correct welding position, correct the welding position deviation caused
by assembly, assembly, and welding, and achieve the goal of ensuring welding quality.
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Fig. 3.2: Schematic diagram of contact sensing function

(2) Groove sensing and groove positioning sensing. Through the contact sensing of welding wire (or welding
gun nozzle), the specific position of the weld groove can be quickly and conveniently found, and the width and
depth of the groove can be automatically detected. At the same time, the groove angle can be calculated, which
can be provided for the welding program to judge and adjust.

3.3. Arc tracking function . The arc tracking function is a function that searches for the center of the
welding line, corrects the deviation of the welding workpiece in real-time, automatically detects the position of
the welding line, and tracks the position deviation based on the feedback value of the welding current during
swing welding. Especially in the multi-layer and multi-pass welding process, the workpiece change information
obtained during the first layer of welding is utilized, and after the control system organizes and calculates, the
results are directly applied to the welding after the second layer. Arc tracking is divided into welding line
tracking (left and right direction tracking and up and down direction tracking) and groove width tracking [9].

(1) Welding line tracking. After the position of the starting point is determined, the correctness of the
welding direction also needs to be ensured using the arc tracking function. Arc tracking refers to the real-time
monitoring of welding voltage and current changes by the welding robot system through software during the
welding process, analyzing and calculating the changes in arc length, and correcting the deviation of the weld
seam through software adjustment of the robot’s posture, thereby achieving seam position tracking.

(2) Groove width tracking. The arc welding robot system detects multiple points on the entire weld seam
before welding, calculates the width of the weld seam groove through software, and then obtains the change in
the width of the entire weld seam. During the welding process, by automatically adjusting the welding swing
amplitude and welding speed, a weld seam with consistent height and shape is obtained, achieving the goal of
improving welding quality [10,11].

3.4. Teaching Programming and Offline Programming. All welding robots have the function of
teaching programming, which guides the welding gun to the starting point through the teaching box, and
then determines the position, motion mode (linear or arc interpolation), swing mode, welding gun posture, and
various welding parameters, at the same time, the movement speed of peripheral devices can also be determined
through the teaching box. The welding process operations include arc striking, arc extinguishing, and filling
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arc pits, which are also given through the teaching box. After the teaching is completed, the welding program
can be produced. For the welding seams of structural components with complex structures, different shapes,
and larger volumes, especially for the production of multi variety, small batch, and single variety, non batch
welded structural components, online teaching will inevitably spend a lot of time, reduce equipment usage, and
increase the labor intensity of operators. The method of online teaching directly restricts the application of
welding robots, as is the case in the steel structure industry [12,13,14].

Offline programming technology utilizes 3D modeling software to copy the real work robot system into a
computer, and then imports the component models generated by SolidWorks or ProE software into the robot
scene in the computer. The workpiece can be programmed in an offline simulation environment, allowing
the robot to complete welding programming independently on the computer without the need for the robot
equipment itself. The program for on-site teaching and editing can be copied, translated, and other basic
programs that can be read by offline programming software, greatly reducing the preparation time for welding
programming and improving the utilization rate of intelligent robots [15].

4. Experimental analysis.

4.1. Project Introduction. Taking a certain commercial building project as an example, the construction
land area is 31689m2, using Q460GJC steel with a maximum plate thickness of 100mm. The steel structure
consists of extended arm honing frame, radial separating frame, ring belt separating frame, etc., and is connected
to the core tube as a whole. The steel used in this project is about 120000 tons, and the cotton frame layer
structure is complex. In terms of design, high-strength bolts are used to connect with welding. The weight of
a single component is 90 tons, and the welding quality and installation accuracy requirements are strict. The
steel is mainly Q345GJC, which is a low alloy high-strength structural steel with a thickness range of 20-130mm.
In actual construction, it is controlled according to foreign welding standards [16].

4.2. Application method.

4.2.1. Parameter determination. The robot in this building adopts a modular development route, with
trajectories, actuators, multi degree of freedom welding guns, control platforms, and intelligent control modules,
which can fully meet the on-site installation and welding needs of steel structures. In order to meet the various
welding operation requirements on site, the main parameter selection is: in terms of technical parameters, the
robot adapts to the welding position and supports horizontal, vertical, upward and 360◦ all position welding;
Supports straight seams, circumferential seams, and irregular welds, supports circular workpiece sizes with a
diameter exceeding 168mm, and the robot’s walking speed is between 0-160cm per minute; The angle swing of
the welding gun adopts a strip conveying method, with a swing speed of 0-255cm per minute and an amplitude of
±25mm; The horizontal tracking stroke is 200mm, the vertical tracking stroke is 150mm, and the programmable
parameter adjustment amplitude is ±20%. In terms of melting efficiency, the efficiency of thick plate long
weld welding is 1.5 times higher than that of arc welding; The magnetic adsorption type track of the robot is
driven by friction, with a fine and compact body structure and convenient installation [17,18].

The comparative analysis of the technical performance of different mechanisms is shown in Table 4.1.
Finally, a cage type positioner continuous flipping device was selected, and two workstations were arranged
simultaneously. During welding operations, one workstation could be used for loading and unloading of vertical
components, improving efficiency and the utilization rate of welding robots.

4.3. Programming method. This welding robot system supports three programming methods:

(1) Online teaching programming. Online teaching programming cannot be widely applied in building steel
structures due to long equipment usage time and low efficiency, and can only be used as a supplementary
application for on-site adjustment.

(2) Offline teaching programming. Through traditional offline teaching programming software, offline pro-
gramming of all steel structure components can be achieved, meeting the requirements of welding usage. How-
ever, due to the numerous types of building steel structures, the standardization of welding structural compo-
nents is not high, and the 3D models generated by the CAD software currently used by steel structure enterprises
cannot be directly imported into offline programming software, and the 3D models of components need to be
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Table 4.1: Comparative Analysis of Technical Performance of Different Mechanisms

Types Work situation advantage disadvantage

Build and purchase Unable to
L-type 90◦ on the jig frame, Moderate price synchronize

flipping and after welding on Can achieve with robot
device each side, flip the continuous control system

device with N × 90◦ automatic
flip, experimental welding

full position welding

Built and loaded Can be linked Relatively
Continuous into a cage positioner, with the robot control high price

flipping of cage capable of achieving system to meet the The system
positioner 360◦ continuous rotation requirements of continuous is relatively

automatic welding complex

rebuilt, it will consume a lot of time in modeling and editing robot action trajectories in offline programming
software, so traditional offline programming software is difficult to meet the needs of actual production.

(3) Intelligent rapid programming software. In order to address the above issues, an intelligent and fast
offline programming software has been developed. The rapid programming system adopts parameter driven,
similar to building blocks, to construct a model of the welded part. The H-beam, box column, and cross
column are defined as the main body of the workpiece, and the rib plate, bracket, and combined bracket are
defined as modules, by inputting the size parameters of the main body of the workpiece, the size parameters
and quantity of the module, and the parameters of the installation position on the main body of the workpiece,
the two-dimensional model of the workpiece, the three-dimensional model that can be recognized by the offline
teaching software, and the Robot welding implementation program are automatically generated. At the same
time, according to the input size information, the welding database of the corresponding weld is automatically
selected (Figure 4.1). The automatically generated robot program can be verified in an offline system.

The application of intelligent rapid programming software has greatly improved the welding programming
time of building steel structure components, shortened the ratio of programming time to welding time, and laid
an important technical foundation for the promotion and application of building steel structure welding robots.
Online teaching programming requires a long investment time and low work efficiency, making it difficult to fully
utilize in building steel structures and can only assist in on-site adjustments. In offline teaching, programming of
all steel structure components can be achieved, fully meeting the requirements of welding applications. However,
due to the variety of steel structure types, the standardization level of structural components is low, and the 3D
model generated by the CAD software used by the enterprise cannot be directly imported into offline software.
Therefore, it is necessary to rebuild the model and spend a lot of time editing the robot’s motion trajectory,
which is not in line with actual needs. In this regard, the building adopts intelligent offline programming
software, which is parameter driven and similar to the principle of building blocks to construct a welded
workpiece model. It uses box shaped columns and cross column workpiece bodies to support and strengthen
modules such as plates, and automatically generates a two-dimensional model. By inputting parameters such
as workpiece body parameters, size, quantity, etc., the offline teaching software of the three-dimensional model
is recognized. Based on the input size information, a matching database is automatically selected, Enable the
robot program to be verified in the offline system, saving more programming time, and effectively ensuring the
welding efficiency of the steel structure of this project.

4.3.1. Welding process. This type of robot can walk along a predetermined route, repeatedly operate
a certain process for a long time, and is easy to track and control. The system operation is stable and reliable,
with high work efficiency. It is suitable for prefabrication and welding at various locations on site, and can
effectively solve the problem of automatic welding for long welds and multi-position steel structure installation
in construction projects. In this project, the application of welding robots includes the following content. In
the welding of the extended arm truss, the truss layer of this project is a key and difficult welding point, mainly
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Fig. 4.1: Intelligent Fast Programming Process

Table 4.2: Welding flux parameters of damper quality box

project numerical value

Number of steel cables 13 pieces
steel type Q355B

Quality box quality 1100t
Steel plate thickness 85nm

Weld length 10m

made of Q390GJC material. The maximum length of the vertical weld seam of the extended arm truss is 4m,
and the plate thickness is 140mm, one weld seam requires two welders to work continuously for 40 hours to
complete. According to the relevant regulations for steel structure welding, the difficulty level reaches level D.
This project includes a total of eight truss layers, each with a degree of 2-4m, a plate thickness of 80-140mm, and
more than 50 welds. Due to the large amount of welding, low manual operation efficiency, and unstable welding
quality, robot technology should be introduced to achieve high-altitude welding goals. The welding operator
determines the length of the track based on the actual situation on site, configures the power control box, wire
feeder, etc. required for automatic welding, and connects the cable to the welding trolley. The cable length is
about 25 meters. This equipment can be placed at a high altitude around the car for welding. The welding
protection gas cylinder can be connected to the control box through a gas pipe, ensuring that the center of the
weld pool is the same as the weld seam during welding, optimizing and improving the welding parameters, and
achieving the goal of continuous welding. In the welding of the damper quality box, the equipment is located
on the 125th floor, with a height of 27m. There are 4 groups of 13 pieces suspended on the 125-131 floor, and
the specific parameters are shown in Table 4.2 [19].

In order to ensure the reliability of root welding, a 5mm gap should be reserved during assembly. Generally,
welding wires with a diameter of 5mm should be placed on both sides and in the middle during assembly, and
then positioned for welding, the length of the weld seam is between 30-40mm, with a spacing of 400-500mm, it
should be positioned at the small groove position, and the end should be spot welded and fixed before polishing
smoothly, treat it as the arc starting point for robot operation. After the point welding is completed, use a
flame gun to heat and remove the welding wire. Arrange the two robots symmetrically to minimize welding
stress and deformation while ensuring welding progress and quality.

4.4. Application effect. In this project, the welding robot was used to achieve the welding objectives of
the boom honing frame and the damper mass box. Under the same position and conditions, it has significant
advantages compared to traditional welding modes, and the application effect is mainly reflected in: Firstly, the
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welding quality is high, the appearance is beautiful, the weld seam is smooth with the base material, and the
non-destructive testing results meet the standards[20]; Secondly, the welding efficiency is high, and automatic
slag cleaning can be achieved during the welding process, achieving continuous operation, which doubles the
efficiency compared to previous manual welding; The third is to greatly reduce the intensity of manual work.
Technicians only need to adjust the welding parameters. After completing the weld seam teaching activity, the
robot can automatically repeat welding, which is very convenient.

5. Conclusion. Currently, there are various forms of construction, and the types of steel structural com-
ponents are becoming increasingly complex, with the characteristics of small batches without repetition, which
puts forward higher requirements for the function of welding robots. In practical projects, appropriate parame-
ters and programming methods should be selected based on the actual situation, advanced and reliable welding
processes should be applied to achieve the goal of automatic welding of steel structure components, compensate
for the quality defects of previous manual welding, and better meet the requirements of digitalization and
technology in steel structure manufacturing, making component manufacturing more efficient and reliable.The
application of intelligent and rapid programming software greatly improves the welding programming time of
building steel structure components, reduces the ratio of programming time and welding time, and lays an
important technical foundation for the promotion and application of building steel structure welding robots.
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APPLICATION OF PHYSICAL MODELING AND VIRTUAL SIMULATION
TECHNOLOGY IN MEASURING THE PERFORMANCE OF SUBWAY TRAIN

TRACKING AND OPERATION

XIUXUAN WANG∗AND HONGWEI LIANG†

Abstract. The purpose of this paper is to study the application of virtual simulation technology in the measurement of
subway train tracking performance. Firstly, the safety braking model required by virtual reconnection technology is discussed
around the operation simulation and performance measurement of virtual reconnection. The two trains are combined into "one
virtual reconnection train set", the tracking train and the head train run with relative moving block, and the two run with the
front train set with moving block. Then, according to the characteristics of Metro train tracking operation, a virtual reconnection
model and an improved station tracking model are proposed for the bottleneck area of the station. Finally, the proposed model is
verified by numerical calculation and computer simulation modeling. The simulation results reproduce the dynamic characteristics
of train flow during metro train operation. The results show that the departure interval and minimum tracking interval of the
train are all 58 s. The improved station tracking model has the moderate passing capacity as the relative moving block, and the
virtual reconnection model has the largest passing capacity. After the initial delay of the system, the delay recovery ability of the
virtual reconnection model is the strongest.

Key words: virtual reconnection, relative moving block, train tracking interval, performance measurement, simulation system,
Subway operation system

1. Introduction and examples. Virtual simulation technology is Simulation technology and virtual
reality technology combined product. It builds the whole system A complete virtual environment is typically
characterized and integrated and controlled through the virtual environment Make a large number of entities.
Entities interact in a virtual environment, or with a virtual Environmental effects are the real characteristics
of the objective world.Virtual simulation means "true Real people manipulate virtual systems in a virtual
environment while conducting simulations, in the most In recent years, the development has been very rapid,
and a series of successful in a wider range of fields Apply.

Driven by information technology, simulation technology has developed into a universal and strategic tech-
nology for human beings to understand and transform the objective world, which requires it to further absorb
and integrate other related technologies on the original basis. Virtual simulation technology is the combination
of simulation technology and virtual reality technology. It is typically characterized by a unified and complete
virtual environment of the whole system, and integrates and controls a large number of entities through the
virtual environment [1]. The interaction between entities in the virtual environment or with the virtual envi-
ronment is the real characteristics of the objective world. Virtual simulation refers to the simulation conducted
by "real people manipulating virtual systems in virtual environment". It has developed very rapidly in recent
years and has been successfully applied in a wide range of fields. Metro train operation system can ensure safe
and smooth train operation. But it is a systematic process from design, construction to system commissioning,
involving large quantities, high investment and complex system. So it is difficult to quickly find and handle
problems only by virtue of experience. We combine virtual simulation technology with Metro train operation
system to simulate a real subway operation environment on computer, which can be used for train operation
control strategy, system integration scheme analysis, key subsystem testing and driving training. It has the
characteristics of controllability, safety, repeatability and economy, which is of great significance for urban traffic
development [2].

∗Zhengzhou Railway Vocational &Technical College, Zhengzhou, Henan, 451460, China (Corresponding author, XiuxuanWang@

163.com)
†Zhengzhou Railway Vocational &Technical College, Zhengzhou, Henan, 451460, China(HongweiLiang7@163.com)

4274



Application of Physical Modeling and Virtual Simulation Technology in Measuring the Performance of Subway Train Tracking and Op.4275

Fig. 1.1: Metro train tracking operation

The subway train operation system can ensure the safe and smooth operation of the train, but it is
a systematic process from design, construction to system trial operation, which involves a large amount of
engineering, high investment and complex system, and it is difficult to quickly discover and master the problem
just by relying on experience.We combine virtual simulation technology with subway train operation system
To carry out research, simulate a real subway operating environment on the computer, can It is used for train
operation control strategy, system integration scheme analysis, key subsystem test and driving training. It
is controllable, safe, repeatable and economical Sex and other characteristics are of great significance to the
development of urban traffic.

In terms of the current development of the railway, on the main trunk lines of the railway line, with the
increase of speed and traffic density, there will be mixed trains of different speed grades on the line at the same
time, and their body weight and speed are different to some extent. Due to the different speeds of trains, it is
impossible for trains to operate in an undisturbed environment. In most cases, multi-trains tracking operation
with mutual influence (Fig. 1.1).

In this process, the operation of the two trains will affect each other. In case of failure or speed restriction
of the current train during operation, the recommended speed curve and train schedule of ATO system are no
longer applicable to the following train [3]. At this time, if the following train still operates according to the
speed curve generated offline before leaving the station, it may produce unnecessary braking or parking, or even
more serious accidents when receiving the fault information of the preceding train. After braking or parking,
increasing speed or starting again will produce traction energy consumption, which increases the total energy
consumption of the train.

According to the characteristics of section tracking operation, the following train obtains the position, speed
and other information of the front train in real time through communication. Therefore, the impact of the front
on the following should be taken into account in the energy-saving and optimized driving of the following train.
So that it can update its target speed curve in time according to the actual situation, avoiding unnecessary
deceleration or waiting. So as to reduce the total energy consumption of the train [4]. When the current train is
disturbed during operation and has an impact on the following train, the ATO system of the following train will
adjust or re-plan its operation speed curve in real time according to its current information and the information
of the front train. It will adopt corresponding intelligent control methods to make the train take the updated
speed as the operation basis, reducing delay and unnecessary energy consumption.
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2. Literature review. The VR virtual simulation operation system of rail transit trains can help train
operators to deal with various emergency situations, such as train accidents, equipment failures and so on.
By simulating the actual situation, the operator can be trained in the virtual environment, familiar with
the emergency handling procedures and operating procedures, improve the emergency response capacity and
processing capacity, and greatly improve the operation safety.The VR virtual simulation operation system
of rail transit trains can monitor and analyze the operation of trains in real time, identify potential faults
and problems in advance by predicting and analyzing the operation status of trains, help dispatchers make
reasonable operation plans and maintenance plans, and improve the reliability and operation efficiency of
trains.The traditional training method needs to spend a lot of manpower, material resources and financial
resources, and the VR virtual simulation operation system of rail transit trains can be trained in the virtual
environment, which greatly reduces the training cost, and can also avoid accidents and losses caused by improper
operation.

For this study, considering the constraints such as the actual line condition and speed limit of train operation,
Z L ü et al. constructed the train operation strategy using genetic algorithm (GA), and gave the form of the
optimal solution in ATO system and the minimized energy consumption of train driving control [5]. Liu, Y.
et al. use the Lagrange multiplier and maximum principle method to obtain a set of optimal control and
control conversion points of the train, and optimize the running time [6]. Song, H. et al. proposed a global
optimal driving strategy for the train running on the track with different slopes, and calculated the local
optimal switching point on each slope using the principle of local energy minimization. The algorithm can
continuously update the optimal speed profile [7]. Considering the utilization of train regenerative braking
energy, Zhang, M. et al. proposed a semi-analytical solution to discretize optimization problem of the train
energy consumption, and applied the Lagrange multiplier algorithm to solve the speed optimization [8]. Dong,
J. et al. proposed a distance based train speed trajectory search method, which uses the speed level of each
preset position obtained during operation, and uses the search method combined with ant colony algorithm,
GA and dynamic programming to search the train speed [9].

Based on the analysis of train energy-saving operation strategy, Zhanjun, W. proposed a fusion algorithm
to optimize the global optimal operation strategy of train. The fusion algorithm is based on energy saving,
meets the requirements of passengers, and can obtain the optimal timetable and optimal driving strategy of
the train at the same time [10]. For multi train joint control, Li, Z. et al. proposed the corresponding controller
and stability criteria. And the stability conditions of the proposed algorithm are given using Lyapunov stability
criterion. The controller can use the information of the nearest train to ensure the operation performance of
multi-train sequence [11]. Gao, R. et al. mainly studied the absorption of energy consumption generated by train
regenerative braking and proposed the method of multi-train combination. That is, the energy consumption
generated by the braking of the front train can be absorbed by other trains on the line [12]. Zheng, P. and
others mainly used GA and particle swarm optimization algorithm to determine the train speed and minimize
the error between it and the actual running speed. At the same time, Kalman filter is used to determine
the position of transponder according to the changed parameters. When the transponder position reaches the
optimum, the train speed error is also reduced [13]. Aiming at the train optimal control, Zhou, H. et al. firstly
analyzed the stress of the train and established the train analysis model. Then, according to the selection
principle of optimal coasting point and the energy-saving of regenerative braking, the single train interval
operation optimization model and multi-train energy-saving operation model are established respectively. The
particle swarm optimization algorithm based on Gaussian white noise disturbance variation is used to solve the
above model, and the optimal control strategy of the train in each case is obtained. Finally, the energy-saving
adjustment scheme under the condition of train delay is discussed [14].

3. Virtual simulation of train operation system. Scene model is the basis of simulation. Modeling is
an essential part in the construction of virtual simulation system which needs to model the physical attributes
and motion laws of virtual environment and virtual objects like visual appearance and surface friction. Its
purpose is to give drivers and customers a sense of immersion in the actual scene around the current train.

(1) Scene modeling content. The modeling quality of scene model has a direct impact on the analysis and
evaluation of the whole simulation system. After a high-quality model runs, users will have a strong sense of
immersion [15]. Therefore, the three-dimensional model of subway track and trackside ancillary facilities must
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Fig. 3.1: Scene Modeling content

Fig. 3.2: organizational structure of scene model

be established according to the reconstructed line drawings of Beijing Metro Line 2. The design results can
be observed and displayed from any angle, so as to realize the roaming function by interactively changing the
position of viewpoint or preset motion route. We use the modeling software creator launched by American
MultiGen paradise company for modeling. The virtual simulation modeling of the system mainly includes the
following six modules, as shown in Figure 3.1.

(2) Organizational structure of the model. The organizational structure of scene model directly affects
the operation efficiency of the system. The scene model is generally expressed in a multi-level tree structure.
According to the characteristics of banded distribution of subway lines [16], the tree structure based on spatial
location relationship is adopted to realize the establishment of scene model. The basic idea is to divide the
whole scene into several regions along the line direction, which correspond to the first-level nodes in the scene
model tree (Figure 3.2).

The idea of hierarchical modeling method is generally adopted for the modeling of the underlying facilities.
It uses the tree structure to represent each component of the object. It not only provides a convenient natural
segmentation method, which can arrange various levels of the database from large to small, but also is very
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Fig. 4.1: Influence of station tracking interval on maximum operation speed under different tracking modes

beneficial to the modification of complex models [17]. Take the subway station model as an example: the
independent modules such as platform, wall, roof, column and annunciator can be placed at the same level,
while the stairs can be placed at a lower level than the platform because they are on the platform. The stair
nodes include handrails, steps, etc., which are the next node of the stairs. This tree hierarchical scene modeling
based on spatial location relationship can quickly realize various convenient operations on the scene model of
the specified area from top to bottom, reduce mutual restraint and interference, have clear structure and clear
hierarchy, and greatly improve the operation efficiency of the system.

The whole scene is divided into static scene and dynamic scene. The static scene is the fixed part of the
scene, and the dynamic scene is the part that changes in the scene. In the simulation process, the dynamic
scene should be controlled. The screen door, train door, signal and train operating status indicator in the
station are all dynamic scenes, and we need to control them in real time according to the operation of the train,
such as controlling the opening of the screen door and the train door, the color change of the signal and the
indicator, and the movement of the virtual handle. The control of dynamic scenes can be achieved through the
Switch node and DOF provided by Creator.

The system software mainly includes three parts: the model system initialization, the 3D model loading and
management and the main program of vision generation.The initial configuration of the model was completed
through the Vega graphical interface LynX, and the.adF file was formed. After the initialization work is
completed, the virtual simulator loads the required 3D model from the file into the memory, and at the same
time reads the signal device description file and determines the state of the device and the position of the
moving object to operate the model accordingly.

4. Performance measurement and result analysis.

4.1. Steady state performance measurement. The simulation parameters are set as follows: train
length LT = 140m, protection section length, LS = 15m, train starting acceleration a = 1m/s, train braking
deceleration b = 1m/s, braking reaction time TR = 3s and stop time TR = 3s. Based on formulas 4.1 to
4.4, the relationship between station tracking interval and train speed of moving block, relative moving block,
virtual reconnection model and improved station tracking model can be obtained [18]. The simulation results
are shown in Figure 4.1.

Under the condition of train tracking operation, the general formula for calculating the passing capacity of
the line is:

T1 =
2a(LT + LS) + v2max

2avmax
+ TR + TD (4.1)
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Fig. 4.2: Influence of passing capacity on maximum speed under different tracking modes

Table 4.1: Comparison of station tracking interval and passing capacity under different tracking modes

Block system
The station Passing capacity/

tracking interval/s (cars/h)

Moving block 60.21 54
Relative moving block 54.35 58

Virtual reconnection model 33.26 86
Improved station tracking model 54.46 88

T2 =

√
2b(LT + LS)

a2 + ab
+ TR + TD +

vmax
b

(4.2)

T1 =
4a(LT + LS) + v2max

2avmax
+ TR + TD +

vmax
b

/2 (4.3)

T4 = T2 (4.4)

N =
3600

t
(4.5)

where: N refers to the maximum number of trains that can pass through the line within 1h, t is the minimum
tracking interval of the train. The control value of the minimum tracking interval of the train generally occurs
during the parking operation of the front train. When multiple trains travel in sequence along the same track
and the same direction [19], there must be sufficient tracking interval between the follow-up train and the front
train to ensure a certain safe distance between adjacent trains, so as to avoid abnormal braking, parking or
collision of the follow-up train. Therefore, the tracking interval of the station is used to calculate the line passing
capacity. The line passing capacity ignores many factors affecting the capacity in the actual line operation,
so it is only discussed here as the upper bound of the theoretical capacity. The relationship between the line
capacity and the maximum train speed under different tracking modes is shown in Figure 4.2.

See Table 4.1 for station tracking interval and passing capacity under different tracking modes when vmax =
72km/h. It can be seen from Figure 4.1 and Figure 4.2 that the station train tracking interval is not the greater
the speed, the smaller the interval, but the minimum tracking interval under a special speed [20]. After exceeding
this speed limit, the greater the speed is, the greater the tracking interval will be, and the corresponding
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Fig. 4.3: Speed distance curve of tracking train under head train delay

theoretical passing capacity will be smaller and smaller. According to the simulation data in table 4.1, under
the same maximum driving speed limit, the tracking interval of the moving block station is the largest, and
the tracking interval of the improved station tracking model is the same as that of the relative moving block,
while the station tracking interval of virtual reconnection model is the smallest. For the corresponding passing
capacity, virtual reconnection model is the largest, the relative moving block is equal to the improved station
tracking model, and the moving block is the smallest.

It can be seen that under the moving block system, adding the concepts of virtual reconnection model and
improved station tracking model, will theoretically improve the line passing capacity (in the data in Table 4.1,
the passing capacity of virtual reconnection model is 64.1% higher than that of moving block, and the passing
capacity of improved station tracking model is 11.3% higher than that of moving block). This is only two
train formation. If more trains are formed, the line passing capacity will be further improved [21,22,23]. But
correspondingly, the train control system will be more complicated.

4.2. Dynamic performance measurement. The simulation scene and simulation parameters of the
system are set as follows:LT = 140m, L = 2000m. The total evolution time of the system is 2000 s, the
acceleration and deceleration of the train are 1m/s2, maximum operating speed vmax = 72km/h, safety interval
LS = 15m. The system sets up a station at 1000m in the center, and the parking position of the locomotive
in the station is 1000m. In particular, the simulation scene in this paper is that only the storage line and turn
back line (or arrival departure site) are set at the end station, one station line is reserved in the upper and
lower directions of the section transfer station, and there is no turnout connection with the section main line.
Therefore, there is no "station arrival departure interval" at the station.

Figure 4.3 is the speed distance curve of follow-up tracking trains when the initial delay of the first train
occurs at the station under moving block (the departure interval and minimum tracking interval of trains are all
58s). As can be seen in Figure 4.3, when the first train has no initial delay, the follow-up tracking train will slow
down and stop evenly, and accelerate to leave the station after arriving at the station without interference by the
first train [24]. However, when the head train is delayed, the tracking train will deviate from the planned speed
distance curve. The longer the head train is delayed, the farther the tracking train deviates from the planned
speed distance curve, and even stops outside the station waiting for the outgoing train, which is consistent with
the actual situation.

In order to evaluate the delay propagation of initial delay in different systems under different tracking
modes, the number of delayed trains caused by initial delay is calculated during simulation. Figure 4.4 is the
relationship between different departure intervals and the number of train delays when the initial delay of the
first train is 120s.

It can be seen from Figure 4.4 that appropriately increasing the departure interval can effectively reduce
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Fig. 4.4: Relationship between departure interval and train delay number under different tracking modes

the number of follow-up train delays caused by the initial delay of the first train [25]. On the premise of a
certain actual departure interval, the number of delayed trains is reduced to a certain extent compared with
moving block under the conditions of improved station tracking model in most cases. The number of delays
in the improved station tracking model is basically the same as that in the relative moving block. The virtual
reconnection model has the least number of delayed disturbed trains.

5. Conclusion. Virtual reconnection technology is a technology to control the tracking operation of trains
on the track in formation. This technology uses vehicle-to-vehicle communication to coordinate the operation
of each train, so as to realize the operation of "safe space dimension and closer time dimension". It improves
the flexibility of urban rail transit operation, so as to adapt to the changing traffic demand and improve the
passing capacity of the line. Aiming at the bottleneck area of the station, a tracking interval model based on
virtual reconnection is proposed: that is, the combination of two trains is "one virtual reconnection train set".
The relative moving block is used between the tracking train and the head train, and between the train set and
the front train set. Then an improved station tracking model is proposed: relative moving block tracking is
adopted only in the station area and moving block tracking is adopted in the section.

Therefore, on the premise of large space in the station platform, the design of virtual reconnection technology
for the station area is an effective and feasible method to improve the overall line passing capacity. Under the
condition of limited space in the station platform, the improved station tracking model can further improve
the line passing capacity. In the aspect of running time optimization, the train running time in the section is
only required within the allowable error range. In actual operation, when the train runs in multiple stations
(multiple sections), it cannot only ensure that a certain section meets the requirements of operation time, but
also need to adjust the overall operation time. For example, when the train runs ahead, it needs to redistribute
the excess time. Or when laging behind, it needs to speed up to reduce the delay, Therefore, optimizing the
timetable can better achieve the purpose of optimizing the speed of the train. This system can not only meet
the needs of the subway train running simulation system, but also provide various reference information for the
subway line designers to make decisions about its design. It has high fidelity and credibility to provide drivers
with simulation training for driving under various signal systems on different lines.
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THE EMPLOYMENT OF CARBON NANOTUBES IN BIOMEDICAL APPLICATIONS

JAFAAR FAHAD A. RIDA∗

Abstract. Carbon nanotubes (CNTs), a prominent application of nanotechnology, find extensive use across various fields.
Their electrical and optical characteristics, which are affected by the manufacturing process and any impurities introduced during
production, are crucial in establishing their suitability for use. This research focuses on the utilization of carbon nanotubes
in medical applications, exploring their properties both as electrical conductors and semiconductors, comparable to silicon used
in precision medical equipment and devices. When functioning as electrical conductors, CNTs exhibit characteristics similar to
traditional conductive materials. This property is harnessed in medical applications, particularly in targeted cancer treatments
that minimize impact on healthy cells. CNTs’ efficient conduction of electrical current makes them valuable components in medical
devices and equipment. Furthermore, CNTs showcase semiconductor properties akin to silicon. This characteristic is crucial for
developing advanced medical equipment, enabling accurate diagnostics and medical imaging. The semiconductor behavior allows
the creation of intricate medical devices with enhanced precision. The research underscores the significance of CNTs in shaping the
future of medical technology, especially when integrated with artificial intelligence applications. The ability of CNTs to function
both as conductors and semiconductors highlights their versatility in the medical field, promising advancements in healthcare
technologies. Their use holds potential for targeted cancer treatments, accurate diagnostics, medical imaging, and enhanced
performance through integration with artificial intelligence.

Key words: Carbon Nanotubes, Biomedical Engineering, Nanotechnology Engineering, Bio- Nanotechnology, and Carbon
Nanotube Applications

1. Introduction. Nanotechnology, emerging as an alternative to microtechnology, introduces the possi-
bility of manufacturing nanoelectronic and electromechanical devices, drastically reducing their size compared
to micro devices. This transformative innovation is anticipated to bring about significant advancements across
various scientific and engineering disciplines. Enthusiasts foresee its broad influence on contemporary medicine,
the global economy, international relations, and the daily lives of individuals. The potential to arrange matter
particles in unprecedented ways at a lower cost sparks imaginations of supercomputers integrated into pen tips,
and fleets of medical nanorobots administered to treat blood clots, tumors, and currently incurable diseases[[1],
[2]]. The study highlights the contrast between micro and nano technologies, emphasizing nanotechnology’s
potential to revolutionize electronic and electromechanical devices. In contrast to micrometers, nanoelectronic
and electromechanical devices can be reduced in size by a factor of a thousand, resulting in enhanced perfor-
mance. This paradigm shift is not merely a theoretical concept; it has tangible applications across various
industries. For instance, polymers in micro-devices lead to increased device longevity, while metals like gold,
nickel, and aluminum contribute to the reliability of early devices [3], [4]. The discussion extends to the unique
properties of nanomaterials, showcasing their exceptional hardness, transparency, and transformative effects on
material behavior. Spherical nanoparticles made of silicon, ranging from 40 to 100 nanometers, exhibit hardness
surpassing even that of sapphire and approaching that of diamond. Transparency, a characteristic of nanopar-
ticles due to their dimensions being smaller than light wavelengths, opens up possibilities for applications like
transparent packaging and cosmetic products [5], [6], [7].

Nanotechnology is acknowledged as the fifth generation of electronic technologies, following the progression
from electronic valves to transistors, integrated circuits, and microprocessors. The development of nanoelec-
tronic and electromechanical devices, facilitated by advancements in synthetic chemistry, holds promise for ap-
plications in health, medicine, information technology, and beyond. Notable examples include IBM’s creation
of a microscope for imaging and recording atoms at the Nano level and the aspiration to replace electricity with
light ([8], [9], [10]) potentially leading to the advent of optical computers such as shown in figure 1.1.
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Fig. 1.1: Nanotechnology holds promising prospects and applications in many fields.

1.1. Overview of Carbon Nanotubes (CNTs). During the early 1990s, Sumio Iijima made a ground-
breaking discovery of carbon nanotubes (CNTs), which brought about a significant transformation in numerous
scientific and technical domains. Carbon, which is vital for human existence, serves as the fundamental build-
ing block for the bonding arrangement of diamond, graphite, nanotubes, and fullerenes. With a wide range of
desirable properties, CNTs have become integral in structural science, material science, chemistry, biology, and
electronics[11], [12]. CNTs, resembling stretched graphite strips, exhibit exceptional propertiestensile strength
surpassing steel, superior thermal conductivity, and electrical conductivity equivalent to copper. Divided into
single-wall (SWNTs) and multi-wall (MWNTs) categories, CNTs’ key characteristics include diameter, chirality
angle, and number of walls, each influencing unique physical and chemical properties. Fabrication techniques
involve chemical methods and physical techniques such as chemical vapor deposition (CVD), arc discharge, and
laser ablation. CNTs, incorporated into nanosystems like polymer electrical nano materials, possess a nanoscale
diameter, contributing to their versatility. Electronic properties vary based on diameter and chirality, with ap-
proximately one-third exhibiting metallic structure and the rest being semiconducting. The optical properties
of CNTs have garnered attention in photonics, showcasing a short recovery time and high third-order optical
nonlinearity. Chiral nanotubes, categorized based on chiral vectors, contribute to the diverse landscape of
carbon nanotubes. The interplay between valence electrons and the lattice in rigid covalent-bond materials
impacts the electronic structure. Calculations show that around one-third of CNTs have a metallic structure,
dependent on nanotube diameter and chiral angle [13], [11], [14] .

The structure of single-walled carbon nanotubes (SWNTs) is intricately linked to their electrical prop-
erties, particularly influenced by the chiral vector (Ch), which determines the orientation of the honeycomb
lattice. This unique parameter serves as the key characteristic affecting whether SWNTs behave like metals or
semiconductors. The chiral vector, represented by (n, m) indices, defines the tube’s structure, with n and m
being integers that influence the nanotube’s diameter and chirality angle (). It is essential to comprehend the
structure of the end of a single-walled carbon nanotube (SWNT), which is commonly described using Hamada
indices (n, m), as this knowledge is critical for accurately predicting and controlling the electrical characteristics
of SWNTs. The chiral angle and the specific arrangement of carbon atoms significantly impact the electronic
structure. The correlation between the electrical structure and geometry, as demonstrated in fullerenes, is
proposed to be a universal trait in nanostructured carbon materials such as carbon nanotubes. This reliance
is attributed to the enhanced interaction between valence electrons and the lattice in rigid C-C covalent-bond
materials. In materials with stiff covalent bonds, valence electrons interact more strongly with the lattice, influ-
encing the electronic structure based on geometrical details. The electrical energy bond structure of a nanotube
is intricately connected to the energy band structure generated by the 2D graphite honeycomb sheet used in
the production of the nanotube. This connection highlights the significance of the underlying hexagonal lattice
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Fig. 1.2: Full carbon nanotube (CNT) manufacturing process, from atomic carbon to graphite sheets to rolled-
up form tubes.

structure in determining electronic properties. Calculations reveal that approximately one-third of carbon nan-
otubes exhibit a metallic structure, while the remaining two-thirds have a semiconducting structure [14][2][15].
This observation is contingent on factors such as nanotube diameter (dt) and the chiral angle (θ). Chiral nan-
otubes, categorized as zigzag and armchair nanotubes, represent another classification based on chiral vectors
(Ch), adding to the diversity of carbon nanotube structures as observed in the figure 1.2.

Carbon nanotubes (CNTs) have potential biomedical applications in various fields. They have applications
in antimicrobial materials, dentistry, drug delivery, biosensing, cancer therapy, tissue engineering, diagnostic
imaging, and regenerative medicine. Carbon nanotubes (CNTs) have distinctive characteristics, including a
large surface area, exceptional mechanical robustness, electrical conductivity, and thermal properties, which
render them well-suited for these specific applications. Functionalization of CNTs enhances their biocompatibil-
ity and enables biomolecule loading for targeted drug delivery and immobilization support. Carbon nanotubes
(CNTs) can undergo modifications with diverse functional groups to enable the concurrent transportation of
many molecules, facilitating targeted delivery, therapeutic interventions, and imaging purposes. They have been
employed for the delivery of tiny medicinal molecules, peptides, proteins, and genes and have demonstrated
therapeutic effectiveness in both in vivo and in vitro experiments. In addition, carbon nanotubes (CNTs) have
been utilised in the advancement of biosensors for the detection of biological and biomedical chemicals. How-
ever, there are challenges related to cytotoxicity and biodegradation that need to be addressed for their safe
implementation in clinical trials [16], [17].

Properties of carbon nanotubes have High Strength that mains Carbon nanotubes are known for their
exceptional strength, making them ideal for use in biomedical implants and scaffolds [3], [18], [19]. Electrical
Conductivity is they exhibit excellent electrical conductivity, allowing for applications in bioelectronics and
biosensors. Thermal Stability is with high thermal stability, carbon nanotubes are suitable for various biomedi-
cal applications, including heating-based therapies. Carbon nanotubes (CNTs) exhibit unique optical properties
that make them highly valuable in various applications. Some key aspects of their optical properties include:
Optical Absorption and Emission are CNTs demonstrate strong optical absorption in the near-infrared region.
Their emission properties can be tuned based on the nanotube structure, offering possibilities for applications
in sensors and imaging. Photoluminescence is Carbon nanotubes can emit light upon absorbing photons, a phe-
nomenon known as photoluminescence. This property is influenced by the nanotube’s diameter and chirality,
providing opportunities for designing nanoscale light sources and devices [20]. Nonlinear Optical Behavior is
CNTs exhibit nonlinear optical behavior, making them suitable for applications in nonlinear optics. Their re-
sponse to intense light can be harnessed for developing optical switches and modulators. Optical Transparency
is Depending on their structure, some carbon nanotubes are optically transparent. This transparency, com-
bined with their excellent electrical conductivity, is advantageous for applications in transparent conductive
films and coatings. Light Polarization can be Carbon nanotubes exhibit polarization-dependent optical prop-
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erties. This polarization sensitivity is beneficial in designing devices for polarized light applications, such as in
optoelectronics and photodetectors. Light Scattering and Reflection have CNTs can scatter and reflect light,
and their interaction with light is influenced by factors like diameter and length. These properties are relevant
in applications such as anti-reflective coatings and light-absorbing materials. Photoconductive Response have
Carbon nanotubes can show a photoconductive response, meaning their electrical conductivity changes upon
exposure to light. This property is utilized in developing light-sensitive devices like photodetectors and photo-
voltaic cells. Broadband Absorption: CNTs have broadband absorption capabilities, covering a wide range of
the electromagnetic spectrum [13], [21], [22]. This feature is advantageous for applications in solar cells and
broadband photodetectors.

Utilizing carbon nanotubes (CNTs) in biomedicine presents promising opportunities, but it also comes with
several challenges and limitations that need to be addressed. Some key considerations include: Biocompatibil-
ity Concerns is the biocompatibility of carbon nanotubes is a significant challenge. Some studies have raised
concerns about potential toxicity and inflammatory responses when CNTs interact with biological systems. Ad-
dressing these issues is crucial for safe biomedical applications. Functionalization and Surface Modifications are
Pure carbon nanotubes may lack specific functional groups required for targeted drug delivery or interactions
with biological molecules. Surface modifications are often necessary to enhance biocompatibility, solubility, and
the attachment of biomolecules [3], [4], [23], [24]. Biodistribution and Clearance have Understanding the biodis-
tribution and clearance of carbon nanotubes from the body is essential for their safe use. The long-term fate
of CNTs, especially in terms of potential accumulation in organs or tissues, needs careful investigation. Regu-
latory Approval can be the regulatory approval process for medical applications involving carbon nanotubes is
challenging. Establishing standardized protocols for testing and ensuring the safety and efficacy of CNT-based
biomedical products is crucial for regulatory acceptance. Large-Scale Production is Scaling up the production
of high-quality, well-characterized carbon nanotubes for biomedical applications remains a challenge. Ensuring
consistency in size, structure, and purity is essential for reproducibility in research and clinical settings. Cost is
the production and functionalization of carbon nanotubes can be expensive, limiting their widespread adoption
in healthcare. Cost-effective manufacturing methods need to be developed to make CNT-based technologies
more accessible. Limited Understanding of Long-Term Effects can be the long-term effects of exposure to car-
bon nanotubes, especially in the context of chronic diseases or repeated treatments, are not fully understood.
Further research is needed to assess any potential cumulative impact on health over extended periods. Interac-
tion with Immune System has the interaction between carbon nanotubes and the immune system is complex.
Depending on their properties, CNTs can trigger immune responses, impacting their effectiveness and safety
in biomedical applications. Intracellular Fate is understanding how carbon nanotubes behave inside cells and
their intracellular fate is crucial. This includes investigating whether they remain intact, undergo degradation,
or lead to the formation of toxic byproducts. Multifunctionality Challenges are while the multifunctionality of
carbon nanotubes is advantageous, integrating multiple functionalities (e.g., imaging, drug delivery, and sens-
ing) in a single platform without compromising performance remains a technical challenge. Carbon nanotubes
(CNTs) possess unique properties such as large surface area, mechanical strength, electrical conductivity, and
biocompatibility, making them ideal for biomedical applications. CNTs have been used as antibacterial agents,
dental materials (scaffolds, bone-grafting, tissue engineering), and drug delivery systems for cancer therapy.
The modifications of CNTs with metal and metal oxide nanoparticles, such as zinc oxide (ZnO), have enhanced
their antibacterial properties [13], [22], [25], [26], [27] .

The graphite’s hexagonal mesh structure, which serves as the basis for carbon nanotubes, can be conceptu-
alised as a cylindrical formation resembling rolled-up chicken wire, owing to the organisation of carbon atoms
in stacked layers. Within the electrical density of states (DOS) of carbon nanotubes, there are singularities
called Van Hove Singularities. Each nanotube possesses four distinct energy levels two for conduction and
two for valence (CNTs). In contrast to metal carbon nanotubes, semiconducting carbon nanotubes exhibit a
direct band gap that increases with the nanotube diameter, enabling them to efficiently conduct electrical cur-
rent. Single-walled nanotubes generally exhibit sizes within the range of 1-2 nm, but multi-walled nanotubes
can exhibit diameters ranging from 2-25 nm. Furthermore, nanotubes can vary in length, ranging from 0.2
to 5 micrometers, which provides a diverse array of structural options. Carbon nanotubes can exhibit either
metallic or semiconducting properties, depending on their structure and orientation. This dual nature makes
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them valuable for a wide range of electronic applications, from high-conductivity components to semiconduct-
ing devices in advanced technology and nanoelectronics [7], [21], [28], [29]. The authors Mohd et al. (2023)
provided information. The user’s text is empty. Carbon nanotubes possess significant potential for utilisation
in several biomedical applications, including the fabrication of antibacterial materials, enhancement of dental
operations, drug delivery, and the advancement of biosensors. The study conducted by K. Victor et al. (2022)
highlighted the several potential biomedical uses of carbon nanotubes, which encompass therapeutic, tissue
engineering, diagnostic, and imaging applications. Additionally, carbon nanotubes can be utilised for drug
transport and exhibit antibacterial properties. [Sarika Verma et al, (2023)] described The potential biomedical
applications of carbon nanotubes include their usage in diagnoses, tissue regeneration, selective drug delivery,
and as tissue engineering scaffolds. [Mahdieh Darroudi et al, (2023)] explained Carbon nanotubes have the
potential to be used in several biomedical applications, such as diagnosing, treating, and preventing infectious
and neoplastic disorders. They can also be used for gene transfer and anti-inflammatory therapy. [Lopamudra
Giri et al. (2023)] discussed the biomedical applications of carbon nanotubes, highlighting their potential in
various biological applications. [Duygu Harmanci et al. (2023)] discussed Carbon nanotubes (CNTs) show
great potential for theranostic applications in various fields, including cancer diagnosis and therapy, infectious
diseases, central nervous system problems, and tissue engineering. Functionalized carbon nanotubes (CNTs)
have been successfully used in pharmaceuticals and medicine due to their unique properties . Study of the
properties of carbon nanotube when it acts as a conductor of electric current or acts as a semiconductor, based
on the materials added to the graphite material, as well as on the valence band and conduction in each nucleus
and the opening between them. It is considered a carbon nanotube that is symmetrical, unlike semiconductors
made of silicon, which are asymmetrical and the bias voltage is high. Compared to the effort required for carbon
nanotubes. Single walled carbon nanotubes (SWNTs) have a single cylindrical wall. The typical diameter of
the nanotubes falls within the range of 1 to 2 nm, although their length can vary from 0.2 to 5 um, and in
some cases, even extend to a few centimeters, as depicted in figure 3. It has been processed to have optical
qualities that are compatible with optical systems. The photonic and biological research communities have
been paying an increasing amount of attention to the possible uses of carbon nanotubes. The latter property
has given rise to dreams of using nanotubes to make extremely dense electronic circuitry and the last year has
seen major advances in creating basic electronic structures from nanotubes in the lab, from transistors up to
simple logic elements. The volumes of SWNTs produced are currently small and the quality and purity are
variable. Multi-walled carbon nanotubes have two or more cylinders within cylinders. Nanotubes typically have
diameters in the range of two to twenty-five nanometers, and their lengths may vary anywhere from two to five
micrometers or a few centimeters. The gap between the walls is 0.36 nm, and the spacing between walls is 0.36
nm. In these progressively more sophisticated systems, the several SWNTs that combine to form the MWNT
could have quite different architectural compositions (length and chirality). MWNTs have an average length
that is one hundred times greater than their width, and their outside diameters are almost always measured
in the tens of nanometers. [5], [8], [10], [13], [22]. Despite the fact that it is simpler to produce significant
quantities of multi-wall nanotubes than single-wall nanotubes, the structures of multi-wall nanotubes are not
as well understood as those of single-wall nanotubes due to the greater complexity and variety of multi-wall
nanotubes, as shown in figure 1.3.

2. Research Methodology. When a single sheet of graphite crystal is rolled up into a cylinder, the
result is a single wall carbon nanotube (SWTN). This cylinder has a thickness of one atom and a relatively low
density of atoms (2040 per micron in diameter and length) along its axis. The nanotube represented by the
chiral vector C_h.

Ch = n ∗ a1 +m ∗ a2 (2.1)

where n and m are two integers denoting the number of unit vectors n* a 1 and m* a 2 in the hexagonal
honeycomb lattice contained in this vector, where |a| = |a1| = |a2| and where |b| = |b1| = |b2| and where
|c| = |c1| = |c2| Graphite lattice vectors a 1 and a 2 are a pair of real space vectors with the following values:
* a (c-c) =0.246nm, where a (c-c) =0.142nm is the c-c bond length. As can be seen in Figure 1.3, the chiral
vector may be used in conjunction with the zigzag or the direction to create an angle (the chiral angle. On a
graphene sheet with a honeycomb structure, the vector connects two O and A sites that are crystallographically
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Fig. 1.3: Schematic representation of rolling graphite to create single-and multi-walled carbon nanotubes.

Fig. 2.1: Clarification of the process through which graphite sheets are converted into carbon nanotubes

similar to one another. Each vertex of the honeycomb structure contains a carbon atom. The axis of the zigzag
nanotube is located at the value ϕ = 0 for the parameter, the axis of the armchair nanotube is located at the
value ϕ = 30 for the parameter, and the axis of the chiral nanotube is located at a value that is 0 30. Attaching
the line AB to the parallel line OB in figure 2.1 creates the smooth cylinder connection that the nanotube needs
in order to function properly [30], [31], [32], [33]. The following is an equation that expresses the diameter of a
nanotube, denoted by the notation dt, in terms of the numbers n and m: equation 2.2.

dt =
|a| ∗

√
(n(2) + n ∗m+m2

π
(2.2)

The distance between the two carbon atoms of the closest neighbor is 1.421 or 0.142 in graphite, Ch is the
length of the chiral vector, and the chiral angle (ϕ) may be obtained by solving the following equation 2.3.

ϕ = tan− 1

√
3 ∗m

2n+m
(2.3)

Thus, the (n, m) indices or their equivalent, dt, may be used to describe a nanotube.
Figure 2.1 shows a) The unit cell of one-dimensional nanotubes is described using the nomenclature of

the unit cell of the honeycomb lattice, which is often encountered in two dimensions; b) the brillouin zone
of two-dimensional graphite represented by rhombuses and a shaded hexagon; and c) The unit cell of one-
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Fig. 2.2: Actual and reciprocal features of the structure’s fundamental building block, the unit cell

dimensional nanotubes is described using the nomenclature of the unit cell of the honeycomb lattice, which is
often encountered in two dimensions.

Figure 2.2’s coordinates (x, y) are used to express the real space basis vectors a (1) and a 2, which are
written as equations 2.4 and 2.5 respectively.

a(1) = (

√
3

2 ∗ a,
a

2
), a2 = (

√
3

2 ∗ a,
−a
2

) (2.4)

and

b(1) = (
2π√
3 ∗ a

,
2π

a
), b(2) = (

2π√
3 ∗ a

,
−2π
a

) (2.5)

where a = |a1| = |a2| = 0.246nm, a is the lattice constant of two-dimensional graphite, which is consequently
the basis vectors b 1 and b 2 of the reciprocal lattice. b 1 and b 2 are the reciprocal lattice’s basis vectors. The
reciprocal (b=2.949nm A) hexagonal lattice has basis vectors b 1 and b2 that are rotated by 30 degrees with
respect to the real space hexagonal lattice’s basis vectors a 1 and a2. To do this, we choose the shaded region
of Figure 2.2 to represent the first brilluoin zone, the centers of Points K and M, and the corners of Figures
2.1 and 5 to represent the highest symmetry points. Calculations have been made to determine the energy
dispersion relations for the MK triangle depicted in Figure 2.1 with dotted lines. As shown in figure 1.3, the
unit cell is defined by the smallest repetition distance along the axis of the 1D nanotube, which is denoted by
the letter OB. This allowed us to determine the translation vector (T).

T = t1 ∗ a1 + t2 ∗ a2 (2.6)

The equation 2.7 the variables n and m are connected to the coefficients t1 and t2, respectively.

t1 =
(2n+m)

(dR)
t2 =

−(2n+m)

(dR)
(2.7)

where dR is the greatest common divisor of (2n+m, 2m+n), and the equation 2.8 for dR may be obtained by
clicking here.

dr =

{
d, ifn−misnotamultipleof3d)
d3, ifn−misamultipleof3d) (2.8)
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where d is the greatest common divisor of all the other (n, m). The magnitude of the translation vector T,
equal to the vertical bar symbol.

|T | =
√
3 ∗ L
dR

(2.9)

The length of the chiral vector C h is denoted by L, while the diameter of the nanotube is denoted by d t.
The region bounded by the vectors T and C h is the area that is referred to as the nanotube’s unit cell. The
values (n,m) and the formula are used to determine the number of hexagons, N, that are contained within the
one-dimensional unit cell of a nanotube. This number may be thought of as the number of individual nanotubes
2.10.

N =
(2(n2 + n ∗m+m2))

dR
(2.10)

Two carbon atoms are added, which is represented by a single hexagon in the honeycomb structure shown
in Figure 1.2. We chose carbon nanotubes with the following chirality ratios (17, 0), (12, 5), (10, 10), (16, 2),
(15, 0), and (11, 11) based on the assumption that a (c-c)=0.142 nm. The nanotube has a larger real space
unit cell compared to the 2D graphene sheet, resulting in a substantially smaller 1D Brillouin zone (BZ) for
the nanotube compared to a single 2D graphene unit cell. The reason for this is that the actual spatial unit
cell for the nanotube is far greater than that for the 2D graphene sheet. Brillouin Zone-folding methods have
been extensively utilised to establish approximate connections between the dispersion of electrons and phonons
in carbon nanotubes (n, m) possessing specified symmetry. The user’s text is empty. The nanotube’s crystal
structure closely mimics that of a graphene sheet, which is why the Brillouin Zone is relatively modest. The
vectors k 1 and k 2 may be calculated using the relationship. Ri ∗Kj = 2 ∗ ij, where the lattice vectors in real
space are denoted by R(i), and the vectors in reciprocal space are denoted by Kj. It is possible to write form
k 1 and k 2 as

k1 = 1/N(−t2 ∗ b1 + t1 ∗ b2)andk2 = 1/N(m ∗ b1 − n ∗ b2) (2.11)

The reciprocal lattice vectors of a graphene sheet in two dimensions are represented by the symbols b 1
and b 2, which are correspondingly indicated by the equation that describes them 2.5. Given a set of N wave
vectors k (1) (=0,...,N-1), it is feasible to compute N discrete k vectors in the circumferential direction. A
one-dimensional band of electronic energy appears for each of the discrete values of the circumferential wave
vectors, and phonon dispersion relations extend in six distinct directions depending on the value of . Creating
a nanotube from a graphite sheet by rolling it along the chiral vector C hon. The resulting nanotube is rolled
(n,m). Nanotubes can be characterised by their diameter (dt) and chiral angle (π) in relation to the zigzag
axis. Single-wall nanotubes (SWNTs) may be thought of as hollow cylinders that are formed by rolling a
graphite sheet. It is possible to describe it in an unambiguous manner by a vector denoted by the letter C
h in terms of a set of two numbers denoted by the letters n and m, which correspond to graphite vectors a1
anda2. It is possible to create two standard nanotubes from a single graphite sheet by rolling it in opposite
directions. The nanotubes can exist in three different configurations: zigzag (n, 0), armchair (n, m) when
n = m, and chiral (n, m). If n is a value greater than m and less than zero, the coordinates of the chiral
nanotubes are as follows: (17, 0), (15, 0), (12, 5), (16, 2), (10, 10), and (11, 11). Both the lattice constant
and the intertube spacing are essential requirements for the proper creation of a bundle of single-walled carbon
nanotubes (SWNTs). Experiments and theoretical studies have reached the conclusion that the average length
of C-C bonds in MWNT should be 0.34 nanometers, and that the spacing between tubes should also be 0.34
nanometers. In light of this, equations 2.1 and 2.2 may be used to simulate a variety of tube architectures and
interpret experimental data. They are now taking into account the energetics or the stability of nanotubes.
During the fabrication of a SWNT from a graphite sheet, the strain energy is equal to 1/dt per tube, or1/dt

2

per atom.
The diameter of SWNTs that are often seen in experiments ranges from 0.6 to 2.0 nanometers, however

it may be as tiny as 0.4nm or as big as 10 nanometers (3.0nm). The electrical properties of a nanotube can
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be determined by analysing the dispersion relation of a graphite sheet with wave vectors (kx, ky), in the most
basic scenario.

E(kx, ky) = γ
√
+4cos((3 ∗ kx ∗ a)/2)cos((ky ∗ a)/2) + 4cos2((ky ∗ a)/2) (2.12)

Considering the stated values of a = 0.246nm, o = 2.5eV − 3.0eV (the lattice constant), and a =
0.246nm(the closest neighbour hopping parameter), it is plausible that o originates from many sources. In
order to construct a nanotube from graphite, it is necessary to maintain a periodic boundary condition either
around the circumference of the tube or in the C directions. This may happen either along the circumference
of the tube or along the C directions [30], [31], [32], [34], [35], [36], [37], [38]. The two-dimensional wave vector
k = (kx, ky)is quantized in this direction due to the constraint k.c = 2q, where k that satisfies this condition is
allowed when q is an integer. The following need, therefore, must be satisfied in order for metallic conductance
to occur: equation 2.13

(n−m) = qmetallicor(2n+m) = 3q (2.13)

2.1. Semiconducting of Carbon Nanotubes . The valence energy band is located at the lower section
of the energy curve, while the conduction energy band is located at the upper section of the energy curve.
When s equals zero, the valence band and the conduction band become symmetric, adopting the shape of a
ball, which is described by equation 2.12, and o = 2.9eV . This occurs when the electron spin is equal to zero.
2D graphite is classified as a zero-gap semiconductor due to the conduction and valence bands intersecting at
the six corners of the Brillouin zone, which are known as high symmetry sites E = Esp [30], [38], [39], [40]. The
positive sign is used to represent the valence band, whereas the negative sign is used to indicate the conduction
band. Graphene exhibits symmetrical conduction and valence bands in terms of both structure and distribution.
On the other hand, silicon, which is an indirect band gap semiconductor, exhibits dissimilar band structures
for both electrons and holes. The Fermi points are the places on the edges of the Brillouin zones where the
energy troughs may be found. These sites are also known as the Brillouin zone corners. The vectors serve as
the foundation for the reciprocal latticesbj. The wave vectors were limited to the specified range as a direct
consequence of the periodic boundary restriction that was applied in the circumferential direction .

k.c = 2 ∗ π ∗ q (2.14)

where k is a wave vector that can be allowed, and q is an integer that denotes the quantum number. This may
be allowed. The equation that describes the conductance of SWNT, MWNT rope, or SWNT cable is as follows
2.15:

G = GO ∗M = ((2e2)/h) ∗M (2.15)

Since nanotubes’ conductance is quantized, the resistance of nanotubes is equal to 6.5*103 ohms; M is
an apparent number of conducting channels that takes into account electron-electron coupling and intertube
coupling effects in addition to the intrinsic channel G = (6.5kohm)( − 1) which is the value of the intrinsic
channel. The results of the combined STM and STS studies are consistent with the following hypotheses:
1) approximately two-thirds of the nanotubes are semiconducting, and one-third of them are metallic; 2) the
density of states exhibits van hove singularities, which is characteristic of the expectations for a one-dimensional
system; and 3). The energy gaps of semiconducting nanotubes are proportional to the square root of the distance
traveled over time (1/dt). An inductor’s Ek value is determined by the extra kinetic energy associated with
the current. This represents the equilibrium Fermi energy for electrons moving between the source and the
drain of a field-effect transistor. This demonstrates that kinetic inductance has a ballistic origin. Therefore,
making the right option while selecting the diameter is helpful. At a temperature of 300 kelvin, the typical
values for the band gap are as follows: - (1.12 eV) for germanium; (0.67 eV) for silicon; and (1.43 eV) for GaAs.
Electronic density of states (DOS) is measured in terms of the equilibrium Fermi energy per unit of nanotube
length, whereas avaiability is expressed in terms of the number of electron-phonon pairs per unit of nanotube
length. Both of these measures are independent of one another. Both of these measurements are expressed in
nanotube length units. Due to the fact that the bias window only contains right-moving carriers, the density
of states must be divided by two in the calculation for the mean number of electron-phonon couplings. This is
because the bias window contains only the right-moving carriers [26], [27], [41], [42], [43].
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2.2. Nanotechnology Applications in the Medical Sciences. Because of its close relationship to
human life and health, nanomedicine is often regarded as one of the most significant uses of nanotechnology.
Some even argue that it is the most significant application of all. This is the age of nanomedical technology,
when the principles of illness prevention, diagnosis, and treatment have been rewritten in light of recent advances
in nanotechnology. Whereas nanotechnology, by way of illustration, opens up novel pathways for drug carriers
within the human body, allowing them to specifically target different cells, and to take on some of humanity’s
deadliest diseases, like cancer. This has spawned a great deal of nano research and experimental applications
at labs all over the world. The nanosensors, on the other hand, may be surgically inserted into the brain of
the paraplegic patient to give them the ability to move and walk again. Research indicates that it will appear
on the farthest extent of techniques for repairing living cells, as well as nano-neural electronic links, and if this
happens, a real revolution will occur in the world of treatment and therapy. There are a lot of applications
in the field of health care and the manufacture of nanomedical devices. Using this method, it is possible to
capture images of the body’s cells with ease, akin to taking a conventional snapshot. Furthermore, these cells
can be manipulated and moulded into various configurations [13], [14], [22]. An institute in California has set
a general framework for what nanotechnology can offer us in the field of medicine, for those people who suffer
from certain diseases, and for older people who suffer because of the incorrect sequence of atoms.

2.2.1. Delivery of the Drug to the Tissues. Delivery of drugs to tissues is one of the priorities of
research in the field of nanomedicine, as it depends on the manufacture of micro-nanomaterials that improve
the bioavailability of the drug. This means that the drug molecules are located in the targeted place in the
body, where they work with maximum effectiveness, and thus the rate of drug consumption decreases and its
side effects are reduced, as well as the total cost of treatment. Pharmacology is one of the sciences that needs
high accuracy due to its connection to human health. A drug’s efficacy is diminished and it causes undesired
side effects if it is absorbed by healthy tissues along with the sick ones. For instance, we see that conventional
approaches such as radiation and chemotherapy have serious adverse effects and are not very successful in
treating cancer [11], [21], [44], [45]. As a result, anti-cancer medications need highly targeted administration in
order to have any effect at all. Therefore, scientists are studying one of the future nano applications, which is
represented in the drug delivery technology using one of the nano devices called dendrimer. Methods of drug
delivery are based on nanotechnology, some of which depend on very small-scale tubes that have the ability to
move and can be directed to the area to be treated. Others rely on smart systems of very small size that can
be implanted inside the body and have the ability to control drug doses and the appropriate time for delivery.
It appeared that carbon nanotubes could be used by linking them with peptide compounds to introduce them
to the immune system in the body and thus use them in the delivery of traditional vaccines [43].

2.2.2. Pharmaceuticals and Therapeutic Drugs. A new term has now been introduced into the
science of medicine, nanobiotics, which is the new alternative to antibiotics. Hangbang University researchers
in Seoul successfully incorporated nano-silver into antibiotics. Silver possesses the capability to eradicate 650
pathogenic pathogens while maintaining the safety of the human body. This technology will solve a lot [5], [31],
[46], [47], [48]. One of the problems of antibiotic-resistant bacteria that have caused mutations that prevent the
effect of the antibiotic on these bacteria is that nanobiotics puncture the cell wall of bacteria or cells infected
with the virus, allowing water to enter the cells and they are exterminated. This technique will eliminate the
strains of bacteria that are resistant to antibiotics that have caused mutations to prevent them from affecting
them. Where the nanobiotic punctures the cell wall of the bacteria or virus, and when millions of them enter
the gel membrane of the bacterium, they are chemically attracted to each other and gather in the form of
long tubes or many pins that puncture the cell membrane and other groups work to expand the hole in the
bacterial cell wall so that it dies within minutes as a result. They dissipate the external electrical potential of
her membrane and then destroy it within minutes, and she cannot adapt her immune system with it [4,44].

2.2.3. A Nano-Sized Robot is an Assistant in Surgical Operations. For use in delicate and high-
risk procedures, Corv is has developed nanoport optical transducers with nanoscale scales. By using a specialized
gadget, the surgeon may direct the robot to do the procedure with more precision and less human error than is
possible with conventional approaches. The surgeon manipulates the robot arm, which holds the instruments
and camera, via a joystick. Through this, huge motions may be reduced to micromanipulations, enhancing the
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accuracy of surgical procedures. Because of its extreme hardness, scientists used carbon to create a nanoport
only 1 millimeter wide, allowing it to pass through human blood arteries. Magnetic resonance imaging (MRI)
and computed tomography (CT) scans may be used to track the robot while it works within the body to verify
that it has reached the correct organ or sick tissue.

2.2.4. Diabetes Treatment. Niue University in the United States has successfully created a nanotechnology-
based device that can regulate blood sugar levels in the body. This device offers an alternative to insulin
injections for diabetic patients. Additionally, nanotechnology is being used in the treatment of kidney diseases.
Specifically, researchers are studying the atomic-level formation of kidney proteins and using nanotechnology
for imaging purposes. The aim was to study the biological processes that occur in kidney cells and the use
of nanoparticles in the treatment of kidney diseases, where solutions to many kidney diseases can be reached
by understanding the physical and chemical properties of kidney proteins, and many doctors dream of an ar-
tificial kidney using nanotechnology. The cell has the potential to improve the lives of many kidney patients
significantly.

2.2.5. Medical Imaging of Medical Applications. Researchers and medical professionals now have
the ability, thanks to nanoimaging, to monitor every movement that takes place inside the live tissue of the
human body. This allows medical professionals to properly detect the movement of the medicine within the sick
tissue. Studying some cells of the body is difficult, and from here scientists resort to coloring them. There is
another problem, which is that the cells that emit light waves of different lengths do not always work in the same
way or in the same way, which makes medical imaging processes face problems in terms of correct diagnosis.
Scientists were able to solve this problem by using some nanoparticles that show reactions different due to the
different wave frequencies arising naturally from the difference in the length of the face. Nanotechnology will
contribute to advancing its development in terms of its efficiency, performance, speed of work, and increased
safety, due to the entry of nanotechnology into the manufacture of electronic chips, electrical conduction circuits,
and data processors used in these devices.

2.2.6. Diagnostic Applications of Nanotechnology Medical. The main goal is to discover the dis-
ease in the early stages so that it can be eliminated before it causes symptoms or complications. By using
nanotechnology, biological tests to measure the presence or activity of the tested materials become faster, more
accurate and flexible. The presence of specific molecules or microbes can be combined, and similarly, gold
nanoparticles can be combined with short sections of DNA to identify a sequence of genes in a sample. There is
also the technology of nano-holes to analyze DNA, which converts its sequence of units directly into electrical
signals, and by using nanoparticles as contrast agents (as an alternative to dye), we obtain MRI and ultrasound
images with better contrast and distribution, and even luminous nanoparticles can help the surgeon during the
operation Surgical procedures to identify the location of the tumor and thus make the process of eradicating it
more easily [4], [6], [17], [20], [25], [29], [30], [38], [45], [48], [49], [50].

3. Result and Discussion. The electrical characteristics of carbon nanotubes (CNTs) are determined
by the chiral vector (Ch), which is calculated using Equation (1). Various arrangements of carbon nanotubes,
such as (17, 0), (12, 5), (10, 10), (16, 2), (15, 0), and (11, 11), exhibit different chiral angles and integer pairs.
For instance, the (17, 0) and (15, 0) nanotubes, known as zigzag nanotubes, can function as either metals or
semiconductors, depending on the fabrication method. The focus of this paper is on chiral semiconducting
nanotubes, specifically (12, 5) and (16, 2), with n = 12,m = 5, and chiral angles analyzed in the range of 0 to
30 degrees. Additionally, armchair nanotubes (10, 10) and (11, 11), with n=m=10 and a chiral angle (=30),
operate as metals. Simulation results reveal nanotube diameters ranging from approximately 1.33 nm to 1.356
nm. The band gap in semiconducting nanotubes is determined by solving for the energy difference between
the Fermi energy and electronic density of states (DOS). Equation 3.1 is employed to find the band gap (Eg)
in semiconducting nanotubes by used MATLAB program. This is found by comparing the Fermi energy per
carbon nanotube atomic unit cell to the electronic density of states (DOS) (unit measurement, arbitrary, unit)
given by equation 3.1

Eg =
2 ∗ a(c− c) ∗ γo

dt
=

(0.8eV )

dt
(3.1)
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Fig. 3.1: An example of two van hove singularities in semiconductor carbon nanotubes

Figure 3.1 shows the energy band gap, denoted as E g, for a semiconductor with two conduction bands and
two valence bands, where the Fermi energy is o = 2.9eV , and where two van Hove singularities are handled.
The semiconducting properties of carbon nanotubes are described by the equation (2/3) if the condition that
2n+m) =3q 0is equation (3.13). The minimal value, which is provided by the equation, is used to compute the
kinetic energy, denoted by Ek, of the lowest subband 3.2.

K(c.q) =
2

(3dt)
(3.2)

The equations that describe the energy output of carbon nanotubes, where dt represents the diameter of
the nanotube, are as follows: 3.3

(Kt) = (
(3 ∗ a(c− c) ∗ γo

2
) ∗
√
(kt2 + (2(3dt)2) (3.3)

and

Eo =
(3 ∗ a(c− c) ∗ γo)

2
(3.4)

where Eo is the energy gap for graphite when it is at its standard temperature. After solving equations 3.3 and
3.4, we are left with equation 3.5, which describes Eout, also known as the output energy band gap.

Eout =
(E(kt))

Eo
(3.5)

Doping the electron density of states during manufacture has a direct impact on the output energy band
gap of carbon nanotubes, which may be described as an equation3.6.

D(Ek) =
8

(3 ∗ π ∗ a(c− c) ∗ γo)
∗ (E(kt))√

(E(kt)− (Eg2)
(3.6)

The electrons in the valence band (v2) are excited by the incident light (photon) and move into the
conduction band (c2), leaving a hole in the valence band (v2), which allows an electron to move from the
valence band (v1) to the valence band (v2), which in turn allows an electron to move from c2 to the conduction
band (c1) and back to v1 such as shown in figure 3.1.

Certainly, let’s delve deeper into specific aspects of the electronic construction of carbon nanotubes (CNTs)
and their implications:
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Fig. 3.2: The energy gap to the DOS in this system in order to present the results for three distinct carbon
nanotubes (17, 0), (12, 5), and (10, 10)

• Chirality and Electronic Properties: The chirality angle (θ) determined by the chiral vector plays a
crucial role. Zigzag nanotubes (=0) exhibit unique properties, potentially serving as either metals
or semiconductors. Semiconducting nanotubes with specific chiral angles (e.g., (12, 5), (16, 2)) offer
controlled electronic behavior.

• Simulation and Diameter Impact:The simulation results showing nanotube diameters are vital. Di-
ameters influence the electronic structure, affecting band gaps and conductivity. Understanding this
parameter aids in tailoring nanotubes for specific applications.

• Energy Band Gap in Semiconducting Nanotubes: Equation 3.1 provides a direct link between the
energy band gap and nanotube diameter. This relationship is essential for predicting and controlling
the semiconducting properties crucial for electronic applications.

• Visualization of Energy Band Gap (Eg): Figure 3.1’s visualization of the energy band gap is a key
element. It illustrates the distinct bands and van Hove singularities, giving a comprehensive view
of the electronic structure. This understanding is fundamental for designing nanotubes for specific
electronic functionalities.

• Output Energy Band Gap (Eout): Equation (20) and the concept of Eout are critical. This parameter
encapsulates the nanotube’s output energy band gap, offering insights into its behavior and suitability
for various applications. It aids in predicting the nanotube’s response to external stimuli.

• Impact of Doping on Electronic States: Equation 3.6 underscores the impact of doping on the electron
density of states. Doping introduces additional electronic states, influencing the output energy band
gap. This insight is valuable for engineering nanotubes with tailored electronic properties.

• Applications in Electronics: The discussed parameters collectively contribute to the understanding of
how carbon nanotubes can be harnessed in electronic devices. Their unique electronic properties, such
as high conductivity and tunable band gaps, make them promising candidates for future electronic
applications.
• Challenges and Future Directions: Despite their potential, challenges and limitations in utilizing carbon

nanotubes in electronics should be acknowledged. Issues like uniformity, scalability, and reproducibility
are areas of ongoing research. Future directions may involve overcoming these challenges for widespread
implementation.

The electronic construction of carbon nanotubes, shaped by factors like chirality and diameter, offers a
versatile platform for tailoring their behavior in electronic applications. The ability to control their electronic
properties makes them valuable in the development of advanced electronic devices.

Figure 3.2 illustrates that carbon nanotubes can exhibit both positive and negative values for the energy
band gap. This high level of symmetry is a unique characteristic, indicating the versatile electronic behavior
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Fig. 3.3: Connection between energy gap and DOS for three distinct carbon nanotubes (16, 2), (15, 0), and
(11, 11)

of nanotubes. Coordinates (17, 0) and (12, 5) in Figure 3.2 demonstrate the energy gap with two valence
bands (v1andv2) and two conduction bands (c1 and c2) according to van Hove notation. The presence of both
positive and negative energy gap values highlights the tunable electronic states in these nanotubes. Unlike
semiconductor nanotubes, (10, 10) nanotubes exhibit metallic behavior with only one conduction band and a
valence band. The absence of a band gap in these nanotubes classifies them as metals. This behavior is critical
for applications requiring high electrical conductivity.

Employing equations 3.2-3.5, another set of findings is presented in Figure 3.3, reinforcing the observation
that carbon nanotubes can have both positive and negative energy gap values. This emphasizes the exceptionally
high symmetry of carbon nanotubes’ electronic structure. In Figure 3.3, coordinates (15, 0) and (16, 2) exhibit
two conduction van Hove bands (c1andc2) and two valence bands (v1andv2). The symmetry of the energy
gap in semiconductor carbon nanotubes is influenced by doping in the electronic density of states (DOS),
resulting in either positive or negative energy gaps. For (11, 11) nanotubes, the band gap is zero, indicating
metallic behavior. These nanotubes act as metallic carbon nanotubes with a continuous range of energy levels.
Equations 3.7 and 3.8 provide insights into the behavior of carbon nanotubes as semiconductors (S) and metals
(M) during a symmetric transition at p=q. The ability of nanotubes to operate in positive and negative bias
with low bias is a crucial characteristic for certain applications. he equations suggest that the symmetric
transition in the energy level occurs at p=q, allowing carbon nanotubes to operate under both positive and
negative biases with low bias conditions (160 mV - 200 mV). This bias-dependent behavior is significant for
practical electronic applications.

Epp
S =

(2 ∗ π ∗ a(c− c) ∗ γo)
dt

(3.7)

For semiconductance carbon nanotube,

Epp
M =

(6 ∗ π ∗ a(c− c) ∗ γo)
dt

(6 ∗ p ∗ a(c− c) ∗ o)/dt (3.8)

for metallic carbon nanotube.
Figure 3.2 and 3.3 and associated equations underscores the intricate electronic properties of carbon nan-

otubes, including their symmetry, tunability, and diverse behavior as semiconductors and metals under different
conditions. These characteristics are fundamental for leveraging carbon nanotubes in a wide range of electronic
applications. The synergy between nanotechnology and artificial intelligence (AI) represents a transformative
leap in technology. Nanotechnology, with its ability to manipulate materials at the nanoscale, coupled with AI’s
data processing and analytical capabilities, promises enhanced precision and efficiency across various domains.
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In the realm of medical devices and healthcare, the convergence of nanotechnology and AI holds great promise.
The precision offered by nanoscale materials, such as carbon nanotubes, can be complemented by AI algorithms
for more accurate diagnostics, treatment delivery, and monitoring of health conditions. Carbon nanotubes, with
their remarkable electrical, thermal, and mechanical properties, stand out as a key component of nanotechnol-
ogy. Their high conductivity, strength, and unique structure make them versatile for applications ranging from
electronics to biomedical devices. The discussion emphasizes the significant role carbon nanotubes will play in
the future of nanotechnology. In the biomedical field, these nanotubes have shown promise for drug delivery,
imaging, and diagnostics due to their ability to penetrate cell membranes and interact at the molecular level.
Carbon nanotubes, integrated with AI, can revolutionize healthcare by enabling advanced diagnostics, person-
alized medicine, and real-time monitoring. The combination of nanoscale materials and intelligent algorithms
enhances the capabilities of medical devices for more accurate and timely interventions. The collaborative use
of nanotechnology and AI in medical diagnostics can lead to highly accurate and efficient diagnosis. Nanoscale
sensors, possibly incorporating carbon nanotubes, can detect biomarkers at ultra-low concentrations, while
AI algorithms analyze complex datasets for disease identification. The statement underscores the belief that
carbon nanotubes, as part of nanotechnology advancements, will significantly shape the future of healthcare.
This suggests a transformative era where nanoscale materials, guided by AI, contribute to breakthroughs in
diagnostics, treatment, and overall healthcare management. Alongside the potential benefits, it’s crucial to
acknowledge and address challenges and ethical considerations associated with the integration of nanotechnol-
ogy and AI in healthcare. Ensuring the safety, privacy, and ethical use of these technologies is paramount for
their widespread acceptance and positive impact. the convergence of nanotechnology, artificial intelligence, and
the potential of carbon nanotubes holds immense promise for advancing healthcare. The precision, efficiency,
and transformative capabilities offered by these technologies signify a future where medical devices are more
accurate, personalized, and effective in improving patient outcomes. The difference is clear in Table No. 3.1 of
the specifications and properties of carbon nanotube and its use, like semiconductors, silicon, and germanium,
in terms of work, heat tolerance, and working with ultra-high frequencies up to THz. as well as form figure 3.2
and 3.3.

4. Conclusion. The development of nanoparticles, their size control, and the study of their physical
properties have revolutionized medical diagnostics. The advancement has opened up possibilities for incorpo-
rating nanoparticles, specifically carbon nanotubes (CNTs), into well-established diagnostic techniques such as
magnetic resonance imaging (MRI), ultrasound, CT scans, and nuclear medicine equipment. The ability to
control nanoparticle properties enhances diagnostic efficiency, enabling early disease detection and providing
detailed information about disease location, size, and progression. Around the world, ongoing studies focus on
incorporating nanotechnology advancements into medical fields. These efforts include safety assessments for
human use, aiming to turn these applications into a daily reality in hospitals. Nanotechnology applications span
various sectors, including technology, electronics in medicine, biology, pharmaceutical industries, and disease
detection. The enormous potential of CNTs in biological applications is evident. CNTs are highly adaptable
molecules that show promise in diverse contexts, acting as sensors, drug transporters, imaging aids, bioelec-
trodes, and reinforcement for composites. CNT-based sensors are envisioned as simple, rapid, sensitive, and
cost-effective tools for monitoring various analyses. Their design flexibility allows for tailoring to specific needs,
surpassing the limitations of prior analytical methods. The construction of CNT-based sensors from scratch en-
hances simplicity and performance. These sensors are considered more straightforward to work with, exhibiting
improved detection limits, sensitivities, specificities, and repeatabilities. The potential of CNT-based sensors
as effective tools for monitoring targets is recognized, offering a feasible option to meet the urgent demand
for numerous analyses. Future research on CNTs-based biosensing is expected to emphasize in vivo detection
methods. These methods aim for minimal cytotoxicity, high sensitivity, and long-term stability to meet the
requirements for reliable point-of-care diagnostics under physiological conditions. The continuous development
of CNT-based technologies underscores their significance as a transformative tool in healthcare, contributing to
disease treatment and human health preservation. While silicon remains the workhorse of the semiconductor
industry, carbon nanotubes offer unique properties that make them attractive for certain applications, partic-
ularly in emerging fields such as flexible electronics and advanced sensors. Ongoing research aims to harness
the strengths of both materials for future semiconductor technologies. Table No. 1 in the specs outlines the
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Table 3.1: Comparison Carbon nanotubes (CNTs) and silicon are both materials with distinct semiconductor
properties.

Serial
No.

Criterias Carbon Nanotubes (CNTs) Semicon-
ductors

Silicon Semiconductor:

1. Structure CNTs have a tubular structure composed
of carbon atoms arranged in a hexagonal
lattice.

Silicon is a traditional semiconductor with
a crystalline structure.

They can be single-walled (SWNT) or
multi-walled (MWNT), and their electri-
cal properties depend on their structure
and chirality.

It is widely used in the electronics indus-
try, forming the basis of most semiconduc-
tors

2. Electrical Proper-
ties

CNTs can exhibit either metallic or semi-
conducting behavior depending on their
structure.

Silicon is typically a semiconductor with
an indirect bandgap.

Semiconducting CNTs have a bandgap
that varies with their diameter and chi-
rality.

Its electrical properties can be manipu-
lated through doping.

3. Advantages High electrical conductivity, comparable
to or even better than silicon.

Well-established technology with mature
fabrication processes

Exceptional mechanical strength, flexibil-
ity, and thermal conductivity.

Integrated into a variety of electronic de-
vices and circuits.

4. Applications Widely explored for Nano electronics, in-
cluding transistors and interconnects.

Dominant material in the semiconductor
industry for integrated circuits and micro-
electronics.

Promising in applications like flexible elec-
tronics and high-performance sensors.

Commonly used in transistors, diodes,
and solar cells.

5 Bandgap Control CNTs offer a tunable bandgap based on
their structure.

Silicon bandgap is controlled through dop-
ing

6 Mechanical Pro-
perties

CNTs have superior mechanical properties Silicon, providing flexibility and strength.

7. Conductivity CNTs can have higher electrical conduc-
tivity than silicon, making them suit-
able for specific high-performance applica-
tions.

Silicon has modest conductivity and is af-
fected by temperature changes

8. Fabrication Com-
plexity

Large-scale production of CNTs is still an
evolving challenge.

Silicon has well-established and mature
fabrication processes

distinctions between carbon nanotubes and their applications in semiconductors such as silicon and germanium,
focusing on factors including performance, heat resistance, and operation at ultra-high frequencies up to THz.
as well as the result of this work paper.

REFERENCES

[1] N. For and B. Applications, Jurnal Teknologi RECENT MODIFICATIONS OF CARBON, vol. 2, pp. 83100, 2023.
[2] S. Kruss, A. J. Hilmer, J. Zhang, N. F. Reuel, B. Mu, and M. S. Strano, Carbon nanotubes as optical biomedical sensors,

Adv. Drug Deliv. Rev., vol. 65, no. 15, pp. 19331950, 2013, doi: 10.1016/j.addr.2013.07.015.
[3] V. Harish, D. Tewari, M. Gaur, A. B. Yadav, and S. Swaroop, Review on Nanoparticles and Nanostructured Materials:

Bioimaging , Biosensing , Drug Delivery , Tissue Engineering , Antimicrobial , and Agro-Food Applications, 2022.
[4] A. Barhoum et al., Review on Natural , Incidental , Bioinspired , and Engineered Nanomaterials: History , Definitions ,

Classifications , Synthesis , Properties , Market , Toxicities , Risks , and Regulations, 2022.
[5] D. Maiti, X. Tong, X. Mou, K. Yang, and K. Yang, Carbon-Based Nanomaterials for Biomedical Applications: A Recent

Study, vol. 9, no. March, pp. 116, 2019, doi: 10.3389/fphar.2018.01401.
[6] D. Holmannova, P. Borsky, T. Svadlakova, and L. Borska, applied sciences Carbon Nanoparticles and Their Biomedical

Applications, pp. 121, 2022.



The Employment of Carbon Nanotubes in Biomedical Applications 4299

[7] A. Madni et al., Graphene-based nanocomposites: synthesis and their theranostic applications, J. Drug Target., vol. 0, no. 0,
pp. 126, 2018, doi: 10.1080/1061186X.2018.1437920.

[8] S. Anwar et al., Recent Advances in Synthesis , Optical Properties , and Biomedical Applications of Carbon Dots, ACS Appl.
Bio Mater., vol. 2, pp. 23172338, 2019, doi: 10.1021/acsabm.9b00112.

[9] E. T. Thostenson, Z. Ren, and T. Chou, Advances in the science and technology of carbon nanotubes and their composites:
a review, vol. 61, pp. 18991912, 2001.

[10] H. A. Owida, N. M. Turab, and J. Al-nabulsi, Carbon nanomaterials advancements for biomedical applications, vol. 12, no.
2, pp. 891901, 2023, doi: 10.11591/eei.v12i2.4310.

[11] E. Ali et al., Carbon nanotubes: properties, synthesis, purification, and medical applications, Nanoscale Res. Lett., vol. 9, no.
1, p. 393, 2014.

[12] B. O. Murjani, P. S. Kadu, M. Bansod, S. S. Vaidya, and M. D. Yadav, Carbon nanotubes in biomedical applications: current
status , promises , and challenges, Carbon Lett., vol. 32, no. 5, pp. 12071226, 2022, doi: 10.1007/s42823-022-00364-4.

[13] V. R. Raphey, T. K. Henna, K. P. Nivitha, P. Mufeedha, C. Sabu, and K. Pramod, Advanced biomedical applications of
carbon nanotube, Mater. Sci. Eng. C, vol. 100, no. July 2018, pp. 616630, 2019, doi: 10.1016/j.msec.2019.03.043.

[14] F. Liang and B. Chen, A Review on Biomedical Applications of Single-Walled Carbon Nanotubes, Curr. Med. Chem., vol.
17, no. 1, pp. 1024, 2009, doi: 10.2174/092986710789957742.

[15] E. Vázquez and M. Prato, Carbon nanotubes and microwaves: Interactions, responses, and applications, ACS Nano, vol. 3,
no. 12, pp. 38193824, 2009, doi: 10.1021/nn901604j.

[16] J. Nandhini, E. Karthikeyan, and S. Rajeshkumar, Nanomaterials for wound healing: Current status and futuristic frontier,
Biomed. Technol., vol. 6, pp. 2645, 2024, doi: https://doi.org/10.1016/j.bmt.2023.10.001.

[17] S. M. Asil et al., Theranostic applications of multifunctional carbon nanomaterials, no. January, pp. 124, 2023, doi:
10.1002/VIW.20220056.

[18] R. S. Ruoff, D. C. Lorents, S. R. I. International, and M. Park, MECHANICAL AND THERMAL PROPERTIES OF
CARBON NANOTUBES, vol. 33, no. 7, pp. 925930, 1995.

[19] S. Keren, C. Zavaleta, Z. Cheng, A. De Zerda, O. Gheysens, and S. S. Gambhir, Noninvasive molecular imaging of small
living subjects using Raman spectroscopy, 2008, doi: 10.1073/pnas.0710575105.

[20] S. Gautam, D. Bhatnagar, D. Bansal, H. Batra, and N. Goyal, Recent advancements in nanomaterials for biomedical implants,
Biomed. Eng. Adv., vol. 3, p. 100029, 2022, doi: https://doi.org/10.1016/j.bea.2022.100029.

[21] S. Beg, M. Rizwan, A. M. Sheikh, M. S. Hasnain, K. Anwer, and K. Kohli, Advancement in carbon nanotubes: Basics,
biomedical applications and toxicity, J. Pharm. Pharmacol., vol. 63, no. 2, pp. 141163, 2011, doi: 10.1111/j.2042-
7158.2010.01167.x.

[22] W. Yang, P. Thordarson, J. J. Gooding, S. P. Ringer, and F. Braet, Carbon nanotubes for biological and biomedical
applications, Nanotechnology, vol. 18, no. 41, 2007, doi: 10.1088/0957-4484/18/41/412001.

[23] J. Pang, A. Bachmatiuk, F. Yang, H. Liu, and W. Zhou, Applications of Carbon Nanotubes in the Internet of Things Era
Carbon nanotubes based electronics, Nano-Micro Lett., vol. 13, no. 1, pp. 115, 2021, doi: 10.1007/s40820-021-00721-4.

[24] M. Asaftei et al., RSC Advances Fighting bacterial pathogens with carbon nanotubes: focused review of recent progress, pp.
1968219694, 2023, doi: 10.1039/d3ra01745a.

[25] M. Ramezani, A. Dehghani, and M. M. Sherif, Carbon nanotube reinforced cementitious composites: A comprehensive review,
Constr. Build. Mater., vol. 315, p. 125100, 2022, doi: https://doi.org/10.1016/j.conbuildmat.2021.125100.

[26] H. Cui, S. Zhao, and G. Hong, Wireless deep-brain neuromodulation using photovoltaics in the second near-infrared spectrum,
Device, vol. 1, no. 4, p. 100113, 2023, doi: https://doi.org/10.1016/j.device.2023.100113.

[27] D. S. G and M. B, A comprehensive review on current trends in greener and sustainable synthesis of ferrite nanoparticles and
their promising applications, Results Eng., vol. 21, p. 101702, 2024, doi: https://doi.org/10.1016/j.rineng.2023.101702.

[28] Q. Dots, M. Bechelany, and A. Barhoum, Biomedical Applications of Carbon Nanomaterials: Fullerenes , 2021.
[29] M. Ul-Islam, K. F. Alabbosh, S. Manan, S. Khan, F. Ahmad, and M. W. Ullah, Chitosan-based nanostruc-

tured biomaterials: Synthesis, properties, and biomedical applications, Adv. Ind. Eng. Polym. Res., 2023, doi:
https://doi.org/10.1016/j.aiepr.2023.07.002.

[30] G. Rahman et al., An Overview of the Recent Progress in the Synthesis and Applications of Carbon Nanotubes, C, vol. 5,
no. 1, p. 3, 2019, doi: 10.3390/c5010003.

[31] M. R. Almeida et al., Carbon Nanotubes for Biomedical Applications, Mater. Horizons From Nat. to Nanomater., vol. 4, no.
2, pp. 285331, 2022, doi: 10.1007/978-981-16-7483-9_14.

[32] M. F. L. De Volder, S. H. Tawfick, R. H. Baughman, and A. J. Hart, Carbon nanotubes: Present and future commercial
applications, Science (80-. )., vol. 339, no. 6119, pp. 535539, 2013, doi: 10.1126/science.1222453.

[33] N. Gupta, S. M. Gupta, and S. K. Sharma, Carbon nanotubes: synthesis, properties and engineering applications, Carbon
Lett., vol. 29, no. 5, pp. 419447, 2019, doi: 10.1007/s42823-019-00068-2.

[34] J. J. Shelke, A. R. , Roscoe, J. A. , Morrow, G. R. , Colman, L. K. , Banerjee, T. K. , & Kirshner and Perrine Susan, NIH
Public Access, Bone, vol. 23, no. 1, pp. 17, 2008, doi: 10.1166/jbn.2005.004.Applications.

[35] F. Kreupl, A. P. Graham, M. Liebau, G. S. Duesberg, R. Seidel, and E. Unger, Carbon nanotubes for interconnect applications,
Tech. Dig. - Int. Electron Devices Meet. IEDM, pp. 683686, 2004, doi: 10.1109/iedm.2004.1419261.

[36] N. Mehra, S. Pharma, A. Jain, R. Raj, D. Mishra, and S. Maharastra, Th Au Se, vol. 25, no. February, pp. 169206, 2008.
[37] G. S. S. Clarence S Yah, The use of Carbon Nanotubes in Medical Applications - Is It a Success Story?, Occup. Med. Heal.

Aff., vol. 02, no. 01, pp. 1011, 2014, doi: 10.4172/2329-6879.1000147.
[38] S. Mohanty and A. Misra, Sensors and Actuators B: Chemical Carbon nanotube based multifunctional flame sensor, Sensors

Actuators B. Chem., vol. 192, pp. 594600, 2014, Available: http://dx.doi.org/10.1016/j.snb.2013.11.019
[39] S. Polizu, O. Savadogo, P. Poulin, and L. Yahia, Applications of carbon nanotubes-based biomaterials in biomedical nan-



4300 Jafaar Fahad A. Rida

otechnology, J. Nanosci. Nanotechnol., vol. 6, no. 7, pp. 18831904, 2006, doi: 10.1166/jnn.2006.197.
[40] M. Roldo and D. G. Fatouros, Biomedical applications of carbon nanotubes, 2013, doi: 10.1039/c3pc90010j.
[41] F. Karchoubi, R. Afshar Ghotli, H. Pahlevani, and M. Baghban Salehi, New insights into nanocomposite hydro-

gels; a review on recent advances in characteristics and applications, Adv. Ind. Eng. Polym. Res., 2023, doi:
https://doi.org/10.1016/j.aiepr.2023.06.002.

[42] N. H. Solangi, R. R. Karri, N. M. Mubarak, and S. A. Mazari, Mechanism of polymer composite-based nanomaterial for
biomedical applications, Adv. Ind. Eng. Polym. Res., 2023, doi: https://doi.org/10.1016/j.aiepr.2023.09.002.

[43] M. Bilal et al., Surface-coated magnetic nanostructured materials for robust bio-catalysis and biomedical applications-A
review, J. Adv. Res., vol. 38, pp. 157177, 2022, doi: https://doi.org/10.1016/j.jare.2021.09.013.

[44] G. Gruner, Carbon nanotube transistors for biosensing applications, Anal. Bioanal. Chem., vol. 384, no. 2, pp. 322335, 2006,
doi: 10.1007/s00216-005-3400-4.

[45] A. Mazzaglia and A. Piperno, Carbon Nanomaterials for Therapy , Diagnosis , and Biosensing.
[46] Y. Charles, Nanoparticles with Raman Spectroscopic Fingerprints for DNA and RNA Detection, vol. 1536, no. 2002, 2012,

doi: 10.1126/science.297.5586.1536.
[47] S. Law, Mini-Review for an Electrocatalytic Application of Carbon Nanotube in Medical Fields Tissue Engineering , Drug

Delivery , Cancer and SARS-CoV-2, vol. 13, no. 1, pp. 18, 2023.
[48] B. K. Saikia, S. Maria, M. Bora, J. Tamuly, and M. Pandey, Review article A brief review on supercapacitor energy storage

devices and utilization of natural carbon resources as their electrode materials, Fuel, vol. 282, no. April, p. 118796, 2020,
doi: 10.1016/j.fuel.2020.118796.

[49] A. Bianco, K. Kostarelos, D. Partidos, and M. Prato, Biomedical applications of functionalised carbon nanotubes, no. Novem-
ber 2004, pp. 571577, 2005, doi: 10.1039/b410943k.

[50] S. Akgönüllü and A. Denizli, Recent advances in optical biosensing approaches for biomarkers detection, Biosens. Bioelectron.
X, vol. 12, p. 100269, 2022, doi: https://doi.org/10.1016/j.biosx.2022.100269.

Edited by: Mustafa M Matalgah

Special issue on:
Synergies of Neural Networks, Neurorobotics, and Brain-Computer Interface Technology:
Advancements and Applications

Received: Dec 16, 2023
Accepted: Feb 17, 2024



Scalable Computing: Practice and Experience, ISSN 1895-1767, http://www.scpe.org

c⃝ 2024 SCPE. Volume 25, Issues 5, pp. 4301–4311, DOI 10.12694/scpe.v25i5.3046

DRIVER DROWSINESS DETECTION

ANN ZEKI ABLAHD∗, ALYAA QUSAY ALORAIBI†, AND SUHAIR ABD DAWWOD‡

Abstract. The state of the driver of being extremely tired or sleepy through the operation of the vehicle is called driver
drowsiness. Different factors caused this state such as alcohol, lack of sleep, and the side effect of some medication. The drowsiness
of drivers is a serious safety lead to accidents or fatalities on external and internal roads. The increased number of road accidents
resulted from drowsy driving. A special smart, reliable, and accurate system, Using Python language 3.6 for Windows, was designed
to build an alert system for drivers in detecting drowsiness driver. This system is crucial in reducing accidents road by the ability
to concentrate, react quickly, and produce sound decisions through driving. This system implements a real-time detector that can
monitor the states of drivers through driving.

Smart cameras with 16-megapixel were used to ensure that capturing photos have a high quality. These cameras were used in
gathering the driver’s dataset in different alertness states, including both alert states and drowsy. The collected dataset is processed
by extracting all relevant features such as head movement, yawning, and eye closure, which were used in identifying the driver’s
drowsiness. Python’s libraries such as TensorFlow, OpenCV, Keras, and Pygame are used for extracting all the above features.
Viola-Jones algorithm is used in face eye region detecting and extracting from the image of the face in the proposed system. A
Support Vector Machine (SVM) algorithm was used in classifying between drowsy and non-drowsy drivers. The system is tested
and evaluated in the real world, to ensure that the system is reliable and robust; it has high performance and accuracy, and the
accuracy is about 99.1%. This system can be used in manufacturing vehicles.

Key words: sensors, driver, drowsiness, driving, accident, smart camera

1. Introduction and Preliminaries. Driver Drowsiness considered a significant contributor to road ac-
cidents worldwide. To enhance road safety a special detection system was developed to detect driver drowsiness.
Such a system becomes very crucial in enhancing road safety.

The proposed system can monitor the physiological signs and behaviors of drivers to detect drowsiness
and alert the driver early before the accident occurs. Various techniques have been used in a proposed system
including facial expression analysis, The proposed system can be used in eye tracking, and Viola-Jones algorithm;
future in the car industry to reduce road accidents resulting from drowsy drivers and keep a safe driver.

2. Literature Review. The research on driver drowsiness contributed significantly to improving the
safety of external and internal roads to increase safety and reduce or prevent all drowsy driving risks. These
researchers try to identify the warning signs that cause driver drowsiness. This information is used in developing
a different technology for detecting and preventing driver drowsiness such as physiological sensors, steering
behavior analysis, and eye-tracking systems. Such technologies alert the drowsy driver through becoming
incapacitated, to take control vehicle. The benefit of this is to reduce accidents number and save people’s
lives. With the increasing of road accidents number caused by drowsy driving has become a driver drowsiness
detection system very important field in transportation safety. Through the availability of digital cameras, it
has been increasing the amount of archived recorded videos around the world and it became an effectively
growing processing of these video data. Different studies have been conducted to develop and evaluate several
techniques in detecting driver drowsiness.

The most popular technique is using electromyogram (EMG) [1], electroencephalogram (EEG), and elec-
trocardiogram (ECG) signals in monitoring the driver’s muscle activity, brainwaves, and heart rate respectively.
Dong and colleagues (2015) introduced a study that used EEG signals in detecting driver [2] drossiness, with
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an accuracy of 94%. Lee and colleagues (2017) introduce a study that used a combination of ECG, EEG
signals in detecting driver drowsiness, with an accuracy of 98%. Chakraborty (2019) [3] used the data of eye
tracking in the detection of driver’s drowsiness with an accuracy of 85%. Wu and colleagues (2021) applied
facial expression analysis in the detection of driver’s drowsiness with an accuracy of 87%. Different machine
language algorithms have been used in the detection of driver’s drowsiness by using data pattern recognition
and deciding the accurate predictions. Malik (2019) [4] applied a support vector machine (SVM) classifier in the
detection of driver’s drowsiness with an accuracy of 92%. Vishwakarma used a process called object tracking
of the saved video in his survey [5]. M. Zhang [6] used extensive hardware sensors in detecting. But C. Anil
used the generalizability of models in enhancing the detection of drowsy by increasing the dataset size [7]. M.
Jafari introduced a new technology for enhancing the accuracy of system detection [8]. M. Aljasim suggested
an expensive experiment detection method [9]. A. M. Leeuwenberg used more complex algorithms that used
more variables and increased the tested samples [10]. The accuracy of the previous works is low in more time
and most of these papers are surveys, that why it prepared a real-world practical system to protect people from
the high numbers of accents. The real-world, low-cost cost with larger data sets proposed system is reliable and
robust and is used in different scenarios like Viola-Jones algorithm, face eye region detecting and extracting
from the smart camera’s images. After evaluation of the proposed system, the accuracy is 99.1%. This system
is more practical and it is easy to use in manufacturing different vehicles.

3. Architecture of the Proposed System. The proposed system consists of different steps; Figure 1
shows the steps of the proposed system. Input data: Input picked videos and images as a dataset to identify
the driver’s physiological signals, such as eye movement, and facial expression. Face Detection and Extract eye
region: The identification of the driver’s physiological signals is preprocessed for extracting the relevant features
of him(her), such as eye blinking which are used to detect the driver’s drowsiness. The Viola-Jones algorithm
is used to detect each object in videos or images. This step is very important in improving the accuracy of
the proposed system. Classification: All the extracted features are fed to the SVM (Support Vector Machine)
classifier. This binary classifier is a supervised learning algorithm used for pattern identification to distinguish
between (Drowsy, and non-drowsy) drivers based on input features. A sound will be produced by the proposed
system to alarm drivers as a notification to stop driving and prevent accidents.

4. Dataset and Preprocessing. After collecting different data set images, the data is extracted from
videos by cutting the continuous streams into discrete frames to identify the objects (face, mouth, eye,..., etc).
The OpenCV technique is used. OpenCV is a Python library (tool for image processing) with the deep learning
algorithm Support Vector Machine. The dataset of the proposed system depends on sequences of videos and
images captures by webcam, which is based on eye estimation motion.

The Viola-Jones algorithm was applied to detect the parts of the face and eyes [11], [12]. While the area of
eye motions was estimated frame to frame by sparse track from optical flow. Different adaptive thresholding
values were used to decide whether the eyes were closed or opened.

The data preprocessing is an essential step in the detection of driver drowsiness, and it helps to prepare
and clean data for analysis. The preprocessing steps that applied to the proposed system are:

Collection of data: Collect all captured camera videos or images of drivers exhibiting different levels of fatigue
or drowsiness, to detect the face and extract the eye region, facial expression, [13] head position from
the face images. Figure 4.1 represents the preprocessing of data.

Cleaning of data: Remove all irrelevant noisy data points that affect the analysis accuracy [14], [15].
Normalization: Try to normalize the captured data according to a common scale to be easier to analyze and

compare.
Features selecting and extracting: Selecting and extracting most of the relevant features is important, because,

not all extracted features are useful in drowsiness detection. So the selection of the most important
features can improve analysis accuracy. Examples of data extraction like determining the location of
eyes, blinking of eyes (closed, opened), etc. The Python libraries (dlib, OpenCv) are used in performing
feature extracting. From every captured video the landmarks eyes were detected by eye aspect ratio
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Fig. 4.1: Architecture of the Proposed System

Fig. 4.2: The preprocessing of data for Face detection

(EAR) between the width and height of the eye will be computed by using equation 4.1.

EAR =
||P2− P6||+ ||P3− P5||

2||P1− P4|| (4.1)

where p1, p2, p3, p4, p5, p6 are the landmark location of two dimensions drawn in Figure 3 [9].
The EAR ratio is mostly constant when the eye is opened and EAR=0 when the eye is closed. EAR
ratio for an open eye has a small variance, in plane rotation of the face, and is fixed to a uniform scaling
for each image [16], [17]. The blinking of each eye is performed synchronously by both eyes, and the
EAR of them is averaged.
Figure 4.2 represents an example of signals of EAR over the video sequence.

Classifying of data: Classifying the data into two cases drowsy or drowsy by using the Support Vector Machine
(SVM) algorithm. The last step is creating special samples of data by applying small variations or
adding noise to existing data. This step is done to improve the accuracy and performance of this
proposed system [18].

Evaluate the proposed system: The evaluation is done in real words by testing the dataset using some metrics
such as precision, accuracy, and recall. The Python library sklearn. metrics used in performing the
evaluation. This system can detect drowsy drivers to alert them to stop driving and take a rest.
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Fig. 4.3: Closed and open eyes with 2D landmark location

5. Viola-Jones algorithm. This is the most algorithms popular today in object detection for digital
videos and images. This algorithm applies a series of image classifications [14], [15]. At first, this algorithm will
convert each image into (”Haar-like features) a series of rectangular sub-images. This algorithm used Haar-like
features, Figure 5.1 represents these features. These sub-images a binary images that have different highlights
in brightness between adjacent pixels. This algorithm is used to determine and detect the features of the object.
Like detection of eyes in the face image, which is very high real-time framework training [21], [22].

There are three ideas that used in this algorithm for face detection:

1. Integral Image: This idea represents an image where each pixel value represents the sum of all the above
pixels and the left of it. This idea is very useful for quickly computing all sum values of pixels in any
rectangle region of the image.

2. The classifier AdaBoost: This is an algorithm used in classification tasks. It is work combining different
weak classifiers to form a strong one. It has multiple iterations, each one assigns higher weights to
misclassified samples and trains a new one to get the final classifier from the weighted sum of all weak
classifiers.

3. Attentional cascade structure: This is an algorithm in computer vision used for object detection. The idea of
this algorithm is to break down the problem of object detection to a sequence of smaller sub-problems
that are solved by a special detector. Each detector is applied to a small region of an image to form a
successful detector in object detection [23].

The Viola-Jones used features of rectangles instead of pixels in face detection. Generally, the details of the
eyes and face are detected by this algorithm automatically. The eye motion is estimated by the differences in
optical flow intensity frame after frame, to decide if the eyes are covered or not by eyelids [24], [25].

This algorithm is used in a wide range of applications because it is the speed and accuracy in detecting
objects, especially faces [26], [27].

6. Support Vector Machine Algorithm. Support Vector Machines (SVM) is a supervised machine
learning algorithm that is used in classification of Driver Drowsiness Detection to identify drowsy or non-
drowsy drivers depending on all based features [28]. After this classification, a sound will generate to alarm
and prevent the driver from accidents caused by drowsy driving. SVM is used in regression analysis. In the
context of the proposed system, the SVM is trained on different of dataset-labeled examples. Each example
has a set of extracted features from a driver’s face [29]. The most important features are head pose, eye closure
duration, and all other factors of drowsiness indication.

The goal of SVM is creating the best boundary line for segregating the space of n-dimensional into classes
[30]. To easily put the new data in the correct group. The hyperplane of the SVM algorithm called for the
best decision boundary created by choosing the maximum points or vectors. These points are called support
vectors. Figure 6 shows two different groups that are classified by using a hyperplane.

The model of drowsy or non-drowsy drivers is created using the SVM algorithm by training this model
using a lot of images of the driver with drowsy and non-drowsy by learning different features of them. So
the SVM algorithm will create a boundary between these features (support vectors) to simplify the decision of



Driver Drowsiness Detection 4305

Fig. 5.1: An example of signals of EAR over the video sequence [19], [20]

Fig. 5.2: The Features of Haar
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Fig. 6.1: Two different groups [31]

Fig. 6.2: Two different groups [31]

classification between drowsy and non-drowsy shown in Figure 6.1.

7. Python Language. This language is a powerful and easy, multi-programming language, often used
for building an application of data science, machine learning, web applications, cyber security, and many
development systems. The Python language is an Object Oriented Programming language that has an extensive
standard modules library. The Python tools used in this proposed system are TensorFlow, OpenCV, eras,
Pygame [32], [33]. These Python tools are used in detecting the closed eyes of drivers. TensorFlow is a free
flexible open source library in Python. It was developed by specialists of the Google AI organization. This
library has high support in deep neural networks like training and inference. OpenCV is a free open-source
library in Python. It has a high performance in machine learning, computer vision, and image processing tasks
such as object tracking, face detection, and many more tasks. It can recognize faces, eyes, and all objects from
videos and images. This tool will monitor every image picked by the webcam and then feed this image into the
proposed system model of deep learning to classify the eyes of the driver if it is opened or closed.

Keras is a free open-source library in Python. It is a built-in library that provides a high-performance
Artificial Neural Network. This tool is used in building the proposed system classification model. Pygame is a
free open-source library in Python. This tool is used to produce sound to alarm the drivers immediately to pay
attention by detecting the driver’s closed eyes. Figure 7.1 represents part of the Python code for the proposed
system.

8. Smart cameras. Smart cameras are used in the proposed system to monitor the behavior of the driver
and detect all the sign of drowsy or non-drowsy. 16-megapixel cameras were used for capturing the photos to
be ensured photos with high quality. These cameras are equipped with the advanced of computer vision and
image processing algorithms that responsible for analyzing different movement and facial features for detecting
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Fig. 7.1: Part of Python code for the proposed system

all drowsiness signs. The most common features of driver are blinking eye rate, the duration of driver’s eye
closure and head pose. If the camera detect the closing of his eyes for period of time or his head was drooping,
sound alarm will produce to stop driving and take a break. [34] [35]This type of cameras will combined with
sensors and artificial intelligent or machine learning algorithms to increase the accuracy of this proposed system.
Figure 8.1 shows the smart cameras.

Overall using of smart cameras in this proposed system can help in reducing the accidents risk that caused
by drowsy driving and improve overall driver safety [36].

9. Alert device. The alert device is very important part in proposed system. The purpose of this part
is to alert the driver when the system detects signs of fatigue and drowsiness. It is used in helping to avoid
accidents caused by driver’s inattention [37]. The alert device used in proposed system is Audible alerts that
can include chimes, beep, or other sound that can triggered when the system detects signs of drowsiness. This
type of alert is very effective at getting the attention of driver and can be customized and suitable for the
driver’s preferences. There are different factors the alert device used in this proposed system such as the type
of vehicle, the preferences of driver, and the specific requirements of the system. The alert device that is choice
is very powerful at getting the driver’s attention to take action to avoid accident trough drowsiness.

10. Stacked deep convolution. This type of convolution called stacked con-volutional neural networks
(CNNs) is used in the proposed system to improve the accuracy of this system. CNNs are a kind of deep
learning algorithm was designed for processing all visual information such as videos and images. The stacking



4308 Ann Zeki Ablahd, Alyaa Qusay Aloraibi, Suhair Abd Dawwod

Fig. 8.1: Smart cameras

Fig. 10.1: The images in different states Drowsy or None

with multiple CNN layers allows for more complex features to be detected and leads to high performance in
classification. In the context of the proposed system this type of convolution used in analyzing video data
and fed as CNNs input ,from the camera mounted on the vehicle dashboard , and the output of the proposed
system is a prob-ability score indicating the driver’s drowsy by producing a beep sound from an alert device.
The CNNs are trained for detecting all drivers’ features such as head nodding, changes in facial expression, and
eye closure that are indicative of drowsiness [30]. Through building the proposed system using CNNs a dataset
is gathered of images shows the drivers with open, closed eyes, and images that show drivers with different levels
of drowsiness. In addition of that the images include different angles of driver position and lighting condition to
ensure that CNN can recognize the drowsiness in different real world. Figure 10.1 shows the images in different
states.

Also, CNN can be trained in learning all the features like (head nods, droopy eyelids, slower eye movements)
that are indicative of drowsiness. CNN output has the ability of driver’s classification as asleep, drowsy, or
alert.

In this proposed system it is used a technique called data augmentation which include creating variations
of the original images for increasing the dataset size.

Overall, CNN is a powerful tool for driver’s drowsiness detection because it can be accurate in recognizing
the patterns in real-time for indicating drowsiness and producing an alert to the driver to take action to prevent
accidents.
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Table 11.1: The experiment of the proposed system

Samples Total Training Validation Testing

Number 3000 1500 800 1500
Drowsy 1500 700 300 500

Non-Drowsy 1500 800 500 1000

Fig. 11.1: Chart represents experiment data of the proposed system

11. Experiments and Analysis. The proposed system ”Driver Drowsiness Detection” is an important
area of research that aims to prevent accidents caused by drivers fatigued. It used a deep learning algorithm and
some Python tools for feature extraction and classification (drowsy or not). This system is prepared to analyze
the driver’s faces depending on dynamic sequences of captured photos. There are two types of experiments
were performed here. The first experiment is collecting a dataset, it generates a dataset with 3000 images see
Table 11.1. The second experiment is performed in videos.

Out of 3000 images used for the experiment in the proposed system, 1500 images are drowsy and others
are non-drowsy. For experimenting, 1500 images were used for training, 800 images were non-drowsy, and 700
images were drowsy. A total of 800 images were used for validation samples, 300 images were drowsy, and 500
images were non-drowsy it was diagnosed in several milliseconds. An l500 images are used for testing, out of
500 images are drowsy, and 1000 images are non-drowsy Figure 11.1 shows a chart for experiment data. The
accuracy of the proposed system is about 99.1% after testing the dataset. During the second experiment, the
video frame was captured through smart cameras and generated an alarm by an alert device when the proposed
system predicts drowsy. The static images are used in the training phase, but through the testing stage, the
keyframe is extracted from continuous videos captured by smart cameras.

12. Conclusion. In this paper a new tool was proposed as a saver strategy for vehicle drivers through
taking alcohol, drugs, and lack of sleep to protect them from expected accidents. In this state, it builds a
monitoring system for detecting drowsiness. This system distinguishes between non-drowsy and drowsy and
generates an alarm sound when the eyes are closed.

There are different algorithms and materials are used in such detection. A Viola-Jones detection algorithm
is used for detecting the face and eye portion. The learning phase includes extracting all features of the driver’s
face by using a neural network algorithm called stacked deep convolution. The accuracy of the previous works is
low in more time and most of these papers are surveys, which is why it prepared a real-world practical system
to protect the people from the high numbers of accents. Support Vector Machines (SVM) is a supervised
machine learning algorithm that is used in the classification of Driver Drowsiness Detection to identify drowsy
or non-drowsy drivers depending on all based features. An alert device is used proposed system to alert the
driver when the system detects signs of fatigue and drowsiness. Smart cameras with 16-megapixel were used for
capturing the photos and videos to ensure that the photos were of high quality to monitor the behavior of the
driver and detect all the signs of drowsy or non-drowsy. Python tools are used in this system like TensorFlow,
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OpenCV, eras, and Pygame. These Python tools are used to detect the closed eyes of drivers. The accuracy of
the proposed system is about 99.1%. Out of 3000 images used for the experiment in the proposed system, 1500
images are drowsy and others are non-drowsy. Generating alarm sound from the alert the device effectively
when the proposed system identifies drivers’ drowsiness.

13. Acknowledgment. The authors would like to show their gratitude to the Universities of Mosul and
Technical College Kirkuk, Northern Technical University in Iraq for providing encouragement and support.
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ENSEMBLE TRANSFER LEARNING FOR BOTNET DETECTION IN THE INTERNET
OF THINGS

ALI AALSAUD∗, SHAHAB WAHHAB KAREEM†, RAGHAD ZUHAIR YOUSIF‡, AND AHMED SALAHUDDIN

MOHAMMED§

Abstract. Botnet attacks are just one security scalability problem that nearly comes as a default with each and every new
IoT system launched into the real world. IoT devices, in particular, are tricky to locate on a network with standard methods
of botnet detection due to their inherent volatility and system constraint developments. To this aim, we propose an ensemble
method for botnet detection based on transfer learning that mitigates those drawbacks. The representation learning-based method
is used to deliver a domain-adapt transfer of data between two domains (one that has traditional network data and other that
contains IoT devices). Ensemble Method This technique improves the detection accuracy and robustness by employing pre-trained
models and customizing them to the target IoT environment using many models working together. The ensemble transfer learning
system includes low-level base classifiers (e.g., AlexNet, VGG16, inceptionV3, Mobile Net) that are trained on various IoT data
and features. To utilize the domain-specific information effectively, the authors investigate model stacking and domain adaptation
as two transfer learning strategies. The authors also consider feature engineering methods to determine signatures of IoT behavior
and aid their models to distinguish between normal device behavior and botnet activities. The authors also perform extensive
experiments on real-world IoT datasets to show the efficacy of the proposed ensemble transfer learning approach. In comparison to
single-model techniques, the results show considerable gains in botnet detection accuracy, sensitivity, and specificity. The ensemble
technique is also resilient to different IoT device types and network circumstances, making it appropriate for real-time deployment
in various IoT contexts. In comparison to single-model techniques, the results show considerable gains in botnet detection accuracy,
sensitivity, and specificity. The ensemble technique is also resilient to different IoT device types and network circumstances, making
it appropriate for real-time deployment in various IoT contexts.

Key words: Deep Learning, Botnets, Detection, Transfer Learning, Internet of Things.

1. Introduction. The Internet of Things (IoT) has witnessed unprecedented growth, leading to an ever-
expanding network of connected devices. This rapid expansion, while beneficial, introduces significant security
vulnerabilities, particularly in the form of botnet attacks. Botnets, networks of compromised devices controlled
by attackers, pose a substantial threat due to their capacity to execute coordinated cyberattacks, data breaches,
or distributed denial-of-service (DDoS) operations. The IoT environment, characterized by its dynamic nature
and diverse array of devices with varying capabilities, presents unique challenges for botnet detection. These
challenges are compounded by the resource constraints inherent to many IoT devices, which limit the effec-
tiveness of traditional botnet detection methods primarily designed for more static, homogeneous network
environments [1][2].

Unlike traditional networks, IoT ecosystems comprise a wide variety of devices with different hardware
configurations, communication protocols, and data generation patterns. This heterogeneity makes it particu-
larly challenging for conventional botnet detection techniques to accurately identify malicious activities. The
limitations of these methods in the context of IoT’s diverse and dynamic nature necessitate an innovative ap-
proach to enhance the accuracy and efficiency of botnet detection. In response to these challenges, we propose
a novel ensemble method that leverages the capabilities of transfer learning to improve botnet detection in
IoT ecosystems. Transfer learning, a powerful deep learning paradigm, allows for the transfer and adaptation
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of knowledge acquired in one domain (the source domain) to a new, relevant domain (the target domain), in
this case, IoT environments [4][5]. Our ensemble approach intelligently utilizes pre-trained models from source
domains, such as traditional network data, and optimizes them for effective functioning within the IoT domain.
It incorporates multiple base classifiers, including renowned deep learning architectures like AlexNet, VGG16,
InceptionV3, and MobileNet, each fine-tuned to the unique data and characteristics associated with IoT devices.

To effectively leverage knowledge from the source domain, our study explores various transfer learning
strategies such as model stacking and domain adaptation. Additionally, we delve into feature engineering
techniques specifically designed to capture the unique behaviour patterns exhibited by IoT devices. Existing
botnet detection approaches in IoT environments often struggle with scalability, adaptability, and accuracy.
These methods typically fail to account for the heterogeneous and evolving nature of IoT networks, resulting
in suboptimal detection and increased false positives. There is a clear gap in developing detection techniques
that can dynamically adapt to the IoT’s varied landscape while maintaining high accuracy and low resource
consumption. Our Contribution: Addressing these challenges, our research introduces a novel ensemble method
leveraging transfer learning to improve botnet detection in IoT environments. This approach represents a
significant advancement in several ways:

Adaptation to IoT Heterogeneity: By employing transfer learning, our method adeptly adapts knowledge from
traditional network contexts (source domain) to the diverse IoT environment (target domain), a crucial
step overlooked by existing methods.

Incorporation of Advanced Deep Learning Models: We use well-known architectures like AlexNet, VGG16, In-
ceptionV3, and MobileNet, each fine-tuned to IoT-specific data characteristics, a strategy rarely adopted
in conventional IoT security solutions.

Customized Feature Engineering: Our method involves developing feature engineering techniques tailored to
the unique behavioral patterns of IoT devices, enhancing the precision in differentiating between normal
operations and botnet activities.

We empirically validate our approach using a full validation to demonstrate the strength of our method in
detecting anomalies at a higher level compared to existing approaches available with a single model, on a number
of IoT datasets from our industry partners. Flexibility and Range of Use: Our ensemble method is extremely
well-suited for real-time deployment across a wide range of IoT settings, and it is robust to different types of
IoT devices and network conditions. This study aims to solve a critical deficiency in IoT security by building
the new, efficient, and scalable botnet detection methodology. This work allowed us to set new baselines in
Internet of Things (IoT) security and will continue to accelerate progress in this key area. Large-scale Trials
on Real-world Internet of Things Datasets to Evaluate Ensemble Transfer Learning Method Results obtained
illustrate significant improvements in botnet detection accuracy, sensitivity and specificity in comparison with
common single-model methods. What’s more, our ensemble approach is robust and can resistant to a wide
range of IoT devices and network environments, which renders it a suitable choice for real-time transmission in
a variety of IoT scenarios.

2. Literature Review. Traditional botnet detection algorithms do encounter some limitations when
applied in IoT scenarios, simply because they can be stemming from more conventional network data. The
diversity of IoT devices in their hardware configurations, connection protocols and data patterns make it
difficult for traditional methods to properly detect botnet activities. In this paper, we provide solutions to
these problems through presenting an ensemble-based transfer learning technique to achieve higher accuracy
on IoT Botnet detection [6]. One major concern is that IoT systems are not built with security in mind, and
this poses significant concerns for botnet attacks. The Internet of Things (IoT) is so diverse and constantly
developing that it represents an issue for traditional botnet detection technology, because this technology was
created to operate in environments that are more stable and homogenous. Such solutions are typically too
inflexible to manage the huge array of hardware configurations, communication protocols, and the vagaries of
data patterns in a IoT network. To this end, the current research gap calls for the development of detection
techniques that are more flexible and reliable, which are able to take the unique characteristics of IoT devices
into the account.

Our study proposes this new ensemble method which leverage transfer learning to advance the botnet
detection in IoT ecosystems to address these problems. Transfer learning is a powerful deep learning technique
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that allows knowledge gained in more general network environments (source domain) to be transferred to the
IoT (target domain). This is must do for remediation of issues that are in mainstream practice which do not
account with IoT network of hundreds of other protocols. applying an advanced ensemble-learning approach
to reinforce the security of IoT devices. Bandara addressed the concern over increasing security threats, in
particular scale-based botnet attacks, in the changing IoT landscape. How does a botnet work, and how
might cybercriminals use botnets to carry out DDoS attacks, or cyber-attacks and data breaches? Traditional
intrusion detection Approaches which are designed for static network data, find it hard to keep pace with a
constantly changing and resource constrained nature of IoT devices. The authors propose a conceptual model
for transfer learning in ensemble learning to address these issues.

Transfer learning is really the ability to generalize from one area to another. In this transference of data
between classical networks and IoT devices, an advantage is that the capability of detecting botnets is enhanced
[7]. This is echoed in the further security challenge in IoT contexts raised by the authors, namely the detection
of attacks which could have significant impact on the available linked devices [8]. The model improves the
efficiency and accuracy of identifying cyberattacks by modifying transfer learning towards the constrained
nature of IoT networks. The collaborative part of the model of many Internets of Things (IoT) devices then
shares to teach other devices to recognize threats. Each device adds its own strengths to the collective model,
by tapping into the pool of knowledge accumulated by all other contributors. Zhang and his team used this
type of collaborative learning to fine-tune the model to work with various IoT networks and devices. This
research article uses realistic IoT network data going through the Deep Transfer Learning model. In [9] this
research aims to improve the security of IoT networks in terms of an easy way to detect potential security
vulnerabilities and attacks. Deep Transfer Learning: One DNN based approach, which uses transfer learning
techniques and the idea is to shift from one domain to the other, one can be some common network traffic, but
the other will be IoT devices. This helps the model to get better at detecting based on how the IoT devices
behave and its unique properties. The performance of Deep Transfer Learning model is validated with the
results from the experiments in this study. Results of statistical investigations using real-world IoT datasets
show that our model can attain improved intrusion detection accuracy when compared to most traditional
single-domain techniques.

Transfer learning is employed in the proposed IDS which refers of transfer learning and Optimized Con-
volutional Neural Networks (CNN), two vital methods. However, due to the number of threats in the IoV
domain, transferring previously learned models to IoV environment improves the DL model. The data from
the IoV can be easily and accurately extracted as features through the optimized CNN architecture. This
paper examines the Transfer Learning and Optimized CNN-based IDS in the IEEE International Conference
on Communications (ICC) 2022 and then evaluates its performance. In this section, we evaluate the intrusion
detection performance of our model using IoV datasets from the real world. The findings indicate how efficient
the design is in monitoring and blocking attacks in IoV networks. This is the brief introduction about the
detection by deep learning according to the tabulated form Table 2.1. For example, article [11] likely expresses
the depths of progressive neural networks can be applied to enhance the mechanism of IIoT security defense.
This is may be an opening paragraph about how IIoT systems need better detection principles and a more
complex threat landscape The next paragraph will provide examples of the neural network topologies of the
most convenient architecture, consider in which patterns they are operating, their low-level responsiveness and
accuracy of threat detection. Authors of this study [22] may have some experience detecting malware on IoT
devices with machine learning. P1: New malware advancements make them harder for untrained eyes to know
where they are, and security threats in IoT are always changing. Then the next paragraph could explain how
IoT networks are deployed, which machine learning models are working and how well those models detect
different types of malwares. The authors probably explore potential transfer learning uses in the domain of
Internet of Things intrusion detection.

Next section will then discuss a definition of transfer learning, its traditional applications, and how it can
be applied to the area of Security in the Internet of Things (IoT). The next part will likely detail the ways that
transfer learning might raise robustness of anomaly detection of intrusion attacks against zero-day attacks and
decrease the time needed for retraining take place [13]. This article provides an ensemble tree model which
might help them to detect intrusions occurred in IIoT. Previously an explanation of why ensemble methods
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Fig. 2.1: The general layout of an 1CN

are so powerful for detection, please check the first paragraph. For example, paragraph one could cover the
benefits of using an ensemble model rather than single model approach, the architecture of the model, and the
performance of the model in different IIoT scenarios [14]. Threat Model for Smart Home Attack Detection
using Transfer Learning is depicted in [15], hence, this article likely discusses SALT, as an approach to danger
prediction in smart home settings, which is based on transfer learning. Perhaps even some notes on the use of
transfer learning and on some of those security considerations that smart homes have. However, as you will
see, this opens the door to a detailed description of SALT design and how it extends previous work, and where
SALT is useful in a smart home scenario presents a hybrid IDS based on different techniques for the protection
of IoT [16]. The first paragraph can list the advantages of hybrid systems, as well as provide an overview of how
it works. You can expand more about the hybrid strategy which was used and how the different methodologies
have been incorporated and categorize it more effective in the overall system in second paragraph [17].

3. Methodology. The Internet of Things (IoT) is an oven of problems the minute it grows into such
rapid proportions where wreaking havoc through botnet attacks is a recurring theme from the security risks
to devices that come about. This will include ensemble approach using transfer learning for to leverage IoT
botnet discovery. By taking an ensemble approach to combine the intelligence of multiple models, the approach
devised improves the robustness and accuracy of botnet detection. The goal of this approach it to combine
the base classifiers so that the mistakes of one base classifier are corrected by the another in order to detect
Internet of Things (IoT) devices participating in botnet activities.

Figure 3.1 shows the complete proposed model Transfer Learning is one such paradigm of deep learning
in which the knowledge from one domain (source domain) is transferred to adapt and be used in the other
domain. In this work, they propose to transfer from the source domain (conventional network traffic) to the
target domain (IoT devices). This allows the models to adjust their conduct to carry out effectively in the IoT
environment based on what they learned previously. Basic classifiers such as AlexNet, VGG16, inceptionV3,
and MobileNet are employed to enhance the transfer learning process. These models have been adapted to
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Table 2.1: Comparison of some related work.

Ref Methods Dataset Evaluation Achievement Analysis

11 Deep Progressive
Neural Networks

Industrial IoT Mobile Networks and
Applications

Improved security in
IIoT using DPNs

Advancements in
IIoT security using
deep progressive NNs

12 Machine Learning IoT Devices - Understanding IoT
malware and protec-
tion strategies

Understanding IoT
malware and strate-
gies for protection

13 Transfer Learning IoT 2022 IEEE ICETCI Improved IoT Intru-
sion Detection based
on Transfer Learning

Effective IoT IDS
based on transfer
learning

14 Ensemble Tree-
Based Model

Industrial IoT Applied Sciences Enhanced intrusion
detection in IIoT net-
works

Improved IDS in
IIoT using an en-
semble tree-based
model

15 SALT: Transfer
Learning

Smart Home Scientific Reports Transfer learning-
based attack de-
tection in smart
homes

Effective attack
detection in smart
homes using transfer
learning

16 Ensemble Hybrid
IDS

IoT Attacks Electronics Efficient ensemble-
based IDS for IoT
attacks

Effective ensemble-
based IDS for detect-
ing IoT attacks

17 Transformers-based
Transfer

Malware Detection Sensors Explainable malware
detection system

Effective malware de-
tection using trans-
formers and visuals

18 Ensemble-Based IDS Internet of Things Arabian Journal
for Science and
Engineering

Improved ensemble-
based IDS for IoT

Effective IDS for IoT
using an ensemble ap-
proach

19 Deep Transfer Learn-
ing

Internet of Medical
Things

2022 ICATIECE EEG Signal Classi-
fication using deep
transfer learning

Effective EEG sig-
nal classification in
IoMT using DTL

20 Hybrid Deep Learn-
ing Model

Internet of Things Computer Communi-
cations

IoT attack detection
using hybrid deep
learning

Effective attack de-
tection in IoT using
hybrid DL model

21 Feature Selection Intrusion Detection
in IoT

ICT Express Effective feature se-
lection for IoT IDS

Improved feature se-
lection for IoT intru-
sion detection

22 Enhanced Flower
Pollination

IoT Network Concurrency and
Computation

Enhanced IDS for
IoT using EFP algo-
rithm

Improved IDS in IoT
networks using en-
hanced FP algorithm

23 Transfer Learning,
MobileNetV2

Internet of Vehicles Multimedia Tools
and Applications

Lightweight IDS for
IoV using TL and
MobileNetV2

Effective IDS for IoV
with lightweight TL
and MobileNetV2

deal with data that is suitable for IoT and the IoT botnet-originating features. To fully utilize the learned
information from the original domain, researchers are also exploring model stacking and domain adaptation-
based transfer learning approaches, which stack multiple models and transfer one (trained) or few top layers
respectively.

These techniques are aimed at enhancing the pre-trained ones to detect botnet activities on Internet of
Things devices. The Technique, in its suggestion, solves the security issues arose by the rapid growth of
Internet of Things (IoT) and the botnet attacks. The technique tackles these challenges by achieving significant
improvement in botnet detection performance using feature engineering, pre-trained model adaptation, ensemble
learning, and transfer learning. This versatility in how it handles various classes of IoT devices and networking
environments gives the method greater practical value for IoT environments that companies will encounter in
reality. The work offers a valuable perspective on IoT security from the aspect of botnet identification using
deep learning. In this paper, an ensemble approach with transfer learning is recommended for detecting botnets
in IoT environments. Traditional methods are ineffective at identifying botnets across diverse IoT use cases.
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Fig. 3.1: Overall Proposed models

This strategy is designed to combat those limitations.

1. The ensemble learning method is used to increase the accuracy and robustness of botnet detection by
aggregating different model intelligences. Ensemble learning is used to detect this botnet behaviour
in IoT devices as ensemble learning is the process in which the strong model is built by combining
multiple base classifiers.

2. This is a knowledge transfer and adaption approach A data can be transferred from one domain as
traditional network data and can be adapted in to another domain, i.e. the domain of Internet of
Things devices. Using their earlier training, the models can adjust to the IoT environment.

3. Use Of Pre-Trained Models: For peak performance with IoT data, leverage pre-trained models like
AlexNet, VGG16, InceptionV3, MobileNet. These models have been further fine-tuned to detect bot-
nets under IoST environment. Step Four: Repair Data Imbalances Which can easily fixed by using
something like over- or under-sampling, or generating fake data in data preprocessing. Data normal-
ization and feature engineering comes under cleaning and preparation for analysis phases

4. Model Training: Multiple Resources for training 75 To a quire model training use Transfer Learning
technique because we do have to train a model on a training data. All the measurements e.g. accuracy,
sensitivity, and specificity are executed in a testing set;

5. For the 5th step, the data has been separated into two groups 75 to be used for training and 25
for testing and apply Transfer Learning transfer learning to train the model using the training data.
Evaluate the model on testing set using measures in terms of accuracy, sensitivity and specificity.

6. Model Optimization and Validation: Apply model stacking and domain adaptation techniques for
optimization. Conduct extensive tests with the iot23 dataset to assess the models performance.

Experimental Flowchart:

Step 1: Gather data from the iot23 dataset.
Step 2: Address data imbalance and preprocess data.
Step 3: Divide data into training and testing sets.
Step 4: Implement Transfer Learning and train the model.
Step 5: Test and evaluate the model.
Step 6: Optimize the model using advanced transfer learning methodologies.

Contribution of the Methodology. Our methodology addresses the security issues posed by botnet attacks
and the rapid growth of IoT. It significantly enhances botnet detection accuracy using ensemble learning and
transfer learning techniques.
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The methods adaptability makes it suitable for real-time deployment in various IoT environments.

The following is the architecture of AlexNet: AlexNet model is a deep convolutional neural network (CNN)
based on 5 convolutional layers and 3 fully connected layers. The first convolutional layer applies 96 11Œ11
filters with stride 4, followed by a ReLU activation function and max pooling with 3Œ3 size and 2 stride. 2nd
CONVOLUTINAL LAYER -> RELU -> MAX POOLING (3x3 strides 2) Convolution Layer 2:256 5x5 filters,
stride-1 the fourth and fifth convolutional layers have 256 filters each but they have a size of 3**3 and stride of
1. Each fully-connected layer has 4096 units after a dropout to curb overfitting, followed by a ReLU activation
function. The last layer, with an sigmoid activation used for binary classification.

VGG16 is made up of 16 layers, of which there are 3 fully connected layers and 13 are convolutional. And
a CNN which have deep learning functionality. Each convolutional layer is followed by a ReLU activation
function and a 2x2 max-pool with a stride of 2. Similarly for each layer: 3 by 3 filters and stride of 1. Every
fully connected layer has 4096 units following a dropout to prevent overfitting (and a ReLU activation function).
Zeros layer: Binary classification with sigmoid activation The inception module, a dense layer containing filters
of all possible sizes, is used in deep CNNs (eg, InceptionV3) to identify patterns when featurized data is streamed
into our computation frames. By stacking these Inception modules we allow the model to learn even more
complicated features. Global Average Pooling Layer is being used that instead of reduce the parameter counts
and avoid overfitting i.e. replacing fully connected layers with average pooling. The simple example would be a
single unit with sigmoid activation, as the last layer for binary classification. These models are each optimized
using the Adam optimizer and trained using a 32-person batch size over 10 epochs. Accuracy is employed as
the evaluation metric, while binary cross-entropy is the applied loss function. During the training process, the
training data is divided into two portions: 75% for training and 25% for validation. With the iot23 dataset,
the objective is to identify botnet activities as accurately as feasible.

4. Discussion and Result. The iot23 dataset is a benchmark dataset created especially for analyzing
the performance of machine learning models in the context of intrusion detection and IoT (Internet of Things)
network traffic analysis. To answer the demand for standardized and varied datasets for IoT-related security
research, a team of researchers created it. The iot23 dataset is very useful for research- ing the security issues
and dangers that IoT settings must deal with because it is made up of network traffic data that was gathered
from actual IoT devices and scenarios. The dataset offers a thorough depiction of IoT network traffic because
it covers a variety of IoT device types, communication protocols, and traffic patterns. The iot23 datasets
accessibility has considerably advanced IoT security research, particularly in the areas of intrusion detection
and network traffic analysis. This dataset is made available to network and IoT researchers, developers and
the like to enable the advancement of robust and secure machine learning models and algorithms against the
threats on networks and IoT devices. The ensemble approach is evaluated for botnet detection in IoT23 dataset,
and the performance in terms of the accuracy, Precision, Recall, F1-Score are the performance criteria.

Check the Ensemble model how much good predicting overall. This calculates the number of times the
event is accurately predicted (ie true positive and true negative) as a percentage of the total number of cases
in the dataset. It means our ensemble model is predicting some substantial amount of our dataset correctly
which lead to a high accuracy score. The accuracy of the ensemble model means how much it can spot the
botnet instances while expecting them. It is the proportion of prediction cases in which botnet detection has
been predicted to the total number of detection cases even wrong ones. Higher precision scores means that
the ensemble is more likely to treat instances as a botnet accurately. Recall (also known as sensitivity, or true
positive rate) is a metric which tells, what is the ensembled models ability to find all the botnet instances out
of all the true botnet instances (labeled as true by the data owner). This is done by computing the number of
true positives divided by the total number of botnet instances in the dataset (including the ones which were
false negative). A good recall score means, the ensemble model is detecting most of the instances of botnet
correctly.

The harmonic mean of recall and precision is known as the F1-Score. It offers a balanced measurement
that accounts for both recall and precision. When the distribution of the classes is unbalanced, the F1-Score is
helpful. It has a value between 0 and 1, with a higher number indicating better performance. Achieved results
compared with related work [26][27] and [28].

The performance outcomes of various botnet detection algorithms using Accuracy, Precision, Recall, and
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Fig. 4.1: Accuracy comparison of the proposed model

Fig. 4.2: F1_Score comparison of the proposed model

F1-Score as evaluation criteria. The accuracy is shown in Figure 4.1. It is the proportion of cases in the dataset
that were successfully predicted to all other instances. The model is better able to produce accurate predictions
the higher the accuracy. Accuracy = 71.72 KNN (K-Nearest Neighbours) for NB (Naive Bayes) [26] [26]: GBM
(Gradient Boosting Machine) Accuracy = 97.51 [27]: MLP (Multi-Layer Perceptron) Accuracy = 99.452 [27]:
Precision is 97.842. Accuracy of CNN 3D (3D Convolutional Neural Network) [28]: 98.13 Accuracy of proposed
models: 99.95.

Figure 4.2 shows the f1-score, The F1-Score provides a balanced measurement that takes into account
both measures because it is the harmonic mean of precision and recall. When the distribution of classes is
unbalanced, it is helpful. Naive Bayes (NB) F1-Score is 52.01 in [26]. K-Nearest Neighbors (KNN) F1-Score
is 97.05 in [26]. Machine for gradient boosting [27]: MLP (Multi-Layer Perceptron) F1-Score = Not Available
(-) F1-Score = Not Available (-), [27] 3D Convolutional Neural Network or CNN 3D F1-Score is 98.1 in [28].
Models suggested: F1-Score = 99.25.

Fgure 4.3 shows recall, The capacity of the model to accurately identify positive cases among all of the
real positive examples in the dataset is measured by recall (also known as sensitivity or true positive rate).
It measures the proportion of real positives to all actual positives. Naive Bayes (NB) [26]: KNN (K-Nearest
Neighbours) Recall = 36.11 Recall = 96.44 [26], 3D Convolutional Neural Network, or CNN 3D Recall = 98.09
[28], suggested models 99.2 of the time.

Precision is a measure of the model’s ability to reliably detect positive cases (such as instances of botnets)
among those that it expected to be positive. It is the proportion of actual positive results to all expected
positive results. Naive Bayes, or NB [26]: Exactness = 92.89 the K-Nearest Neighbours method [26]: Precision
GBM (Gradient Boosting Machine) = 97.67 [27]: MLP (Multi-Layer Perceptron) Precision = Not Available (-)
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Fig. 4.3: Precision comparison of the proposed model

Fig. 4.4: Recall the comparison of the proposed model

Precision = Not Available (-) [27], Using a 3D convolutional neural network, CNN 3D [28]: Exactness = 98.1,
Precision = 99.08 for the proposed models, as shown in Figure 4.4.

5. Conclusion. An extensive and practical solution for botnet identifica- tion in IoT contexts is provided
by the suggested ensemble transfer learning model. The suggested strategy provides a potential method for en-
hancing IoT security and reducing botnet threats in the changing environment of connected devices by utilising
the power of transfer learning, customising previously trained models, and utilising ensemble methodologies.
Instead of all that work, the ensemble-methods approach has been proposed to resolve the safety problems that
throw up when Internet of Things (IoT) is getting into Its stride. There is a method that greatly increases
botnet detection accuracy: this strives after feature engineering and then fits the pre-trained model in particular
for your purpose in addition, it is suitable for real-world IoT applications as it can fit with diverse IoT device
types and network settings. Numerical results for the method proposed are given, together with comparisons
to relevant previous studies. The model’s performance is evaluated by using accuracy, precision, recall and
f1-score as metrics. Out> The results indicate that the proposed ensemble transfer learning approach is better
than any of the other classic machine learning or deep learning models> mentioned in the study, with respect
to accuracy, precision, recall and f1-score. In a word, for pure performance the suggestion is best: transferring
learning approach It achieves good results on accuracy, precision, recall and F1-Score in a proof of its efficiency
for detecting botnet action within the IoT scenario of context. Finally, there is the conclusion. The iot 23
dataset, which is used as a standard comparison data set for machine learning models in network traffic anal-
ysis and intrusion detection among the Internet of Things (IoT), has great significance here. The depiction in
the dataset of a variety of different IoT device types, communication protocols, and traffic patterns benefits
IoT security research greatly. By accurately identifying botnet activity, the ensemble approach with transfer
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learning for deep learning-based botnet identification greatly improves IoT security.
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SECURE MEDICAL IMAGE RETRIEVAL USING FAST IMAGE PROCESSING
ALGORITHMS

SAMEER ABDULSTTAR LAFTA ∗, AMAAL GHAZI HAMAD RAFASH †, NOAMAN AHMED YASEEN AL-FALAHI ‡,

HUSSEIN ABDULQADER HUSSEIN §, AND MOHANAD MAHDI ABDULKAREEM ¶

Abstract. Content Based Image Retrieval (CBIR) is a relatively new idea in the field of real-time image retrieval applications;
it is a framework for retrieving pictures from diverse medical imaging sources using a variety of image-related attributes, such as
color, texture, and form. Using both single and multiple input queries, CBIR processes semantic data or the same object for various
class labels in the context of medical image retrieval. Due to the ambiguity of image search, optimizing the retrieval of a query
picture by comparing it across numerous image sources may be problematic. The goal is to find a way to optimize the process by
which requested images are retrieved from various storage locations. To effectively extract medical images, we propose a hybrid
framework (consisting of deep convolution neural networks (DCNN) and the Pareto Optimization technique). In order to obtain
medical pictures, a DCNN is trained on them, and then its properties and classification results are employed. Explore enhanced
effective medical picture retrieval by using a Pareto optimization strategy to eliminate superfluous and dominant characteristics.
When it comes to retrieving images by query from various picture archives, our method outperforms more conventional methods.
Use the jargon of machine learning to propose a Novel Unsupervised Label Indexing (NULI) strategy for retrieving picture labels.
To enhance the effectiveness of picture retrieval, we characterize machine learning as a matrix convex optimization using a cluster
rebased matrix representation. We describe an empirical investigation on many medical picture datasets, finding that the search-
based image annotation (SBIA) schema benefits from our suggested method. As a result, CT images of the lung region are explored
in this study by constructing a content-based image retrieval system using various machine learning and Artificial Intelligence
techniques. Real-world applications of medical imaging are becoming more significant. Medical research facilities acquire and
archive a wide variety of medical pictures digitally.

Key words: Medical image, Image retrieval, Image processing

1. Introduction. Raw images captured by spacecraft, satellites, and cameras in our everyday environ-
ments may have their usefulness greatly enhanced by the use of image processing techniques. In the last ten
years, several image processing programs have been created. Image processing systems are currently the most
popular due to the ease with which personal computers can be maintained, the wide availability of graphics
software, and the large capacity of memory devices, etc. [1]. Most of these methods were developed to make
use of images obtained from unidentified space probes in real time. Image Processing relates Analogy: It de-
scribes the alteration of image via electrical data representation, example for this type of data representation
is television, and television signal represents various amplitude to access brightness of image with significant
pixel extraction [2].

Processing of digital image. Digital image computer processing with respect to different pixel dimensions,
Image can be directed into different dimensions, it defines parallel data objects to serious of pixel operations
to retrieve efficient results from original picture representation with image notations. The main advantage of
digital image processing is to extract original data precision [3].

The main presentation of this approach is to define magnification of image for effective pixel identification
and image. Image to image with different pixel factors in recent formations. Analysis of image is concerned
with different measurements from image to image to extract image description with representation of image
with pixels. Analysis of image approach describes the features of finding different objects on semantic image
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feature representation [4].

In image segmentation process, divide image into different equal parts from input image, segmentation
follows isolated applications with respect to interest of objects based on pixel value presentation of original image
into sequential feature extraction from original data evaluation in pre-processing with autonomous contents in
real time application development. Classification is the label of similar group pixel based on its grey value
presentation, in information retrieval information classification is the main effective and mostly used method.
Classification is set of pixels with multiple features of particular images [5].

Removable and reduction of degradation of image is called image restoration, it includes de-blurring of
images, filtering noise pixel information and data presentation for efficient quality of image. Compression is an
essential framework to achieve picture data and transfer to network maintenance in reliable pixel formation and
presentation that uses Discrete Cosine Transformation (DCT) based on compression feature extraction. Based
on these approaches present in image processing, different types of applications were developed in real time
with preferable operation presentation [6].

After evaluation of image processing introduction with developing techniques and approaches with different
pixel values. Our research mainly focuses image retrieval in image processing. Image retrieval is a foundational
concept in the field of image processing, used to locate specific information using either a search query or an
image’s metadata. Various real-time applications, including healthcare, satellite data, video surveillance, and
digital forensics, have made use of the vast amounts of multimedia data that have become available with the
spread of multimedia and internet technologies. They were maintaining that multimedia-related data may be
stored efficiently with varied characteristics [7] due to the specific needs of these domains. Text Based Image
Retrieval (TBIR) is the most used method for retrieving information. Automatic and human picture retrieval
from a variety of image sources form the basis of that search. Content Based Image Retrieval (CBIR) is a
user-friendly image search retrieval approach that can extract data from many picture sources, unlike TBIR’s
human effort and time requirements for image retrieval. This is the fundamental architecture for retrieving
images sequentially from many sources, with properties like color, shape, texture, and position supplied as
feature vectors in several places. This retrieval method will manifest as indexed visual results in response to
user queries. Finally, the indexing process is followed by an efficient searching technique of the picture database,
and on the basis of this procedure, relevant user input is collected using a variety of visual processes [8].

Medical picture retrieval and searching using that term to get matching information from several medical
image sources. The primary goal of this content-based method to medical image retrieval is to sift through a
great quantity of data sources, each of which is characterized in terms of the query picture. In addition to the
major component of medical images, features are also a key component to investigate utilizing feature matrix
vectors to compare with medical image sources, contrasting various relevant and irrelevant characteristics based
on original image sources with medical query picture. Challenges in retrieving medical images using various
visual criteria, indexing, and clustering methods. For the purposes of this study, this is the primary issue
statement for retrieving appropriate medical images from medical image databases [9]. A range of imaging
modalities, such as CT, MRI, and X-ray, can be used to identify lung cancer. Due to decreased distortion and
noise, the CT scan captures the features seen in distinct areas of the Lungs better than any other imaging
modality, allowing radiologists to grasp and identify the occurrence of sickness [10].

Content-based picture retrieval has advanced significantly over the last decade, allowing for faster and more
accurate image searches. Despite these advances, many issues remain unanswered. Semantic gap (occurs due
to poor degree of pixel quality in feature presentation of pictures and also visual dimensional representation
of image with varying index values) is the first challenge to extract data from multiple image sources. Some
writers and academics have joined forces to find ways to close the semantic gap in picture retrieval. The large
issue of the semantic gap in image retrieval may be broken down into a variety of smaller ones. Therefore, in
this work, we single out such issues and provide adequate and practical remedies for them in the field of image
retrieval [10]. The literature review is discussed in Part 2, the research methodology is outlined in Section 3,
the study’s findings and discussion are discussed in Part 4, and the study’s conclusion and directions for future
research are discussed in Part 5.

2. Literature review. Literature review in respect to Study of Secure Medical Image Retrieval Using
Fast Image Processing Algorithms.
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To improve picture recovery and recognizability evidence with content-based picture recognition, a method
for extracting highlights through linearization of images is described in [11]. The developers tested their
approach with 3688 images culled from two publicly available datasets. Regardless of the size of the image, this
method reduced the number of highlights to 12. The factual measurements (with respect to correctness and
review outcomes) were obtained for evaluation purposes. Misclassification of inquiry images might hinder the
strategy’s execution as compared to currently available alternatives for data recovery.

Band-based feature extraction and representation was suggested in [12]. If the image is altered, this method
will dependably recover the data from the central (most important) objects. Fake neural networks were used
for image recovery, with system performance and success measured using three publicly available informative
indices (Coil, Corel, and Caltech 101), and recovery proficiency measured via exactness and review values.

Using statistical methods like Welch’s t-tests and the F-ratio, [13] suggested a method for image recovery.
The two completed visual information questions were reviewed for quality. While the full image is taken into
account in the final product, the form is broken down into its component parts according to its orientation
in the organized version. The F-ratio test is the first stage in the aforementioned procedure, with successful
images moving on to the dynamic range test. The photographs were determined to be comparable if they passed
both conditions. If nothing else, they are remarkable. The execution was approved and verified using a Mean
Average Precision score. This enables us to create a system that isn’t reliant on hand-crafted characteristics,
which are typically necessary for other machine learning approaches.

So that surface and shading highlight extraction might have the same effect on CBIR, [14] developed
a picture descriptor (Global Correlation Descriptor). The benefits of the structural component connection
and insights from the histogram were included into the proposals for the Global Connection Vector and the
Directional Global Correlation Vector, which are used to show surface and shading highlights, respectively.
Approval was conducted on the Corel-10 K and Corel-5 K datasets, and performance was evaluated based on
review and correctness.

In [15] a neighbourhood structure descriptor is proposed for picture recovery. Neighbourhood structure
descriptor is made in light of the neighbourhood structures hidden hues; it has consolidated the shading, shape,
and surface as one unit for recovery of pictures. Likewise, they proposed a calculation for include extraction
which can separate nearby structure histogram utilizing neighbourhood structure descriptor.

In [16] proposed an approach known as picture recovery utilizing an intuitive hereditary calculation for
figuring a high number of particular highlights at that point contrasting of related pictures for these highlights.
The approach was tried on a gathering of 10,000 general pictures to demonstrate the effectiveness of the proposed
approach.

In [17], a CBIR strategy was presented that combines Faster-Up Robust Features (SURF) and Scale Invari-
ant Feature Transform (SIFT). Because SIFT is robust to rotation and scale shift and SURF is more robust
to light fluctuations, depictions of these neighborhood highlights are used for recovery. The success of CBIR
is enhanced when SURF and SIFT work together. All tests and evaluations were conducted on Corel-1500,
Corel-2000, and Corel-1000 computers.

After settling on a visual list of capabilities, the next question is how to point them in the direction of
precise image recovery. Over the last several decades, many novel architectural concepts have been put forward
at the most fundamental level. Here, we will gloss over the techniques discussed in [18] and instead present a
small subset of the more recent approaches.

In [19], a semantically-sensitive approach to content-based image recovery is presented. For effective image
matching, a semantic organization (such diagram vs. photo vs. completed vs. non-textured) for extracting
relevant elements is necessary, as is a location-based universal comparability measure. The speed with which
this architecture can recover is crucial. Using region highlight bunching and the Most Similar Highest Priority
(MSHP) guideline, the coordinating measure Integrated Region Matching (IRM) has been developed for faster
recovery.

It has been proposed to use a highlight coordinating system for area-based picture recovery with the help
of district codebooks and learned locale weights, and efforts have been made to fuse spatial similarity using the
Hausdorff remove on limited measured point sets [20].

In [21], an alternative illustration is shown for protest recovery in chaotic images that does not need on
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perfect division. A different approach to image restoration is area-based querying, which employs homogenous
shading surface parts termed blobs. If a user recognizes at least one segmented blob as being similar to the
concept "tiger," then her search may expand to include looking for tigers in other images, perhaps with different
backgrounds. All things considered, this may lead to a more semantically accurate depiction of the client’s
inquiry objections, but it also involves more significant involvement from and dependence on her. Recovery
may also be carried out without the client’s explicit location marking for the purpose of locating images
containing scaled or decrypted forms of inquiry items [22].

The use of multi-leveled perceptual collecting of primitive image highlights and their inter connections to
characterize structure has been proposed as an alternative to picture division for the purpose of recovery [23].

Another idea, inspired by data compression and content-based methods, is to use vector quantization (VQ)
on image squares to generate codebooks for depiction and recovery [24].

Protest-based image recovery using a windowed search over area and scale has been shown to be more ef-
fective than solutions based on erroneous division [25]. The client’s inquiry Region-of-interest (ROI) is divided
into rectangular parts for a coarser closer view/foundation, and then the frontal portions are used in a database
search. Division is not fundamental for whole images. The Kullback-Leibler method for quantitatively analyz-
ing models has been presented as a means of surface recovery through a combined presentation of highlight
extraction and proximity estimate.

In [26], we find a proposal for yet another wavelet-based recovery method that makes advantage of striking
focuses. It has been shown that image histograms based on fractal square codes are effective in recovering lost
data from completed image databases.

In [27], it is explored how MPEG-7 content descriptors might be used to generate self-organizing maps
(SOM) for the purpose of image recovery. A secure image recovery framework is one of the recent developments
in the field. When tying things down, it’s important to discover a group of agent "stay" images and choose the
semantic proximity between a self-assertive picture match and these stays in terms of their comparability.

The evaluations for the standard photo recovery task are excellent. For literature published in the 1990s,
please refer to [28]. While early frameworks saw widespread use of more elementary features like shade and
surface, more advanced features like Significance and Scale Invariant Feature Transform (SIFT) have gained
traction in recent years.

In this study, we choose the widely used Bag-of-Words (BoW) representation according to the neighborhood
invariant SIFT features. The effectiveness of this component representation has been shown in a number of
contexts. Since the focus of this study is on efficient research, this section provides an overview of the state of
the art in terms of adept hunt systems, which may be roughly categorized into three groups: updated document,
tree-based ordering, and hashing. It’s still widely used for record recovery in the data recovery community that
the changed file was initially offered [29].

BoW, for example, is quite similar to the sack of words representation of literary records, thus it was familiar
with the area of image recovery. In this setup, a list of references to each record (image) for every content (visual)
word is created, allowing for quick retrieval of relevant reports (images) in response to questions using just a
few words. In any case, the written inquiries often include not very many words, which is a major difference
between archive recovery and visual inquiry. For instance, Google online searches often only provide four-word
answers.2 In contrast to the BoW depiction, a single Medical Image may include several visual words, resulting
in a large number of potentially useful images (from the revised data) that need pre-checking, a process often
based on similarities to the original BoW highlights. Because of this, the utility of reorganized documents for a
wide-ranging visual examination is severely limited. The number of applications may be reduced by increasing
the visual vocabulary measure in BoW, which will also significantly raise memory use [30].

2.1. Research methodology. Here we offer a Novel Unsupervised Label Indexing (NULI) method for
retrieving image labels, which is a term from the field of machine learning. In order to enhance the effectiveness
of image retrieval frameworks, we describe machine learning as matrix convex optimization using cluster based
matrix representation. Using the Search Based picture Annotation (SBIA) schema, we outline an empirical
investigation on many different kinds of medical picture data sets, finding that our suggested technique provides
superior outcomes.
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2.2. Methodology. Web oriented medical image retrieval is the most efficient approach to handle pro-
cessing of image with different structural analysis in real time medical healthcare systems. As World-Wide Web
develops at a detonating rate, web crawlers end up noticeably imperative devices for any clients who look for
data on the Internet, and web picture look is no special case. Web picture recovery has been investigated and
created by scholastic analysts and business organizations; including scholastic models extra hunt measurement
of existing web indexes.

The effective extraction of medical images from medical image sources has prompted the development of
a number of machine learning-related methods. In real-time applications, such as various medical research
identification of approximately matched medical pictures related to input query medical image, medical image
annotation is a useful notion. Annotating medical images is a superior idea for retrieving near-perfect matches
to a query medical picture. It takes a lot of time and effort to gather various sorts of label medical pictures from
huge medical image data sets, which is why traditional medical image annotation systems were established.

Since a huge number of poorly labeled face medical photos are readily accessible on the World Wide
Web (WWW), some recent research has attempted to develop an attractive search-based annotation design
for facial medical picture annotation. The search-based medical image annotation (SBIA) design is meant
to handle the automated face annotation process by utilizing content-based medical picture retrieval (CBIR)
techniques, as opposed to coaching explicit classification designs by the standard model-based medical image
annotation methods. The primary goal of the SBIA method is to properly align the input medical image’s
name labels. In particular, given a novel medical image for annotation, we first recover a narrow your search
of top K most identical medical pictures from a weakly marked medical image data source, and then annotate
the medical image by performing voting on appearance associated with the top K similar medical pictures.
In this study, we offer a Novel Unsupervised Label Indexing (NULI) method for retrieving labels of medical
pictures utilizing language from the field of machine learning so that we may access these characteristics in
medical image retrieval from various medical image sources. The efficient image retrieval framework may be
enhanced by defining machine learning as matrix convex optimization using cluster based matrix representation.
Our experimental findings show improved performance compared to the status quo when it comes to real-time
medical picture retrieval applications using traditional methods.

2.3. Semantic Signatures. Medical image re ranking in web based medical image retrieval with offline
and online stages perform medical image reference classes operations to extract medical images automatically
from different medical image pools. To avoid ambiguity in medical image query search retrieval from differ-
ent medical image sources, our proposed approach follows semantic signatures for reference class verification
to automatically retrieve medical images. Procedure of the semantic signatures presentation explained with
following example.

For example implementation of N reference class labels from input query image q and then pre-processing
those images based on sequential selection of trained medical images, multiple class reference classifiers on
visual features of pictures are trained and then give M-dimensions vector p, which indicates the probability of
newly generated picture I related to different class labels. P is used to describe the semantic image features of
input query image Q and calculate the distance between each pixel from Ia and Ib with different pixel notations
P a and P b.

d(Ia, Ib) = ||pa − pb|| (2.1)

2.4. Separate Features. To separate different medical images based on image features are extracted
and then pre-processed them using SVM classifier with following visual features like signature of the colour,
Spatiality colour, wavelet pixel formation, invariant notation of histogram and gradient based histogram and
GIST. Those medical images are characterized from different features like shape, colour and texture on combined
M-dimensions.

A characteristic thought is to join a wide range of visual highlights to prepare a solitary intense SVM
classifier which better recognizes diverse reference classes. In any case, the motivation behind utilizing semantic
marks is to catch the visual substance of a picture, which may have a place with none of the reference classes,
rather than ordering it into one of the reference classes. On the off chance that there are N sorts of autonomous
visual highlights, it is in reality more successful to prepare to isolate SVM classifiers on various sorts of highlights
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Fig. 2.1: Reference classes between input medical images with different dimensions.

and to consolidate the N semantic signatures {pn}N = from n classifier present in N semantic signatures based
on semantic features n 1 like shape, texture and dimension which describe different class labels in sharing of
different images.

For instance, in Figure 2.1, given input as medical image relates to brain, liver with two reference class
labels, if another image i.e. matched with source images based on verification of semantic signatures. If high
amount of semantic signatures are matched with brain then retrieve relevant matched images with top matched
brain images.

2.5. Medical image Reference Class Discovery. For each presented input query q, classify different
image index labels. To describe this procedure, arrange images in sequential order i.e. S(q) and describe
the retrieved images based on index using query q describe the view of literary data. Query expansion found
from different sources with sequential presentation of referable class labels with visual substance of image
representation. Also contain subset of images explored with different instances matched with pixels of image
at different dimensions.

Every idiom expansion e is used to obtain photos from the internet searcher and matched top −k results
with matching semantic keyword expansion for automated learning and retrieval of training medical images
with reference classes. First the keyword q, retrieval relevant images sub sequentially extract relevant images
matched by q. to find the similarity between images, use k-means clustering approach which are the images
consists referable class labels. In this methodology similar group of average matched images are arranged in
cluster and describe the exceptions from original images from medical image sources.

Here represents some of the keyword expansions like brain, liver and different keywords which consists
identical and semantic visual features to increase the performance. To increase the computational cost in
representation of image with different discriminative spaces between pixels in image. Estimate the referable
class label index to learn parameters using SVM classifier to classify data into specified data relates to keyword
with different pixel notations to find relevancy.

The first two basic training phases, Ai1 and Ai2, are used to extract m reference classes from the preceding
procedures. Reference classes D(i, j) will be obtained by using SVM classification learned from Ai1 and Ai2
to distinguish between reference classes i and j. The SVM calculates the likelihood of classifier score for the i
class for each reference class. D(i, j) = h((pi+ pj)/2), where h is an increasing function, if the average score of
Ai1 is pi and the average score of the PJ across A2j is also determined. The production of a single binary bit
is described as follows:

h(pi) = 1− e−1(pj) (2.2)

While and remain fixed, the ratio of (pi + pj)/2 goes up as h(pi) goes down, and this trend holds true
across all meaningful reference classes.
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We describe the different referral class labels from n no. of users. Keyword expansion is used extract
reference class label which explore mostly matched results with input image. Meanwhile choose different
referable class labels with different functions based on expansion of keyword. Distinct matrix m ∗ n represents
and its procedure in next sections with different parameters. Qualifying measures to solve optimization of
image annotation based referable class label representation.

3. Medical image Indexing Implementation. This section describe general implementation NULI
for accessing relevant images based on initial sequence factors in image retrieval in medical sources, conver-
sation about problem development in medical picture annotation, criteria execution to catalo medical picture
annotations, approximation collection process on function removal to determine medical picture recovery.

We describe X = md is explored different medical features which consist different dimensions with pixels.
= m1,m2, .......,mn defines image labels with annotated pixel representations, m is the label of image. be
the labelled matrix which consists weak label data which presents ith and jth rows and columns represents in
sequential pixel Yi formation of medical image Y = [1, 0]m∗n. In NULI, individual medical query image from
image source to gather relevant images based on label index.

Sequential matrix with class labels is used to illustrate the NULI method. Different values for x and y
indicate the content of the label in matrix y. Use convex optimization based on the important features of the
class labels to efficiently index photos for labelling. These procedures are used to achieve optimum performance
when retrieving medical images based on relevance:

ES(F,W ) =
1

2

n∑

i,j=1

Wij‖Fi∗ − Fj∗‖2F = tr(FTLF ) (3.1)

Matrix weight measure i.e., which comprises of optimal functions to build both "normal" and "fantastic" w
weight matrices. The following is a description of the representation of matrix regulations:

F ∗ = argmin
F≥0

Es(F,W ) + α.Ep(F, Y ) (3.2)

Non-zero regulatory elements based on feature dimensions are specified by the following matrix parameter:

Ep(F, Y ) = ‖Fi∗ − Fj∗ .S‖2F (3.3)

We supply an effective label index for each picture so that the development of a matrix of functions may be
achieved. To maximize the evaluation in terms of accuracy and recall and others in real-time image processing
applications, we will discuss the implementation of the NULI approach, the index label representation for
various images, and the automated picture annotation.

3.1. Performance of Experiments. This section user interface implementation procedure of proposed
NULI with hybrid approach in re-rank based image retrieval from image pools. Medical image sets are collected
from different search engines defined in table 3.1. It describes medical image search engines and sample keywords
with how many medical images retrieved from search engines with different keywords. photos. Anisotropic
diffusion reduces noise while preserving significant sections of a picture. The lung region is segmented using
morphological erosion.

As shown in table 3.1, discuss three publicly available data sets to test performance of proposed approach
at various representations. Google image search contain 1000-10000 images to arrange in re-rank with searching
relates to search optimizations. This search images spread search procedures with different objects like pixel di-
mension, calculation of pixel length, time, image patch and sequentially representation of image simultaneously.
Data set 2 arrange results in re-rank procedure extracted images from image search of the label 2. Images
are combined and get image data from Google search engine at different time frames, re-positioning based
image retrieval with different label formation check whether it is present or not. As shown in table 3.1, collect
medical images and then semantic signatures with reference classes labelled with different presentation shown
in figure 3.1.
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Table 3.1: Medical image data sets description with different search engines

Medical image Collection Procedure

Medical image Data sets Keywords Medical images Search Engine

I 50 1000
Bing Medical image Search

II 50 1000

III 20 500 Bing Medical image Search

Fig. 3.1: Relevant medical image for input query medical image based on visual semantic features.

4. Results and discussion.
Data sets. This section describes the set up environment of efficient image retrieval for different real time

medical image processing applications. Different medical images taken from http://www.imdb.com URL which
consist different feature related images, those images consists different labels i.e. data, path and image name.
User search images based on name of an image which consist different label procedures. Based on collected
data, using JAVA and Net beans software construct search engine to retrieve relevant images automatically
whenever input image query matched with source image based on visual features in real time medical image
network system. Using a variety of test cases, this section compares and contrasts the NULI method with
the conventional method, i.e. a hybrid image retrieval framework. To demonstrate NULI’s efficacy in medical
picture retrieval, this illustration contrasts NULI’s performance with that of the conventional method across
a variety of metrics, including precision, recall, accuracy, and time. The following is a description of the
quantitative analysis used to obtain medical pictures from several medical image sources:

precision = No.ofrelevantimagesretreived
Totalno.ofimagesretrivd .

Recall = No.ofrelevantimagesretreived
Totalno.ofrelevantimagesindatabase .

Accuracy = 2 precision∗recallprecision+recall .

To obtain weak label medical pictures from many medical image sources, medical image sources include
various medical images with various criteria such as labels and features. The findings of the NLUI method-
ology provide greater accuracy with weak label indexing of each picture from diverse image sources than the
traditional approaches and procedures done on medical sources to obtain efficient images. Accuracy compared
to conventional methods is shown in Figure 4.1.



Secure Medical Image Retrieval Using Fast Image Processing Algorithms 4331

Table 4.1: Average error rate and average computation time

Iterations
Average error rate Average consumption time (sec)
Precision Recall False positive F-Measure Miss Rate False negative

10 0.5375 0.4 0.35 0.018162 0.012237 0.014621

20 0.4 0.35 0.275 0.019874 0.014943 0.010203

30 0.3875 0.325 0.3 0.021312 0.011617 0.013204

40 0.375 0.3 0.325 0.022683 0.010491 0.014435

50 0.375 0.3 0.3 0.023986 0.01065 0.010167

Table 4.2: Error rate deviation and computation time deviation

Iterations
Error rate deviation Computation time deviation(sec)
Precision Recall False positive F-Measure Miss Rate False negative

10 0.158607 0.229129 0.122474 0.004236 0.00342 0.006892

20 0.122474 0.122474 0.075 0.001454 0.009629 0.000887

30 0.117925 0.114564 0.1 0.002176 0.003505 0.008579

40 0.136931 0.1 0.114564 0.003372 0.000816 0.011351

50 0.125 0.1 0.1 0.004663 0.000629 0.001296

Fig. 4.1: Different types of medical imaging accuracy

For both NULI and conventional methods, i.e. the hybrid strategy shown in Figure 4.2, accuracy is the
primary metric for efficiently retrieving similarly matched images from medical sources.

In healthcare related image retrieval related application, recall for weak label image retrieval from medical
image sources described in Figure 4.3.

Figure 4.4 shows the accuracy presentation of proposed approach with different image databases.

5. Conclusion and future work. Discussed in this article is a research proposal entitled "Novel Unsu-
pervised Label Indexing for Efficient Image Retrieval from Medical Image Sources Based on Label Indexing
Using a Re-rank Process Established Using a Search-Based Annotation Methodology." Various image notations
are used to describe the arrangement of pictures in a convex optimization representation of image pixels. The
findings indicate that the characteristics derived from the deep learning model point in the direction of devel-
oping an efficient CBIR system. This study will be extended in the future by training on a real-time dataset.
, The processing of various keywords for medical picture retrieval presentations is shown to improve accuracy,
recall, and time efficiency in experimental findings. Weak label medical image classification is a potential future
feature in medical image retrieval from all medical image sources, together with the further advancement of
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Fig. 4.2: Precision of different medical image with different techniques

Fig. 4.3: Recall values of different medical images with different data sets

Fig. 4.4: Accuracy values with respect to different image database
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Fig. 4.5: Miss Rate Analysis of various Proposed Algorithms

effective CBIR from multiple medical image sources. Our suggestions for the future of medical image retrieval
centre on the use of weak label generation to improve accuracy, recall, and throughput.
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ON SOFT STRONGLY B∗−COMPACTNESS AND SOFT STRONGLY
B∗−CONNECTEDNESS IN SOFT TOPOLOGICAL SPACES

SAIF Z. HAMEED∗, ABDELAZIZ E. RADWAN†, AND ESSAM EL-SEIDY‡

Abstract. In this research article, we present a new class of soft compact spaces and soft Lindelöf spaces, we identify the
idea of soft strongly b∗−compact and soft strongly b∗−Lindelöf spaces and we supply multiple interesting examples. As well as we
mention that the inaugurated spaces are conserved under soft strongly b∗−irresolute mappings and we look into definite of results
which connect an extensive soft topology with the showing soft spaces. As well as we inquiry the features and attributive of soft
strongly b∗−connected spaces and discuss and identify its relationship with soft connectedness.

Key words: soft strongly b∗−closed set, soft strongly b∗−open set, soft strongly b∗−compact, soft strongly b∗−Lindelöf
spaces, soft strongly b∗−connected space

1. Introduction and Preliminaries. Molodtsov [1] used an acceptable parametrization. In 1999, he
introduced the soft set theorem’s basic idea and disclosed the theorem’s first result. He had many experimenters
working on the proposal. Topology is eminent in colorful divaricate of mathematics. Therefore, Shabir and
Naz [2] were the pioneers who introduced the concept of soft topological spaces. Kannan [3] assigned soft
generalized closed and soft generalized open sets in soft topological spaces. Akdag and Ozkan ([4], [5]) presented
a conception of soft α−open, the soft b−open, and their respective continuous functions. Zorlutuna et al. inquiry
soft interior point and soft neighbourhood and he first examined the compactness of soft topological spaces [6].
Connectedness [7] is an effective tool for topology introduced by Porter J. and Woods R.. Hussain [8] assigned
and take a look at the features of soft connected space. Saif Z. et al. [9] introduced the soft bc−open set.
The soft b∗−closed are introduced by Hameed, Saif Z. et al. [10]. Soft b∗−continuous functions, soft strongly
b∗−closed and soft strongly b∗−continuous functions are studied by Hameed, Saif Z. et al. [11], [12].

In the present work, we define the soft strongly b∗−compact and soft strongly b∗−Lindelöf spaces. Also, we
introduce the soft strongly b∗−connected spaces. The details of the properties, examples, and counterexamples
that substantiate the concept are thoroughly discussed.

In this study, consider W as an initial universe and P (W) as the power set of W. In addition, Ě 6= ϕ)
stands for the family of parameters that are being considered and ϕ /∈ ℘ ⊆ Ě.

Definition 1.1. [1] (Ψ, ℘) is referred to be a soft set over W if Ψ is a map from ℘ to P (W).
Definition 1.2. [13] The soft set (S, ℘) ∈ SS(W, ℘), where S(∇) = ϕ, for every ∇ ∈ ℘ is stated A-null

soft set of SS(W , ℘) and symbolize by ˜̌ϕ The soft set (S, ℘) ∈ SS(W , ℘), where S(∇) =W, for every ∇ ∈ ℘ is

stated the A-absolute soft set of SS(W , ℘) and symbolize by W̃.
Definition 1.3. [13] For two sets (Ψ, ℘), (S,Θ) ∈ SS(W , ℘), then (Ψ, ℘) is a soft subset of (S,Θ)

symbolize by (Ψ, ℘) ⊆ (S,Θ), if
1. ℘ ⊆ Θ.
2. ψ(∇) ⊆ S(∇), ∀∇ ∈ ℘.

Then, (Ψ, ℘) is stated to be a soft superset of (S,Θ), if (S,Θ) is a soft sub-set of (Ψ, ℘), (S,Θ) ⊆ (Ψ, ℘).
Definition 1.4. [2] Let (Ψ, ℘) be soft set over W, z ∈ W.that’s what we call z ∈ (Ψ, ℘), whenever

z ∈ ψ(∇) for all ∇ ∈ ℘. The soft set (Ψ, ℘) over W such that ψ(∇) = {z}, ∀ ∈ ℘ is stated singleton soft point
and symbolize by z℘ or (z, ℘).
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Fig. 1.1: Relationships of soft strongly b∗-closed

Definition 1.5. [2] Let Q ⊆ SS(W, ℘). Then Q is stated to be soft topological space (STS) if

1. ˜̌ϕ and W̃ belong to Q.
2. Arbitrary unions of members Q belongs to Q.
3. Finite intersections of members Q belongs to Q.

It is symbolize by (W ,Q, ℘) (briefly W).

Definition 1.6. [2] Let (W,Q, ℘) be a STS over W, then the organ of Q are stated to be soft open sets
in Q.

Definition 1.7. [2] Let (W,Q, ℘) be a STS over W. A soft set (Ψ, ℘) over W is stated to be a soft closed
set in W, if its relative complement (Ψ, ℘) belongs to Q.

Definition 1.8. [6] Let (W ,Q, ℘) be a STS and (Ψ, ℘) ∈ SS(W , ℘). Then

1. The soft closure of (Ψ, ℘) is the soft set
cl(Ψ, ℘) = ∩{(S, ℘) : (S, ℘) ∈ Qc, (ψ, ℘) ⊆ (S, ℘)}.

2. The soft interior of (Ψ, ℘) is the soft set
int(Ψ, ℘) = ∪{(S, ℘) : (S, ℘) ∈ Q, (S, ℘) ⊆ (ψ, ℘)}.

Definition 1.9. A soft set (Ψ, ℘) of a STS (W,Q, ℘) is stated to be

1. soft α−open [4] if (Ψ, ℘) ⊂ int(cl(int((Ψ, ℘)))),
2. soft pre-open [14] if (Ψ, ℘) ⊂ int(cl((Ψ, ℘))),
3. soft semi-open [15] if (Ψ, ℘) ⊂ cl(int((Ψ, ℘))),
4. soft β−open [14] if (Ψ, ℘) ⊂ cl(int(cl((Ψ, ℘)))),
5. soft b−open [5] if (Ψ, ℘) ⊂ int(cl((Ψ, ℘))) ∪ cl(int((Ψ, ℘)))).

Definition 1.10. [16] A soft set (Ψ, ℘) is called soft ω−closed in a STS (W ,Q, ℘), if cl(Ψ, ℘) ⊆ (S, ℘)
whenever (Ψ, ℘) ⊆ (S, ℘) and (S, ℘) is soft semi-open set in W. The relative complement of (Ψ, ℘) is called
soft ω−open in W.

Definition 1.11. [12] A soft set (Ψ, ℘) of a STS (W ,Q, ℘) is called a soft strongly b∗−closed (briefly
sSb∗−closed) if cl(int(Ψ, ℘)) ⊆ (S, ℘), whenever (Ψ, ℘) ⊂ (S, ℘) and (S, ℘) is sb−open. The complement of a
sSb∗−closed set is stated to be sSb∗−open set.

Theorem 1.12. [12] The following statements are correct:

1. Every soft open is sSb∗−open.
2. Every sα−open is sSb∗−open.
3. Every sSb∗−open set is sb−open.
4. Every sω−open is sSb∗−open.

Definition 1.13. [12] Let (W ,Q, ℘) be a STS. a subset (Ψ, ℘) ⊆ W is called a soft strongly b∗−neighourhood
(briefly sSb∗−nbd) of point ν ∈ W if ∃ an sSb∗−open set (Ψ, ℘) where ν ∈ W ⊆ (Ψ, ℘).

Definition 1.14. [12] Let (O, ℘) ∈ SS(W , ℘). Then
sSb∗int(O, ℘) = ∪{(£, ℘) : (£, ℘) is a sSb∗−open set and (£, ℘) ⊂ (O, ℘)}.
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Definition 1.15. [12] Let (£, ℘) ∈ SS(W , ℘). Then
sSb∗cl(£, ℘) = ∩{(Ψ, ℘) : (Ψ, ℘) is a sSb∗−closed set and (£, ℘) ⊂ (Ψ, ℘)}.

Definition 1.16. [12] A soft mapping Π :W → Σ, from STS (W,Q, ℘) into STS (Σ,Ω,Θ), is stated to
be soft strongly b∗−continuous (briefly sSb∗−continuous) if the inverse image of every soft open set in Σ is a
sSb∗−open set in W.

Definition 1.17. [12] A soft mapping Π : W → Σ is stated to be soft strongly b∗−irresolute (briefly
sSb∗−irresolute) if the inverse image of every sSb∗−closed set in Σ is a sSb∗−closed set in W.

For are details, we refer to [12], [6], [7].

2. Soft strongly b∗−compact spaces. In this section, We offer the conception of soft strongly b∗−compact
and soft strongly b∗−Lindelöf spaces and The significant structural properties.

Definition 2.1. A collection {(ψϵ, ℘) : ϵ ∈ ζ} of soft strongly b∗−open sets is called a soft strongly

b∗−open cover of (W,Q, ℘), if W̃ =
⋃
ϵ∈ζ(ψϵ, ℘).

Definition 2.2. A STS (W ,Q, ℘) is called soft strongly b∗−compact (resp. soft strongly b∗−Lindelöf), if

each sSb∗−open cover of W̃ has a finite (resp. countable) soft subcover of W̃.

Definition 2.3. A soft subset (, ℘) of a STS (W ,Q, ℘) is called soft strongly b∗−compact inW determined
by for every collection {(ψϵ, ℘) : ϵ ∈ ζ} of soft strongly b∗−open sets of W where (, ℘) ⊂ ∪{(ψϵ, ℘) : ϵ ∈ ζ} ∃
finite subset ζ0 of ζ where (, ℘) ⊂ ∪{(ψϵ, ℘) : ϵ ∈ ζ0}

Definition 2.4. A STS (W ,Q, ℘) is called soft strongly b∗−space if every sSb∗−open set of W is soft
open set in W.

Corollary 2.5. If STS (W,Q, ℘) is a sSb∗−compact space and soft strongly b∗−space, then W is soft
compact space.

Proof. Assume that {(ψϵ, ℘) : ϵ ∈ ζ} be soft open cover of W. For each soft open set is sSb∗−open set,
{(ψϵ, ℘) : ϵ ∈ ζ} is sSb∗−open cover of W. For W is sSb∗−compact space and sSb∗−space, ∃ finite subset ζ0
of ζ where W ⊂ {(ψϵ, ℘) : ϵ ∈ ζ}. Therefore, W is soft compact space.

Corollary 2.6. If Π :W → Σ is a sSb∗−continuous function and sSb∗−space, then Π is soft continuous
function.

Proof. Assume {(ψϵ, ℘) : ϵ ∈ ζ} be soft open set of Σ. whereas Π is sSb∗−continuous, {Π−1((ψϵ, ℘)) : ϵ ∈ ζ}
is sSb∗−open set of W and whereas W is sSb∗−space, {Π−1((ψϵ, ℘)) : ϵ ∈ ζ} forms soft open set of W. Thus,
Π is soft continuous.

Corollary 2.7. Assume (W,Q, ℘) be STS. If (W ,Q∇) is a sSb∗−compact space, for each ∇ ∈ ℘, then
(W,Q, ℘) is a sSb∗−compact space.

Proof. Assume that ℘ = {∇1,∇1, ...,∇n} be a set of parameter and (W ,Q∇) is sSb∗−compact space, for

each ϵ = 1, n. Suppose {(ψϵ, ℘) : ϵ ∈ ζ} be sSb∗−open cover of W. Since ∪ϵ∈ζ(ψϵ, ℘)(∇) = W̃, for each ∇ ∈ ℘,

and (W ,Q∇) is a sSb∗−compact, ∃ finite subset ζ0 of ζ where ∪ϵ∈ζ0(ψϵ, ℘)(∇) = W̃. Hence, {(ψϵ, ℘) : ϵ ∈ ζ0}
is a finite subcover of {(ψϵ, ℘) : ϵ ∈ ζ}. Hence, (W ,Q, ℘) is a sSb∗−compact space.

Corollary 2.8. Every sSb∗−compact (resp. sSb∗−Lindelöf) space is soft compact (resp. soft Lindelöf)).

In the next example, indicates that the inclusions of the Corollary 2.8 is not necessarily correct.

Example 1. Consider ℘ = Qc is the set of irrational numbers. Let Q = {˜̌ϕ, W̃ , (, ℘) when (∇) = {1},
∀∇ ∈ ℘} be a STS onW = {1, 2}. clearly, (W,Q, ℘) is soft compact. furthermore, a family {(δ,Θ) : δ(υ) = {1},
∀υ 6= ∇} is a sSb∗− open cover of W̃. For has not a soft countable subcover of W̃. Thus, (W,Q, ℘) is not a
sSb∗−Lindelöf space.

Theorem 2.9. Every sSb∗−compact space is a sSb∗−Lindelöf.

Proof. Clear.

In the next example, indicates that the inclusions of the Theorem 2.9 and Figure 2.1 is not necessarily
correct.

Example 2. Let Q = {˜̌ϕ, ℵ̃, (δ, ℘)} and ℘ = {∇1,∇1, ...,∇n}. such that δ(∇) = {1}, ∀∇ ∈ ℘} be a STS on
the set of natural numbers ℵ. Since ℘ and ℵ are soft countable, then (ℵ,Q, ℘) is a sSb∗−Lindelöf. furthermore,

a family {(S,Θ) : S(υ) = {1, x}, for each υ ∈ Θ, x ∈ ℵ} is a sSb∗−open cover of ℵ̃. For has not soft finite

subcover of ℵ̃. Thus, (ℵ,Q, ℘) is not a sSb∗−compact.
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Fig. 2.1: Relationships

Theorem 2.10. The soft union of two sSb∗−compact (resp. sSb∗−Lindelöf) sets is sSb∗−compact (resp.
sSb∗−Lindelöf).

Proof. Let (ψ, ℘) and (, ℘) be two sSb∗−compact sets. Assume that {(ψϵ, ℘) : ϵ ∈ ζ} is a sSb∗−open
cover of (ψ, ℘) ∪ (, ℘). Then, {(ψϵ, ℘) : ϵ ∈ ζ} is a sSb∗−open cover of (ψ, ℘) and (, ℘). Since (ψ, ℘) and
(, ℘) are sSb∗−compact, there exist finite subfamilies ζ0 and ζ1 of ζ such that (ψ, ℘) ⊆ {(ψϵ, ℘) : ϵ ∈ ζ0} and
(, ℘) ⊆ {(ψϵ, ℘) : ϵ ∈ ζ1}. Hence, (ψ, ℘) ∪ (, ℘) ⊆ (∪{(ψϵ, ℘) : ϵ ∈ ζ0}) ∪ (∪{(ψϵ, ℘) : ϵ ∈ ζ1}). It follows that,
(ψ, ℘) ∪ (, ℘) ⊆ ∪{(ψϵ, ℘) : ϵ ∈ ζ0 ∪ ζ1}. Thus, (ψ, ℘) ∪ (, ℘) is a sSb∗−compact.
The proof of the case of sSb∗−Lindelöfness is similar.

Theorem 2.11. Every sSb∗−closed subset (£, ℘) of sSb∗−compact (W ,Q, ℘) is a sSb∗−compact.
Proof. Assume that (£, ℘) be a sSb∗−closed subset of sSb∗−compact space (W,Q, ℘). Then (£c, ℘) is

a sSb∗−open. Let {(ϵ, ℘) : ϵ ∈ ℓ} be a sSb∗−open cover of (£, ℘). Therefore, {(ϵ, ℘) : ϵ ∈ ζ} ∪ (£c, ℘) is

sSb∗−open cover of W̃. For W̃ is sSb∗− compact space, ∃ finite subcover {(ϵ, ℘) : ϵ ∈ ζ0}∪ (£c, ℘) for W̃. Now,
[{(ϵ, ℘) : ϵ ∈ ζ0}∪ (£c, ℘)]− (£c, ℘) is a finite subcover of {(ϵ, ℘) : ϵ ∈ ζ} for (£, ℘). So, (£, ℘) is sSb∗−compact.

Theorem 2.12. Every sSb∗−closed subset (S, ℘) of sSb∗−Lindelöf space (W ,Q, ℘) is sSb∗−Lindelöf.
Proof. Assume that (S, ℘) be sSb∗−closed subset (S, ℘) of sSb∗−compact space (W ,Q, ℘) and {(Ψϵ, ℘) :

ϵ ∈ ζ} be sSb∗−open cover of (S, ℘). Therefore, (Sc, ℘) is a sSb∗−open and (Sc, ℘) ⊆ ∪ϵ∈ζ(Ψϵ, ℘). Therefore,

W̃ = (Ψϵ, ℘) ∪ (Sc, ℘). Since W̃ is a sSb∗−Lindelöf space, then W̃ = ∪ϵ∈ζ(Ψϵ, ℘) ∪ (Sc, ℘). This implies that
(S, ℘) ⊆ ∪ϵ∈ζ(Ψϵ, ℘) . Hence, (S, ℘) is a sSb∗−Lindelöf.

Corollary 2.13. If (δ, ℘) is a sSb∗−closed subset of W̃ and (Ψ, ℘) is a sSb∗−compact (resp. sSb∗−Lindelöf)

subset of W̃. Then, (Ψ, ℘) ∩ (δ, ℘) is a sSb∗−compact (resp. sSb∗−Lindelöf).
Proof. Let (Ψ, ℘) be a sSb∗−compact set, consider {(Gε, ℘) : ε ∈ ζ} is sSb∗−open cover of (Ψ, ℘) ∩ (δ, ℘).

Then {(Gε, ℘) : ε ∈ ζ} ∪ (δc, ℘) is sSb∗−open cover of (Ψ, ℘). For (Ψ, ℘) is a sSb∗−compact. So, ∃ a soft finite
subfamily ζ0 of ζ ∋ (Ψ, ℘) ⊆ ∪ε∈ζ0(Gε, ℘)∪ (δc, ℘). Hence, (Ψ, ℘)∩ (δ, ℘) ⊆ ∪ε∈ζ0(Gε, ℘)∩ (δ, ℘) ⊆ ∪ε∈ζ0(Gε, ℘).
Therefore, (Ψ, ℘) ∩ (δ, ℘) is sSb∗−compact.
The same evidence applies to sSb∗−Lindelöf space.

In the next example, indicates that the inclusions of the Theorem 2.12 is not necessary correct.
Example 3. Let W = {h1, h2} and ℘ = {∇1,∇2}. Consider

Q = {W̃ , ˜̌ϕ, (Ψ1, ℘), (Ψ2, ℘), (Ψ3, ℘)} where (Ψ1, ℘), (Ψ2, ℘) and (Ψ3, ℘) defined as following manner:
(Ψ1, ℘) = {(∇1, {h1}), (∇2, ϕ)},
(Ψ2, ℘) = {(∇1, ϕ), (∇2, {h2})} and
(Ψ3, ℘) = {(∇1, {h1}), (∇2, {h2})}.
Then (W,Q, ℘) is a STS over W. Obviously, (W ,Q, ℘) is sSb∗−compact. furthermore, a soft set (Π, ℘) =
{(∇1, {h1}), (∇2,W)} is a sSb∗−compact, even so it is not a sSb∗−closed.

Theorem 2.14. A (W,Q, ℘) is sSb∗−compact (resp. sSb∗−Lindelöf) if and only if each collection
of sSb∗−closed subsets of (W,Q, ℘), satisfying the soft finite (resp. soft countable) intersection property,
∩ε∈ℓ(Ψε, ℘) 6= ϕ.
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Proof. Let (W ,Q, ℘) is a sSb∗−compact, and {(ξϵ, ℘) : ϵ ∈ ℓ} be a family of sSb∗−closed subsets of W̃.

Let ∩ϵ∈ℓ(ξϵ, ℘) = ϕ. Then W̃ = ∪ϵ∈ℓ(ξcϵ , ℘). For ∪ϵ∈ℓ(ξcϵ , ℘) is a collection of sSb∗−open sets covering W̃. As

(W ,Q, ℘) is sSb∗−compact, then ∃ a soft finite subset ℓ0 of ℓ ∋ ∪ϵ∈ℓ0(ξcϵ , ℘) = W̃ then ∩ϵ∈ℓ0(ξϵ, ℘) = ϕ. Which
gives contradictions. Therefore, ∩ϵ∈ℓ(ξϵ, ℘) 6= ϕ. Conversely, let {(γϵ, ℘) : ϵ ∈ ℓ} be a family of sSb∗−open

cover of W̃. Let for every finite subset ℓ0 ⊂ ℓ, we have ∪ϵ∈ℓ0(γcϵ , ℘) 6= W̃. Then ∩ϵ∈ℓ(γcϵ , ℘) 6= ϕ. Thus,
{(γcϵ , ℘) : ϵ ∈ ℓ} satisfies the finite intersection property. By definition get ∩ϵ∈ℓ(γcϵ , ℘) 6= ϕ which implies

∪ϵ∈ℓ0(γϵ, ℘) 6= W̃ and this contradicts that {(γϵ, ℘) : ϵ ∈ ℓ} is a sSb∗−open cover of W̃.
Hence, (W,Q, ℘) is a sSb∗−compact space.

Theorem 2.15. Let Π :W → Σ be a sSb∗−continuous function. If W is a sSb∗−compact space, then the
image of W under the Π is a soft compact.

Proof. Assume Π : W → Σ is a sSb∗−continuous, {(Gε, ℘) : ε ∈ ℓ} is a soft cover of Σ. For Π is a

sSb∗−continuous, therefore {Π−1((Gε, ℘)) : ε ∈ ℓ} is a sSb∗−open cover of W̃ and W is a sSb∗−compact, ∃ a

soft finite sub-set ℓ0 of ℓ ∋ {Π−1((Gε, ℘)) : ε ∈ ℓ0} composes a sSb∗−open cover of W̃. Thus, {Π−1((Gε, ℘)) :

ε ∈ ℓ0} composes a soft finite soft open cover of Σ̃. Therefore, Σ is a soft compact.

Theorem 2.16. Let Π :W → Σ be a sSb∗−irresolute surjection and W is a sSb∗−compact space, then Σ
is a sSb∗−compact.

Proof. Suppose Π :W → Σ be a sSb∗−irresolute surjection, W be a sSb∗−compact (W ,Q, ℘) to (Σ,Ω,Θ).

A soft open cover {(δϵ, ℘) : ϵ ∈ ζ} of Σ. Then {Π−1((δϵ, ℘)) : ϵ ∈ ζ} is a sSb∗−open cover of W̃. For W is a
sSb∗−compact, then ∃ a finite subset ζ0 of ζ such that {Π−1((δϵ, ℘)) : ϵ ∈ ζ0} composes a sSb∗−open cover of

W̃. Therefore, {Π−1((δϵ, ℘)) : ϵ ∈ ζ0} composes a finite sSb∗−open cover of Σ̃. Hence, Σ is a sSb∗−compact.

Theorem 2.17. The sSb∗−irresolute image of a sSb∗−compact (resp. sSb∗−Lindelöf) set is a sSb∗−compact
(resp. sSb∗−Lindelöf).

Proof. Assume that Π : W → Σ be a sSb∗−irresolute and let (, ℘) be a sSb∗−Lindelöf subset of W̃. Let
{(Ψϵ, ℘) : ϵ ∈ ζ} is sSb∗−open cover of Π(, ℘). Then Π(, ℘) ⊆ ∪ϵ∈ζ(Ψϵ, ℘). Then, (, ℘) ⊆ ∪ϵ∈ζΠ−1(Ψϵ, ℘) and
Π−1(Ψϵ, ℘) is sSb∗−open, for every ϵ ∈ ζ. by assumption, (, ℘) is a sSb∗−Lindelöf, then (, ℘) ⊆ ∪ϵ∈ζΠ−1(Ψϵ, ℘).
Therefore, Π(, ℘) ⊆ ∪ϵ∈ζΠ(Π−1(Ψϵ, ℘)) ⊆ ∪ϵ∈ζ(Ψϵ, ℘). Thus, Π(, ℘) is sSb∗−Lindelöf space.
The same proof in case sSb∗−compact space.

3. Soft strongly b∗−connected spaces. One of the most important properties of soft strongly b∗−con-
nected space is discussed and explored in this section.

Definition 3.1. Let (W ,Q, ℘) be STS, and (Ψ, ℘), (£, ℘) are sSb∗−open sets over W̃. Then, (Ψ, ℘) and
(£, ℘) are stated to be soft strongly b∗−separated sets iff sSb∗cl(Ψ, ℘)∩(£, ℘) = ϕ and (Ψ, ℘)∩sSb∗cl(£, ℘) = ϕ.

Theorem 3.2. If (Ψ, ℘) and (£, ℘) are sSb∗−separated sets then they are disjoint.

Proof. (Ψ, ℘) ∩ (£, ℘) ⊆ sSb∗cl(Ψ, ℘) ∩ (£, ℘) = ϕ.

Theorem 3.3. If (Ψ, ℘) and (£, ℘) are sSb∗−separated subsets of W and (Γ, ℘) ⊆ (Ψ, ℘) and (Υ, ℘) ⊆
(£, ℘) then (Γ, ℘) and (Υ, ℘) are also sSb∗−separated.

Proof. Suppose (Ψ, ℘) and (£, ℘) are sSb∗−separated subsets of a spaceW, by definition 3.1; sSb∗cl(Ψ, ℘)∩
(£, ℘) = ϕ and (Ψ, ℘)∩ sSb∗cl(£, ℘) = ϕ. Since (Γ, ℘) ⊆ (Ψ, ℘), we have sSb∗cl(Γ, ℘) ⊆ sSb∗cl(Ψ, ℘) and since
(Υ, ℘) ⊆ (£, ℘), then sSb∗cl(Υ, ℘) ⊆ sSb∗cl(£, ℘). Hence, (Γ, ℘) ∩ sSb∗cl(Υ, ℘) = (Ψ, ℘) ∩ sSb∗cl(£, ℘) = ϕ
and sSb∗cl(Γ, ℘)∩ (Υ, ℘) = sSb∗cl(Ψ, ℘)∩ (£, ℘) = ϕ. Therefore, (Γ, ℘) and (Υ, ℘) are also sSb∗−separated.

Theorem 3.4. Two soft separated sets are soft sSb∗−separated sets.

Proof. Assume (ϑ, ℘) and (, ℘) be two soft separated sets over W, so sSb∗cl(ϑ, ℘) ∩ (, ℘) = ϕ and (ϑ, ℘) ∩
sSb∗cl(, ℘) = ϕ.
As
sSb∗cl(ϑ, ℘) ⊆ cl(ϑ, ℘).
sSb∗cl(ϑ, ℘) ∩ (, ℘) ⊆ cl(ϑ, ℘) ∩ (, ℘) = ϕ.
and similarly, (ϑ, ℘) ∩ sSb∗cl(, ℘) ⊆ (ϑ, ℘) ∩ cl(, ℘) = ϕ.
Hence, (ϑ, ℘) and (, ℘) are sSb∗−separated sets.

Remark 1. If (ϑ, ℘) and (, ℘) are disjoint. Then, require not be sSb∗−separated.
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Example 4. Consider W = {ς1, ς2} and ℘ = {∇1,∇2}. Consider Q = {W̃ , ˜̌ϕ, (ϑ, ℘)} where (ϑ, ℘) =
{(∇1, {ς1}), (∇2, {ς2})},
let (, ℘) = {(∇1, {ς1}), (∇2, {ς2})} and (S, ℘) = {(∇1, {ς2}), (∇2, {ς1})} be two soft sets over Q. Then (, ℘) and
(S, ℘) are soft disjoint sets but they are not sSb∗−separated.

Definition 3.5. Let (W,Q, ℘) be STS over W. Then (W ,Q, ℘) is stated to be sSb∗−connected, if W
cannot be intimated as the union of two sSb∗−open sets. Else, (W ,Q, ℘) is stated to be a sSb∗−disconnected.

Example 5. Consider W = {r, t, d} and ℘ = {∇1,∇2}. Consider

Q = {W̃ , ˜̌ϕ, (Γ1, ℘), (Γ2, ℘), (Γ3, ℘), (Γ4, ℘), (Γ5, ℘)}
where (Γ1, ℘), (Γ2, ℘), (Γ3, ℘), (Γ4, ℘) and (Γ5, ℘) are sSb∗−open sets over W, define as follows:
(Γ1, ℘) = {(∇1, {t}), (∇2, {r})},
(Γ2, ℘) = {(∇1, {t, d}), (∇2, {r, t})},
(Γ3, ℘) = {(∇1, {r, t}), (∇2,W)},
(Γ4, ℘) = {(∇1, {r, t}), (∇2, {r, d})} and
(Γ5, ℘) = {(∇1, {t}), (∇2, {r, t})}.
Then (W ,Q, ℘) is STS on W. Thus, (W,Q, ℘) is a STS over W. Intelligibly, W is a sSb∗−connected.

Theorem 3.6. Let (W ,Q, ℘) be a STS and (Ψ, ℘) is a sSb∗−connected. Let (£, ℘) and (S, ℘) are
sSb∗−separated sets. If (Ψ, ℘) ⊆ (£, ℘) ∪ (S, ℘). Then either (Ψ, ℘) ⊆ (£, ℘) or (Ψ, ℘) ⊆ (S, ℘).

Proof. Suppose (Ψ, ℘) be a sSb∗−connected and (£, ℘), (S, ℘) are sSb∗−separated sets such that (Ψ, ℘) ⊆
(£, ℘) ∪ (S, ℘). Let (Ψ, ℘) not subset of (£, ℘) and (Ψ, ℘) not subset of (S, ℘). Suppose (P1, ℘) ⊆ (£, ℘) ∩
(Ψ, ℘) 6= ϕ and (P2, ℘) ⊆ (S, ℘) ∩ (Ψ, ℘) 6= ϕ. Then (Ψ, ℘) = (P1, ℘) ∪ (P2, ℘). Since (P1, ℘) ⊆ (£, ℘), hence
sSb∗cl(P1, ℘) ⊆ sSb∗cl(£, ℘). Since sSb∗cl(£, ℘)∩ (S, ℘) = ϕ then sSb∗cl(P1, ℘)∩ (P2, ℘) = ϕ. Since (P2, ℘) ⊆
(S, ℘), hence sSb∗cl(P2, ℘) ⊆ sSb∗cl(S, ℘). Since sSb∗cl(S, ℘) ∩ (£, ℘) = ϕ, then sSb∗cl(P2, ℘) ∩ (P1, ℘) = ϕ.
But (Ψ, ℘) = (P1, ℘)∪ (P2, ℘). Therefore, (Ψ, ℘) is not a sSb∗−connected. This is a contradiction. Then either
(Ψ, ℘) ⊆ (£, ℘) or (Ψ, ℘) ⊆ (S, ℘).

Theorem 3.7. Let (Ψ, ℘) be a sSb∗−connected set. If (Ψ, ℘) ⊆ (£, ℘) ⊆ sSb∗cl(Ψ, ℘) then (£, ℘) is also
a sSb∗−connected.

Proof. If (Ψ, ℘) be not a sSb∗−connected, then ∃ two soft sets (S, ℘) ⊆ (G,℘) such that sSb∗cl(S, ℘) ∩
(G,℘) = (G,℘)∩sSb∗cl(S, ℘) = ϕ and (£, ℘) = (S, ℘)∪(G,℘). Since (Ψ, ℘) ⊆ (£, ℘), thus either (Ψ, ℘) ⊆ (S, ℘)
or (Ψ, ℘) ⊆ (G,℘). Suppose (Ψ, ℘) ⊆ (S, ℘) then sSb∗cl(Ψ, ℘) ⊆ sSb∗cl(S, ℘), thus sSb∗cl(Ψ, ℘) ⊆ (G,℘) =
sSb∗cl(S, ℘) ∩ (G,℘) = ϕ. But (G,℘) ⊆ (£, ℘) ⊆ sSb∗cl(Ψ, ℘) thus sSb∗cl(Ψ, ℘) ∩ (G,℘) = (G,℘). Therefore,
(G,℘) = ϕ, so is a contradiction. Hence, (£, ℘) is a sSb∗−connected. Similarly, if (Ψ, ℘) ⊆ (£, ℘), then
(S, ℘) = ϕ. Which again a contradiction. Hence, (£, ℘) is a sSb∗−connected.

Theorem 3.8. If (Ψ, ℘) is a sSb∗−connected set then sSb∗cl(Ψ, ℘) is a sSb∗−connected.

Proof. Let (Ψ, ℘) is a sSb∗−connected set then sSb∗cl(Ψ, ℘) is not. Then there exists two sSb∗−separation
sets (S, ℘) and (δ, ℘) such that sSb∗cl(Ψ, ℘) = (S, ℘)∪ (δ, ℘). But (Ψ, ℘) ⊆ sSb∗cl(Ψ, ℘), then (Ψ, ℘) = (S, ℘)∪
(δ, ℘) and since (Ψ, ℘) is sSb∗−connected set, then by theorem 3.6 either (Ψ, ℘) ⊆ (S, ℘) or (Ψ, ℘) ⊆ (G,℘). If
(Ψ, ℘) ⊆ (S, ℘) then sSb∗cl(Ψ, ℘) ⊆ sSb∗cl(S, ℘). But sSb∗cl(S, ℘)∩(δ, ℘) = ϕ. Hence, sSb∗cl(Ψ, ℘)∩(δ, ℘) = ϕ.
Since (δ, ℘) ⊆ sSb∗cl(Ψ, ℘), then (δ, ℘) = ϕ. So is a contradiction. If (Ψ, ℘) ⊆ (S, ℘) we can prove (S, ℘) = ϕ
as the same, that is a contradiction. Hence, sSb∗cl(Ψ, ℘) is a sSb∗−connected.

Theorem 3.9. If (Ψ, ℘) and (S, ℘) are two sSb∗−connected sets where (Ψ, ℘) ∩ (S, ℘) 6= ϕ. Therefore
(Ψ, ℘) ∪ (S, ℘) is also a sSb∗−connected set.

Proof. Assume that, if possible, (Ψ, ℘)∪(S, ℘) be sSb∗−disconnected set, then (Ψ, ℘)∪(S, ℘) = (ϑ, ℘)∪(δ, ℘),
where (ϑ, ℘) 6= ϕ, (δ, ℘) 6= ϕ ∋ (ϑ, ℘) and (δ, ℘) are sSb∗−separation. Since (Ψ, ℘) ⊆ (Ψ, ℘) ∪ (S, ℘) = (ϑ, ℘) ∪
(δ, ℘), Therefore, (Ψ, ℘) ⊆ (ϑ, ℘) ∪ (δ, ℘). Hence, by Theorem 3.6, we have either (Ψ, ℘) ⊆ (ϑ, ℘) or (Ψ, ℘) ⊆
(δ, ℘). Again, either (S, ℘) ⊆ (ϑ, ℘) or (S, ℘) ⊆ (δ, ℘). Thus, we have four choices either (Ψ, ℘) ⊆ (ϑ, ℘) and
(S, ℘) ⊆ (ϑ, ℘) or (Ψ, ℘) ⊆ (ϑ, ℘) and (S, ℘) ⊆ (δ, ℘) or (Ψ, ℘) ⊆ (δ, ℘) and (S, ℘) ⊆ (ϑ, ℘) or (P, ℘ ⊆ (δ, ℘) and
(S, ℘) ⊆ (δ, ℘). If (Ψ, ℘) ⊆ (ϑ, ℘) and (S, ℘ ⊆ (ϑ, ℘) or (Ψ, ℘) ⊆ (δ, ℘) and (S, ℘) ⊆ (δ, ℘), then (Ψ, ℘)∪ (S, ℘) ⊆
(ϑ, ℘) or (Ψ, ℘) ∪ (S, ℘) ⊆ (δ, ℘) ⇒ (ϑ, ℘) ∪ (δ, ℘) ⊆ (ϑ, ℘) or (ϑ, ℘) ∪ (δ, ℘) ⊆ (δ, ℘) ⇒ (ϑ, ℘) ∪ (δ, ℘) = (ϑ, ℘)
or (ϑ, ℘) ∪ (δ, ℘) = (δ, ℘) ⇒ (δ, ℘) = ϕ or (ϑ, ℘) = ϕ, then is a contradiction. So (Ψ, ℘) ⊆ (ϑ, ℘) and
(S, ℘) ⊆ (δ, ℘) or (Ψ, ℘) ⊆ (δ, ℘) and (S, ℘) ⊆ (ϑ, ℘), then in both the cases, (Ψ, ℘) ∩ (S, ℘) ⊆ (ϑ, ℘) ∩ (δ, ℘) =
ϕ ⇒ (Ψ, ℘) ∩ (S, ℘) = ϕ. So, is contradiction again to the given supposition that (Ψ, ℘) ∩ (S, ℘) 6= ϕ. Hence,
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we have (Ψ, ℘) ∪ (S, ℘) is also a sSb∗−connected set.
Theorem 3.10. If (W,Q, ℘) is a sSb∗−connected space, then it is a soft connected.
Proof. Suppose (W,Q, ℘) not sSb∗−disconnected. Therefore, ∃ nonnull soft sets (£, ℘) and (S, ℘), where

W = (£, ℘) ∪ (S, ℘) ∋ cl(£, ℘) ∩ (S, ℘) = ϕ and (£, ℘) ∩ cl(S, ℘) = ϕ. Since sSb∗cl(£, ℘) ⊆ cl(£, ℘). Thus,
sSb∗cl(£, ℘)∩(S, ℘) ⊆ cl(£, ℘)∩(S, ℘) = ϕ. Hence, sSb∗cl(£, ℘)∩(S, ℘) = ϕ. Similarly, (£, ℘)∩sSb∗cl(S, ℘) =
ϕ. Hence, (W,Q, ℘) is a sSb∗−disconnected. So, is a contradiction. Therefore, (W ,Q, ℘) is a soft connected.

Theorem 3.11. If Ω : W → Σ be a sSb∗−continuous surjection and W is a sSb∗−connected space, then
Σ is soft connected.

Proof. Assume that Σ is not soft connected. Let Σ = (Ψ, ℘) ∪ (£, ℘) where (Ψ, ℘) and (£, ℘) are disjoint
nonempty soft open sets in Σ. Since Ω is a sSb∗−continuous and onto, W = Ω−1(Ψ, ℘) ∪ Ω−1(£, ℘) where
Ω−1(Ψ, ℘) and Ω−1(£, ℘) are disjoint nonempty sSb∗−open sets in W, which is contradiction to W is a
sSb∗−connected. Therefore, Σ is a soft connected.

Theorem 3.12. If Ω : W → Σ is a sSb∗−irresolute surjection and W is a sSb∗−connected, then Σ is a
sSb∗−connected.

Proof. Assume Σ is not sSb∗−connected and Σ = (Ψ, ℘) ∪ (£, ℘) where (Ψ, ℘) and (£, ℘) are disjoint
nonempty sSb∗−open sets in Σ. Since Ω is a sSb∗−irresolute and onto, W = Ω−1(Ψ, ℘) ∪ Ω−1(£, ℘) where
Ω−1(Ψ, ℘) and Ω−1(£, ℘) are disjoint nonempty sSb∗−open sets in W, which is contradiction to W is a
sSb∗−connected. Therefore, Σ is a sSb∗−connected.

4. Conclusion. In this article, we presented some of conception of soft sets and soft topological spaces are
investigated. The basis of paper is to establish and introduce soft compactness and soft Lindelöfness, namely,
sSb∗−compactness, sSb∗−Lindelöfness. Examining some properties of these spaces allows us to prove some of
our results and varied introduce the relationship between spaces and illustrate our main findings. Moreover,
We define and explore the soft strongly b∗−connected spaces and discuss its relation with soft connectedness
spaces. Also, the properties of sSb∗−connected and sSb∗−disconnected with examples are studied.
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SPORTS EVENT DATA MANAGEMENT SYSTEM AND ITS APPLICATION IN
COMPETITION ORGANIZATION

ZHENYU LI∗

Abstract. Traditional sports competition data management systems have poor security and reliability in management results.
The author proposes a new sports competition data management system based on a network platform. Integrating internal and
external services to handle system business, designing pages using JSP dynamic page technology. Utilize network platforms to
transmit data, and verify the transmission of data on the network platform through hardware and software firewalls. Realize
data transmission between the system and the client through the designed network platform. Analyzed data backup and recovery
methods to ensure data security. Track important business and operations of the system through the log tracking layer, and
provide UML modeling for competition data management. The experimental results show that the recovery speed of the system
is significantly faster than SSH and MDA systems, indicating strong data recovery performance of the system. It has been proven
that the competition data management results of the designed system are reliable and the system performance is strong.

Key words: Online platform, Sports competitions, Data management system, JSP dynamic page technology

1. Introduction. The organization of large-scale sports events is a huge systematic project, especially
the management of competition data, which is the core link of event organization work. However, with the
continuous increase in the scale of sports events, not only have the operating costs of sports events become
increasingly high, but the data management process of sports competitions has also become more complex,
leading to increasing risks in organizing sports events. With the vigorous development of computer technology,
powerful solutions have been provided for the complex management process of sports competition results.
Currently, the management of sports competition results cannot be separated from the support of computer
software systems [1].

The development of competition data management software systems is generally based on the relevant
competition management regulations and rules formulated by sports event organization and management insti-
tutions, and other management technical specifications. However, different sports events generally have different
competition management regulations and rules, so different sports event organization and management insti-
tutions also use their own competition management regulations and rule management software systems, which
leads to the current sports competition data management system’s weak universality and poor adaptability [2].

The sports event data management system is an information system that integrates data collection, storage,
analysis, and display functions, widely used in the organization and management process of various sports
events. With the continuous improvement of electronic technology and information technology, the application
of sports event data management systems has become an indispensable part of modern sports organizations
[3]. Through comprehensive, accurate, and real-time management of competition data, this system can provide
better competition experiences and services to event organizers, participants, and spectators. The core function
of a sports event data management system is data collection. During the competition, the system can collect
real-time game data, including game results, scores, goals scored, fouls committed, etc., through various sensors
and devices such as timers, scoreboards, cameras, etc [4]. These data are transmitted to the central server
through wireless transmission or wired connections, achieving real-time updates and storage of data. Through
data collection and storage, the sports event data management system can perform data analysis. The system
can perform various statistics and calculations based on competition data, generating competition reports, data
charts, and event analysis reports. These reports can help event organizers understand the overall situation of
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the competition, identify the strengths and weaknesses of athletes, and develop more scientific and reasonable
training and competition strategies.

The sports event data management system also has the function of data display. Through the internet and
mobile terminals, the system can display real-time competition data to the audience and participating players.
Viewers can watch live matches through devices such as television, computers, and mobile phones to understand
the progress and results of the matches. Contestants can view their competition results and rankings, as well as
the performance of other contestants, through their mobile phones or computers. This real-time display method
makes the competition more open and transparent, improving the fairness and credibility of the competition [5].
The application of sports event data management system can greatly improve the organization and management
efficiency of sports events.

Traditional manual recording and statistical methods suffer from human errors and inaccurate data, while
sports event data management systems can automate data collection, storage, and analysis to ensure accu-
racy and timeliness. This not only saves labor costs, but also improves the efficiency and accuracy of data
management.

In addition, the sports event data management system can also provide more commercial value for event
organizers. By analyzing and mining competition data, the potential and market value of athletes can be
discovered, providing more business cooperation opportunities and sponsorship resources for event organizers.
At the same time, through the display and promotion of event data, it can attract more audiences and fans,
improve the visibility and influence of the event [6]. However, the application of sports event data management
systems also faces some challenges and problems. Firstly, data security and privacy protection are important
considerations. The competition data includes personal information and performance data of athletes, and strict
security measures need to be taken to prevent data leakage and abuse. Secondly, the stability and reliability of
the system are also key issues. Once the system malfunctions or data is lost, it will have a serious impact on
the organization of the event and the participating players. Finally, the popularization and promotion of sports
event data management systems also need to overcome technical barriers and cost issues, so that more sports
organizations and events can enjoy the convenience and advantages of information management. In summary,
the application of sports event data management systems has become an important component of modern
sports organizations [7]. By comprehensively, accurately, and in real-time managing competition data, the
system provides better event experiences and services for event organizers, participants, and spectators. With
the continuous development and innovation of technology, it is believed that the sports event data management
system will play a more important role in the future, promoting the development and progress of the sports
industry. For this purpose, a new sports competition data management system based on a network platform
has been designed.

2. Sports Competition Data Management System on Network Platform.

2.1. Overall System Design. The designed sports competition data management system based on net-
work platform is described in Figure 2.1.

Design a system that combines internal and external services to handle system business, and use JSP
dynamic page technology to design pages, thereby reducing the complexity of page code writing.

In order to ensure the timeliness and security of the system, this section uses the network platform to
transmit data, verifies the transmission requests of the network platform through hardware and software fire-
walls, intercepts abnormal requests, and only allows legitimate requests to access the system. Simultaneously
utilizing different technological constraints to ensure data integrity [8].

2.2. Network Platform Design. The network platform is mainly used to achieve data transmission
between the system and the client, consisting of server clusters, gateways, firewalls, and other network infras-
tructure devices. Due to the large amount of sports competition result data, in order to improve transmission
efficiency, the system chooses a distributed processing system, adopts ASP technology and B/S architecture,
and operates in a local area network and external network environment. The B-end is mainly used for in-
putting, managing, and outputting data, while the S-end is mainly used for saving, accessing, and processing
data. The network platform structure is shown in Figure 2.2.
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Fig. 2.1: Overall structure of the system

Fig. 2.2: Structure of the network platform

2.3. Functional Support Layer and Functional Layer Design. The functional support layer refers to
the data center of the sports competition data management system and other network support, including com-
ponents such as data storage and caching. Before athletes register online, the system administrator will publish
the sports competition items and corresponding numbers, athlete grouping settings, and relevant information,
making it easier for athletes to register independently [9].

During the competition, the system will promptly release competition information, and athletes can check
their competition results through their own information. During the competition, the administrator inputs the
competition results in real-time based on the competition status, and implements operations such as athlete
grouping and competition result summary through the system. Users mainly include all sports competition
staff, management personnel, athletes, etc., and can perform real-time queries on competition results[10]. The
data flow diagram of the designed sports competition data management system is described in Figure 2.3.

During sports competitions, there are a large number of athletes, managers, and staff entering information,
resulting in a large scale of data and heavy workload. Manual input can lead to data errors. In order to prevent
these phenomena from occurring, data backup and recovery functions are provided in the design of the system
to ensure the reliability of results. A detailed analysis will be conducted in the following text [11].

Before sports competitions, the administrator sets the competition items according to the requirements
of the competition and processes the data based on the athlete’s registration situation. The competition
committee can check the athlete’s competition results through online platforms, confirm them to be correct,
and then output the results.

The functional layer contains several different types of functional modules, mainly responsible for imple-
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Fig. 2.3: Flow diagram of the system data

menting various business processes. By utilizing the interaction between the functional support layer and the
data layer, corresponding business processing can be achieved, which not only displays information to users but
also collects information from them[12].

2.4. Design of permission control layer. When designing the system, a firewall will be installed, with
corresponding log records for all businesses in the system, mainly including operators and detailed operation
information, for easy query.

In order to ensure the security of sports competition results, the system provides data backup and recovery
functions. The system can autonomously backup data and recover it in the event of a failure, avoiding data
loss [13].

When backing up sports competition data, encapsulate the request as a backup record and transfer it to
the cache. The backup record mainly includes information such as the processing object, write length, and
detailed data. The format is as follows:

Rbackup ={< tid, offset, len, data > |tid ∈ N, offset ∈ N, len ∈ N,
data ∈ (0, 1)t, t ∈ N}

(2.1)

In the formula: tid is used to describe the excessive task identifier; Offset is used to describe the offset
address of the data to be processed; Len is used to describe the length of written data; Data is used to describe
writing data to a disk; N is used to describe a set of natural numbers. The process of recovering sports
competition data is as follows:

1. Segmentation of sports competition data blocks and allocation of recovery tasks.
2. Calculate the summary values of different data and transfer the task record Rtask to different remote

backup servers for recovery. The task format is as follows:

Rtask = {< tid, offset, len, LTHi > |tid ∈ N, offset ∈ N, len ∈ N,LTHi ∈ N} (2.2)

In the formula:LTHi = H(Li); H is used to describe the summary value function obtained; Li is used
to describe sports competition data to be restored.

3. After obtaining task records, read the object data block Ri from the remote backup server using a
predetermined offset and data block size.
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Fig. 2.4: Performance management: UML modeling

4. Find the summary values of different data blocks and compare them with the summary values transmit-
ted by the local server. If they are inconsistent, it is considered that the data at both ends of the data
block is different and needs to be restored; Otherwise, it is considered unnecessary to restore it[14].

5. Encapsulate the corresponding data blocks of different remote backup servers into recovery records and
transmit them to the local server. The recovery record format is as follows:

Rrecovery ={< tid, offset, len, data > |tid ∈ N, offset ∈ N,
len ∈ N, data ∈ (0, 1)t, t ∈ N}

(2.3)

6. After receiving data records, the local server transfers the data to the corresponding location on the
disk through offset to achieve data recovery.

2.5. Log tracking design. The log tracking layer is mainly responsible for tracking important business
and operations of the system, and recording relevant information in the form of logs, mainly including operation
time, operator information, and specific operation information, in order to avoid losses caused by misoperations
[15].

2.6. Processing layer design. The processing layer is mainly responsible for sports competition data
management and is the core of the entire system. After the completion of different stages of the competition,
the processing layer is responsible for inputting, processing, modifying, and printing the athlete’s competition
results, and grouping subsequent competitions based on the competition results. Detailed UML modeling is
described using Figure 2.4.

3. Experiments and Result Analysis. The experiment tested the system from two aspects: The effec-
tiveness of competition data management and system performance. In order to verify the effectiveness of the
system, the SSH architecture system and MDA system were compared to manage the results of the men’s 200m
competition. The comparison results of the data management of the three systems are shown in Table 3.1.
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Table 3.1: Management results of the three systems

Ranking Actual grades
This article systematically SSH system MDA system

announces the results releases results releases results

First place 2054 2054 2052 2054
Second place 2123 2123 2123 2123
Third place 2159 2159 2159 2146
Fourth place 2216 2216 2235 2223
Fifth place 2259 2259 2255 2259
Sixth place 2312 2312 2312 2312

Fig. 3.1: Time delay comparison results of the three systems

According to Table 3.1, the results published by the system are completely consistent with the actual results
of the athletes, while the SSH system has three results that do not match the actual results, and the MDA
system has two results that do not match the actual results. This indicates that the data management results
of the system are reliable and effective.

During the testing process, the memory usage of the system remained within the range of 1-2 GB, and
the memory growth remained stable without any memory leakage, effectively ensuring that the server provided
real-time services to users [16]. In order to verify the timeliness of the system, a comparison was made on the
query latency of competition results for 100 athletes in different events under the system, SSH system, and
MDA system. The results are shown in Figure 3.1.

Analyzing Figure 3.1, it can be seen that the query latency of the system is significantly lower than that
of SSH and MDA systems, indicating that the system not only has high management reliability but also good
query timeliness [17-20].

The data recovery performance is a security factor that affects the security of system data. The data recovery
speeds of this system, SSH system, and MDA system are compared below, and the results are described in
Figure 3.2. Analyzing Figure 3.2, it can be seen that the recovery speed of the system is significantly faster
than that of SSH and MDA systems, indicating that the system has strong data recovery performance and high
security.

4. Conclusion. The author has designed a new sports competition data management system based on a
network platform, provided the overall structure of the designed system, and introduced the design process at
each level. The sports event data management system is a software system that integrates multiple functions,



Sports Event Data Management System and Its Application in Competition Organization 4349

Fig. 3.2: Comparison of the data recovery speed of the three systems

which can help match organizers efficiently collect, store, and analyze match data. The basic principle of this
system is to collect various data during the competition, such as competition time, scores, statistical data, etc.,
through various sensors and devices, and then store these data in a database for subsequent analysis. The
experimental results show that the designed system has reliable competition data management results and
strong system performance. This system has high practical value and can be applied to various sports events
to improve the management efficiency and accuracy of competition results. With the continuous development
of technology, there is still room for further development and improvement of the system in the future.
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THE INTEGRATION OF PERSONALIZED TRAINING PROGRAM DESIGN AND
INFORMATION TECHNOLOGY FOR ATHLETES

PENGHUI HAO∗AND KUN QIAN†

Abstract. In order to integrate the training of athletes with information technology, this paper proposes a method for
evaluating the performance of athletes using training technology. HR, O2, and hemoglobin were selected as input vectors of
SVM, and the corresponding values were used as outputs to generate the training model. Adjust the support vector machine to
minimize measurement error based on the learning objective. Support vector machines are used to study training patterns and
develop models to evaluate athletes’ performance. College athletes were taken as research subjects and the effects of training
were examined in five sports: football, basketball, basketball, swimming, and running. The results show that the relative error
of this type is less than 1 when measuring the performance of various sports subjects; Relative errors in measuring the academic
performance of athletes in various sports using physical fitness standards and sport-specific skills 1. The proposed model proves
that the athlete’s training index is incorrect and has a useful application.

Key words: Machine learning algorithms, Training effectiveness, Support Vector Machine, High dimensional feature space,
Indicator matrix

1. Introduction. With the rapid development of information technology, its application in various fields
is becoming increasingly widespread. In the field of sports training, the design of personalized training programs
is crucial for the growth and development of athletes. Traditional training programs are often based on general
templates and cannot meet the individual differences and special needs of each athlete. Therefore, how to
integrate information technology with the design of personalized training programs for athletes has become
a focus of current research. The application of information technology in the field of sports training has
achieved significant results [1]. The design of personalized training programs for athletes needs to fully consider
factors such as their physical condition, technical level, and training objectives, in order to develop the most
suitable training plan for them. Traditional training program design is usually formulated by coaches based on
experience and routines, but this approach cannot meet the unique needs of each athlete.

The application of information technology provides new possibilities for the design of personalized training
programs. By utilizing sensors, monitoring devices, and data analysis techniques, real-time physical data and
performance of athletes can be obtained. These data can help coaches more accurately evaluate the training
effectiveness of athletes and adjust training plans in a timely manner. For example, sports tracking devices can
record the athlete’s movement trajectory and speed, heart rate monitoring devices can understand the athlete’s
physical condition, and strength testing devices can evaluate the athlete’s muscle strength.

The analysis and integration of these data can provide targeted training suggestions for coaches, helping
them develop personalized training plans. In addition, information technology can also provide online teaching
platforms, allowing athletes to train anytime, anywhere. Through video teaching, virtual reality and other
technological means, athletes can receive guidance and guidance from professional coaches to improve the
effectiveness of training. This approach not only saves time and costs, but also breaks geographical restrictions,
allowing more athletes to benefit from professional guidance [2].

In addition, information technology can also provide a platform for coaches and athletes to communicate
and share. Through social media, online forums, and other channels, athletes can communicate with other
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athletes and coaches, share experiences and insights. This way of communication and sharing can stimulate in-
novation and cooperation, promote individual growth and team development of athletes. However, information
technology also faces some challenges in the design of personalized training programs. Firstly, the accuracy
and reliability of data are the core issues [3]. The body data of athletes needs to be collected through reliable
sensors and devices, and the accuracy and stability of these devices have a significant impact on the credibility
of the data. In addition, data analysis and processing require professional knowledge and technical support to
ensure the extraction of useful information and guidance from massive amounts of data. Secondly, privacy and
security issues also need to be taken seriously. The personal data involved in the design of personalized training
programs needs to be legally and securely protected to avoid abuse or leakage. Relevant privacy policies and
security measures need to be fully developed and implemented to safeguard the rights and interests of athletes
and coaches.

In summary, the application of information technology in the field of sports training has brought new
opportunities and challenges to the design of personalized training programs [4]. By using sensors, monitoring
devices, and data analysis techniques, it is possible to more accurately evaluate the condition and training
effectiveness of athletes, and develop personalized training plans for them. The establishment of online teaching
platforms and communication sharing platforms also provides athletes with more learning and communication
opportunities. However, data accuracy and privacy security issues need to be taken seriously and addressed. In
the future, with the continuous development and innovation of information technology, the design of personalized
training programs will be further improved, promoting the growth and development of athletes.

2. Analysis of the Application of Information Technology in Sports Training.

2.1. Information technology drives athlete selection through data-driven and evidence-based
approaches. Scientific selection is based on the disciplines of life sciences such as biochemistry, biomechanics,
and genetics, and utilizes modern scientific and technological means to comprehensively select athletes in
terms of their physical form, physiological functions, physical fitness, psychological qualities, and sports skills
according to their own characteristics and project characteristics [5]. It scientifically and reasonably selects
outstanding athletes for high-level sports training. By combining modern information technology with biological
data models, we aim to develop material selection criteria that are consistent with project characteristics, and
strive to achieve rational, data-driven, and scientific material selection.

2.2. Information technology enables sports assistive devices to have intelligent brains. With
the rapid development of modern science and technology such as electronic information technology, intelligent
sensing technology, internet big data, cloud computing, artificial intelligence technology, etc., primitive tra-
ditional sports and fitness equipment that used to have no emotional color and no data feedback, such as
barbells, treadmills, power extenders, etc., now have a "brain" that can interact and communicate with sports
participants through the implantation of information technology, and automatic detection of physical fitness
indicators functions such as automatic provision of training plans, real-time monitoring of exercise processes,
and automatic feedback evaluation of exercise effects [6].

2.3. Information technology enhances the diversification of sports training forms and pro-
motes scientific transformation. Information technology, as a product of technological development, has
rapidly penetrated into people’s daily work and life, and its impact is gradually expanding. The concept of
the Technology Olympics not only increases people’s expectations for modern sports events, but also makes
them more visually appealing. The use of information technology for auxiliary training can make the training
methods more scientific, diverse, and effective. In a sense, it is technology that makes sports more attractive,
keeps sports up with the times, and makes sports more meaningful. Coaches use information processing tech-
nology to quickly and efficiently develop training plans, outlines, and lesson plans; Reasonably utilizing text
processing technology, image editing technology, and video capture technology, the training content and meth-
ods are transmitted to the athlete’s audio-visual system through technological means, improving the training
experience in a new way, stimulating training motivation, and enhancing training effectiveness [7].

As one of the sports powerhouses, the United States has achieved impressive results in applying computer
information processing technology to various fields of track and field training. For example, by loading a video
into the system, the trajectory of the high jump athlete’s movement before takeoff, the takeoff point, and
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various posture changes, angles, speeds, etc. of the body after takeoff are recorded [8]. These data are then
compared with various data from world-renowned high jump athletes in the database to identify gaps, identify
problems, and provide solutions. Through repeated recording and playback of technical movements, combined
with simulation teaching of information technology, athletes can intuitively, three-dimensional, actively, and
comprehensively master standardized and correct technical movements, thereby improving the scientific and
effective nature of sports training, reducing the training cycle of athletes, improving the success rate, and
effectively increasing the scientific output of sports results. The application of information technology can
not only improve training effectiveness, enhance competitive level, refresh sports performance, but also reduce
sports injuries and extend sports lifespan. Information technology has broken the traditional mode of sports
competition and training. Traditional sports training requires coaches to conduct planned, purposeful, and
organized speech and actions through language or physical means. However, various data during training often
better illustrate the actual competition ability of athletes.

3. Evaluation of Athlete Training Effectiveness Based on Machine Learning Algorithms.

3.1. Machine learning algorithms. Let F (z) be a probability measure that exists in space z, with a
set of functions Q(z,a) and a ∈ Λ, which can achieve the goal of minimizing the risk functional or machine
learning. The formula is as follows:

R(a) =

∫
Q(z, a)dF (z) (3.1)

In the formula, the probability measure F (z) is unknown, but there are fixed independent distribution
samples.The formula for obtaining the loss function is as follows:

L(y, f(x, a)) =

{
0, y = f(x, a)

1, y 6= f(x, a)
(3.2)

Using the hazard function to justify the function f (x, a) and the probability of exit from the trainer, it is
necessary to obtain the function with the minimum distribution error based on the knowledge configuration.

The support vector machine method finds the final model result with the best learning ability, low com-
plexity and high generalizability based on limited sample data. Support vector machine has a high degree of
generality, suitable for large-scale, small-sample and non-data fields. Choosing support vector machines as a
way to measure sports performance can fully understand the advantages of support vector machines for pro-
cessing small data. By obtaining the best surface distribution from a small sample size, the surface distribution
obtained was the best, reducing the cost of sports performance analysis.

Use (xi, yi) to represent training data, and satisfy i = 1, 2, ..., l, x ∈ Rd, y ∈ {1, 1}, where l represents the
number of samples. Assuming the existence of hyperplane H, there is the following formula:

w · x+ b = 0 (3.3)

Using hyperplane H to separate positive and negative data, the hyperplane spacing formula is as follows:

2

||w|| = d1 + d2 (3.4)

In the formula, the euclidean norm of w and the two types of samples closest to H are represented by ||w||
and d1, d2, respectively. Using support vector machine method to search for hyperplanes with the maximum
interval, the expression is: min

w.b.

1
2 ||w||2, s.t.yi(xi · w + b) − 1 ⩾ 0, in the formula, i = 1, 2, ..., l. The optimal

classification surface problem is transformed into its dual problem through Lagrangian optimization method,
and the formula obtained is as follows:

Q(α) =
1

2

l∑

i,j=1

αiαjyiyj(xi · xj)−
l∑

i=1

αi (3.5)
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Using
∑l
i=1 yiαi and αi ⩾ 0, i = 1, 2, ..., l. as constraints, use the Lagrange multiplier αi corresponding to

the sample to solve for the minimum value of Equation 3.5. The sample corresponding to αi that is not 0 in
the obtained result is the support vector[9].

The final optimal classification function is as follows:

f(x) = sgn{(w · x) + b} = sgn{
l∑

i=1

yiαi(xi · x) + b∗} (3.6)

In the formula, b* represents the classification threshold.
When the experimental sample is linearly inseparable, add a relaxation term; The method for obtaining

ξi ⩾ 0 in Equations 3.5 and 3.6 is as follows:

min
w.b.

1

2
||w||2 + C

l∑

i=1

ξi, s.t.yi(xi · w + b)− 1 + ξi ⩾ 0 (3.7)

If the penalty factor C > 0 for the degree of punishment for correctly and wrongly divided samples is
constant, then the dual problem condition is transformed into 0 ⩽ αi ⩽ C.

The objective function obtained is as follows:

Q(α) =
1

2

l∑

i,j=1

αiαjyiyjK(xi · xj)−
l∑

i=1

αi (3.8)

At this point, the optimal classification function is as follows:

f(x) = sgn{
l∑

i=1

yiαiK(xi · x) + b∗} (3.9)

Different types of nonlinear decision surface support vector machines can be implemented through differ-
ential kernel functions. The radial basis kernel function is selected as the kernel function for evaluating the
training effectiveness of athletes, and its formula is as follows:

K(xi · x) = exp(−||x− xi||
2

2σ2
) (3.10)

3.2. Evaluation of Athlete Training Effectiveness. The physiological information during athlete
training can reflect the training effect and showcase more information that the previous athlete training evalu-
ation system could not evaluate.

Use X = {x1, x2, ..., xn} and Y = {y1, y2, ..., yn} to represent the athlete training sample set and the test
indicator set that can reflect the physiological indicators of athlete training effectiveness, such as heart rate,
oxygen uptake, hemoglobin, creatine kinase, etc. The matrix A = (aij)n×m represents the indicator matrix of
the athlete training sample set X for the measurement indicator set Y, and the indicator values of the athlete
training sample xi for the measurement indicator yi are represented by aij = yj(xi)(i = 1, 2, ...n; j = 1, 2, ...,m).

The input unit for evaluating athlete training effectiveness is the athlete training sample xi, and the
measurement vector (ri1, ri2, ..., rim) under physiological measurement index yj . If the evaluation result ui
of athlete training effectiveness xi is used as the output unit, there exists a non-linear mapping between the
normalization matrix R and the evaluation result, as shown in F, and its formula is as follows:

ui = F (rij) (3.11)

Select athlete training effect sample xi(ri1, ri2, ..., rim) as the input vector of the support vector machine,
select training effect sample evaluation value as the regression target value U of the support vector machine,
establish a learning sample set, represented by G = {(xi, ui)}ni , and obtain the regression function as follows:

u =

s∑

k=1

(αk − αk∗)K(x, xk) + b (3.12)



The Integration of Personalized Training Program Design and Information Technology for Athletes 4355

Fig. 3.1: Structural diagram of athlete training effect assessment

In the formula, Xk and s represent support vectors and the number of support vectors, respectively, xk =
(rk1, rk2, ..., rkm), k = 1, 2, ..., s.

Implement athlete training sample xi through the above process; The non-linear mapping F between the
measurement vector (ri1, ri2, ..., rim) of physiological indicators yj and the evaluation value ui of training effec-
tiveness[10].

The structure diagram of evaluating athlete training effectiveness using the support vector machine method
in machine learning algorithms is shown in Figure 3.1.

The process of evaluating the effectiveness of athlete training is as follows:

1. Determine the evaluation index matrix A for athlete training effectiveness based on physiological indi-
cators that affect athlete training effectiveness;

2. Convert the indicator matrix A for evaluating the training effectiveness of athletes to a normalized
matrix R;

3. Establish a learning sample set G = {(xi, ui)} using athlete training effect sample xi = (ri1, ri2, ..., rim)
and evaluation value ui, and randomly select samples from the learning sample set to establish a training
and validation set for support vector machine learning.

4. Select the radial basis kernel function as the support vector machine kernel function to obtain the re-
gression function formula. The criteria for selecting parameters for evaluating the training effectiveness
of athletes are as follows:

{
MAE = 1

l

∑l
i=1 |uip − uiSVM |

MSE = 1
l

∑l
i=1(u

i
p − uiSVM )2

(3.13)

In the formula, MAE and MSE represent the average absolute error and mean square error of the
validation samples, ulp and ulSVM represent the expert evaluation value and support vector machine
calculation value of the validation samples, and l represents the total number of samples to be evaluated.

5. On this basis, SVM is used to evaluate the training results.By inputting the physiological testing
indicator vector (ri1, ri2, ..., rim) of the training effect sample xi of the athlete to be evaluated, the final
support vector machine’s athlete training effect evaluation result uiSVM can be obtained.
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Fig. 4.1: Relative error in the number of different indicators

4. Example Analysis. Ten athletes majoring in sports training from a certain sports university were
selected as the research subjects, and they were trained in five sports: football, basketball, volleyball, swimming,
and running. This method was used to evaluate the training effects of the ten athletes. Heart rate and lung
capacity were collected before and after each exercise training, and morning venous blood was collected for the
training cycle.

Out of a total of 10,000 samples collected, 2,000 were used as research samples and the remaining 8,000
were used as test samples. Select radial root kernel function as support vector machine kernel function, use
winSVM software to solve support vector machine problem, this software is optimized for Windows operating
system, fully support vector machine classification and regression problem.

The training samples are divided into 10 groups of 200 each, and finally the parameters of the support
vector machine are determined as C=150, σ2 = 0.016, and the final decision is used to train the support
vector to carry the vector and get the number of support vectors and the parameter b. 30 and -0.228 for
the regression function [11]. To assess sports performance, heart rate, maximal oxygen uptake, hemoglobin,
creatine kinase, and blood lactate are selected as physical parameters. This method was used to estimate the
relative error of measuring the academic performance of athletes in various sports when only heart rate, heart
rate, maximal oxygen uptake, and hemoglobin were used as measures of physical fitness five physical parameters
used. From the experiments in Figure 4.1, it can be seen that as the number of physical parameters increases,
the relative error of sports evaluation results decreases. This suggests that adding more physical parameters
to the machine learning algorithm can improve the accuracy of sports analysis. The main reason is that many
physical parameters improve the various results of sports analysis and improve the accuracy of sports analysis
[12,13,14,15].

The output results of evaluating the training effects of 5 sports for 10 athletes using this method are shown
in Figure 4.2.

Based on the evaluation of sports training results shown in Figure 4.2, the results of expert evaluation
were selected as the correct decision criteria for sports performance evaluation, and five types of sports were
analyzed in this type of performance analysis: football, basketball, and basketball. swimming and archery. To
justify this type of performance assessment, physical activity and sport-specific skills were chosen as the model
for comparison. Figure 4 shows a comparison of the relative errors in measuring the fitness index of athletes in
five sports using different models[16,17,18,19]. From the comparison results in Figure 4.3(a)-(e), it can be seen
that when selecting the expert evaluation the basis of performance evaluation, the relative error of this type is
less than 1 when evaluating the training of athletes of various sports; Relative errors in measuring academic
performance of athletes in various sports using fitness standards and sport-specific skills 1. Comparison of the
results shows that this type has a good performance in sports evaluation. Analyzing the results of this type
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Fig. 4.2: Results of the training effect evaluation of the athletes

of measurement can help coaches develop training plans for soccer performance. This type can be used to
objectively evaluate soccer performance.

5. Conclusion. The training effect of athletes determines their final competitive performance, which is
influenced by factors such as training methods and personal qualities, resulting in a wide range of fluctuations
in athlete performance. Evaluate the training effectiveness of athletes using physiological indicators, and
achieve the evaluation of athlete training effectiveness through the support vector machine method with higher
evaluation performance in machine learning algorithms. Support vector machines have high learning and
generalization abilities, the effectiveness of using the proposed method to evaluate the athletic performance of
athletes through sports such as football has high guiding significance for improving the training effectiveness
of athletes.
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DIAGNOSIS AND TREATMENT SYSTEM BASED ON ARTIFICIAL INTELLIGENCE
AND DEEP LEARNING

XIAOXI ZHENG∗, QILI FAN†, AND GENG WANG‡

Abstract. This paper designs an assisted diagnosis and treatment system based on deep learning algorithms and medical
knowledge to solve the problem of poor use efficiency of massive electronic medical information. First, the disease data in the medical
database is segmented to get the reverse order search table. Secondly, the similarity between the obtained clinical manifestation
data and the corresponding diseases is analyzed and classified to obtain the clinical diagnosis. Then, the feedback-query method
is used to analyze the weighted ratio of the original and feedback data, and the optimal fault diagnosis is carried out. The method
of implicit semantic modeling is used to give the diagnosis scheme of the disease. The search method based on inference rules is
introduced to realize personalized diagnosis and treatment resource recommendations to users. In this way, the specific attributes of
medical resources based on individual information are effectively combined. Experiments show that the initial diagnosis recognition
rate of the proposed method is 95%, the correct rate is 85%, and the recognition rate is 95% after optimization.

Key words: Deep learning; Medical knowledge base; Artificial intelligence; Electronic diagnosis and treatment; Lingo model

1. Introduction. Many patients with complicated diseases will come to first-tier cities to seek better
treatment. There are many online information platforms to make the masses better understand the relevant
medical information. In the past, access to medical information was mainly based on keyword-based information
retrieval. However, due to the rapid development of medical data, this approach rarely meets the needs of
patients. Many intelligent recommendation algorithms have recently been applied to medical data retrieval.
Literature [1] provides a collaborative screening algorithm for patients with a particular disease, which can
effectively solve the problem of personalized diagnosis and treatment of patients. Literature [2] proposes a
medical knowledge recommendation method based on cooperation, which generates a trusted factor through
the evaluation of medical services and introduces the trusted factor into the recommendation algorithm of
joint filtering to realize personalized recommendations for physicians. This method not only overcomes the
"information overload" of doctors but also improves the recommendation effect. Literature [3] extracts user
data from user text, constructs a medical data knowledge map, and then carries out medical service resource
recommendations based on collaborative filtering. Hidden semantic models such as matrix decomposition,
probabilistic cryptology analysis, and implicit Dirichlet distribution effectively find hidden data. Reference [4]
applies matrix decomposition to the prescription problem to discover the combination mode. However, the
biggest drawback is that its parameter scale depends on the sample size, which can easily cause overfitting.
Reference [5] provides the implicit semantic analysis method. They use the hidden tree method to find the
hidden structure of the disease and construct the objective diagnostic criteria. The study used only disease
data, not drug data, which is integral to the dialectics. Previous studies focused on the analysis of clinical
manifestations. Yet, each case includes a set of symptoms and a set of medications. This project intends to use
implicit-semantic modeling and case analysis methods to realize the association analysis of drug - pathogenesis.
Then, the network platform provides personalized medication recommendations for patients.

2. Diagnosis and treatment based on the medical knowledge base. Reference [6] gives an architec-
ture for assisting disease diagnosis and treatment. The system mainly includes the following parts: 1) Analysis
of disease information through the characteristics of the disease segmentation operation to analyze the disease
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Fig. 2.1: Structure of diagnosis and treatment system based on deep learning.

information; 2) Disease index table an inverted index table can be constructed based on the analysis of disease
information. 3) The condition assistance diagnosis module can input patient information into the system and
judge the condition. 4) Diagnostic results and information feedback module displays diagnostic results. The
optimal diagnosis of the disease is combined with the user’s opinion. 5) The case data analysis module can
obtain the detection methods related to the disease. 6) Check the suggestion form to develop the diagnosis
method according to the case analysis. 7) Diagnosis The diagnostic suggestion module displays the detection
patterns and diagnostic possibilities. 8) The disease association information module displays disease-related
information, such as etiology, diagnosis, and treatment mode. The system analyzes the relevant information on
the disease in the medical database and generates the disease search form and diagnosis mode suggestion form
in the background. Secondly, based on the clinical manifestation data of the patients, the suspected disease
was diagnosed, and the correlation analysis was carried out. Then, if the user has feedback on their condition,
the optimal diagnosis will be made, and the details of the condition and further tests can be seen.

3. Auxiliary diagnostic technology. This section discusses specific embodiments of the assisted diag-
nostic techniques described in Figure 3.1.

1. Perform the same segmentation on the clinical manifestations of the input patients and compare the
segmentation results with the search table. All eligible cases are entered into the potential outcome
set, and the total number of these cases is called N.

2. A symptom index table was used to calculate the degree of correlation of each condition in the potential
outcome set for each case and ranked according to the degree of correlation.

Use S = 1
t

∑
(q ∗ d) to express the correlation function. A similarity measurement method based on the

vector space model is proposed starting from the internal product method of the vector space model. Here S
represents the degree to which the patient’s condition is related to the input. t is the number of types of diseases
occurring in the disease, which is used to balance the matching probability of diseases with more significant
symptoms in the disease database [7]. This solves the problem that the weight of the disease is too large due
to the wide range of the disease. Where q is the proportion of each condition in different keywords. Treat the
condition as the first possible condition. d represents the weight of each condition, again increasing the weight
of the likely primary condition [8]. The correlation degree obtained by this function does not have a specific
upper limit. For the convenience of calculation, the maximum and minimum values are standardized, so the
correlation degree presented in the end is a relative value.
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Fig. 3.1: Deep learning-based assisted diagnosis and treatment system flow.

Fig. 4.1: Linear discriminant model flow.

4. The linear discriminant model was used to analyze medical case samples.

4.1. Introduction of Linear Authentication Mode. The implied Dirichlet distribution was first es-
tablished in the multi-level Bayesian model by Blei et al. in 2003. The linear authentication pattern flow
(Healthcare. MDPI, 2023, 11 (15):2142) is shown in Figure 4.1. This method was initially used in word process-
ing and has been widely used in many data mining applications. The linear discrimination model is a typical
topic model, which is tobuildsdel and disco-discovers.

A topic is a set of interrelated words that can be used to illustrate the topic. The words in the document
are expressed in terms of conditional possibilities related to the topic [9]. Each topic contains words that have
a high probability and are highly relevant to that topic. One word can have many different topics at the same
time. Therefore, this paper proposes the "document-topic-vocabulary" correlation based on the generation
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pattern. The method produces a topic with a certain probability and then a word with a certain probability.
The probability of each word γ appearing in A document s can be calculated by the following formula:

| f(γ | s) =
∑

t

f(γ | t)f(t | s)

t is the topic of this passage. In linear discrimination mode, the text contains the assignment of topics, and
the topic contains the assignment of keywords [10]. Think of each prescription as a document that records the
patient’s condition and the medication the doctor prescribes. If symptoms and drugs are treated as "words"
without distinction, they can be clustered through a linear identification pattern. Each group in the cluster
contains several words, which can be a disease or a drug. Theoretically, explaining the rationality of such a
cluster model is also problematic. Etiology is the subject of the model in the diagnosis problem related to
conditions and both types of literature. If the two documents can be classified, establishing a link between the
disease and the cause can better describe the problem.

4.2. Multiple linear discrimination model. Because of the existing methods in the aspect of data
analysis of the connotation of the project plans to build a more linear differential model (figure 4.2) and
reveal the whole process of production (PeerJ Computer Science, 2023, 9: e1016), the case will be regarded as
files, including disease vocabulary r and γ two different types of vocabulary [11]. Given the pathogenesis, the
distribution of these two types of words is independent and determined by the subject of the prescription, that is,
the pathogenesis. c is a twovariable observation. There are only two values for the font: SYMPTOM or HERB.
If it is c = SYMPTOM , the resulting word is the symptom word r. If it is c = HERB, the resulting word is
the medical word γ. This project proposes a linear identification method based on multiple connotations. Case
and drug words have the same topic, and there is a certain correlation between the two words under a specific
topic. The spatial distribution of the problem c is obtained by using polynomial distribution characteristics.
The post-disease word can be obtained according to the polynomial distribution lattice consistent with the
problem. The medical word γ is derived from a polynomial distribution that agrees with the topic. It is the
polynomial distribution lattice ζ and δ is the Dirichlet priori of χ.

After the distribution parameter ε, φ, δ is known, the joint probability of the "prescription - disease" distri-
bution β, "disease - disease" distribution ζ, and "disease - drug" distribution χ is obtained as follows:

f(r, γ, c, c, β, ζ, χ | ε, φ, δ) =
f(ζ | φ)f(χ | δ)f(β | ε)f(r, γ, c, c | ζ, χ, β) =
f(ζ | φ)f(χ | δ)f(β | ε)f(r, γ, c, c, ζ, χ)
f(c | c, β)f(c)

The Gibbs sampling method is used to identify the parameters in the system [12]. In the multi-connotation
linear identification model, the possibility of disease f (ri | r′i) and drug f (γi | γ′i) belonging to topic c =
{1, 2, L,K} was calculated for the drugs for disease r = (r1, r2, L, rS) and disease λ = (λ1, λ2, L, λW ) in the
observed samples respectively, and iteration was carried out for each stage.

5. Data online assisted diagnosis and treatment algorithm. A multi-connotation linear identifica-
tion method obtained the corresponding relationship between disease and drug. A reasonable medication plan
can be obtained using the established mathematical model for clinical diagnosis and then taking the clinical
manifestations of patients as input. First, the "pathogenesis" is extracted based on the known disease char-
acteristics, and then the drug is administered according to the cause [13]. The second method establishes a
"disease-drug" matrix to obtain the corresponding relationship between each disease and each drug. In order of
the conditions provided, get the corresponding medication recommendations. Therefore, this project intends
to adopt a hybrid model to merge the two algorithms and improve the recommendation accuracy.

5.1. Pathology-based drug recommendation methods. Assuming that the clinical manifestation of
the patient is r = (r1, r2, L), the "disease-topic" distribution ζ, "drug-topic" distribution χ and prior parameters
obtained by the multi-connotation linear identification model, then the etiological drug recommendation method
can be expressed as:

Enter: A list of the patient’s symptoms.
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Fig. 4.2: Multi-content linear discriminant probability graph model.

Output: According to the patient W disease, medication is recommended.
1. Random initialization: Each current disease r will be randomly assigned a topic number c.
2. According to the sampling equation, the current file is tested again. For each disease r, the topic is

sampled again.
3. The above treatment is repeated until the sampling convergence is achieved.
4. This paper determines the pathogenesis of the disease based on the distribution of the obtained topics.

Top N drugs related to this disease are listed as recommendations [14]. First, the clinical manifestations
of patients are regarded as the new document topic, then the disease information in the new literature
is obtained by inference algorithm, and then the drug related to this disease is selected according to
probability. The sampling equation to be used in the second step of the method is:

f (cir = t | c = SYMPTOM, c−ir , r, γ)

∝
W
r
(t)
m ,−ir +W

γ
(t)
m

+ εt
∑K
t=1

(
W
r
(t)
m ,−ir +W

γ
(t)
m

+ εt

)∑S
f=1

(
W
r
(f)
t ,¬ir + φf

)

W
(t)
rm and W

(t)
γm represent the symptoms section in document m. The number of diseases listed in the
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title t and the number of drugs used. W
(f)
rt is the number of disease words with an average f number

in the topic t.

5.2. Drug recommendation methods based on clinical manifestations. The process of drug rec-
ommendation based on disease is shown in Figure 5.1, with a set of conditions and weights of patients as their
inputs. It can be expressed as an ndimensional vector. The default value is 1 ; otherwise, it is 0 . When the
medical record rights are entered, the corresponding value is the input value [15]. This method expresses the
correspondence between each disease and each drug by establishing a "disease-drug" matrix. Finally, according
to the clinical manifestations of the patients, the most closely related to the clinical manifestations of the drug
regimen.

Input: A set of symptoms for the patient and the proportion of each symptom.
Output: According to the patient W disease, medication is recommended.
1. Establish an "etiology - drug use" model. The information in column j, row i, of the matrix is f (γj | ri),

which is the likelihood of taking the drug j when disease i occurs.
2. The rank value of each drug was calculated according to the clinical manifestations of patients and

corresponding weights.
3. The drugs were ranked according to the rank, and the top W ranked drugs were recommended to

patients. The formula used to construct the first step of the matrix is:

f (γj | ri) =
K∑

c=1

f (γj | c) · f (c | ri)

c represents the topic in multinomial linear discrimination mode. K is the number of topics. The
expression of f (γj | c) as the parameter χ, f (c | ri) in the multi-connotation linear discrimination
model is as follows:

f (c | ri) =
f (ri, c)

f (ri)
=
f (ri | c) · f(c)

f (ri)
∝ f (ri | c) · f(c)

f (ri | c) is the parameter ζ in the multi-content | model. f(c) is the subject of the disease, which is
obtained by the model derivation process. The grade value of each drug γj is calculated using the
following formula:

rank (γj) =

S∑

i=1

f (γj | ri) · weight (ri)

weight (ri) is a weighting of symptoms ri provided by the user.

By default, conditions that have been typed have a weight of 1, and conditions that have not been typed
weight of 0.

The first medication method analyzes the pathogenesis based on the disease and prescribes reasonable
medication according to the cause. The latter is to give the corresponding treatment plan for the patient’s
condition [16]. The focus of the two types of treatment is different. In treatment, the doctor will start with
the cause and then prescribe the corresponding drug to the patient. This paper intends to design a hybrid
recommendation algorithm. Take the intersection of the two as the final recommendation.

6. Experimental results and analysis.

6.1. Data Sets. 900 cases were obtained by eliminating invalid samples based on the information of 1000
patients in the modern pharmacological database [17]. Instead of measuring each case, the paper classifies each
case into a class or category of diseases.

6.2. Baseline Method. The benchmark method chosen in this article is the most popular drug recom-
mendation method. Recommend the most popular products to customers [18]. The drug recommendation
questions were all for cases of lung cancer patients, so several commonly used drugs were found based on the
analysis of these cases.
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Table 6.1: Statistics of modern medical records.

Project name Quantity

Caseload 900

Number of disease species 85

Total number of medicinal materials 123

Fig. 6.1: Results of confusion degree experiment.

6.3. Degree of confusion of multiple linear discrimination modes. The results of multi-content
linear discrimination are compared with those of traditional linear discrimination. It can be seen from Figure
6.1 that the effect of the multi-content linear discrimination model is significantly better than that of traditional
linear discrimination [19]. In addition, the degree of ambiguity decreases with the increase of the number of
categories Z, which indicates that the degree of ambiguity tends to converge, which is consistent with the
theoretical argument. Increasing Z will not improve the efficacy after Z is large enough to cover all the hidden
causes.

7. Conclusion. The improved linear identification model was used to analyze clinical cases and find
hidden causes. Find out the internal relationship between recessive cause, syndrome and medication. Two
methods of drug recommendation based on symptom were designed using the correlation between symptom,
pathogenesis and drug. The algorithm’s effectiveness is verified by testing the modern medical case base.
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THE INTEGRATION AND INNOVATION OF SPORTS SOCIAL PLATFORMS AND
INFORMATION TECHNOLOGY

YONGJUN CHEN∗

Abstract. In order to better achieve the integration and innovation of sports social platforms and information technology, the
author proposes an SFD (Sport Friend Discover) sports friend recommendation model based on physical testing big data. The core
idea of this model is to use physical measurement data to match the similarity between athletes and recommend suitable exercise
partners. Specifically, we collected a large amount of physical measurement data, including height, weight, body fat percentage,
muscle mass, etc. Then, through data mining algorithms, these data are transformed into feature vectors of the movers. Next, we
use a similarity algorithm to calculate the similarity between different athletes and find the most matching motion partner with
the user. The results show that the SFD method outperforms the other two traditional recommendation methods on the dataset,
with P @ 10, P @ 20, P @ 30, and P @ 40 of SFD reaching 0.099, 0.095, 0.085, and 0.591, respectively. SFD not only utilizes more
neighboring information than FOAF based on local graph structure, but also compared to TRW based on global graph structure
method, at the same time, the importance of the node itself is also considered, resulting in higher accuracy. It has been proven
that the SFD sports friend recommendation model based on physical testing big data has achieved good results in recommending
sports partners. Users can quickly find sports partners with similar body types and health conditions, improving the fun and
effectiveness of exercise.

Key words: Recommendation algorithm, Sports and social interaction, Integrated innovation

1. Introduction. With the continuous development and popularization of information technology, sports
social platforms are playing an increasingly important role in today’s society. Sports social platform refers to
a platform that combines sports and socializing through the internet and mobile applications. They provide
a convenient way for people to share their sports experiences, challenges, and achievements, and interact and
communicate with other sports enthusiasts. In the past few years, the number of users on sports social platforms
has grown rapidly, attracting more and more people to join [1]. These platforms provide a virtual community
where people can find like-minded partners and share their sports experiences and insights. By posting their
own exercise records and achievements, users can receive praise and encouragement from others, which is crucial
for improving their motivation to exercise and persevere [2]. In addition, sports social platforms also provide
many useful features, such as sports data analysis, training plan development, and health advice, to help users
better manage and improve their exercise status.

However, there are currently some issues and limitations with sports social platforms in the market. Firstly,
for users, existing platforms often lack personalized and customized functions, which cannot meet the needs
of different users. Everyone has different sports hobbies and goals. Some people like running, some like
cycling, and some like exercising. Existing platforms often only provide some basic functions and cannot meet
the personalized needs of users. Users hope to customize their exercise plans and training content based on
their interests and goals [3]. Therefore, future sports social platforms need to strengthen the development of
personalized and customized functions to meet the diverse needs of users. Secondly, for platform operators,
there are difficult to solve privacy protection and data security issues. Sports social platforms involve users’
personal information and exercise data, which are very important to users. However, due to the lack of effective
privacy protection mechanisms, users’ personal information and exercise data may be abused or leaked. In
addition, data security is also an important issue.

Sports social platforms store a large amount of user data, which may be exploited by hackers or criminals
without appropriate security measures. For platform operators, protecting user privacy and data security is an
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Fig. 2.1: Algorithm flow of college student physical examination

important responsibility, and they need to strengthen technical and management measures to ensure that user
information is fully protected.

In addition, due to technological limitations and operational strategies, the functionality and experience
of sports social platforms still need further improvement and innovation. At present, sports social platforms
mainly focus on user interaction and sharing, but often overlook the needs of users for professional knowledge
and guidance. Many users hope to receive professional sports advice and guidance to help them better engage
in sports training. Future sports social platforms can strengthen cooperation with professional sports coaches
and health experts, providing users with more comprehensive and professional services. In addition, sports
social platforms can also combine virtual reality and augmented reality technology to provide a richer and more
immersive sports experience [4].

In summary, sports social platforms play an important role in today’s society, providing people with a
convenient way to share sports experiences, challenges, and achievements, and interact and communicate with
other sports enthusiasts. However, there are currently some problems and limitations with sports social plat-
forms in the market, such as a lack of personalized and customized functions, privacy protection and data
security issues, as well as limitations in functionality and experience [5].

Future sports social platforms need to strengthen the development of personalized and customized functions,
as well as measures to protect privacy and data security, simultaneously enhancing functionality and experience
to meet the diverse needs of users. Only in this way can sports social platforms better play their role in promoting
health and social interaction.

2. SFD Sports Friend Recommendation Algorithm.

2.1. Overall Algorithm Design. The college student physical testing recommendation algorithm is
specifically designed based on the big data of college student physical testing, and the algorithm process is shown
in Figure 2.1. The concept of set pair analysis was introduced in this study to transform the traditional similarity.
In the recommendation process, the first step is to calculate the similarity, uncertainty, and dissimilarity between
two objects. Then, based on the theory of set pair analysis, the set pair recommendation degree rec (A, B)
needs to be calculated. Finally, the set pair recommendation degree is used to select suitable recommended
objects and make recommendations [6].

2.2. Data preprocessing. Before designing the recommendation algorithm, in order to calculate the
physical fitness recommendation between two objects, it is necessary to rate the physical fitness test items of
college students according to the National Physical Fitness Standards, standardize the data of student physical
test items into percentages, and classify the physical condition of students: The scores for explosive, endurance,
flexibility, and strength categories are calculated based on the scores of student physical testing items with
different weights [7].

Then, through threshold grading, different groups of strong, medium, and weak students are determined.
Finally, it is necessary to fit the textual sports characteristics and give definitions: {"Strong": 1, "Medium": 2,
"Weak": 3}.
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Assuming the existence of objects A and B, their motion features are represented as feature vectors, that is
A =< a1, a2, a3, a4 >,B =< b1, b2, b3, b4 >, the difference between the features of A and B can be represented
by |ak − bk|, where k ∈ {1, 2, 3, 4},
|ak − bk|=0, indicating that A and B have similarity
|ak − bk|=1, indicating that A and B have uncertainty
|ak − bk|=2, indicating that A and B have a degree of dissimilarity.
This study will design the similarity, dissimilarity, and uncertainty of physical measurements in the context

described above[8].

2.3. Set pair recommendation . Unlike traditional similarity calculation recommendation algorithms,
it is necessary to consider the similarity between users, the differences between users, and the uncertain factors
between users. Therefore, the concept of set pairs is introduced in the similarity calculation of recommendation
algorithms, and the following definitions exist:

rel(A,B) = a+ b× i+ c× j (2.1)

Among them, rel (A, B) represents the correlation between A and B, rel ∈ [−1, 1], the larger the rel, the
higher the similarity, and vice versa, the lower the dissimilarity. a represents the physical similarity between
A and B, that is a=S (A, B); B represents the measurement uncertainty between A and B, that is b=D (A,
B); c represents the physical measurement dissimilarity between A and B, that is c=F (A, B), and satisfies
a+b+c=1. i is the uncertainty marker and j is the dissimilarity marker. During the operation, i and j are both
coefficients involved in the operation, and a constant value of -1 is specified for j, the value of i in the range of
[-1,1] depends on the situation[9]. Set pair recommendation is a transformation based on the correlation degree
rel, which comprehensively considers the factors of similarity, difference, and uncertainty to avoid errors caused
by high similarity or difference, and is defined as follows:

rec(A,B) = 1− |a+ b× i+ c× j| (2.2)

rec (A, B) represents the set pair recommendation degree between A and B, rec ∈ [0, 1], the closer rec approaches
0, the less likely it is to be recommended; The closer it approaches 1, the easier it is to be recommended[10].

(1) Physical similarity. Similarity is a numerical measure of the degree of similarity between two objects,
and is an important reference indicator in personalized recommendation systems. Traditional similarity is
calculated based on user ratings of items and recommendations using relevant formulas. The calculation
method of physical similarity in this study is different from traditional methods[11]. It refers to obtaining
student physical measurement data, analyzing and processing the data to extract and describe the movement
characteristics of students, calculate similarity by comparing the eigenvalues of different students through
certain methods. If there are objects A and B in the recommendation system, the recommended objects A and
B have the following similarity:

S(A,B) =
N(ak = bk)

n
(2.3)

Among them, S (A, B) represents the physical similarity between objects A and B, n is the total number
of feature attribute types, and ak and bk represent the feature values of the two objects, respectively. By using
certain rules, students’ grades are divided into different levels. When two students have equal levels of physical
education grades, it is considered that they have a certain degree of similarity, that is, N(ak = bk) is the number
of features that two objects have the same characteristic value[12].

(2) Physical measurement dissimilarity. Dissimilarity is a numerical measure that describes the degree of
difference between two objects. In the recommendation problem based on physical fitness test scores, it is often
unreasonable to only recommend based on similarity, if the two recommended parties only have similarity, it
means that there is very little knowledge that both parties can learn from each other, so there needs to be a
certain degree of difference between them. Only when there are two different parties can there be the possibility
of learning from each other[13]. If there are two objects A and B with dissimilarity in the recommendation
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system, then the recommended objects A and B have the following dissimilarity:

D(A,B) =

∑n
k=1 ||ak − bk| − 1| −N(ak = bk)

n
(2.4)

In the formula, D (A, B) represents the degree of dissimilarity between objects A and B, n is the total
number of feature attribute types, and ak and bk represent the feature values of the two objects, respectively.
It
∑n
k=1 ||ak − bk| − 1| − N(ak = bk) is the number of distinct features that two objects have, among them,∑n

k=1 ||ak − bk| − 1| is the sum of the number of similar and different features of two objects, N(ak = bk) is the
sum of similar features of two objects, and n is the type of feature attribute[14].

(3) Physical measurement uncertainty. If there are objects A and B in the recommendation system, when
one party’s sports performance is average and the other party’s performance is strong or weak, it cannot be
used to determine whether the gap between the two parties is really large enough to teach the other party,
thus there is uncertainty. In set pair theory, the sum of similarity, dissimilarity, and uncertainty is 1, that is,
a+b+c=1. Therefore, there are the following uncertainties for recommended objects A and B:

F (A,B) = 1−
∑n
k=1 ||ak − bk| − 1|

n
(2.5)

(4) Determination of connectivity i. The value of the difference uncertainty coefficient i corresponding to
the set pair recommendation degree of objects A and B in the recommendation system is a key point that needs
to be determined. As the value of i approaches 1, the similarity between the two objects increases. Therefore,
using cosine similarity, a method for determining the value of i using computational value method is proposed,
which has the following definitions:

i =
1

1 + d/s
(2.6)

where s is the cosine similarity of objects A and B, the formula is as follows:

S =

∑n
k=1(ak × bk)√
ak
√
bk

(2.7)

d is the cosine dissimilarity of objects A and B. Under certain conditions, cosine dissimilarity can be transformed
from cosine similarity. Use the following formula to transform similarity:

d = e−s (2.8)

d represents the degree of dissimilarity between two objects, s represents the degree of similarity between two
objects. The larger the value of s, the smaller the value of d, and the closer i approaches 1; On the contrary,
the further i moves away from 1 [15].

(5) Calculation of Top-N Recommendation Set and Friend Recommendation. The Top-N recommendation
algorithm sorts data according to certain rules and selects the largest or smallest N data from the sorting
list for recommendation. Different rules can be formulated for different social environments to filter the data
in the recommendation set. Based on the study of university student groups, multiple factors need to be
considered when making friend recommendations. Based on the obtained user set for the recommendation set,
the average recommendation degree between the user and the recommended user is calculated as the threshold
r. Recommendations greater than the threshold are stored in the user’s Top-N recommendation set, as shown
in Figure 2.2.

Due to the fact that in the process of friend recommendation, not only do we need to consider the recom-
mendation level between users, but there are also some practical issues that need to be considered, such as
the user’s class, gender, and distance between living areas. When recommending, we filter based on the user’s
needs [16].
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Fig. 2.2: Determination of Top-N recommendation set and friend recommendation

Table 3.1: Partial Physical Examination Data for Male Students

number
height weight vital capa- long ju- sit-and- 50 1 Pull
/cm /kg -city -mp -reach m/s km/s up

/ml /cm /cm /piece

Male 1 173.5 55.2 3235 252 8.6 7.3 213 7
Male 2 177.3 74.4 3902 210 19 8.7 285 0
Male 3 174.4 68 4464 250 10.1 6.8 201 7
Male 4 174.2 64.2 4111 224 3.7 8.1 360 15
Male 5 175.5 62.7 3176 240 13.2 7.8 255 17

Table 3.2: Partial Physical Examination Data for Female Students

number
height weight vital capa- long ju- sit-and- 50 800 Sit
/cm /kg -city -mp -reach m/s m/s ups

/ml /cm /cm /piece

Female 1 159.4 69.7 3012 154 18.5 10.2 270 33
Female 2 156.8 45.8 2462 176 14.8 9.5 246 26
Female 3 151.6 41.7 2063 160 19.9 10.2 300 32
Female 4 157.5 50.7 3035 194 26.8 8.6 227 44
Female 5 152.4 45.6 2323 186 23 8.4 237 45

3. Experimental results. The selected data is taken from the physical examination results of college
students in a certain university, which are true and reliable, and only the part of the physical examination
results is retained, the identification information such as name and student ID have been deleted. The student
physical examination results are shown in Tables 3.1 and 3.2.

According to the National Physical Fitness Standards, calculate the physical test scores of students in
Tables 3.1 and 3.2, as shown in Tables 3.3 and 3.4.

Based on the actual situation, provide the weight coefficients of the physical testing project for the features,
and calculate the four major feature scores of students according to the weights, as shown in Figure 3.1.

In order to evaluate the effectiveness of the newly proposed SFD friend recommendation algorithm, the
author compared SFDH with some typical local and global methods: FOAF: If two vertices have more com-
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Table 3.3: Partial Physical Examination Results for Male Students/score

number BMI
vital long sit-and-

50m 1km pull-up
capacity jump -reach

Male 1 18.34 60.58 81.25 66.29 77 84.38 20
Male 2 23.67 71.7 60 82.35 63 52.5 0
Male 3 22.36 81.28 80 68.43 90 94 20
Male 4 21.16 75.18 67 55 69 15 76
Male 5 20.36 58.59 75 72.86 72 66 85

Table 3.4: Female Partial Physical Examination Results/score

number BMI
vital long sit-and-

50m 800m Sit ups
capacity jump -reach

Female 1 27.43 79.24 64 78.46 60 60.8 66
Female 2 18.63 68.24 108 72.77 67 70.4 55
Female 3 18.14 60.26 76 81.33 60 32 65
Female 4 20.44 79.7 88.57 100 76 78 77
Female 5 19.63 65.46 82.86 91.5 78 74 78

Fig. 3.1: Male and female partial feature scores/score

mon friends, they are more likely to become friends. Global Walkthrough Algorithm (TRW): Preserves all
path structures in the network, investigates all structural information, and calculates node similarity. The
performance of the three algorithms on the mathematical data of ScienceNet is shown in Figure 3.2.

As shown in Figure 3.2, the SFD method outperforms the other two traditional recommendation methods
on the dataset, with P @ 10, P @ 20, P @ 30, and P @ 40 of SFD reaching 0.099, 0.095, 0.085, and 0.591,
respectively [17,18,19].

SFD not only utilizes more neighboring information than FOAF based on local graph structure, but also
considers the importance of nodes themselves, resulting in higher accuracy compared to TRW based on global
graph structure method.

4. Conclusion. The author proposes a friend recommendation model based on set pair theory, which in-
novates extensively in the formulas of similarity, dissimilarity, and uncertainty. The cosine similarity calculation
method and its transformation are used to determine the value of connectivity i, ultimately obtaining the rec-
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Fig. 3.2: Performance comparison of methods on the Science Network dataset

ommendation degree between users. The experimental results demonstrate that the designed recommendation
method is more targeted and complementary, and the quality of recommended users is improved. Due to the
relatively small number of feature attribute types and feature grading levels, the degree of difference between
users is not significant, which has a better effect on users with larger differences. Therefore, in future research,
more feature attributes will be added, such as user gender, user grade, and other personal information, and the
formula will be further improved to further improve recommendation accuracy and rationality.
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THE APPLICATION OF INFORMATION TECHNOLOGY FOR ATHLETE DATA
ANALYSIS AND AUTOMATIC GENERATION OF TRAINING PLANS

SHULI YUAN∗

Abstract. In response to the demand for scientific training of sports athletes, the author combined data mining technology to
study an improved sports training mode decision support evaluation system. In this regard, the author analyzed the characteristics
of association rule algorithms and elaborated on their functions in data preprocessing, data mining, and pattern evaluation. Based
on the software design of decision support systems, the characteristics of system operation were analyzed. At the same time,
the author focused on explaining the data fusion processing of association rules in sports evaluation decision support systems,
and proposed an improved Apriori algorithm output mode to improve the effectiveness of system evaluation. Compared with
other algorithms such as Apriori, DC Apriori and Apriori, this algorithm has higher reliability. When the minimum confidence is
increased, the advantage of prior information will gradually disappear, and the final result will be obtained. Experimental results
show that this method can effectively provide support for sports training decision-making.

Key words: Data mining technology, Association rules, Sports training evaluation, Data fusion processing

1. Introduction. In modern sports competition, the analysis of athlete data and the formulation of train-
ing plans are crucial for improving competitive level and achieving excellent results. With the development of
technology and continuous innovation in data collection technology, more and more athletes and coaches are
using information technology to collect, analyze, and apply sports data. The training plan for athletes has
gradually shifted from subjective experience in the past to objective decision-making based on data, making
training more scientific and efficient. The application of data analysis in sports competitions has become a
trend. By analyzing athlete data, coaches can understand their performance during training and competition,
identify their strengths and weaknesses, and then develop targeted training plans [11]. For example, in bas-
ketball games, coaches can evaluate a player’s performance in offense and defense by analyzing their shooting
percentage, rebounds, and assist data, and provide targeted technical and tactical training. Through data anal-
ysis, coaches can discover the potential abilities of athletes and assist them in personalized training to improve
their competitive level.

Data analysis can not only help coaches develop training plans, but also help athletes understand their
performance and improve their space. By analyzing their own sports data, athletes can gain a deeper under-
standing of their strengths and weaknesses, identify their problems in the competition, and find ways to improve.
For example, in track and field competitions, athletes can analyze their speed, endurance, and technical data
to identify their weaknesses in training and conduct targeted training to improve their competitive level. Data
analysis can enable athletes to have a more comprehensive understanding of their performance and potential,
thereby formulating more scientific and effective training plans. In addition to data analysis, the application of
information technology in sports training also includes data collection and application [4]. With the continuous
advancement of technology, athletes can use various sensors and devices to collect exercise data, such as heart
rate, step frequency, exercise trajectory, etc. These data can help athletes and coaches have a more compre-
hensive understanding of their sports status and performance, enabling more precise training and adjustments.
For example, in football training, athletes can monitor their heart rate and movement track by wearing smart
bracelets or chest bands, so as to adjust their intensity and rhythm in training. Through data collection and ap-
plication, athletes and coaches can more scientifically manage training and competitive processes, and improve
training effectiveness [1]. The application of data analysis and information technology has not only changed
the training methods of athletes, but also put forward new requirements for the role of coaches. Traditionally,
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Fig. 2.1: Data mining process.

coaches relied mainly on their own experience and intuition to develop training plans, but now they need to
have certain abilities in data analysis and information technology application. Coaches need to learn to collect,
process, and analyze sports data, obtain valuable information from it, and apply it to training programs. This
poses new requirements for the comprehensive quality of coaches, who need to constantly learn and update
their knowledge to adapt to the needs of technological development and data analysis.

In summary, the application of data analysis and information technology in modern sports competitions has
become a trend. Through data analysis, coaches can develop targeted training programs to help athletes improve
their competitive skills. Athletes can also analyze their sports data to identify their problems and engage in
targeted training. Data collection and application can help athletes and coaches have a more comprehensive
understanding of sports status and performance, and improve the scientificity and effectiveness of training. The
use of data analysis and information technology not only changes the teaching process, but also places new
demands on the effectiveness of teachers. With the continuous development of techniques and technology, the
use of statistical data and information technology in sports competitions is becoming more and more popular,
challenging many methods and approaches to athletes and coaches.

The author aims to explore the application of information technology in athlete data analysis and automatic
generation of training plans, and evaluate its impact on athlete training and competitive performance. By
collecting and analyzing physiological, technical, and competitive data of athletes, combined with advanced
data mining and machine learning algorithms, we hope to automatically generate personalized training plans
to help athletes better tap into their potential, improve training effectiveness, and achieve better results in
competitions. Through this study, we will be able to gain a deeper understanding of the current status and
potential of the application of information technology in athlete training and competition, providing scientific
training guidance and decision support for athletes and coaches [15].

2. Decision support system for sports training mode.

2.1. Overview of Association Rule Mining Algorithms. The most crucial aspect of data mining
technology is the association rule algorithm, and the Apriori algorithm is a classic algorithm in association rule
algorithms. At present, there are various ways to classify association rules, and the most common one is to
classify them according to the dimensions of the data types in the association rules [7]. It can be classified
into one-dimension and multiple-attribute.There are a lot of influential factors in practice for athletes’ physical
training, and the data types obtained are much bigger than that of 3D ones. Therefore, the multi-dimension
association rules must be taken into account in the design of the DSS of sports training model. Multi-dimensional
association rules are more complicated than single-dimension association rules. Usually, multidimensional
association rules include data preprocessing, data mining, and model assessment.The concrete data mining
process is illustrated in Figure 2.1.

The preprocessing stage in the data mining process mainly involves collecting, processing, and transforming
data, which takes the longest time throughout the entire data mining process; The data mining stage mainly
analyzes the data in the preprocessing stage through selected association rules, neural network techniques, etc
[12]. The evaluation stage of the pattern mainly involves presenting the information obtained from data mining
to users, or providing a visual program for real-time viewing and analysis.

2.2. Data Fusion Processing of Sports Training Evaluation Decision Support System. In the
evaluation of sports training model based on large data mining, the related data should be integrated into the
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DSS.This paper focuses on the classification of the extracted data by neural networks.

2.2.1. Fusion and Clustering of Sports Evaluation Decision Information. The data feature iden-
tification function of the sports evaluation decision support system is:

Pc =
n∑

i=0

n∑

j=0

α(i, j)P (i, j) (2.1)

Assuming that the starting symbol for each of the above attributes is: C0 = CN/2 = 0, CN−n = C∗
n, n =

0, 1, 2 . . . , N/2 − 1, the model relationship between sports training evaluation decision data and cluster center
distribution is:

Pr =
Pt

(4π)2
(
d
λ

)
r

[
1 + α2 + 2ε cos

(
4πh2

dλ

)]
(2.2)

Based on the association criteria of sports training modes, feature recognition of sports decision support
systems is carried out based on the different types of data obtained. Among them, the attribute categories of
association criteria in the system are:

RβX = U{E ∈ R | c(E,X) ≤ β} (2.3)

RβX = U{E ∈ R | c(E,X) ≤ 1− β} (2.4)

For different data block types mi and mj combined with the association criteria of sports training modes,
the iterative process of sports training decisions obtained by using the fuzzy mean method in the data types is
as follows:

Sb =

e∑

i=1

p (ωi) (ui − u) (ui − u)T (2.5)

Sω =

e∑

i=1

p (ωi)E

[
(ui − u) (ui − u)T

ωi

]
(2.6)

Si = Sb + Sω (2.7)

In the formula, p (ωi) is the set of association rule vectors for the sports training decision system. Based on
the above calculation formula, the fusion of information in the sports training mode decision support system is
achieved [14].

2.2.2. Improve Apriori algorithm output. It is necessary to create a policy organization that presents
the information only during the request for information that will be used to make design decisions for sports
training models. The author created a collection of sports training standards organization standards using a
modified weight system, and the last important rule is the only product that accepts weight products.

ωsij (n0 + 1) = ωsij (n0)− ηsij
∂J

∂ωsij
(2.8)

Through the similarity analysis of relevant data in the DSS, the adaptive learning process can be obtained
as follows:

αidesira = α1 ·
Densityi∑
iDensityi

+ α2
APi
APinit

(2.9)

Rearrange the relevant data stored in the system in quintuples to obtain the probability density function
used for data mining:

Ps = P k2D (1− P2D)
N−1−k

∞∑

i=1

λis =
λs

1− λs
(2.10)
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Fig. 2.2: Improved Apriori algorithm for frequent association rule process.

In the formula, λs and P2D represent the correlation dimension of the data and the probability that the
data can be effectively detected. The motion training model determines that the data clusters in the support
system differ in the following ways:

DisSim(A,B) = 1−
∣∣∣∣
SameDis(A)- SameDis(B)

Dis(A) + Dis(B)

∣∣∣∣ (2.11)

In summary, the author can establish a system database model by mining the data of the sports training
mode decision support system and extracting its association rules, and design the corresponding system in
combination with software development [5].

2.3. Software Design. The decision support system for sports training mode is based on modern com-
puters and uses computer and programming languages to simulate the sports training effects of athletes through
human-computer interaction. It mainly addresses decision-making issues for managers during the implementa-
tion of plans. Decision systems can provide athletes with the convenience of obtaining real-time sports data,
while also assisting in guiding and tracking the effectiveness of sports.

The author chooses the improved Apriori algorithm with frequent association rules as shown in Figure 2.2
to design the human-computer interaction system. Its main functions include:

1. The human-computer interaction system can provide a more convenient computer environment for
decision-makers in sports training. It can check the physical fitness indicators of each athlete based on
the front-end display settings, and use computers for tracking and processing.

2. Visually display the operational status of the decision support system, allowing users to fully understand
the data changes during the system’s operation and make timely adjustments.

3. Based on the output results of the system, targeted adjustments can be made to the training plan, and
the simulation can be calculated to form the optimal training plan.

4. The human-computer interaction system can also correct erroneous information and perform prelimi-
nary verification and judgment on input data [6].

On the basis of analyzing the decision support system algorithm, the author integrated data mining technol-
ogy with the system program through algorithm compilation to design a sports training mode decision support
system [2]. The main functional modules of the system include communication module, program module,
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Fig. 2.3: Flow chart of athlete performance modeling and estimation.

database module, and data output module. Using Conti-ki bus technology to transmit and coordinate the data
types of the sports training mode decision support system, meanwhile, combining VIX integrated control tech-
nology can achieve integrated control of the system. The data perception of decision support systems is built
based on the 6LoWPAN protocol stack. The design of the wireless sensor network system adopts Atmel1284P
as the main chip to control the overall IoT address allocation and mobilization of the sports training mode
decision-making system. After the taskbar address is determined, the system’s human-computer interaction is
achieved through the TaskBasic interface program.

2.4. Athlete Performance Modeling and Estimation. The workflow of athlete performance modeling
and estimation based on big data analysis technology is shown in Figure 2.3.

The steps for modeling and estimating athlete performance using big data analysis technology are as follows:
1. Collect historical data of athlete performance, process the historical data of athletes to obtain the range

of athlete performance:

x′′i =
xi − xmin

xmax − xmin
(2.12)

In the formula, the maximum value of the athlete’s score is xmax, and the minimum value of the
athlete’s score is xmin.

2. On this basis, a support vector machine model based on PSO is proposed [10].
3. Train athletes according to each set of parameters and implement learning through support vector

regression machine.
4. If the number of iterations exceeds the set maximum value, the algorithm ends; If the number of

iterations is less than the set maximum value, adjust the flight speed and position of the particle
swarm.
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Table 3.1: Data related to the badminton team training in a certain place

Type Tid Item Avg

Data 5401 114 38

Fig. 3.1: Comparison of execution times at minimum support.

Fig. 3.2: Comparison of execution times at minimum confidence.

5. Increase the number of iterations of particle swarm optimization algorithm.
6. Retrain athlete performance through the optimal parameters of the support vector regression machine,

and obtain the optimal parameters of the support vector regression machine through the optimal
solutions pbest and gbest. Construct an athlete performance estimation model based on support
vector regression machine.

7. Test and analyze the performance of the athlete performance estimation model through athlete perfor-
mance test samples, and output the final athlete performance estimation results [3].

3. Simulation experiment analysis. On this basis, Apriori algorithm, DC Apriori algorithm and mod-
ified Apriori algorithm are compared, the results show that the algorithm is feasible. Most of the time during
the experiment, programming was done in the Java language. In this paper, a badminton team in the relevant
training data as the research object.

The “Tid”, “item”, and “quantities” in Table 3.1 represent the specific types of training items, the total
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number of data items, and the average level per training.
In Figures 3.1 and 3.2, the change in system runtime is shown as minimum support and minimum confidence

increase.
Figure 3.1 shows the reaction speed of the modified Apriori algorithm proposed in this article under the

minimum support, which shows that it is a more efficient method [9, 13, 8]. As you can see in Figure 3.2, the
improved Apriori algorithm has better performance when the minimum confidence is low. As the minimum
confidence level increased, the advantages of Apriori faded and the same effect was achieved.

4. Conclusion. In order to improve the competitive level of athletes, we must constantly improve the
competitive level. Based on information technology, this paper studies the problem of decision support in
sports teaching mode. On this basis, a method of physical education based on network is proposed. Secondly,
using Apriori, DC Apriori, Apriori and other classical algorithms to test and verify the Apriori algorithm, the
Apriori algorithm can better support training decisions, with high practical value.
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DEEP LEARNING MODEL CONSTRUCTION OF URBAN PLANNING IMAGE DATA
PROCESSING AND HEALTH INTELLIGENCE SYSTEM

CAN XU∗

Abstract. In order to study the deep learning model of urban planning image data processing and health intelligent system,
based on existing remote sensing image change detection methods, the author introduces and proposes the use of deep belief net-
works in deep learning to classify high-resolution remote sensing images and analyze urban expansion change detection. Compared
with traditional methods, deep learning has the highest overall accuracy and Kappa coefficient. Deep learning has the highest
producer accuracy and relatively low misjudgment rate, making it the most suitable for studying the trend of urban built-up areas.
By calculating the information entropy of the image to predict the number of hidden layer nodes, the time for deep learning is
greatly reduced. Under the same experimental conditions, the training time for each image can be shortened by 12 525 seconds
has improved classification efficiency and made a significant contribution to research on urban expansion applications. Finally,
the improved deep belief network was applied to classify and detect changes in the three phase remote sensing images of Beijing,
and the urban expansion trend and characteristics of Beijing were analyzed. Provide technical reference and inspiration for urban
planning and land use protection.

Key words: Deep learning, Deep belief network, Remote sensing images, Urban planning, Image data processing

1. Introduction. In the evaluation process of urban master planning methods, how to use practical
and feasible evaluation methods to accurately and efficiently evaluate a large number of planning schemes is
a practical problem faced by every urban planner [1]. As one of the deep machine learning methods, deep
learning technology can extract features within samples and transform them. It has the outstanding advantage
of strong learning ability and is widely used in fields such as image classification, object recognition, and object
evaluation.

The commonly used deep learning techniques include automatic encoding, sparse encoding, deep belief
networks, etc. These deep learning techniques utilize layer by layer feature transformation to transform meta
spatial features into another space, facilitating feature classification and evaluation. Urban planning is a
comprehensive work that not only considers the construction of tangible entities such as urban space, but
also considers multiple aspects such as economy, society, environment, culture, etc. Throughout history, the
formulation of urban planning has relied heavily on qualitative analysis and empirical judgment. Planners often
fail to provide objective explanations for phenomena, and the scientific nature of the planning discipline has long
been questioned, one important reason for this is the non collectability or non quantifiability of data. Nowadays,
the emergence of intelligent planning has brought immeasurable vitality and change to the development of urban
planning discipline.

Intelligent planning and design, with the assistance of computers, is particularly effective in saving man-
power and computational costs, and the calculation and analysis results can also ensure absolute objectivity.

Remote sensing change detection is a technology that quantitatively analyzes the characteristics and infor-
mation of land surface changes based on remote sensing images obtained at different times in the same region.
It has become an important direction in current remote sensing image processing and analysis, and is widely
used in many fields such as land use, vegetation cover, urban planning, crop growth monitoring, and disaster
assessment and prediction.

At present, the change detection methods for remote sensing images mainly include algebraic operations,
image classification, feature description, and other methods. In the field of urban expansion, due to the need
to determine how urban land is transformed from other land uses, the research in this direction adopts the
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Fig. 2.1: DBN schematic diagram

method of image classification and change detection, which is more intuitive.

Image classification based methods can provide the types of surface changes and reduce the impact of
external factors such as lighting and atmosphere on detection accuracy. However, in practical operations, a
large number of learning samples need to be obtained, and the training time is relatively long. Therefore, how
to obtain learning samples and reduce the training time of classification is an urgent problem that needs to be
solved in the field of urban expansion.

The author takes urban expansion as an example and introduces a classification method of deep learning.
After image classification, multi temporal change detection is performed. The accuracy index is compared with
existing change detection methods, and information entropy is used to improve the efficiency of deep learning,
achieving fast, efficient, and accurate change detection [2].

2. Methods. The deep learning method utilizes Deep Belief Network (DBN) for data classification and has
made breakthrough progress. Subsequently, various research and engineering fields have adopted deep learning
methods for application experiments [3]. In recent years, deep learning methods have also been continuously
applied in the classification and recognition fields of videos, images, speech, etc. The essence of deep learning
is a multi-level neural network, which improves the accuracy of results by extracting features from each layer
to form final features suitable for classification.

Deep learning is applied in the field of remote sensing, utilizing deep belief network models for road target
recognition in airborne images. But so far, there is still a lot of research space to apply this method to the
classification of remote sensing images in large regions.

A deep belief network is composed of a multi-layer unsupervised Restricted Boltzmann Machine (RBM)
network and a layer of supervised Backpropagation (BP) network, as shown in Figure 2.1 [4]. The experimental
process of DBN includes two steps. Firstly, the input data is pre trained, and the output of the lower layer
Boltzmann machine is used as the input of the higher layer, which is trained layer by layer.

In the fine-tuning stage, supervised learning is used to train the neural network layers, and the obtained
errors are passed down to fine tune the weights of the deep belief network. The pre training stage actually
initializes the weights of the neural network, thereby avoiding the drawbacks of local optima caused by random
initialization.
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Unlike traditional neural networks and shallow learning, deep learning methods generally have multiple
layers, ranging from 4-7 layers to more than 10 layers. Moreover, through layer by layer feature extraction,
they make classification and prediction results more accurate. However, the difficulty of using deep learning
methods for classification lies in determining the depth of the network and the number of hidden layer nodes.
Therefore, how to improve computational efficiency is an urgent problem that needs to be solved.

3. Experiments and Analysis.

3.1. Research Area and Data Sources . The author chose City A as the research area. The remote
sensing image data used in the study includes LandsatTM and ETM+data with imaging times in 2009, 2015,
and 2022, as well as auxiliary data such as A city topographic map, A city center administrative area map, and
A city yearbook statistical data.

3.2. Land use classification standards and training sample selection. Appropriate classification
standards and the number of training samples are the basis for accurate classification. Generally, a hierarchical
classification system is adopted. The national standard GB/T21010-2007 "Classification of Land Use Status"
stipulates that land use is divided into three categories: agricultural land, unused land, and construction land,
each of which is further divided into several primary and secondary categories. Based on the research purpose
and in combination with the provisions of national standards, the author categorizes land use consolidation into
5 categories [5]. Farmland, forests, and grasslands can also be merged into vegetation. A sufficient number of
training samples and their representativeness are key to image classification. The selection method of training
samples will affect the accuracy of classification, such as using pixel method, polygon method, etc. The mixed
pixels in medium and low resolution remote sensing images contain complex information. Considering the
complexity of land use in the study area, high-resolution remote sensing images should be selected for training
sample selection.

The author used high spatial resolution images as training samples, randomly selected a training area with
a sample size of 200, of which 100 samples were used for training the model and 100 samples were used for
detecting model accuracy, each sample contains 10 pixels, accumulating 1000 pixels. For each class of samples,
213 are selected for unsupervised training, and the remaining 1/3 is used for fine-tuning in the network. As the
author is studying the changes in the built-up areas of Beijing, it is advisable to select as many construction
land as possible when selecting training samples to improve the classification accuracy of construction land.

3.3. Parameter Setting and Experimental Process . The restricted Boltzmann machine used in
DBN only allows connections between hidden layer neurons and visible neurons, and there is no connection
between two visible neurons or between two hidden layer neurons. In RBM, the energy equation is shown in
Equation 3.1:

Energy(v, h) = h′Wv + b′v + c′h (3.1)

In the formula, W represents the weight matrix of the neuron connections between the hidden layer and
the visible layer, and b and c are the bias vectors on the visible and hidden neurons, respectively. When
training Boltzmann machines, we input to the network through visible layer neurons, with the goal of updating
and adjusting weights and biases, so that when training data is used as input, the configuration energy is
minimized. Training RBM first inputs training vectors to the visible layer, and then compares and disperses
them by alternately sampling hidden layer units and visible layer units. When using RBM, we do not need to
calculate the joint probability and it is easy to sample. After only one Gibbs sampling iteration, we can reset
(update) the weights and biases of RBM, as shown in Equation 3.2:





Wkj =Wkj − α(< vk0hj0 > − < vk1hj1 >)

bk = bk − (< vk0 > − < vk1 >)

cj = cj − (< hj0 > − < hj1 >)

(3.2)

In the formula, α is the learning rate, v0 is sampled from the training sample, h0 is sampled from P (h|v0),
v1 is sampled from P (v|h0), and h1 is sampled from P (h|v1). We repeat this update operation on several
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Fig. 3.1: Classification accuracy of different DBN layers

samples of the training data, and then iteratively train each next layer by using the activity of the hidden units
in the previous layer as input data/visible units for the first layer.

For each pixel to be classified on an image, it is necessary to consider a region that includes its sur-
rounding neighboring pixels. Assuming the neighborhood window size is winsize, it can be expanded into a
one-dimensional vector with a wins-sizewinsize dimension. For DBN, the input data consists of three processed
Pauli parameters, namely the diagonal elements of the correlation matrix (0.5 | HH+VV12, 0.5 | HH-VVI2,
and 2 | HV12), which can be assembled into a data vector for the first phase, therefore, for the data of period
m, the dimension of the input vector is winsizeŒwinsizeŒ3Œm. Calculate the spectral and texture feature
vectors of the three bands synthesized by pseudocolor separately, and combine the three feature vectors into
one feature vector as the input. The input dimension is 147. The experimental parameters are set as follows:
The learning rate is initially set to 0.01, W is all random numbers from a normal distribution, and the hidden
layer bias is initialized to 0. Due to the fact that the number of input and output nodes in the experiment
is 147 and 5 (to be classified), the hidden layer nodes of the Boltzmann machine are set to take values of 5
to 147, respectively, when the error is minimized, it is the number of nodes in the first hidden layer, and so
on for the remaining hidden layer nodes. The depth of the deep belief network is set to 1-6 layers, and the
misclassification error, omission error, producer accuracy, user accuracy, overall accuracy, and Kappa coefficient
are calculated to evaluate the classification accuracy. The results show that the highest accuracy is achieved
when the network depth is 3, as shown in Figure 3.1 [6].

The experimental method is to preprocess remote sensing images; Based on the analysis of existing data
and the establishment of interpretation criteria, the main land types in Beijing are extracted using computer
classification methods; For smaller land classes, set an area threshold for neighboring merging; Extract bound-
aries of various land uses after merging, and correct incorrect boundaries through visual interpretation; Overlay
the classification results of each image for later analysis and evaluation.

3.4. Classification Results and Analysis. The experiment focuses on the detection of changes after
classification, using the ISODATA method in unsupervised classification, the maximum likelihood classifier
in supervised classification, and deep learning methods to classify and analyze remote sensing images. The
accuracy of the three methods is evaluated using measurement indicators such as classification accuracy, overall
accuracy, and Kappa coefficient. The results are shown in Tables 3.1 to 3.4 [7,8].

The results showed that the overall accuracy and Kappa coefficient of deep learning were the highest,
followed by the maximum likelihood classifier, and ISODATA was the worst. Deep learning has the highest
producer accuracy and Kappa coefficient, with a relatively low misjudgment rate, and is most suitable for
studying the trend of changes in built-up areas. The possible reason is that deep belief networks avoid ran-
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Table 3.1: Precision Evaluation of ISODATA Classification Results

Category of Misclassification Omission Producers User
features error error accuracy Accuracy

land used
56.09 15.87 84.15 46.93

for building
Forest and

21.82 71.54 28.48 78.2
grassland

Water bodies 5.13 0.00 100.00 94.89
Naked ground 86.86 76.2 23.82 13.16
cultivated land 67.02 15.93 84.09 32.99

Table 3.2: Maximum likelihood classifier result accuracy evaluation Table

Category of Misclassification Omission Producers User
features error error accuracy Accuracy

land used
33.37 1.59 98.43 66.65

for building
Forest and

9.65 0 100.00 91.37
grassland

Water bodies 0.00 0.6 99.42 100.00
Naked ground 1. 68 37.46 62.56 98.34
cultivated land 0.56 1.89 98.13 99.46

Table 3.3: Precision Evaluation of Deep Learning Classification Results

Category of Misclassification Omission Producers User
features error error accuracy Accuracy

land used
11.99 9.72 90.3 88.03

for building
Forest and

25.2 12.29 87.73 74.82
grassland

Water bodies 21.63 25.01 75.01 78.39
Naked ground 18.8 0.00 100.00 81.22
cultivated land 1.41 21.65 78.37 98.61

Table 3.4: Overall accuracy and Kappa coefficient accuracy evaluation Table

classification method Overall accuracy kappa coefficient

ISODATA 54.3569 0.4499
Maximum likelihood classifier 87.5641 0.8934

Deep learning 93.4144 0.9141

domly assigning initial values to neural networks and better overcome the problem of local optima through pre
training methods. Therefore, deep belief networks combine the advantages of unsupervised neural networks
and supervised classification, which can improve classification accuracy and efficiency.

3.5. Determining the number of hidden layer nodes by calculating information entropy. Deep
learning methods have high classification accuracy, but it is difficult to determine the number of hidden layer
nodes and the number of hidden layer layers, which requires continuous attempts to determine [9,10]. While
ensuring that the feature dimensions are maintained within a small range, it is also necessary to ensure that
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Fig. 3.2: Comparison of Calculation Time between Information Entropy Estimation of Hidden Layer Nodes
and Traditional DBN Algorithm

there is sufficient classification information in the features. Therefore, we need to estimate the number of
hidden layer nodes and the number of hidden layer layers to improve classification efficiency, save time and
labor costs. During the calculation process, we found that for images with richer content, their information
entropy increases, on the contrary, images with more uniform terrain types have relatively lower information
entropy. Therefore, we attempt to apply information entropy to determine the number of hidden layer nodes
used for classification, which greatly shortens the calculation time and improves classification efficiency. In order
to verify the above proposed ideas, we conducted experiments using the following preset training parameters
and compared the calculation time between traditional methods and estimation methods. The experiments
were conducted more than 20 times. The running time results are shown in Figure 3.2.

The experiment compared the calculation of information entropy to estimate the number of hidden layer
nodes and the training time of traditional DBN algorithms. When the maximum training period is set to 100,
the method of calculating information entropy to estimate the number of hidden layer nodes has an average
training time of 68.427 seconds, while the traditional DBN algorithm network training time is 80.952 seconds.
Compared with traditional methods, the training time is shortened by 12.525 seconds, greatly reducing the
training time and improving classification efficiency.

4. Conclusion. The author applied the DBN model in deep learning to conduct change detection research
on City A and compared it with traditional classification methods. The experiment shows that deep learning
has the highest producer accuracy, overall accuracy, and Kappa coefficient, with a relatively low misjudgment
rate, and is most suitable for studying the trend of urban expansion and change. By calculating the informa-
tion entropy of the image to predict the number of hidden layer nodes, the time of deep learning is greatly
reduced. When the maximum training cycle is set to 100, the method of calculating the information entropy to
predict the number of hidden layer nodes reduces the training time by 12.525 seconds compared to traditional
methods, improving the efficiency of classification. The experiment proves that this method is suitable for
the classification and change detection of urban expansion. Accurately characterizing the characteristics of
urban expansion changes is of great significance for identifying its expansion regularity, further explaining the
coordination between built-up area expansion and socio-economic development, analyzing the spatiotemporal
evolution process, and predicting future evolution trends. On the basis of change detection, further analysis of
the characteristics and mechanisms of urban expansion, analysis of influencing factors, and prediction of change
trends can be carried out in the future.
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SPORTS DATA PRIVACY PROTECTION AND INFORMATION SECURITY
MANAGEMENT

BIAO JIN∗

Abstract. In order to achieve the protection of personal privacy, the author proposes research on sports data privacy
protection and information security management. The author used the two-dimensional fractional Fourier transform (2D-FRFT)
method to encrypt the detected human body parts, which can be decrypted when needed for viewing. Compared to traditional
Fourier transform, Fractional Fourier Transform (FRFT) can better express the time-frequency characteristics of signals and is
very sensitive to the order of the transform. It is widely used in image encryption systems. 2D-FRFT increases the range of keys,
further enhancing the security of the system. The author achieved encryption by extracting the detected human body parts and
then performing a certain order of FRFT in the x and y directions respectively; When decrypting, use the same order of encryption
to perform inverse fractional Fourier transform. Finally, based on research on pedestrian detection and encryption technology, the
author designed a human-machine interaction interface that integrates the functions of detection and encryption interfaces, making
the entire operation more intuitive and concise.

Key words: Pedestrian detection, Fractional Fourier transform, Interactive interface, Information Security Management

1. Introduction. Human body detection refers to the use of computers to detect human targets in image
files, which has been studied and developed for many years. However, it is affected by factors such as shooting
angle, human posture, background and lighting intensity, occlusion, and pedestrian gathering, its detection
algorithm still needs continuous improvement [1]. At present, human body detection technology has been
widely applied in intelligent video surveillance, robotics, virtual reality, and safe driving of vehicles. With the
rapid development of society, more and more unstable factors have emerged. For safety reasons, intelligent video
surveillance has been successfully applied in many public places, such as security checks, highways, elevators,
banks, shopping malls, etc. When the system detects abnormal emergencies, it can understand, analyze and
judge the behavior of the detection target, timely alarm and respond to corresponding measures, in order to
ensure the safety of people’s lives and property, and then minimize losses. Intelligent robot technology has
been widely applied in various industries in society. Currently, intelligent robots are mainly used to complete
high difficulty and high-risk actions that are not easy to manually complete. For example, in the event of an
earthquake disaster, intelligent robots can be used to participate in search and rescue work, which to some
extent improves search and rescue efficiency [2-3]. And the positioning of these disaster victims can be achieved
through human detection technology. With the increasing number of private cars year by year, the time and
space distance between people has been shortened, but the negative impact cannot be ignored. For example,
traffic safety accidents that may occur at any time can threaten people’s life and property safety. Therefore,
research on safe driving of automobiles is particularly important. If a camera is installed on the vehicle that
can collect information in front of the vehicle’s line of sight, it can detect and recognize whether there are
pedestrians in front, whether they are within a safe range, understand and analyze pedestrian behavior, predict
the possibility of collision, and provide relevant information to the driver in a timely manner, so that the driver
can make timely and correct responses and prevent frequent traffic accidents. Virtual reality is a high-tech that
has developed in recent years. Its main principle is to use computer technology to construct a three-dimensional
simulation space, providing users with simulations of visual, auditory, and tactile senses, giving them a sense
of firsthand experience. There is enormous potential research value in medical surgery, entertainment games,
military aerospace, and other fields. Among them, relevant positioning requires pedestrian detection technology
to support. Human beings have always been in a dominant position in social activities, and they are also a
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key object of object detection. With the development of human detection technology, it has provided practical
convenience for many fields and has broad development and application prospects.

Human detection is a research topic with strong practical application value. Many scholars at home and
abroad have conducted in-depth research and achieved certain research results [4-5]. Since 1997, the US Defense
Advanced Research Projects Agency has funded a major research project on visual surveillance technology and
video understanding, with the participation of many universities. The European Union has also increased
funding for pedestrian detection related technology research since 2000. Compared to foreign research in this
field, China’s development research is later. However, in recent years, the discovery of potential application
value has attracted the attention of many domestic universities and scientific research institutions, and in-depth
research has been carried out in this field. The State Key Laboratory of Pattern Recognition of the Chinese
Academy of Sciences has made many outstanding achievements in this field. The effectiveness of pedestrian
detection has a significant impact on the stability of video surveillance systems. So far, there are many methods
for pedestrian detection, but there is no universal algorithm, and each method has its own characteristics.
These methods mainly include frame difference method, background difference method, template matching
method, optical flow method, and machine learning based detection method. The frame difference method
mainly determines whether a pixel belongs to a foreground point by subtracting the corresponding grayscale
values of the two frames in the video sequence, in order to determine the motion target that appears in the video
sequence. But this method is limited to only pedestrians in the moving target. The background subtraction
method is to subtract the current image frame from a known background model, in order to determine whether
the pixels in the current image frame are foreground points. This algorithm has a simple principle and good
real-time performance, but if there is no movement of pedestrians in the image, the detection will fail.

The template matching method requires prior knowledge of the characteristics of the detected object, such
as contours, edges, etc. The principle is to compare these feature templates with the video image frames to
be detected. If the template’s features are met, it can be determined as the detection target. However, due to
the fact that humans are non rigid bodies and have different postures, the actions presented at different times
are not uniform, making it impossible to form an accurate and effective template, resulting in low accuracy in
pedestrian detection. The optical flow method can detect independent moving targets without prior knowledge
of any background prior. However, the optical flow method requires high hardware requirements for the
equipment and has certain limitations in areas with high real-time requirements. Machine learning based
methods can overcome many unfavorable conditions and have good stability. Due to the differences in height,
posture, movement, clothing, skin color, lighting conditions, and background, pedestrian detection poses great
difficulties. It is difficult to find a unified detection algorithm that meets real-time requirements and has a
high recognition rate. In order to overcome these difficulties, pedestrian detection methods based on statistical
learning are often used more frequently. This method mainly consists of three steps. Firstly, it extracts the
features of pedestrians. Currently, the commonly used features include grayscale directional histogram features,
hall features, and edge contour features, each with its own characteristics and suitable application scenarios;
Then, the classifier is selected to train the extracted features and obtain file data that can be used for final
classification; Finally, send the image to be detected to the classifier for detection. Many domestic scholars
have conducted extensive research on statistical learning based pedestrian detection methods, which have the
advantage of adapting to the variability of non rigid detection objects, and the accuracy of detected pedestrian
targets is high and relatively stable. The disadvantage is that a large number of training samples are required.
Sometimes, due to the high dimensionality of sample features, it takes a long time to train the classifier and
use it for detection, and the real-time performance is not ideal.

With the deepening of research, the technology of pedestrian detection has achieved many achievements so
far, but it still lacks a wider application and more stable performance. This is mainly due to the particularity of
the pedestrian object, and its main difficulties are as follows: pedestrians are located with different backgrounds,
which will also have a greater impact on the detection results.Some images have a single background, such as
in the grassland, desert, open vision, etc., relatively pedestrians are relatively easy to detect. Some images
have a complex background, such as in shopping malls, squares, tourist attractions and crowded roads and
streets, the flow of people gathers, so there will inevitably be pedestrian blocking phenomenon, so that only a
part of the human body can be seen in the image, so that enough information can not be obtained from the
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Fig. 1.1: Information Security Management and Privacy Protection Diagram

image, which affects the detector for analysis and judgment.At the same time, in some special backgrounds,
some backgrounds are similar to the human body, such as tree trunk, telephone poles, etc., these disturbing
background objects can easily be mistaken for the human body by the detector, thus reducing the detection
accuracy. Camera can from the front, side, the back of the pedestrian, the results have the very big difference,
and the influence of the distance between the camera and people, showing the pedestrian size is very different,
and body parts also have difference, and in large traffic, sometimes in order to make the view more broad, need
to improve the height of the camera, lead to the clarity of the photo is not quite the same. Because people are
not rigid body, to a certain extent, both a certain rigidity, and a certain flexibility.Lead to the human body
can show a rich change of posture, such as: upright, squatting, etc., even if the same person shows different
movements, the test results-like also has a relatively large impact. At the same time, there are also differences
in height, weight, clothing, etc., these characteristics will also bring some difficulties to detection. Even in
the same place and under the same background, due to the different moments of photo collection, there can
also be some differences in the light intensity. Some photos are brighter and some are darker. The differences
in these rays will directly lead to the different image information extracted, which will ultimately affect the
classification results.Therefore, the effect of reducing light intensity is also an aspect worth studying. Commonly
used to describe the characteristics of the human body have edge, contour, texture features, gradient direction
histogram features and the features back, these features can be used for pedestrian detection, but the results
of different characteristics are often different, some feature detection results in addition to the algorithm used,
will also be affected by the detection of image properties.So choosing a suitable feature is very important for
the accuracy of the detection. In practical application, the system is often required to have good real-time,
can quickly detect the human body part, and the corresponding understanding and analysis. However, the
calculation amount of the algorithm directly restricts the real-time performance of the system, so the accuracy
of detection is not affected as much as possible. It is very necessary to select a suitable algorithm above.

The author designed a concise human-computer interaction interface, which mainly includes image reading,
detection of pedestrian parts, extraction of detected human parts, and encryption and decryption. The interface
integrates all steps, making the operation of the entire privacy protection system more concise, intuitive, and
user-friendly. Finally, the time complexity of all process modules in the system, including pedestrian detection,
encryption, and decryption, was analyzed. Figure 1.1 shows information security management and privacy
protection [6].
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2. Methods. With the rapid development of computer and internet technology, network-based informa-
tion exchange platforms have provided great convenience for the dissemination of digital works. However, the
protection of property rights of digital works is also an issue that cannot be ignored [7]. Due to the intuitive
and informative nature of image information, as well as the confidentiality requirements in certain specific
fields, encryption and protection technologies for the growing demand for image information transmission are
receiving increasing attention.

2.1. Introduction to the Development of FRFT. The reason why FRFT can be quickly and widely
applied in the field of optics is because it is relatively easy to achieve this transformation based on optical
devices [8,9]. Although FRFT has strong practical value in signal processing, this transformation lacks effective
physical explanations and has low algorithm efficiency, resulting in it not receiving enough attention in signal
processing. Nowadays, with the continuous in-depth research and development of FRFT, a large number of
related research results have emerged.

2.2. Main Applications of FRFT. The unique properties of FPRFT have attracted the attention of
many learners and researchers. Nowadays, PRFT has been widely applied in many fields of scientific theory
research and engineering application technology, such as wavelet transform, quantum mechanics, optical sig-
nal processing, artificial neural networks, video analysis, etc. The following mainly introduces some typical
applications of FRFT in different fields.

(1) Chirp class signal detection and parameter estimation. The traditional Fourier transform is a transfor-
mation within the overall range that obtains the entire spectrum of a signal [10]. And FRFT can be seen as
the decomposition of signals on orthogonal chirp basis, so FRFT is particularly suitable for the analysis and
processing of chirp signals. In the detection of moving targets by radar, most of the received echo signals are
chirp signals. The convenient processing of chirp signals by FRFT greatly improves the performance of signal
processing systems in detecting moving targets and estimating their parameters.

(2) Filtering. The FRFT of a signal refers to the rotation of the signal at a certain angle in the time-
frequency plane, which is very beneficial for the processing of non-stationary signals [11]. Traditional filtering
methods mainly perform windowing operations in the frequency domain, but when the time-frequency coupling
between the signal and noise is strong, it is difficult for traditional filtering methods to completely separate
them. At this point, if the signal is rotated at a specific angle in the time-frequency plane, causing the signal
and noise to lose coupling in the new Fourier domain, they can be separated well.

(3) Neural networks. Compared to traditional Fourier transform, FRFT has an additional transformation
order p and can be freely selected from 0 to 1, making the transformation more flexible. In this case, if the
neural network is in this domain, it can have a more stable effect [12].

(4) Digital watermark. The so-called digital watermark refers to embedding relevant marks in certain digital
works in a specific way to verify copyright ownership. At the same time, this information should be ensured
to be invisible and not perceived by anyone, and can only be detected by the copyright owner through special
technical means. Digital watermarking technology is mainly aimed at protecting digital media. When property
disputes arise, relevant information in the watermark can be extracted to verify copyright ownership. Due to
the sensitivity of FRFT to the order of transformations, watermarking techniques based on FRFT correspond
to different transformations at different orders. By adding key parameters, the security of the watermarking
system is improved without knowing the order of transformations.

2.3. Definition of FRFT. The traditional Fourier transform is well-known to everyone, and its theoret-
ical research and development are relatively mature, and it has been well applied [13]. And FRFT is based on
the theoretical foundation of traditional Fourier transform, which is a refinement and supplement to it. The
traditional Fourier transform can be regarded as a linear operator that rotates the angle /2 counterclockwise
from the time axis to the frequency axis, while FRFT can be regarded as an operator that rotates any angle a.
Compared to traditional Fourier transform, FRFT has greater advantages in application. It not only possesses
some properties of traditional Fourier transform, but also adds some new characteristics related to its own
properties. There are various definitions of FRFT based on different perspectives, but each definition has a
certain inherent connection. Defining FRFT from different perspectives can help us have a more comprehensive
understanding of it.
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2.4. FRFT Properties and Characteristics.

(1) The properties of FRFT. FT represents the differential operator acting on the function, and FP is the
p-th power of FT, which means that if the function is rotated by an angle p, the p-th order FRFT can be
understood as treating FP as an operator to generate FRFT [14]. The main properties of FRFT are as follows:

Interchangeability: Perform FRFT on a function with order P1 first, after performing FRFT with order p2,
the result is the same as performing FRFT with order P2 first and then FRFT with order p1, that is:
FP1FP2 = FP2FP1.

Order additivity: For different p1 and p2, there is always FP1FP2 = FP1FP2.
Linear transformation: Satisfies the superposition principle, that is FP |∑ cnfn(u)| =

∑
cn|F pfn(u)|.

Periodicity: According to a=pr/2, the period of order p is 4, which is F p+4 = F p.
Reversibility: After performing p-order FRFT on a function, followed by-p order FRFT, the original function

can be obtained. There are: (F p)−1 = F−p[15].

(2) The main characteristics of FRFT. From the definition form of FRFT, it can be seen that FRFT
reflects a time-frequency information of the signal, which is an extension of traditional Fourier transform and
particularly suitable for processing non-stationary signals. Moreover, it has an additional transformation order
p, making the transformation angle more flexible. Moreover, the discrete algorithm of FRFT has high efficiency
and fast speed. Compared to traditional Fourier transform, FRFT mainly has the following characteristics:

The transformation order of FRFT can continuously increase from 0 to 1, demonstrating the continuous
time-frequency variation characteristics of the signal, providing a better platform for time-frequency analysis
of the signal [16].

FRFT can be seen as a decomposition of chirp groups. In radar signal processing, most of the echo signals
for detecting moving targets are chirp signals, which is beneficial for improving the performance of signal
processing systems in detecting moving targets and estimating their parameters.

FRFT has an additional transformation order p compared to traditional Fourier transform, which increases
the value space of the key and improves the security performance of the system in image watermarking and
encryption systems.

FRFT is a linear transformation without cross interference, which has advantages in the presence of additive
noise.

FRFT is easy to achieve through optical transposition and has a wide range of applications in the field of
optics.

The development of FRFT is relatively mature, with fast and efficient discrete algorithms, and it provides
fast discrete algorithms for fractional convolution and other applications. At the same time, it also makes it
easier to promote in practical applications.

2.5. 2D-FRFT. Perform one FRFT on f (x, y) in the x and y directions respectively to obtain 2D-FRFT.
2D-FRFT is implemented based on FRFT, and its kernel function can be expressed as:

Kp1,p2(x, y, u, v) =

√
1− jcotα√1− jcotβ

2π
× exp

[(
x2 + u2

2tanα
− xu

sinα
)j]exp[(

y2 + v2

2tanβ
− yu

sinβ
)j]

(2.1)

In the above equation, α=p1n/2, β= P2 /2 represents the two rotation angles of 2D-FRFT, respectively.
If the corresponding transformation orders p1 and p2 are given, 2D-FRFT can be represented in the following
form:

F p1p2(u, v) =

∞∫

−∞

∞∫

−∞

Kp1p2(x, y, u, v)f(x, y)dxdy (2.2)

Similar to FRFT, the inverse transformation of 2D-FRFT only requires taking the opposite order of the
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corresponding order. As shown in the following equation:

f(x, y) =

∞∫

−∞

∞∫

−∞

K−p1−p2(x, y, u, v)F
p1p2(u, v)dudv (2.3)

From equation 2.1, it can be seen that the transformation kernel of 2D-FRFT can be separated, which is:

Kp1,p2(x, y, u, v) = Kp1(x, u)×Kp2(y, v) (2.4)

The two-dimensional discrete FRFT can be seen as the result of two one-dimensional discrete FRFTs. The
transformation process is as follows:

1. Firstly, perform discrete FRFT on the two-dimensional discrete signal in the x-direction to obtain F1;
2. Then perform discrete FRFT on the two-dimensional discrete signal in the y-direction to obtain F2;
3. Finally, by transposing F2, a two-dimensional discrete FRFT can be obtained.

When α = β When, it is symmetric 2D-FRFT; If α = β = /2 is the traditional 2D-FRFT; When α 6= β
When, it is an asymmetric FRFT [17].

3. Results and Analysis. The author designed and implemented a demonstration system that can
integrate human body detection and privacy protection functions. This system can perform human body
detection on input images and extract the detection part for encryption and decryption. The input image can
be a real-time image captured by the camera or a pre saved image in the hardware device.

3.1. Introduction to System Interface Function Modules. As a demonstration system, it is required
to be able to interact with users. Based on basic functional requirements, the interface of this demonstration
system includes four parts: input area, functional area, display area, and operation instruction area. Input
area: By inputting in the x and y directions, the detected pedestrian part can be encrypted and decrypted
with any order of fractional Fourier transform. Functional area: Mainly realizes the input of images (supports
real-time shooting or opening of saved images from the camera), detects pedestrians in the images, encrypts
and decrypts the detected pedestrian parts, and has the function of exiting the system. The included function
buttons include: Turn on the camera, turn off the camera, take and save photos, open pictures, save pictures,
pedestrian detection, encryption, decryption, and exit. Display area: Mainly displays the input image, as well
as the results of pedestrian detection, encryption, and decryption of the input image. Operation Instruction
Area: This area mainly provides an operation instruction for the entire demonstration system and provides a
brief summary of the system principles.

3.2. Demonstration System Design Principles. This interface is designed based on the GUI (Graph-
ical User Interface) module of MATLAB. Human body detection is implemented on the open-source platform
OpenCV. MATLAB is currently one of the most widely used mathematical software, but due to its use of
line interpretation to execute code, it to some extent limits the execution speed of the code. The open-source
code of the OpenCV class library is written in C and C++, and the code execution efficiency is high [18].
Combining the advantages of these two languages and leveraging their respective strengths often yields better
results. When calling a cpp file in MATLAB, it is necessary to first convert the cpp file into a mex file in a
certain format. The mex file is developed in C/C++language, after being compiled in a certain way, it can be
called by the m language interpreter in MATLAB.

Compared to interface software packages such as MFC, the GUI functions in MATLAB are simple, and
the message mapping mechanism is concise, making it particularly suitable for system interface design that is
not particularly demanding. MATLAB integrates an efficient interface development environment called Guide,
which includes various MATLAB supported control objects, and users can choose different interface appearances
and set different action response methods for controls. A complete GUI creation, firstly, it involves the selection
of controls and spatial layout in interface design. Then, in order to respond to certain operations, it is necessary
to write callback functions. Through callback functions, the specified functions of the controls can be achieved.
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Table 3.1: Human detection time

Image size (pixels) 648∗384 463∗636 301∗488 364∗556

mean time to detect (ms) 2139.42 2865.59 1629.19 1927.04

Fig. 3.1: Human detection time chart

Table 3.2: Detected encryption time of human body parts

Image size (pixels) 191∗383 210∗420 142∗283 116∗232

mean time to detect (ms) 834.15 1211.41 311.49 195.65

3.3. Experimental section. Firstly, load the saved image from the hardware device using the "Open
Image" button, and use the "Pedestrian Detection" button to detect the human body part of the input image.
After detecting pedestrians, the system extracts the human body part. Then, by setting the order in the x and
y directions, the corresponding order of encryption can be achieved for the human body part.

A time complexity analysis was conducted on the human body detection, encryption, and decryption parts
of the entire system, as shown in Tables 3.1, 3.2, and 3.3. The computer system used in the experiment
was Windows 7 flagship version, and the software versions used were vs2010 flagship version, OpenCV2.44, and
MATLAB 2013a. The main hardware environment of the computer is: Intel Pentium dual core T4300@2.10CHz
Processor, memory 3.00GB [19].

The following table lists the image size and corresponding operation time. From Table 3.1 and Figure 3.1,
it can be seen that the detection speed is related to the image size, and the larger the image, the longer the
required time [20]. Detecting a 648 ∗ 384 image requires 2139.41 milliseconds, which takes a long time and
has low real-time performance, this is because the selected HOG features have a dimensionality of 3781 and
require complex computation. In order to ensure both detection rate and real-time performance, this is a major
challenge that needs to be overcome in the current field of pedestrian detection. Tables 3.2, 3.3, Figure 3.2, and
3.3 respectively encrypt and decrypt the pedestrian parts detected in the images in Table 3.1. It can be seen
from the tables that real-time performance is still a challenge that cannot be ignored. So, there are still many
areas that need to be improved and enhanced for pedestrian detection and encryption in real-time videos.

4. Conclusion. The author mainly implemented it based on 2D-FRFT, not only analyzing the principle
of FRFT for image encryption, but also providing the encryption and decryption effects of different orders in
the x and y directions through experiments, as well as the slight deviation of the decryption order relative
to the encryption order, which affects the decryption effect of the image. Enable readers to fully understand
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Fig. 3.2: Encrypted time graph of detected human body parts

Table 3.3: Decryption time for encrypted parts

Image size (pixels) 191∗383 210∗420 142∗283 116∗232

mean time to detect (ms) 831.56 1017.9 374.82 200.20

Fig. 3.3: Decryption time graph for the encrypted part

that different orders of FRFT have significant differences in image encryption and decryption effects. In the
system design section, the author utilized the GraphicalUserInterface module in MATLAB, fully considering
functional requirements and interface aesthetics, in order to design an interface that can take real-time photos
and save, as well as both pedestrian detection and encryption and decryption of pedestrian parts. It has the
characteristics of simple operation, complete functions, and beautiful interface.
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DATA COLLECTION AND ANALYSIS BASED ON SENSOR TECHNOLOGY IN SPORTS
TRAINING

XIANBIN SHI∗AND HUAGANG ZOU†

Abstract. In order to realize the automatic monitoring of physical fitness index in athletic training, a new method of automatic
monitoring and identification is put forward in this paper.In this paper, a network structure model is designed to automatically
monitor the physical fitness index in sports training based on IOT and WSN.THe collected a number of physical parameters in
sports training, including heart rate, maximal oxygen absorption, respiration entropy, and load parameters. Then, by monitoring
heart and lung function data, Cooper’s method was used to measure the maximal oxygen intake, and EQO2 was used as the
training index.Then, the dynamic parameters of physical fitness index were extracted, and the change of gas metabolism and
critical threshold were analyzed. This paper builds a system structure model to monitor the physical fitness index of physical
training, and realizes the modular design of the system.The experiment results indicate that the system is not very different from
the real one, and it can be used to automatically monitor the physical performance index in sports training.Practice has proved
that the system has good stability and reliability, and is suitable for physical monitoring in the process of sports training.

Key words: Sensors, Sports training, Physical fitness indicators, automatic monitoring

1. Introduction. With the continuous progress of technology, the application of sensor technology in
sports training is becoming increasingly common. Sensors, as an advanced technological tool, can collect
and analyze athlete data, provide precise motion details and real-time feedback, thereby helping coaches and
athletes improve training methods and technical levels. The development of sensor technology has brought
tremendous changes and innovations to sports training [1]. The application range of sensor technology is very
wide, which can be applied to various sports, including football, basketball, athletics, swimming, etc. Sensors
can be embedded into the equipment of athletes, such as shoes, jerseys, protective gear, etc., or directly fixed on
the sports field. Through real-time monitoring and data collection of sensors, coaches and athletes can obtain a
large amount of information about the athlete’s body posture, strength output, speed, acceleration, heart rate,
and other aspects. These data can be used to analyze whether the athlete’s technical movements are correct,
whether the training intensity is appropriate, and whether their physical condition is good.

The application of sensor technology has revolutionized traditional observation and recording methods.
Sensors can provide more objective and accurate data, reducing subjective interference. Sensors can monitor
the movements of athletes in real-time, transmit data to computers or smart devices, analyze and process
them through software, and generate visual results and reports [2]. Coaches can use this data to accurately
analyze and evaluate athletes, develop targeted training plans, help athletes improve their technical skills,
reduce injury risks, and optimize training outcomes. The application of sensor technology can also provide
real-time feedback, helping athletes adjust their movements and postures in a timely manner. Sensors can
transmit information to athletes through sound, light, vibration, and other means, guiding them to perform
correct actions [3]. For example, in football training, sensors can remind athletes of the appropriate kicking force
through vibration, indicate the correct angle when passing the ball through sound, and display the accuracy
of the athlete’s movement through light. This real-time feedback can help athletes correct mistakes faster,
improve the accuracy and efficiency of technical movements.

The application of sensor technology can also promote communication and confrontation between athletes.
Sensors can compare and analyze data from multiple athletes, helping coaches understand the differences and
advantages among different athletes and develop corresponding training plans. At the same time, sensors can
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Fig. 2.1: Sensor Layout

also share data, allowing athletes to engage in real-time confrontation and competition [4].

For example, in swimming competitions, sensors can monitor the speed and posture of athletes in real-time,
display data on screens next to the swimming pool, and allow the audience and coaches to clearly see the
performance of each athlete, and compare and evaluate them. However, the application of sensor technology
also faces some challenges and limitations. Firstly, the cost of sensors is relatively high, which may be difficult
for some economically disadvantaged sports and athletes to afford. Secondly, the reliability and accuracy of
sensors also need to be continuously improved and enhanced [5]. In the complex environment of sports fields,
sensors may be subject to interference, resulting in inaccurate data. In addition, for some special sports such
as gymnastics, judo, etc., the application of sensors may face technical difficulties. Due to the complex and
varied actions of these projects, sensors may not be able to accurately capture and analyze relevant data.

Overall, the application of sensor technology in sports training has brought about significant changes and
innovations. Sensors can collect and analyze athlete data, provide precise motion details and real-time feedback,
thereby helping coaches and athletes improve training methods and technical levels. However, the application
of sensor technology still faces some challenges and limitations, which require continuous improvement and
refinement. With the further development of technology, it is believed that sensor technology will play a
more important role in sports training, providing better support and guidance for the growth and progress of
athletes [6]. The purpose of this study is to explore the application of sensor based data collection and analysis
in sports training. By collecting sports data of athletes, such as posture, speed, strength, and other indicators,
combined with real-time feedback provided by sensor technology, we can understand the performance of athletes
and conduct scientific analysis. By collecting and analyzing data, more comprehensive and accurate training
evaluations and guidance can be provided for coaches and athletes, thereby improving training effectiveness
and competitive performance.

2. Overall System Architecture. In order to realize the automatic monitoring of the fitness index
in the multi-sensor sports training, the overall structure of the system is based on the combination of the
heart rate, the maximal oxygen absorption, the breathing entropy, and the collecting and analyzing of the
load parameters. The ZigBee Network Sensor Monitoring System is used to build an auto-extracting model
of Physical Fitness Indicator Parameters in Physical Training [7]. Combining with Physiology Parameter
Recognition and Information Monitoring, a Hardware Device System for Monitoring and Detecting Physical
Fitness Index in Sports Training with Wearable Device, Establishes Information Exchange Model and Command
Transmission Control Model for Sports Training in XML and Web Middleware.

Wearable sensors such as oxygen, carbon dioxide and piezoelectric thin film sensors are used to collect heart
rate, maximum oxygen uptake, respiratory entropy and load parameters, and video sensors are used to collect
video data on exercise training as shown in Figure 2.1.

The maximum amount of oxygen is achieved by running or cycling with a mask on, depending on the
difference between the data from the oxygen sensor and the CO2 sensor;Calculate respiratory entropy based on
the ratio of carbon dioxide production and oxygen consumption at the same time; When hemodynamic changes
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occur, light enters the human body and undergoes predictable scattering. Using this principle, piezoelectric
thin film sensors generate PPG waveforms for measuring heart rate and use heart rate data as basic biological
characteristic values to ensure the accuracy of heart rate, load parameters, and other physiological parameter
measurement results [8]. Arrange video sensors in the athlete training venue to collect athlete training video
data, laying a solid data foundation for automatic monitoring of physical fitness indicators in subsequent sports
training.

Among them, VO2, CO2 emission (VCO2), HR, etc., are the most important parameters in the automatic
monitoring of ECG.THe monitored the physical performance index of the sports training, which is divided into
the primary and the secondary. Based on the change of gas metabolism and critical threshold, it can be used to
automatically monitor the performance index in different sports programs and situations. Based on the general
structure of the Physical Fitness Index Automatic Monitoring System in Sports Training, the SOA Framework
Protocol is used.The automatic monitoring system of physical fitness index in physical training is composed of
the main circuit control module, the data processing terminal module, the human-machine interaction module,
and the bus output control module.Using JMS and HTTP protocols, we set up a system of service structure to
monitor the performance index of sports training [9]. This article introduces an automatic monitoring system
based on XML and Web middleware, which can monitor physical fitness index based on the M flag in the RTP
header during exercise training. In sports training, we established an evaluation index called PE index and
constructed a control model on the web service client to manage the components of PE index in sports training.
In order to implement this system, we adopted a three-layer architecture design, which is the network layer,
information fusion layer, and data output layer. Below, we will provide a detailed introduction to the functions
and roles of these three levels.

Firstly, the network layer is responsible for handling communication between the system and external
devices. In our system, motion training data is obtained through the M flag in the RTP header and transmitted
to the information fusion layer for processing. The network layer is also responsible for communicating with
web service clients, receiving and sending relevant data. Next is the information fusion layer, which is the core
part of the system. In this layer, we use XML to encode and decode motion training data, and determine the
type of motion based on the M flag. By analyzing and calculating exercise data, we can obtain the evaluation
results of physical fitness index [10]. At the same time, the information fusion layer is also responsible for
transmitting these evaluation results to the data output layer for users to view and analyze. Finally, there is
the data output layer, which presents the evaluation results of physical fitness index to users in a visual form.
Through the web service client, users can easily view and monitor changes in their physical fitness index. In
addition, we can also control and adjust the composition of the PE index according to user needs to achieve
better training results.

Through a three-layer architecture design, we have achieved effective communication and data processing
between the network layer, information fusion layer, and data output layer. This system provides a scientific,
convenient, and visual monitoring method for sports training, which helps to improve training effectiveness and
the physical fitness level of athletes. Figure 2.2 shows a three-layer structural system [11].

On the basis of the three layers structure of the system, the dynamic parameters of the physical fitness
index are extracted. Based on the change of gas metabolism and critical threshold, this paper establishes the
structural model for the monitoring of the physical fitness index.Based on the data collection of HRMS and
the physical function analysis, the data is synthesized in the sensor.In the application layer, the exchange of
data is carried out, and in the network layer, the information exchange, the data fusion, and the characteristic
output of the physical fitness index are realized [12]. The system’s functional module architecture is illustrated
in Figure 2.3.

The physical fitness index is one of the important indicators for measuring a person’s energy level. By
extracting and monitoring the dynamic parameters of physical fitness index, it is possible to better understand
and evaluate an individual’s physical and health status. To achieve this goal, this article proposes a physical
fitness index monitoring system based on a three-layer system structure [13].

Firstly, at the bottom of the system, we construct a structural model of the stereoenergy index by ana-
lyzing gas metabolism and changes in critical thresholds. Gas metabolism is an important indicator of energy
metabolism during human movement. By monitoring and analyzing gas metabolism, the individual’s physical
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Fig. 2.2: The three-layer structural system of the system

Fig. 2.3: System Function Module Structure

adaptability and ability level can be inferred. The critical threshold refers to the critical value of physical
fitness index at a specific exercise intensity, exceeding which may lead to physical fatigue and overtraining. By
comprehensively analyzing gas metabolism and critical thresholds, we can obtain an accurate physical fitness
index model for monitoring an individual’s physical condition [14].

Secondly, in order to collect and analyze data, we introduced HRMS (Exercise Physiology Monitoring
System) as a data collection tool. HRMS can monitor individual physiological parameters such as heart rate,
blood pressure, and body temperature in real-time, and transmit these data to the system’s sensors. By
analyzing and processing these data, we can obtain information on individual movement status and physical
fitness. At the application layer of the system, we conducted data exchange and processing [15]. Through data
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Table 3.1: Prior parameters of V O2max monitoring distribution

Pilot projects gender V O2max

laboratory experiment
male 0. 43

female 0. 45

Outdoor experiment
male 0. 87

female 0. 73

Fig. 3.1: Experimental Test Objects

transmission with HRMS, we can obtain real-time physiological parameter data of individuals and transmit
it to the network layer for processing. At this level, we obtained the physical fitness index of individuals
through data fusion and feature extraction. The physical fitness index is an evaluation index that takes into
account individual physiological parameters, exercise ability, and physical condition, and can objectively reflect
an individual’s physical fitness level and health status.

Finally, at the network layer of the system, we achieved feature output for information exchange, data
fusion, and physical fitness index. The network layer serves as a bridge for data transmission and processing,
integrating and analyzing data from sensors, and outputting the final evaluation results. Through the operation
of the network layer, we can achieve real-time monitoring and evaluation of individual physical fitness index [16].

3. System data analysis and experimental testing.

3.1. Experimental Method and Object. In the data analysis, the maximal oxygen uptake was mea-
sured by Cooper’s method, and EQO2 was used as the training target.In this paper, the distribution of phys-
ical fitness index was established, and the differences of the maximal oxygen uptake V O2max, O2 Pmax and
METSmax were analyzed.Physical fitness index monitoring was performed, and the original V O2MAX moni-
toring profile of each group was given, as shown in Table 3.1.

Sports such as Sanda, tennis, badminton, sports dance, martial arts, and roller skating were selected as the
test subjects, and the distribution of test participants is shown in Figure 3.1.

Based on the distribution of test subjects in Figure 3.1, this paper presents a method to monitor the
performance of physical fitness index in the design of the automatic monitoring system.The participants were
classified into two categories: technology, combat, long and short distance running, and ball. Figure 3.2
illustrates the distribution of monitoring information density for sensor sampling for various projects [17].
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Fig. 3.2: Concentration distribution of monitoring information sampled by sensors of different projects

Fig. 3.3: Comparison of Various Indicators for Men’s Long Distance Running in Various Events

Table 3.2: Comparison of Various Indicators for Long Distance Running in Comprehensive Projects

Technical and Short distance Long distance
Ballscombat oriented running running

categories category category

V O2max 43.9±2.54 32.4±3 31.41±2.23 30.3±2.54

S 2032.46±155.43 1852.11±245.12 1546.46±143.43 1653.32±145.3

METs 932±0.6 8.35±1.6 8.12±14.34 8.21±0.46

According to the analysis chart, using this method for monitoring physical fitness indicators in sports train-
ing, the correlation between the feature distribution and P<0.05 and P<0.01. Meet the functional monitoring
requirements for sports training indicators. Based on this, the comparison of various indicators for long-distance
running in each project is shown in Figure 3.3. The comparison of various indicators for long-distance running
in various projects is shown in Table 3.2 [18,19,20].

We test the accuracy of the training performance curve obtained as shown in Figure 3.4.
Through analyzing the above monitoring results, we can draw a conclusion that there is little difference

between the monitoring of physical fitness index and the real one. The system can be used to automatically



Data Collection and Analysis based on Sensor Technology in Sports Training 4405

Fig. 3.4: Detection performance curve

monitor the physical performance index in physical training, and it is very adaptable to the environment and
the individual.

4. Conclusion. An automatic monitoring system of physical fitness index in physical training is designed
on the basis of multiple sensors. The whole structure and function modules of this system are expounded in
detail.On this basis, a health index monitoring system based on wireless sensor network is proposed. Through
the statistical analysis of large sample data, it is proved that the method has high credibility, can adapt to the
personalized monitoring of large-scale sports activities and enhance the dynamic monitoring of BMI.
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INTRODUCTION TO THE SPECIAL ISSUE ON NEXT GENERATION PERVASIVE

RECONFIGURABLE COMPUTING FOR HIGH PERFORMANCE REAL TIME

APPLICATIONS

C. VENKATESAN∗, YU-DONG ZHANG†, CHOW CHEE ONN‡, AND YONG SHI§

The evolution of scientific computing is reshaping the hardware and software requirements, emphasizing
the need for high-performance platforms adaptable to real-time applications. Traditional methods with general-
purpose processors often lack the agility needed for swift modifications and fast computations during real-
time tasks. Reconfigurable computing offers a compelling solution by integrating hardware speed and software
flexibility on a unified platform. This technique promises significant acceleration across diverse applications like
image processing, encryption, decryption, runtime operations, and intensive computing tasks such as sequence
searching and matching in smart environments.

For high-performance applications, software-programmed microprocessors offer versatility. Artificial In-
telligence (AI) has proven more robust than traditional methods in noisy environments, relying on reconfig-
urable designs for efficient operation. Hybrid machine-learning techniques enhance system reliability without
compromising performance. Reconfigurable computing systems have recently accelerated intensive algorithms
compared to software-optimized versions, leveraging parallel topologies. Deep Neural Architectures with adapt-
able computation patterns excel in computer vision tasks. Artificial Neural Networks (ANNs) are crucial for
pattern recognition, high-performance machine learning, data manipulation, security threats, data mining, sig-
nal processing, and other applications, driving ongoing research into reconfigurable hardware and software
implementations for ANNs.

It is a privilege for us to introduce the Special Issue on “Next generation pervasive reconfigurable computing
for high-performance real-time applications”. Among the numerous research papers we received (49 in total),
we meticulously selected 22 papers for publication. The overarching objective of this special issue is to investi-
gate the recent advancements and disseminate state-of-the-art research related to reconfigurable computing for
high-performance real-time applications and the technologies that make this possible. This special issue repre-
sents a showcase of new dimensions of research, offering researchers and industry professionals an illuminating
perspective on pervasive reconfigurable computing. We sincerely hope that the contributions in this special
issue will not only inform but also inspire future research endeavours, leading to a deeper understanding of the
multifaceted world of speed computation during real-time applications.

The paper titled ”Vulnerability Detection in Computer Networks Using Virtual Reality Technology” by
Songlin Liu, traditional network security challenges are tackled through virtual reality integration. Optimization
calculations are employed to extract network security vulnerability attributes, with adjustments made using
a web crawler and a detailed analysis of attack characteristics. This approach facilitates automated detection
within a virtual reality framework. Empirical results show a significant reduction in detection delay to 75.33
milliseconds, compared to 290.11 milliseconds and 337.30 milliseconds in conventional methods, highlighting
the efficiency of the proposed approach.

”Computer Malicious Code Signal Detection Based on Big Data Technology” by Xiaoteng Liu improves
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upon traditional methods by using big data for detecting malicious software behaviour. The approach tackles
challenges in mobile malware detection through mean-variance feature selection and advanced techniques like
PCA, KLT, and ICA for feature extraction. A decision tree-based multi-level classification model enhances
accuracy and addresses data imbalance issues, leading to notable accuracy improvements of 3.36% to 6.41%
across different Android detection methods, highlighting the effectiveness of the proposed malware detection
technology.

”Network Security with VR-Based Antivirus Protection and Reduced Detection Delays” by Chunna Song
et.al., addresses delays in traditional systems by leveraging VR technology. It aims to decrease detection delays,
enhance efficiency, and optimize security feature identification. The method includes web crawling for an
injection list and virtual protection blocks to mitigate threats, achieving a detection delay of 75.33 milliseconds,
surpassing traditional delays of 290.11 ms and 337.30 ms. Empirical evidence supports the efficacy of automatic
detection in VR, promising improved network security responsiveness and effectiveness.

Xiaohong Li et.al., in the paper titled ”Computer Network Virus Defense with Data Mining-Based Active
Protection” presents a novel approach to enhance computer network virus defence beyond traditional technolo-
gies. Utilizing Object-Oriented Analysis (OOA) mining, the method analyzes Win API call sequences in PE
files to detect deformed and unknown viruses. Experimental results demonstrate the Data Mining-based An-
tivirus (DMAV) system’s superiority with higher accuracy in deformed virus detection, effective defence against
unknown viruses (92% recognition rate), improved efficiency, and reduced false alarms for non-virus files. The
research introduces an OOA rule generator to optimize feature extraction, bolstering system intelligence and
resilience in enhancing computer network security.

”Application of Nonlinear Big Data Analysis Techniques in Computer Software Reliability Prediction” by
Li Gao and Hai Wang addresses challenges in using artificial neural networks for software reliability prediction,
focusing on improving the PSO-SVM model. Comparative experiments with a Backpropagation (BP) model
highlight the PSO-LSSVM model’s rapid reduction in training error within 200 generations, compared to BP’s
1,733 generations. The optimized PSO-LSSVM model demonstrates superior efficiency with small sample sizes,
offering accelerated training and enhanced prediction accuracy for software reliability assessments.

”Enhancing Industrial Control Network Security through Vulnerability Detection and Attack Graph Anal-
ysis” by Yan Liao addresses communication attack defence gaps in industrial control networks. The study
proposes using attack graphs to improve security and vulnerability assessments, providing detailed construction
methodologies. Experimental evaluations using the ”earthquake net” virus identify four main attack routes for
the ”Zhenwang” virus, each with specific loss values and attack success probabilities. This research emphasizes
the need for systematic vulnerability analysis to enhance overall industrial control network security.

Chunmei Ji et.al., in the paper titled ”Improving Semantic Analysis in Visualization with Meta Network
Representation and Parsing Algorithm” introduces the semantic Meta Network (MNet) for advanced semantic
analysis in visualization. MNet employs a hierarchical framework to integrate semantic elements, relationships,
and attributes, facilitating comprehensive understanding from phrases to complete texts. The study presents a
construction algorithm for MNet and parsing methods tailored for natural language interface parsing, validated
through empirical experiments. This research enhances semantic analysis capabilities, particularly in inter-
preting SCADA system instructions, contributing to improved natural language understanding and semantic
analysis in visualization contexts.

”Hybrid optimization for high aspect ratio wings with convolutional neural networks and squirrel optimiza-
tion algorithm” by Pengfei Li presents an efficient approach for optimizing lightweight high-aspect-ratio wings.
The study combines a hybrid binary unified coding description, one-dimensional convolutional neural networks
for aeroelastic modelling, and the squirrel optimization algorithm for computational efficiency. Experimental
results demonstrate a 4.1% reduction in wing weight, showcasing the effectiveness of this hybrid method in
optimizing complex wing structures.

”Computer Software Maintenance and Optimization Based on Improved Genetic Algorithm” by Ming
Lu aims to enhance software maintenance and network performance using an advanced genetic algorithm.
The study refines network architecture through enhanced genetic operations and evaluates satisfaction and
fitness index functions with controlled data iterations. Results show network reliability initially improves with
iterations but stabilizes due to hardware limitations, highlighting a peak reliability of 0.894 achieved at 100
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iterations. This research provides a foundational framework for optimizing computer network reliability with a
balanced genetic algorithm approach.

Jing Wang et.al., in the paper titled ”Research on Intelligent Transformation Platform of Scientific and
Technological Achievements Based on Topic Model Algorithm and Its Application” enhances the conversion of
scientific breakthroughs into practical applications using the LDA theme model. The study improves efficiency
by extracting pivotal terms and thematic phrases, facilitating information management, retrieval, and recom-
mendations for academic and business sectors. The platform evaluates transformation results and operational
efficiency in advancing scientific and technological achievements.

”An Emotional Analysis of Korean Topics Based on Social Media Big Data Clustering” by Yanhong Jin
introduces the Online Topic Emotion Recognition Model (OTSRM) to enhance emotional analysis accuracy
in Korean social media. Utilizing the Online Latent Dirichlet Allocation (OLDA) model, OTSRM integrates
emotion intensity and employs an innovative emotion iteration framework. It introduces an affective evolution
channel and distribution matrices for characteristic and affective words, advancing understanding of emotional
context. Validation experiments demonstrate OTSRM’s effectiveness with emotion recognition accuracy rates
of 85.56% and 81.03%, improving precise emotional dynamics assessment in Korean social media.

Xiangying Liu et. al., in the paper titled ”Application of Artificial Intelligence Technology in Electrome-
chanical Information Security Situation Awareness System” proposes leveraging AI and big data to enhance
predictive capabilities in information security. Using LSTM-RNN and variant GRU models, the study achieves
high accuracy with LSTM-RNN showing MAPE of 8.79%, RMSE of 0.1107, and RRMSE of 8.47% on test data.
This research highlights AI’s potential in developing robust information security situational awareness systems,
comparing LSTM and GRU models for effectiveness and efficiency in predictive analysis.

Wenjuan Yang in the paper titled ”Analysis and Application of Big Data Feature Extraction Based on
Improved K-means Algorithm” addresses challenges in handling large volumes of data by proposing an en-
hanced K-means algorithm. Focused on mitigating errors, the study applies this algorithm to monitor power
equipment, achieving an error rate below one per cent and consistently high accuracy exceeding 95%. The
research underscores the algorithm’s effectiveness in improving clustering accuracy and efficiency, emphasizing
its practical application in big data analysis for energy systems.

”Intelligent Prediction of Network Security Situations Based on Deep Reinforcement Learning Algorithm”
by Yan Lu et al. introduces a novel approach using deep learning to enhance network security assessment.
The study develops a deep self-encoding model for effective network attack detection and integrates a unique
oversampling weighting algorithm to improve pattern detection with limited training data. Experimental results
demonstrate significant performance gains over traditional methods like DT, SVM, and LSTM, achieving higher
F1 scores by approximately 2.77, 10.5, and 5.2, respectively. This research emphasizes improved accuracy and
efficiency in predicting and measuring network security situations.

Min Yan and Hua Zhang in the paper titled ”Interface Control and Status Monitoring of Electronic Infor-
mation Equipment Based on Nonlinear Data Encryption” proposes an advanced system ensuring information
fairness, objectivity, and security in traffic accident investigations. The study develops a robust security strat-
egy with PC-based platforms for efficient data acquisition, secure processing, transmission, and storage using
nonlinear data encryption methods. Performance tests with files ranging from 3MB to 10MB show a signifi-
cant 25% average speed improvement over the original platform. This system enhances data integrity during
transmission, aids in accurate equipment identification post-accident, and addresses critical security challenges
in traffic accident investigations.

Yongqiang Shang in the paper titled ”Detection and Prevention of Cyber Defense Attacks Using Machine
Learning Algorithms” examines the rise in cyber threats fueled by enhanced computing power, big data uti-
lization, and advanced machine learning techniques. The study explores both defensive and offensive uses of
machine learning in cybersecurity, focusing on mitigating attacks targeting machine learning models. It under-
scores the pivotal role of artificial intelligence in enhancing digital security through tasks like malware analysis,
network vulnerability assessment, and threat prediction amidst rapid global digitization.

Zhixiong Xiao in the paper titled ”Minimizing Overhead Through Blockchain for Establishing a Secure
Smart City with IoT Model” explores the integration of blockchain technology with IoT to enhance security
while addressing resource constraints. Traditional blockchain deployments are impractical for IoT due to their
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high storage and computational demands. This study proposes an optimized blockchain framework tailored for
IoT devices, ensuring essential security measures like authenticity, credibility, confidentiality, availability, and
non-repudiation. The approach aims to bolster security without imposing excessive resource burdens, making
it suitable for smart city applications.

”Security and Privacy of 6G Wireless Communication Using Fog Computing and Multi-Access Edge Com-
puting” by Ting Xu, Ning Wang, Qian Pang, and Xiqing Zhao addresses data confidentiality challenges in
forthcoming 6G networks. The study explores blockchain’s potential for enhancing security and incorporates
machine learning (ML) to manage vast data volumes. It reviews strategies for protecting automotive com-
munication systems and assesses confidentiality approaches within 6G architecture. The research emphasizes
safeguarding private data in the Internet of Everything (IoE) era and proposes ML solutions for data processing
challenges, underscoring blockchain’s role in securing 6G communications.

”Sustainable Development in Medical Applications Using Neural Network Architecture” by Shuyi Jiang
aims to enhance risk management in healthcare through machine learning. The study uses social media data
analysis to identify and assess threats, aiding informed decision-making in healthcare management. It employs
machine learning algorithms to visualize risk categories and simplifies data processing for efficiency. Empirical
analysis of Consumer Value Stores (CVS) reveals operational, financial, and technological risks, categorized
by severity. The study highlights the framework’s effectiveness in threat identification and mitigation, offering
insights for safer healthcare environments.

”Target Image Processing Based on Super-Resolution Reconstruction and Machine Learning Algorithm” by
Chunmao Liu proposes a method to enhance the resolution of medical images using super-resolution reconstruc-
tion and machine learning. This approach integrates nonlocal autoregressive learning into the reconstruction
model, exploiting inherent data similarities in medical images. Additionally, a clustering algorithm refines clas-
sification dictionaries to improve efficiency. Experimental results, conducted on CT/MR images, demonstrate
significantly improved peak signal-to-noise ratios and structural similarity values compared to other methods,
achieving a peak value of 31.49. This study validates the efficacy of combining super-resolution reconstruction
and machine learning for enhancing medical image resolution.

”Group Intelligent City Mobile Communication Network’s Control Strategy Based on Cellular Internet of
Things” by Jiazheng Wei explores enhancing mobile communication networks in urban areas using an improved
particle swarm optimization (PSO) algorithm. This study refines PSO to tackle specific network challenges and
achieves robust optimization results through simulations. The Grad-PSO algorithm effectively improves network
performance with optimized parameters, demonstrating its suitability for enhancing mobile communication
efficiency in urban environments.

Shuiquan Zhu presented the paper titled “Performance evaluation of micro automatic pressure measurement
sensor for enhanced accuracy” focuses on enhancing the accuracy of micro-automatic pressure measurement
sensors through design improvements and rigorous performance testing. The sensor achieved high detection
accuracy (0.0452%) and met reliability standards with features such as sensitivity (0.0582%), nonlinearity
(0.0741%), hysteresis (0.0266%), and repeatability (0.0625%). It also demonstrated reduced response times
compared to traditional sensors, though the study highlights the necessity for additional real-world testing to
optimize its performance further.

In summary, this special issue of Scalable Computing: Practice and Experience explores emerging trends
in scientific computing that influence hardware and software requirements. It underscores the need for high-
performance platforms capable of real-time architectural updates. Traditional computing struggles with adapt-
ability and speed in real-time applications, while reconfigurable computing integrates hardware speed and
software flexibility in a unified platform. This approach accelerates applications like image processing, encryp-
tion, and machine learning, especially Artificial Neural Networks (ANNs). The issue highlights advancements in
reconfigurable computing systems and their impact on enhancing performance in intensive computing domains
such as signal processing and computer vision.
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ML-CSFR: A UNIFIED CROP SELECTION AND FERTILIZER RECOMMENDATION

FRAMEWORK BASED ON MACHINE LEARNING

AMIT BHOLA∗
AND PRABHAT KUMAR†

Abstract. Sustainable and substantial crop production is essential globally, especially considering the increasing population.
To achieve this, selecting appropriate crops and applying necessary fertilizers are pivotal for ensuring satisfactory crop growth
and productivity. Farmers have relied heavily on intuition when choosing which crops to cultivate and suitable fertilizers to use
in a given season. However, this traditional approach often needs to consider the significant impact of current environmental
and soil conditions on crop growth and yield. Overlooking these factors can have far-reaching consequences, impacting not just
individual farmers and their households but also the entire agricultural sector. The integration of machine learning offers a
promising avenue for addressing these challenges and providing practical solutions. The core contribution of this research lies
in proposing a unified framework termed Machine Learning-enabled Crop Selection and Fertilizer Recommendation (ML-CSFR).
This framework’s primary objective is to predict appropriate crops accurately and subsequently suggest corresponding fertilizers
based on specific agricultural conditions. The initial phase involves the identification of proper crops for individual farmlands,
considering local input variables. This phase employs artificial neural networks (ANN) to filter crops effectively using the available
choices. The next phase utilizes soil and environmental parameters to anticipate the optimal fertilizer for the selected crops. This
phase leverages the XGBoost (XGB) model to predict the most suitable fertilizers accurately. This two-phase approach ensures
a comprehensive and effective recommendation system for enhancing agricultural outcomes. Experimental results demonstrate
the effectiveness of this framework, achieving an accuracy score of 99.10% using ANN and 97.66% for XGB. The framework’s
capability to deliver tailored recommendations for individual farms and its potential to integrate real-time sensor data positions it
as an effective tool for improving agricultural decision-making.

Key words: Machine learning, Fertilizer recommendation, Digital agriculture, Crop selection, Neural network

1. Introduction. Agriculture stands as the foundation of our society, fulfilling the nutritional requirements
of billions worldwide. With the relentless growth of the world’s population, the assurance of a consistent and
reliable food source has become paramount. The significant role of agriculture is highlighted by its substantial
contribution to India’s GDP, amounting to 18.3% during the fiscal year 2022-2023 [1]. Additionally, this sector
serves as the source of livelihood for approximately 50% of the country’s workforce [2]. Despite its importance,
the agricultural industry has experienced a decline in its performance in recent times. According to the Food
and Agriculture Organization of the United Nations (FAO), approximately one-third of all food produced for
human consumption across the globe is lost or wasted each year [3]. Insufficient land holdings, soil depletion,
improper crop choices, inadequate fertilization, climate variations, and plant disease influence these losses.

Emerging technologies like Machine Learning (ML) [4], [5], Deep Learning (DL) [6], [7], and the Internet
of Things (IoT) [8] have proven highly advantageous for the agricultural sector. These advancements offer the
potential to enhance productivity and simultaneously ensure ecological sustainability by fortifying conventional
farming practices. However, many small and marginal farmers still employ traditional or customary agricultural
methods. For instance, these farmers often rely on their rudimentary knowledge to select crops and suitable
fertilizers, usually favoring traditional or popular crops within their locality. Consequently, this reliance on
traditional methods can compromise crop yields and soil fertility [11] due to insufficient scientific insights [15].
An adverse consequence of such practices is increased soil acidity, inappropriate selection and crop-specific
fertilizers, and inadequate soil nutrient management. Additionally, the quality and productivity of crops are
influenced by environmental conditions, climate variations, soil attributes, and water levels, further underlining
the complexity of agricultural outcomes.

∗Computer Science and Engineering Department, National Institute of Technology Patna, Bihar, India.
(amitb.phd19.cs@nitp.ac.in).

†Computer Science and Engineering Department, National Institute of Technology Patna, Bihar, India. (prabhat@nitp.ac.in).
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Selecting suitable crops and appropriate fertilizers tailored to filtered crops is pivotal in augmenting agri-
cultural output and enhancing quality. Driven by the challenges above, this study aims to identify and tackle
the intricacies of crop production by proposing a machine learning enabled Crop Selection and Fertilizer Rec-
ommendation (ML-CSFR) framework. This framework is designed to navigate the complex decision-making
process of crop selection and appropriate fertilizer recommendation. It achieves this by considering various
influential factors, including temperature, humidity, pH, rainfall, and soil nutrient levels. Notably, soil nutri-
ents like Nitrogen (N), Phosphorus (P), and Potassium (K) are paramount for promoting plant growth and
enhancing yield [16]. Concurrently, pH governs chemical reactions within the soil by determining its acidic or
alkaline nature. Moreover, the development of plants is significantly influenced by electrical conductivity (EC),
which also indicates soil fertility, water quality, and salinity.

The government has taken initiatives to enhance agricultural productivity by issuing Soil Health Cards
(SHC) to individual farmers after assessing their farm’s soil composition. These cards provide details about
the soil’s macro and micro nutrient levels. However, the conventional farming practices followed by farmers
often fail to capitalize on this valuable information, resulting in suboptimal agricultural productivity. The
ML-CSFR framework is proposed as an accessible and cost-effective solution to address these challenges. This
framework suggests crops and corresponding fertilizers based on localized parameters by leveraging machine
learning techniques. The ML-CSFR framework encompasses two distinctive phases: crop filtration and fertilizer
recommendation. In the initial phase, crops are filtered based on local and regional variables. This filtration
process involves the selection of ‘n’ crops that align with the soil and weather conditions while excluding those
less suitable. Subsequently, tailored fertilizer recommendations are provided for each filtered crop in the second
phase, guided by the soil’s specific parameters. This research offers several noteworthy contributions:

1. The study introduces a two-phase Machine Learning-based Crop Selection and Fertilizer Recommen-
dation (ML-CSFR) framework designed to provide farmers with optimal crop selection and fertilizer recommen-
dations to enhance their returns. The initial phase of this framework involves assisting in selecting appropriate
crops by filtering them based on the specific soil nutrient levels and the prevailing regional weather conditions
associated with each farmland. Subsequently, the second phase generates fertilizer predictions for each filtered
crop, considering the localized soil parameters.

2. Extensive experiments are conducted to demonstrate the efficacy of the proposed framework.
3. The first phase is evaluated on six benchmark models, including Decision Tree (DT), Support Vector

Machine (SVM), Random Forest (RF), K-Nearest Neighbour (KNN), XGBoost (XGB), and Artificial Neural
Networks (ANN), for crop filtration. The evaluation results highlight that the proposed Artificial Neural
Network (ANN) model attains the highest accuracy scores of 99.07% for validation and 99.10% for testing,
while 99.13% precision and 99.24% recall, surpassing the performance of all other studied models.

4. The second phase evaluates eight benchmark models for fertilizer prediction: Logistic Regression (LR),
DT, Gaussian Naive Bayes (GaNB), LrSVM, XGB, and RF. The evaluation results emphasize that the proposed
XGB model excels, achieving outstanding accuracy scores of 99.23% for training and 97.66% for testing.

5. This empirical analysis validates that the proposed crop filtration in the first phase aligns with im-
proved crop intensity and productivity. Furthermore, the framework’s fertilizer recommendations in the second
phase undergo validation through credible sources referenced in citations, thereby justifying the credibility and
reliability of the framework’s output.

The subsequent sections of this paper are organized as follows: In Section 2, a comprehensive overview of
related works is provided. Section 3 outlines the methodology for the proposed framework. Section 4 discusses
the experimental setup, data analysis, and methods used. The results and discussion are presented in Section
5. Lastly, Section 6 concludes the findings and discusses potential avenues for future research.

2. Related works. Numerous researchers have made contributions to devising diverse solutions to enhance
crop productivity. Machine learning [10] and Deep learning have made their way into agriculture to enable more
innovative and accurate crop selection decisions and improve yield through precise fertilizer recommendations
[12]. Automated systems equipped with IoT [27] are also facilitating farmers in monitoring processes and
receiving alerts, including weather conditions and soil moisture updates [17].

Agriculture has seen notable advancements in its pursuit of real-time crop selection [36] and fertilizer pre-
diction [13], [14]. Cheema et al. [18] introduced a diverse crop model leveraging multiple soil parameters for
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identifying suitable crops. The proposed approach harnessed a Quantum Value-based Gravitational Search
Algorithm (GSA) to discover optimal solutions. Soil attributes such as pH, salinity, texture, nitrogen, phos-
phorous, and potassium were explored and employed as inputs for crop selection. Bakthavatchalam et al. [19]
presented a crop prediction system that relies on various attributes and utilizes a multilayer perceptron (MLP),
JRip, and decision table classifier. A range of machine learning models was implemented on the WEKA plat-
form, with the most effective MLP model achieving an accuracy of 98.22%. Jain et al. [20] devised a soil-based
machine learning comparative analytical framework for predicting crop yield production. This framework em-
ployed soil characteristics and climatic factors to categorize crop yield predictions as high, low, or medium.
Gupta et al. [21] introduced a crop recommendation system integrating MapReduce and K-means clustering.
This model considered crop yields per acre for distinct regions based on different varieties cultivated in the
target zone. Mariammal et al. [22] proposed a feature selection method called Modified Recursive Feature
Elimination (MRFE) for crop prediction, aiming to select vital features from crop data. This method employed
a ranking algorithm to identify significant attributes. The results highlighted that MRFE outperformed various
wrapper-based feature selection techniques, achieving an accuracy of 95%.

Senapaty et al. [23] introduced an IoT-enabled soil nutrient classification and crop recommendation
(IoTSNA-CR) model to assist farmers throughout the cultivation process. The model employs sensors to gather
real-time data on soil moisture, temperature, water, and nutrient levels. This work is comparable to Bhola et al.
[25], where the model helps in optimal crop selection and reduces fertilizer usage. The innovative hybrid algo-
rithm, MSVM-DAG-FFO, which combines a multi-class SVM with directed acyclic graph optimization and fruit
fly optimization, achieved a remarkable 97.3% accuracy, surpassing the SVM and Decision Tree performance.
Swaminathan et al. [24] address the challenge of fertilizer recommendations based on soil nutrients through a
nutrient-centered deep collaborative filtering approach. This research aims to create an advanced recommender
system called the Nutrient-centered Deep Collaborative Filtering (NDCF) method. The proposed method
achieved root mean square and mean absolute error of 0.8411 and 0.655 on the collected dataset, respectively.
The study by Khan et al. [26] presents a real-time context-aware fertilizer recommendation system utilizing
ML and IoT technology. The model suggests suitable fertilizers for specific soil and crop types by captur-
ing real-time soil fertility context through IoT-assisted mapping. The proposed IoT-assisted fertility mapping
aligns well with standard soil chemical analysis, demonstrating mean differences of 0.34, 0.36, and -0.13 for
Nitrogen, Phosphorous, and Potassium, respectively. Machine learning models are employed for context-aware
fertilizer recommendation, including Logistic Regression, Support Vector Machine, Gaussian Naïve Bayes, and
K-Nearest Neighbor. The Gaussian Naïve Bayes model exhibited the highest accuracy, reaching 96% and 94%
for training and testing datasets.

Further, integrating modern technologies like the IoT and Artificial Intelligence (AI) in agriculture is crucial
for efficient and quality crop production. Swaminathan et al. [27] introduce a four-layer architectural model
encompassing sensors, networks, services, and applications to establish an energy-efficient farming system. The
application layer employs deep learning for a fertilizer recommendation system aligned with expert opinions.
The entire system is accessible through a user-friendly mobile application for farmers. This work underscores
the significance of IoT-driven agricultural sensors and AI applications to enhance crop yield and sustainability,
addressing the increasing demands of a growing population. The proposed approach showcases its potential
to improve crop yield through fertilizer recommendations based on chemical properties. It includes integrating
more sensors for comprehensive farm management. Thorat et al. [34] focus on integrating AI and sensor
technology in agriculture to enhance insecticide, fertilizer recommendation, and soil nutrient analysis. The
proposed approach employs Transition Probability Function (TPF) and Convolutional Neural Network (CNN),
achieving over 90% accuracy. Indeed, the suitability of a particular soil type for various crops is significant,
but unfavorable crop selection in a given location can negatively impact crop yield. This study addresses the
identified limitations by introducing suitable crop selection and crop-specific fertilizer prediction architecture.

3. Methodology. Farmers are grappling with reduced crop yields and profits due to a limited under-
standing of crop selection intricacies and the factors influencing crop growth. Given that crop selection and the
corresponding fertilizer stand as pivotal factors for maximizing yield and profitability, the primary objective
of this study is to devise a Crop selection and Fertilizer recommendation framework to enhance agricultural
returns.
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Fig. 3.1: Proposed framework

Consider a set of ‘i’ distinct crops denoted as {C1, C2,...., Ci} and a collection of ‘j’ diverse farmlands denoted
as {F1, F2,...., Fj}. It is assumed that each farmer possesses a Soil Health Card (SHC) for their farmland
‘Fj ’, containing information about soil nutrient levels, alongside regular meteorological updates provided by
government agencies. The objective is to determine appropriate crops and their corresponding fertilizers for
each farmland based on inputs related to soil and weather conditions. The proposed framework, as depicted in
Figure 3.1, employs a two-phase approach to suggest a variety of crops and associated fertilizers for each farm.
In the initial phase, ‘n’ crops are filtered for each farmland ‘Fj ’ from the pool of ‘i’ different crops. This phase
involves assessing the compatibility of available crops with the local soil and weather conditions and filtering
suitable crops. Further, the filtered crops are directed to the next stage, which identifies the suitable fertilizer
for each crop for the farmer’s land. Implementing fertilizer tailored to the specific site offers benefits in terms
of environmental sustainability, economic efficiency, and enhanced yield [35]. Each of these phases is further
elaborated in the following subsections.

3.1. Crop filtration. Figure 3.2 illustrates the initial phase that focuses on filtering ‘n’ suitable crops. For
every farmland ‘Fj ’, consider {W1(t), W2(t),...., Wk(t)} as weather conditions like temperature, rainfall, etc.,
at a time ‘t’, and {S1(t), S2(t),...., Sl(t)} as soil attributes such as N, P, K, etc. Meteorological departments or
local government agencies provide regular weather updates ‘Wk(t)’ to farmers, aiding them in making informed
decisions for their farming activities. Furthermore, the government provides a soil health card containing 12
vital soil macro and micro nutrients ‘Sl(t)’, including pH, EC, Organic Carbon (OC), Nitrogen (N), Phosphorus
(P), Potassium (K), Sulphur (S), Zinc (Zn), Boron (B), Iron (Fe), Manganese (Mn), and Copper (Cu). Since
crop growth is intrinsically influenced by weather and soil conditions, these critical soil parameters are retrieved
from the farmer’s soil health card and government weather updates to determine the most suitable crops. A
proposed deep learning model computes probabilities {p1, p2,...., px} based on these input parameters to rank
crops. Subsequently, the top ‘n’ crops are selected and passed on to the next phase for further estimation.

Figure 3.4 portrays the architecture of the proposed artificial neural network model employed in the first
phase. In this feed-forward backpropagation network, elements like weights, biases, the number of hidden layers,
hidden neurons, learning rate, and training epochs play a pivotal role in determining prediction accuracy. These
parameters are selected for precise predictions through a trial-and-error approach. A total of 7 inputs are fed
into the input layer, and along with the bias, they are propagated to the hidden layer. The activation function
ReLU is implemented for the hidden layers, while the output layers utilize the softmax activation function to
predict probabilities. Furthermore, each hidden layer encompasses 512 neurons, the input layer consists of 7
neurons, and the output layer comprises 22 neurons, corresponding to each crop.

3.2. Fertilizer prediction. The second phase of the framework involves predicting fertilizer for each
of the ‘n’ filtered crops obtained from the first phase. Figure 3.3 depicts the second phase of the ML-CSFR
framework that predicts fertilizer using an ML model for each filtered crop individually on the available farmer’s
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Fig. 3.2: Crop Filtration phase

Fig. 3.3: Filter prediction phase

land. For every farmland ‘Fj ’, filtered crops {C1, C2,...., Ci}, weather conditions {W1(t), W2(t),...., Wk(t)},
soil attributes {S1(t), S2(t),...., Sl(t)}, and {Fr1, Fr2, …., Frm} be the available fertilizers.

The goal of the model is to recommend the appropriate fertilizer (y) for each filtered crop from the input set
‘X’, as described by Equation 3.1. The soil fertility level is determined by the quantities of nitrogen, phosphorus,
and potassium in the soil. Equation 3.2 and Equation 3.3 represent the input and output feature set.

y = f(X) (3.1)

X = {Wk(t), Sl(t), Cm(t)} (3.2)

Y = Fn(t) (3.3)

where, ‘X’ is the variables set representing weather, soil, and crop parameters; ‘Y’ represents the collection
of commercially available fertilizers utilized as the model’s output for every combination of input variables.
Each fertilizer available in the market possesses distinct compositions of essential nutrients like Nitrogen (N),
Phosphorus (P), and Potassium (K), typically indicated in their names. The model inputs filtered crops,
weather, and soil parameters and predicts suitable fertilizers for the land. Various models, including LR, DT,
GaNB, LrSVM, XGB, and RF, are employed and compared to determine the most effective classification model
for this phase.

3.3. Machine Learning models. Various machine learning models were em- ployed and compared to
determine the most effective classification model for fertilizer prediction. The models used include Logistic
Regression, Decision Tree, Gaussian Naive Bayes, Support Vector Machine, Random Forest, Gradient Boosting,
and XGBoost. Below is a detailed description of the setup for each model:

3.3.1. Logistic Regression. Logistic Regression is a linear model for binary classification. It models the
probability that a given input point belongs to a particular class. The probability is modeled using a logistic
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Fig. 3.4: Proposed ANN Architecture for Crop Filtration phase

function:

P (Y = 1|X) =
1

1 + e−(β0+β1X1+β2X2+...+βpXp)
(3.4)

where β0 + β1X1 + β2X2 + ...+ βpXp are the parameters to be estimated.

3.3.2. Decision Tree. Decision Trees are non-parametric models that split the data based on feature
values. Each internal node represents a ”test” on an attribute, each branch represents the outcome of the test,
and each leaf node represents a class label. The Gini impurity or information gain is often used as a criterion
to split the nodes:

Gini(D) = 1−

C
∑

i=1

P 2
i (3.5)

where Pi is the probability of an element being classified to a particular class.
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3.3.3. Gaussian Naive Bayes. Gaussian Naive Bayes is based on Bayes’ theorem and assumes indepen-
dence between features. For continuous features, it assumes a Gaussian distribution:

P (xi|y) =
1

√

2πσ2
y

e
−

(xi−µy)2

2σ2
y (3.6)

where µy and σ2
y are the mean and variance of the feature xi for class y.

3.3.4. Support Vector Machine. SVMs find the hyperplane that best sepa- rates the classes by maxi-
mizing the margin between the nearest points of the classes (support vectors). For the linear case, the decision
function is:

f(x) = β0 +

n
∑

i=1

βixi (3.7)

with the optimization objective:

min
β

1

2
∥β∥2 subject to yi(β0 +

n
∑

j=1

βjxij) ≥ 1 ∀i (3.8)

3.3.5. Random Forest. Random Forest is an ensemble method that constructs multiple decision trees
during training and outputs the mode of the classes (classification) of the individual trees. The model’s
prediction is the average prediction of the individual trees. The construction process involves:

f̂(x) =
1

B

B
∑

b=1

fb(x) (3.9)

where B is the number of trees and fb(x) is the prediction of the bth tree.

3.3.6. Gradient Boosting. Gradient Boosting builds trees sequentially, with each new tree aiming to
correct the errors of the previous one. The key idea is to fit a new model to the residual errors made by the
previous model:

Fm(x) = Fm−1(x) + λhm(x) (3.10)

where Fm(x) is the ensemble model at stage m, hm(x) is the new tree, and λ is the learning rate.

3.3.7. XGBoost. XGBoost is an advanced implementation of gradient boosting with additional regular-
ization terms to control overfitting. The objective function is:

L(φ) =
n
∑

i=1

l(ŷi, yi) +
K
∑

k=1

Ω(fk) (3.11)

Ω(f) = γT +
1

2
λ∥ω∥2 (3.12)

where Ω(fk) is a regularization term, T is the number of leaves, w is the leaf weight, and γ and λ are regular-
ization parameters.

4. Experiment. This section provides a comprehensive evaluation of the proposed architecture through
empirical analysis. It begins by outlining the experimental setup, detailing the dataset source, and discussing
data analysis methods. Subsequently, the execution of the suggested model is discussed, followed by a compar-
ative assessment of the attained outcomes compared to alternative machine learning models.
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Table 4.1: Feature description (Crop filtration phase)

Features Description Unit

Nitrogen (N) It is responsible for photosynthesis in the plant. kg/ha
Phosphorus (P) It is crucial to the crop’s development. kg/ha
Potassium (K) It is required for the reproduction of crops. kg/ha
pH level (pH) It determines the availability of essential plant nutrients. pH value
Temperature Temperature is a key factor in plant growth and development. degree Celsius
Humidity Humidity is important for photosynthesis in plants. %
Rainfall The primary source of water for agricultural production. mm

Table 4.2: Feature description (Fertilizer prediction phase)

Feature(s) Description

Temprature Degree Celsius
Humidity %
Moisture %
Soil type 5 types
Crop type 11 types
Nitrogen Ratio
Potassium Ratio
Phosphorous Ratio
Fertilizer 7 types

4.1. Experimental setup. The experimental setup involves an Intel Core i5 processor with a quad-core
x64-based architecture running at 3.6 GHz and 8 GB of RAM. The programming language used is Python, and
the program was executed using the Google Colab notebook. Various standard software libraries such as Keras,
Tensorflow, Matplotlib, and Numpy were utilized for implementation.

4.2. Dataset. Two distinct datasets are employed to assess the efficacy of the proposed ML-CSFR frame-
work. The initial crop filtration phase dataset is sourced from [28]. This dataset categorizes lands and crops
according to various attributes, encompassing soil characteristics such as nitrogen, phosphorus, potassium, and
pH, and environmental factors impacting crop growth, such as humidity and rainfall. The collected dataset
comprises 2200 land samples and encompasses 22 distinct crop types. Each crop category includes 100 individ-
ual land samples for analysis. The data has been divided into the ratio of 80:10:10 for training, validation, and
testing sets. Table 4.1 describes the dataset features used in the first phase of the framework.

The second phase dataset [29] contains seven fertilizer varieties and eleven crops. The attributes of the
collected dataset for the fertilizer dataset are shown in Table 4.2. The fertilizer used in executing the proposed
approach is represented in Equation 4.1.

Y = {Fr1, F r2, . . . , F rm} (4.1)

The fertilizer names are used as ‘Fr1’ for ‘20-20’, ‘Fr2’ for ‘14-35-14’, ‘Fr3’ for ‘26-28’ fertilizer, ‘Fr4’ for ‘DAP’,
‘Fr5’ for ‘10-26-26’, ‘Fr6’ for ‘Urea’, and ‘Fr7’ for ‘17-17-17’.

4.3. Dataset analysis. This section delves into the analysis of the soil and environmental data that
influence both the crop filtration and fertilizer prediction processes. Initially, each dataset undergoes data
cleaning procedures, as various attributes encompass distinct measurement scales. The Min-Max Scaler uses
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Fig. 4.1: Phase-1 dataset (a) Correlation matrix (b) Feature importance

the rescaled formula mentioned in Equation 4.2 for precise crop selection.

C =
B −Bmin

Bmax −Bmin

(4.2)

where C signifies the rescaled value, B is the feature value, Bmin is the minimum value, and Bmax is the
maximum value. Further, the data has been apportioned into training and test sets, with an 80:10:10 split.
The accuracy of these models is evaluated on both the training, validation, and test datasets.

The primary macronutrients, nitrogen, phosphorus, and potassium (N, P, and K), are pivotal in enhancing
crop yield and quality. Figure 4.1(a) illustrates the correlation between the employed features, emphasizing
the high correlation between potassium and phosphorous soil parameters and a moderate correlation between
humidity and rainfall. On the other hand, Figure 4.1(b) provides insight into the crucial features within the
crop filtration dataset, highlighting that among all the weather parameters, rainfall and humidity emerge as
essential factors.

Figure 4.2 compares the nitrogen, phosphorus, and potassium values that different crops need. Among the
crops, cotton, apple, and grapes exhibit the highest demand for macronutrients for optimal growth, whereas
lentils, black gram, and oranges have the lowest requirements. The significance of various soil macronutrients
such as N, P, and K holds a relatively uniform weightage across all crops. Notably, rainfall has the most
significant importance among the considered parameters, while pH records are the least effective.

The dataset used for the study’s second phase is sourced from [29]. The various commercial fertilizers used
in the dataset and the distribution are classified in Figure 4.3. Many fertilizer products are labeled with the
abbreviation NPK, followed by numerical values, such as NPK 10-26-26. The numbers following NPK indicate
the percentage amounts of each nutrient in the fertilizer. For instance, an NPK value of 10-26-26 indicates that
the fertilizer contains 10% nitrogen, 26% phosphorus, and 26% potassium [30]. The selected fertilizer and crop
data type distribution in the dataset is visualized in Figure 4.4(a) and Figure 4.4(b), respectively.

Each type of soil has its unique attributes and composition. For instance, Urea is the most widely used
solid nitrogen fertilizer and is usually applied as granules. Hence, its count is maximum in the dataset, as
seen in Figure 4.4(a). Further, the crop has specific nutrient requirements for successful growth and enhanced
production. Some crops necessitate lower nutrient levels, while others demand more. Consequently, in addition
to soil type, crop type significantly influences fertilizer needs and recommendations.

The dataset distribution of the three macronutrients is categorized based on the provided classification.
The application of fertilizer heavily relies on factors such as crop type, soil, and soil fertility regarding NPK
nutrients. The soil nutrient level is interconnected with crops and fertilizers needed. Moreover, the relationships
between crop type, soil type, and existing nutrient levels are even more intricate.
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Fig. 4.2: N, P, K values required by different crops

DAP

14-35-14

17-17-17

0-20

10-26-26

Fig. 4.3: Fertilizer class distribution

4.4. Algorithm for ML-CSFR framework. The primary goal of this experiment is to develop a rec-
ommendation model that will advise crop filtration and crop-specific fertilizer on various factors such as soil
constituents, crop traits, and climate. Algorithm 1 presents the algorithm with the detailed steps involved in
crop-based fertilizer prediction using ANN-XGB.

The algorithm is divided into two parts: (1) compute each crop’s rank and filter the top-n crops; (2) predict
fertilizer for each crop corresponding to the farmer’s land. It requires soil health card details and environmental
values concerning each land as input.

4.5. Evaluation Metrics. This study involves two separate datasets corresponding to the two phases of
the framework. In the initial phase, the framework filters crops from multiple crop categories, while in the
second phase, it predicts fertilizers from a range of different classes. As a result, a multi-class classification
approach is utilized, and a confusion matrix is generated to calculate classification instances, including True
Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). In the context of multi-class
classification, these instances can be interpreted as follows:

• True Positive (TP): The model correctly predicts the positive class.
• False Positive (FP): The model incorrectly predicts the positive class.
• True Negative (TN): The model correctly predicts the negative class.
• False Negative (FN): The model incorrectly predicts the negative class.
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Algorithm 1 ML-CSFR: Crop Selection and Fertilizer Recommendation

Require: Local input variables X = {x1, x2, . . . , xn}, Soil parameters S, Weather parameters W

Ensure: Top 3 recommended crops C = {c1, c2, c3}, Recommended fertilizers F

1: Phase 1: Crop Selection using ANN
2: Initialize ANN parameters: number of layers L, neurons in each layer, activation functions
3: for epoch = 1 to N do
4: for each batch in data do
5: Forward Propagation:
6: for layer l = 1 to L do
7: z(l) = W (l)a(l−1) + b(l)

8: a(l) = σ(z(l))
9: end for

10: Output Layer:

11: ŷi =
e
a
(L)
i

∑
m
j=1 e

a
(L)
j

12: Loss Function:
13: L = −

∑m

i=1 yi log(ŷi)
14: Backward Propagation:
15: Compute gradients: ∂L

∂W (l) and ∂L

∂b(l)

16: Update weights and biases:
17: W (l) := W (l) − η ∂L

∂W (l)

18: b(l) := b(l) − η ∂L

∂b(l)

19: end for
20: end for
21: Output top 3 recommended crops C = {c1, c2, c3} based on highest probabilities ŷi
22: Phase 2: Fertilizer Recommendation using XGBoost
23: Initialize XGBoost parameters: number of trees T , learning rate η, maximum depth d

24: for t = 1 to T do
25: Compute predictions ŷt =

∑t

i=1 fi(X)
26: Compute residuals rt = y − ŷt
27: Fit regression tree to residuals: ft = argminf

∑n

i=1 L(yi, ŷt−1 + f(xi))
28: Update model: ŷt := ŷt−1 + ηft(X)
29: end for
30: For each crop c ∈ C, predict the suitable fertilizer F using XGBoost

31: Output: Recommended crops C and fertilizers F

Accuracy =
TP + TN

TP + FN + FP + TN
(4.3)

Precision =
TP

TP + FP
(4.4)

Recall =
TP

TP + FN
(4.5)

F1 = 2 ∗
Precision ∗Recall

Precision+Recall
(4.6)

Equation 4.3 represents accuracy, calculating the ratio of correctly predicted observations to total obser-
vations. Equation 4.4 defines precision, which measures the ratio of the true positive predictions to the total
number of positive predictions. In contrast, Equation 4.5 represents recall, which determines the number of
true positive predictions divided by the total number of relevant observations. The F1 Score, as calculated in
Equation 4.6, represents the harmonic mean of precision and recall.
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Fig. 4.4: Fertilizer data distribution (a) Fertilizer type (b) Crop type

Table 5.1: Comparative analysis (Crop filtration phase)

Accuracy / Models DT SVM RF KNN XGBoost ANN

Training Accuracy 0.985 0.985 0.992 0.988 0.992 0.992
Testing Accuracy 0.974 0.976 0.985 0.976 0.981 0.991
Validation Accuracy 0.972 0.975 0.983 0.975 0.980 0.990
Precision 0.972 0.975 0.983 0.975 0.981 0.991
Recall 0.974 0.976 0.985 0.976 0.982 0.992

Table 5.2: List of filtered crops for sample lands

Land Top filtered crops

Land 1 Rice, Maize, Cotton
Land 2 Maize, Rice, Jute
Land 3 Maize, Chickpea, Lentil

5. Results. A series of comparative experiments were conducted to evaluate the performance of the pro-
posed framework for crop filtration and crop-specific fertilizer recommendation. The results of these experiments
are comprehensively analyzed and discussed in this section.

5.1. Result Analysis of Crop Filtration Phase. The crop filtration phase utilizes a classification
model to filter crops based on their probabilities. The obtained results for the initial phase under different
environmental conditions are summarized in Table 5.1.

The evaluation outcomes demonstrate that the proposed Artificial Neural Network (ANN) model achieves
a validation accuracy of 99.07%, testing accuracy of 99.10%, precision of 99.13%, and recall of 99.24%. These
results are the highest among all the studied models. Additionally, the Random Forest (RF) and XGBoost
(XGB) models also performed well, with testing accuracies, precision, and recall all above 98%. Conversely,
the Decision Tree (DT) recorded the lowest validation and testing accuracies of 97.20% and 98.50%, respec-
tively. This lower accuracy could be attributed to variations in the dataset, as DT is very sensitive to small
perturbations in the data.

Table 5.2 provides an overview of the crops the ANN model filtered for three distinct farmlands. While the
present study filters only three crops, the number of crops can be customized according to the user’s preferences.



A Unified Crop Selection and Fertilizer Recommendation Framework based on ML 4423

Fig. 5.1: ANN result (a) accuracy vs epoch (b) loss vs epoch

Table 5.3: Performance Comparison (Fertilizer Prediction Phase)

Model Training Accuracy Testing Accuracy Precision Recall F1-Score AUC

LR 0.92 0.70 0.71 0.70 0.70 0.75
DT 0.99 0.94 0.94 0.94 0.94 0.96
GaNB 0.96 0.50 0.52 0.50 0.49 0.55
LrSVM 0.94 0.85 0.86 0.85 0.85 0.88
XGB 0.99 0.97 0.97 0.97 0.97 0.98
RF 0.99 0.95 0.95 0.95 0.95 0.97

Figures 5.1(a) and (b) illustrate the graphs depicting accuracy versus epoch and loss versus epoch for the
proposed Artificial Neural Network (ANN) model. Examining the loss curve reveals that the global optimal
minimum is attained in the initial stages of iterations. The results justify the selection of ANN as the proposed
model for crop filtration as its performance consistently improves and error reduces over time.

5.2. Result Analysis of Fertilizer Prediction Phase. In the fertilizer prediction phase, the perfor-
mance of various machine learning models is evaluated, and the most effective model is selected for this phase.
The most appropriate model is chosen by considering the performance metrics such as accuracy, precision, recall,
and F1-score. The models, including LR, DT, GaNB, LrSVM, XGB, and RF, were applied to the preprocessed
dataset for fertilizer prediction. The performance assessment of these models is detailed in Table 5.3.

The analysis revealed that tree-based models like RF, XGB, and DT exhibited more exceptional perfor-
mance stability than other models. This stability arises from the fact that these models establish decision
boundaries that are more consistent and accurate by aggregating the outcomes of multiple trees and utilizing
majority voting to arrive at a precise prediction.

Notably, the XGB performs exceptionally well in recommending suitable fertilizers, achieving an accuracy
of 99.23% and 97.66% on the training and test datasets, respectively. The classification report and confusion
matrix for the best-performing model XGB are shown in Table 5.4 and Figure 5.2, respectively. The table
indicates that all the fertilizers achieved 1.00 precision except 17-17-17, which achieved a precision of 0.67.
Further, fertilizer 10-26-26 achieves a low recall of 0.67, indicating that the proposed model misclassifies 33 out
of 100 classes. The low recall value can be attributed to the imbalance dataset, as depicted in Figure 4.3, where
class 10-26-26 only accounts for 7.07% of the data.

Conversely, the GaNB model is the worst-performing, primarily due to its un- suitability for dealing with
imbalanced class problems. When dealing with imbalanced datasets, where certain classes have much larger
instances than others, GaNB can encounter difficulties delivering accurate outcomes. This problem may lead
to biased predictions favoring the majority class and suboptimal performance for the minority class.

In summary, XGB performed better than other models in testing accuracy, precision, recall, F1-score, and
AUC values. Table 5.4 present the classification report of the XGB model. The table depict a consistent
performance in model’s accuracy, with a reduced error over time, thereby justifying the selection of XGB as
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Table 5.4: Classification report (XGB)

Classes Code Precision (%) Recall (%) F1-Score

10-26-26 0 1.00 0.67 0.80
14-35-14 1 1.00 1.00 1.00
17-17-17 2 0.67 1.00 0.80
20-20 3 1.00 1.00 1.00
28-28 4 1.00 1.00 1.00
DAP 5 1.00 1.00 1.00
Urea 6 1.00 1.00 1.00
Accuracy 0.97

Fig. 5.2: Confusion matrix (XGB)

the proposed fertilizer recommendation model.
The fertilizer recommendations for each of the filtered crops for Land 1 are outlined in Table 5.5. The

proposed model suggested DAP, 20-20, and 14-35-14 as the appropriate fertilizers for the predicted crops:
Rice, Maize, and Cotton, respectively. These recommendations are substantiated by the references provided
in the table. For example, the prediction of DAP or Urea fertilizer for the Rice crop aligns with established
practices [31]. Moreover, the 28-28 fertilizer, a complex blend rich in Nitrogen and Phosphorus, is suitable for
crops like Paddy, Cotton, Chillies, Sugarcane, and Vegetables, offering immediate and sustained greenness [32].
Similarly, the 14-35-14 fertilizer is optimal for Rice, Cotton, Groundnut, Chillies, Soya bean, and Potato crops,
particularly those demanding high initial Phosphate [33]. Thus, the proposed framework is validated by its
ability to suggest fitting crop-specific fertilizers, providing farmers with insights to enhance yields.

5.3. Discussion. The development of the proposed two-phase framework for crop filtration and fertilizer
recommendation represents a significant advancement in precision agriculture. The experimental results un-
derscore the framework’s effectiveness, showcasing its ability to make accurate and reliable recommendations
tailored to specific agricultural conditions.

In the crop filtration phase, the Artificial Neural Network (ANN) model demonstrated superior performance
compared to other classification models, achieving a remarkable testing accuracy of 99.10%, precision of 99.13%,
and recall of 99.24%. These metrics indicate the model’s robustness in correctly identifying suitable crops under
varying environmental conditions. The high precision and recall values further affirm the model’s ability to
make precise and consistent predictions, minimizing false positives and negatives.

The fertilizer prediction phase involved evaluating various machine learning models, where XGBoost (XGB)
emerged as the best-performing model. It achieved training and testing accuracies of 99.23% and 97.66%, respec-
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tively, along with a high F1-score and AUC, indicating its exceptional ability to distinguish between different
classes of fertilizers. The classification report for XGB showed that most fertilizers achieved precision and recall
of 1.00, except for fertilizer 17-17-17 and 10-26-26, which had a lower precision and recall. This discrepancy
can be primarily attributed to class imbalance, as evidenced by the confusion matrix and distribution of the
dataset.

Further, the framework iteratively follows a dynamic update mechanism, continuously updating its recom-
mendations based on the latest soil and weather data. After each planting season, soil health is reassessed using
an updated Soil Health Card or periodic soil testing. This updated soil data and ongoing weather information
are fed back into the framework, which reruns the crop and fertilizer recommendation process. This dynamic
feedback loop ensures that the recommendations remain relevant and accurate over time, adapting to changes
in soil nutrient levels resulting from fertilizer applications and other environmental factors.

5.3.1. Error-Analysis. The error analysis from the first phase revealed that the Decision Tree (DT)
model recorded the lowest validation and testing accuracies of 97.20% and 98.5%, respectively. This lower
performance can be attributed to the model’s sensitivity to small perturbations in the dataset, highlighting
its limitations in handling imbalance data. Conversely, the Random Forest (RF) and XGBoost (XGB) models
also performed well, with testing accuracies above 98%, but were slightly outperformed by the ANN model,
suggesting that the latter’s deeper architecture and non-linear learning capabilities offer significant advantages
in this application.

Further, from the second phase error analysis is the model’s occasional misclassification of minority class
fertilizers, such as 10-26-26, which had a recall of 0.67. This misclassification suggests further data balancing
techniques or augmenting the minority class samples to improve the model’s performance on underrepresented
classes.

5.3.2. Contributions. The significant contributions of this work include:

• High Accuracy and Reliability: The ANN model achieved exceptional accuracy in the crop filtration
phase, and the XGB model demonstrated superior performance in the fertilizer prediction phase. These
results highlight the models’ effectiveness in handling complex agricultural data and making accurate
recommendations.

• Robustness to Environmental Variations: The high precision and recall values across different models
indicate the framework’s robustness and adaptability to varying environmental conditions, ensuring
reliable performance in diverse agricultural settings.

• Scalability and Practicality: The framework’s architecture is designed to be scalable and capable of
processing extensive agricultural data inputs in a cloud-based environment. This scalability ensures its
applicability to small-scale farms and large agricultural enterprises.

• Real-world Applicability: The proposed framework’s ability to provide farm-specific recommendations
and its potential integration with real-time sensor data make it a practical tool for enhancing decision-
making in agriculture. The accurate predictions of crop selection and fertilizer recommendations can
lead to improved crop yields and optimized resource use.

Further, the proposed ML-CSFR framework is highly relevant to scalable computing due to its inherent
ability to handle real-life problems. Using machine learning models such as ANN and XGBoost allows the
framework to process extensive agricultural data inputs, including soil characteristics and weather conditions,
in a scalable manner. This scalability ensures that the framework can be applied to diverse agricultural
settings, from small-scale farms to large agricultural enterprises, that can be a versatile solution for improving
crop selection and fertilizer recommendation processes. Additionally, the framework’s architecture is designed
to be deployable on cloud-based platforms, leveraging the power of distributed computing further to enhance
its scalability and applicability in different agricultural scenarios.

Finally, the significant observation drawn from the results is the remarkable effectiveness of the proposed
model in scenarios demanding farm-specific recommendations. These findings further confirm the practicality of
the proposed framework, particularly in situations characterized by limited resources and constraints. Moreover,
besides its simple architecture, the framework serves a dual role of crop selection and associated fertilizer
recommendation, eliminating the requirement for separate applications for these tasks. This reduction in
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Table 5.5: Recommended Fertilizer

Crop Recommended Fertilizer Ref.

Rice DAP [31]
Maize 28-28 [32]
Cotton 14-35-14 [33]

overhead enhances the model’s efficiency and practicality. These findings underscore the adaptability of the
proposed framework, positioning it as a valuable tool ready for implementation in real-world scenarios.

6. Conclusions and Future Works. The exponential growth of the world’s population has boosted
demand for both quantity and quality of food. Consequently, the agricultural sector is required to undergo
a modern transformation to address this demand adequately. The integration of modern technologies with
intelligent algorithms holds the potential to benefit the farming community significantly. This paper proposes
ML-CSFR, a two-phase Crop Selection and Fertilizer Recommendation framework designed to provide better
returns for the agricultural sector. The framework is a machine-learning tool that provides crop selection
and fertilizer recommendations by leveraging local input variables. It harnesses various weather and soil data
sources to deliver precise recommendations. The initial phase of crop filtration is executed using Artificial
Neural Networks. The result justifies that ANN outperforms other ML models with an accuracy of 99.10%. In
the second phase of fertilizer prediction, the results indicate that XGBoost is the most accurate machine learning
model, achieving an accuracy of 99.23% for the training dataset and 97.66% for the test dataset. The proposed
work contributes to increased accuracy in crop prediction, improved soil health with proper fertilization, and
enhanced decision-making.

Additionally, potential areas for future exploration involve enlarging the datasets used and extending the
application’s utility to gain more comprehensive insights into crop and soil management. In terms of practical
implications, the simple and lightweight design of the suggested framework offers potential for future integration
with handheld devices. This integration could help farmers conveniently forecast crops and their corresponding
fertilizers. Moreover, enhancing recommendations could involve integrating real-time sensor data collected
from crop fields. This approach would enable precise determination of the exact quantities of macro and micro
nutrients required, tailored to the specific demands of each crop.
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A NEW MULTI-ROBOTS SEARCH AND RESCUE STRATEGY BASED ON PENGUIN
OPTIMIZATION ALGORITHM

OUARDA ZEDADRA ∗, AMINA ZEDADRA †, ANTONIO GUERRIERI ‡, HAMID SERIDI §, AND DOUAA GHELIS ¶

Abstract. In response to the challenging conditions that arise after natural disasters, multi-robot systems are utilized as
alternatives to humans for searching and rescuing victims. Exploring unknown environments is crucial in mobile robotics, serving
as a foundational stage for applications such as search and rescue, cleaning tasks, and foraging. In our study, we introduced a
novel search strategy for multi-robot search and rescue operations. This strategy draws inspiration from the hunting behavior of
penguins and combines the Penguin Search Optimization Algorithm with the Random Walk Algorithm to regulate the global and
local search behaviors of the robots. To assess the strategy’s effectiveness, we implemented it in the ARGoS multi-robot simulator
and conducted a series of experiments. The results clearly demonstrate the efficiency and effectiveness of our proposed search
strategy.

Key words: Swarm Intelligence, Swarm Robotics, Search and Rescue Problem, Penguin Search Optimization Algorithm,
Random Walk Algorithm.

1. Introduction. Exploring unknown environments is a fundamental concern in mobile robotics, crucial
for applications like cleaning, search and rescue, and foraging. Search and rescue operations play a critical
role in disaster management, aiming to ensure the safety of individuals and minimize rescue time. While these
operations can be challenging for human rescuers, mobile robots are utilized to navigate and explore disaster-
stricken areas, locate victims, and perform various tasks that enhance the effectiveness and efficiency of rescue
operations. They can access hazardous or inaccessible areas, gather information, and provide assistance to
humans.

In search and rescue operations, the effectiveness of multi-robot systems lies in their capacity to cover
extensive areas, gather more data, and improve operational efficiency, particularly in tasks deemed perilous,
time-consuming, or beyond human capabilities. Despite these advantages, coordinating and communicating
among robots present significant challenges. Effective collaboration and information sharing are crucial for
comprehensive search area coverage. Designing systems that facilitate seamless coordination and communication
is essential to maximize the multi-robot team’s effectiveness. Additionally, the ability of these systems to operate
in environments with limited communication and navigation capabilities is crucial, considering that search and
rescue scenarios often occur in areas where communication infrastructure may be damaged or nonexistent.
Therefore, multi-robot systems need robust communication and adaptable search methods for such challenging
environments.

Swarm intelligence has been a source of inspiration for various applications of mobile robotics. For example,
some animals’ exploration, return, and communication strategies have shown great effectiveness, especially
in mobile robot exploration. In this work, we proposed a new search and rescue strategy based on swarm
intelligence algorithms to achieve the following objectives:

1. Increase the explored areas.
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2. Disperse robots widely in their environment to increase the number of found victims.
3. Reduce search time.
4. Decrease the visits to already explored areas.

The majority of research in the search and rescue field predominantly relies on old SI algorithms (mature
algorithms such as Ant Colony Optimization, i.e., ACO, Particle Swarm Optimization, i.e., PSO, Artificial
Bee Colony, i.e., ABC). The Penguin Optimization Algorithm (POA) is an optimization technique inspired by
the cooperative hunting strategies of penguins, specifically their ability to work together to locate and capture
fish in harsh and dynamic environments. POA simulates this behavior by modeling the search process as a
collaborative effort among multiple agents, each representing a penguin, to explore the solution space and
converge on optimal solutions. To the best of our knowledge, the Penguin Search Optimization Algorithm
(PeSOA) was used to optimize mathematical benchmark functions and has not yet been used in multi-robot-
related problems. That is why we adapted and used the PeSOA in search and rescue problems. The POA is
particularly well-suited for the problem of multi-robot search and rescue for several reasons:

• Cooperative Behavior: Similar to how penguins coordinate their movements to find food efficiently,
POA enables multiple robots to collaborate, share information, and optimize their search patterns in
a coordinated manner, enhancing the overall efficiency of search and rescue operations.

• Adaptability: The dynamic nature of the POA allows it to adapt to changing environmental condi-
tions and obstacles, which is critical in unpredictable search and rescue scenarios where obstacles and
conditions can vary widely.

• Robustness: The algorithm’s robustness in dealing with complex and dynamic environments ensures
that the robots can effectively navigate and perform their tasks despite uncertainties.

The paper is organized as follows: in Section 2, we introduce the Penguin Optimization Algorithm and
summarize some recent related works. In Section 3, we present the finite state machine and the pseudo-code
of the proposed algorithm. In Section 4, we present and discuss the obtained results. Finally, in Section 5, we
conclude the work and present some perspectives.

2. State of the art. In this Section, we first present a description of the Penguin Optimization Algorithm
(PeSOA). Then, we summarize some relevant and recent works related to the search and rescue problem and
present a qualitative comparison of the reviewed works based on some relevant characteristics.

2.1. Description of the Penguin Optimization Algorithm (PeSOA). The Penguin Optimization
Algorithm is a meta-heuristic algorithm inspired by the collaborative hunting strategies of penguins. This
bio-inspired algorithm mimics the way penguins hunt for fish in groups, optimizing their energy expenditure
and maximizing their food intake.

Hunting Strategy of Penguins. Penguins hunt in groups and use a strategy that involves synchronized
dives and communication to locate and capture fish. Each penguin searches for food individually and then
communicates its findings to the group. This collaboration allows the group to identify the areas with the
highest concentration of food and optimize their foraging efforts. The key behaviors modeled in PeSOA include
[1]:

• Group Hunting: Penguins hunt in groups, coordinating their efforts to maximize efficiency.
• Communication: Penguins communicate their positions and the amount of food found to the group,

enabling collective decision-making.
• Synchronized Dives: Penguins synchronize their dives to systematically search different depths and

areas.
Algorithm Structure. PeSOA simulates these behaviors to solve optimization problems by following these

steps [1]:
1. Initialization: Generate an initial population of solutions (penguins) grouped into several groups.
2. Random Search: Each penguin performs a random search within a defined range (hole and level) until

its oxygen reserves are depleted.
3. Communication: After the search, penguins return to the surface and share their findings (location

and amount of food) with their group.
4. Update Positions: Penguins update their positions and probabilities of finding food in different locations

based on the shared information.
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5. Iteration: The process repeats for a number of generations, with the group collectively moving towards
the areas with the highest food concentration (optimal solutions).

Key Components. The algorithm is composed of the components below [2]:

• Population Groups: Penguins are divided into groups, and each group searches specific areas.
• Intra-Group Communication: Penguins within the same group share their findings to refine their search

strategy.
• Inter-Group Communication: Groups with less success may follow the more successful groups to im-

prove their chances of finding food.
• Probabilistic Search: The search process is guided by the probability of food presence, which is updated

based on the findings.

Mathematical Formulation. The position of each penguin is updated using the following equation:

Dnew = Dlast + rand()× |Xlocalbest −Xlast| (2.1)

where D_new is the new position, D_last is the last position, rand() is a random number for distribution,
X_localbest is the best local solution, X_last is the last solution.

PeSOA has been validated against several benchmark functions, such as the Rastrigin and Schwefel func-
tions, and compared with other optimization algorithms like Particle Swarm Optimization (PSO) and Genetic
Algorithm (GA). The results showed that PeSOA is robust and efficient, particularly in avoiding local optima
and finding global solutions.

2.2. Related works. In the literature, Firthous and Kumar [10] introduced a new search and rescue
algorithm called Artificial Bee Colony with Modified Evolutionary Programming (ABCMEP), combining ABC
and Modified Evolutionary Programming (MEP). ABC is used for obstacle avoidance, while MEP optimizes
the path for efficiency. Simulated in MATLAB, the algorithm was tested in various environments, comparing
it with ABC and ABCEP (Artificial Bee Colony with Evolutionary Programming). The ABCMEP algorithm
demonstrated superior performance, providing efficient target localization in unknown areas by avoiding ob-
stacles. The study presents the best cost values for each algorithm in different environments, highlighting the
effectiveness of ABCMEP.

Garg et al. [7] introduce the Velocity-inspired Robotic Fruit Fly Algorithm (VRFA) as a search strategy for
efficient victim search and real-time assessment in search and rescue operations. VRFA combines the Fruit Fly
Optimization algorithm (FOA) for target search and tracking and the PSO algorithm for updating positions and
velocities. The independent robot in the system performs activities such as local data processing, data sharing,
movement plan formulation, and timeline generation. The study compares VRFA with other techniques using
centralized and decentralized cooperation strategies for both static and dynamic targets. Results indicate that
VRFA outperforms other algorithms, particularly in decentralized cooperation, demonstrating reduced search
and rescue time and superior performance in dynamic scenarios.

Huang et al. [9] propose a novel algorithm for task allocation in a multi-robot cooperative rescue system,
integrating the Ant Colony Contract Net Protocol (ACCNP). The algorithm uses the ACO algorithm to deter-
mine the initial allocation results and the CNP algorithm for dynamic adjustments in changing environments.
Notable features include parallel computation, time efficiency, and adaptability to environmental changes.
Simulated experiments in a fire rescue scenario reveal the CNP algorithm’s superiority over ACO in terms of
computation time, average task completion cost, and average task completion time. The results emphasize the
effectiveness of CNP in solving multi-robot task assignment challenges within dynamic environments.

In their paper [12], the authors introduce a novel strategy called Distributed Particle Swarm Optimization
(DPSO) for multi-robot exploration in search and rescue operations. The focus is on guiding a robot swarm
to navigate the search space, avoid obstacles, and locate victims. Key concepts include robots avoiding static
and dynamic obstacles, victims scattered randomly, robots sensing local environments, and sharing positions.
DPSO addresses the drawbacks of classical PSO by incorporating an artificial potential function to attract forces
toward unknown areas and victims, along with a repulsion forces function for collision avoidance, divided into
intra and inter-repulsion forces. Experiments were conducted using Python and VRep for multi-agent model
implementation and environmental simulation. Four experiments demonstrated that the DPSO algorithm
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enables robots to escape local minima, find alternative paths, and navigate through disaster scenarios effectively,
leading to optimal solutions.

Dah-Achinanon et al. [5] present a search and rescue algorithm utilizing ad-hoc networks with sporadic
connectivity. The algorithm aims to bridge the gap between theoretical concepts and practical applications,
emphasizing autonomy, decentralization, and effective research strategy. It facilitates communication among
swarm members to share information about target findings and locations, enabling a base station to coordi-
nate rescue efforts. The search method employs belief space exploration, incorporating key information from
authorities, such as the last known locations of targets. The algorithm’s principles include individual drones
conducting searches based on available belief information, updating and distributing belief maps to prevent re-
dundant searches, and using virtual stigmergy for belief map distribution. Validation of the algorithm involves
tests in the ARGOS simulator platform and real-world experiments, assessing the time required for target
discovery and relay chain establishment. Results from simulations and real-world tests confirm the feasibility
and effectiveness of the proposed approach, demonstrating superiority over a random walk strategy.

In [13], authors describe an adverse search and rescue Multi-Agent Reinforcement Learning (MARL) ap-
proach to learning efficient coordination and collaboration strategies to achieve search and rescue mission
objectives in the presence of adverse search and rescue communications. A Centralized Training approach with
Decentralized Execution is used in this training approach. The aim is to coordinate the search to avoid visiting
the same location multiple times and reduce the overall target exploration time by cooperative agents in the
presence of adverse search and rescue. To investigate how adverse search and rescue interference can derail
the performance of cooperative agents in a search and rescue mission and to what extent the proposed training
algorithm can mitigate adverse search and rescue actions, the authors conducted four case studies to evaluate
the proposed model. According to each case’s results, the agents could locate the targets more successfully in
the case with the modified reward structure.

The difficulties of search and rescue operations when the space is difficult to cover by human rescuers and
ground robots have led to the emergence of a new technology for use, namely Unmanned Aerial Vehicles (UAVs).
Authors in [14] proposed a Self-Organizing Mesh Network that is optimized for area coverage by maximizing the
search area and maintaining wireless communication. This new system lays the groundwork for the behavior of
more than two unmanned aerial vehicles. Whenever a UAV is connected to more than one other UAV, it will
attempt to remain within the range of all of them. Additionally, this system prevents UAVs belonging to the
same swarm from colliding with one another. Rather than having a leading coordinator UAV, all of the UAVs
adjust based on each other. The authors proposed a mesh reliance architecture, which works by assigning the
swarm a connectivity matrix, with each UAV connection being a rep and a swarm controller based on a Genetic
Algorithm (GA) and Neural Network (NN). Based on the simulation results, the proposed methods are valid
for organizing swarms. However, they are not as effective for swarm travel, and adding each drone did increase
computation time. GA runs very slowly, making it a poor choice in emergencies.

In order to solve the problems of full-coverage path planning in search and rescue operations, which strive to
completely cover the area of interest in a limited time and avoid obstacles autonomously in unknown areas, the
authors in [16] proposed a new Neural Network Algorithm through the ABC algorithm. The Neural Network
takes as input information about obstacles and coverage in the five directions and gives as output the speed of
the left and right wheels. In the initial situation, the parameters are randomly generated, giving the path the
neural network planned a lower score. According to the advantages of the ABC algorithm, such as the increased
probability of finding the optimal solution and the robustness of the system, the authors used this method to
optimize the parameters of the Neural Network and improve the training efficiency and effects of the entire
system. To analyze the algorithm’s performance, the authors define an evaluation function, which is divided into
three parts: the coverage rate, the path repetition rate, and the failure rate. Based on experimental results, the
ABC method, combined with a Neural Network path planning algorithm, can effectively control rescue robots
to plan complete coverage paths and can be migrated to various environments with high robustness.

Naval operations such as marine search and rescue operations require a higher performance and efficient
control to rescue survivors. The authors [15] presented a new method for visual navigation and Unmanned
Surface Vehicle (USV) control named Conventional Convolutional Neural Network Spatial Softmax (CNN-SS).
The authors divided their work into two main parts, summarized as follows:



4432 Ouarda Zedadra, Amina Zedadra, Antonio Guerrieri, Hamid Seridi, Douaa Ghelis

• Deep learning-based visual navigation architecture for USV and floating object positioning in USV-
UAV operations. This approach improves visual positioning accuracy and computational efficiency by
introducing a soft-max spatial layer and a two-stage structure.

• Reinforcement Learning (RL)based USV control strategy approaches and encircles a floating object.
The trained control policy can improve the control system’s performance under wave disturbances by
adding observable wave features to the state space.

The proposed visual navigation architecture consists of two stages: the first consists of estimating the position
of the USV and the floating object, and the second stage consists of estimating the heading angle of the USV.
This two-stage architecture is built based on CNN and the network structure. A USV controller based on
RL has been developed to avoid collisions with floating objects. The basic principle of RL is to maximize the
accumulated reward at every step by iteratively optimizing a policy. The authors conducted several experiments
to evaluate the performance of the visual navigation model and the USV controller model. They evaluated four
network models (CNN-SS, Conventional Convolutional Neural Network (CNN), Fully Convolutional Network
(FCN), YOLOv5) for the first proposed algorithm and designed three tasks to evaluate the second algorithm.
Therefore, the proposed visual navigation architecture can provide high-accuracy position, velocity, and handing
angle estimations under most weather conditions. However, this latter still has some limitations in heavy
foggy weather. Finally, after the simulation, the authors demonstrated the effectiveness and superiority of the
proposed algorithms.

Authors in [11] developed a new algorithm called the Ant Search Path with Visibility algorithm (ASPV)
for the NP-hard optimal search path problem with visibility. This algorithm draws inspiration from ACO
principles, which define 96 variants based on four key components of traditional ACO: pheromone initialization,
pheromone update, restart, and boosting. The authors conducted several experiments to identify the best
variant of the proposed ACO algorithm variants. In these experiments, three phases were conducted:

• Configuration phase, which determines the optimal parameter pairs for each variant.
• multi-run evaluation phase allows for determining how the performance of an ACO varies between runs

on a given instance.
• The across-instance evaluation phase provides a better understanding of an ACO’s performance in a
variety of instances.

The authors compared the performance of the best ASPV algorithm variants with that obtained through a
Mixed-Integer Linear Program (MILP) and with a simple greedy heuristic. Results indicated that the proposed
algorithm produced search paths with higher success probabilities in a shorter period.

In the study by AI et al. [3], a novel autonomous coverage planning model for maritime search and rescue
operations is introduced, leveraging reinforcement learning. The key contributions include (1) complex environ-
ment modeling, and (2) introducing a reinforcement learning algorithm with a multi-objective reward function.
This function considers avoiding obstacles, preventing repeated paths, and favoring high-probability areas. The
algorithm effectively addresses issues like sparse rewards, sub-goal conflicts, and reduces overlapping paths dur-
ing learning, (3) developing an action selection policy that balances exploitation and exploration to determine
the global-optimal solution. Experiments in a simulation area demonstrate the model’s validity. Comparisons
with various trajectory planning algorithms, including Boustrophedon Motion (BM), Boustrophedon Cellular
Decomposition (BCD), and Boustrophedon Motions with the A* search (BA*), show that the proposed algo-
rithm generates search paths covering the entire search and rescue area safely, with low repetition rates and
prioritization of high-probability areas for searching.

Authors in [6] proposed a new extension of the A* algorithm for the 3D search and rescue environment. This
algorithm is based on the A* and Task Allocation algorithms to obtain a faster and more efficient path-planning
method. The objectives achieved by the author are summarized below:

• General 2D and 3D trajectory planning of UAVs.
• Granting UAVs the ability to avoid obstacles when performing tasks.
• Identifying the shortest path for all UAVs in a minimum of time.

In this paper, the task allocation algorithm provides advantages to the system, such as a parallel search of the
environment, allowing the drones to complete the entire task by distributing the assignments to each drone,
helping to reduce the total route planning time and memory space of each drone. Moreover, the A* algorithm



A New Multi-Robots Search and Rescue Strategy based on Penguin Optimization Algorithm 4433

is generally used for the path planning optimization problem. To evaluate the performance of the proposed
algorithm, the author created 2D and 3D simulation scenarios to test the functionality of the task allocation
algorithm and performed experiments in a 3D environment to verify and evaluate the performance of the
improved A* algorithm compared to the classical A* algorithm. According to the results obtained from the
simulation, it can be observed that the improved algorithm has better running time, speed, and efficiency than
the classical algorithm and has higher efficiency in the coverage environment, and reduces the amount of storage
required.

Because of the increase in the number of casualties in the maritime sector, maritime authorities and
operation centers are trying to develop a quick search for survivors at sea using different technologies such as
USV, Unmanned Underwater Vehicle (UUV), and UAV. [4] introduced a new contribution by using a UAV
swarm. This latter was divided into a two-phase method to solve the (CPP) problem. The first phase presents
a methodology for transforming the search area into a graph consisting of vertices and edges using grid-based
area decomposition. Hence, the proposed method takes into account the angle at which the area is decomposed
to minimize the size of the coverage area. The second phase focuses on determining the optimal path for
multiple UAVs based on the results of the first phase to reduce the completion time. The authors developed a
Mixed-Integer Linear Programming (MILP) model that minimizes the time required to cover the search area.
As a constraint, the region (position of nodes, the angle between nodes, etc.) and the dynamics of the robot
covering the nodes are considered. The researchers in this paper observed that the proposed MILP model was
time-consuming for large-scale real-world problems. To solve this problem, a new algorithm called Randomness
Search Heuristic (RSH) was developed. This approach consists of three phases in each iteration:

1. Random construction: constructs the coverage path of UAVs by sequentially selecting the adjacent
nodes.

2. Repair: repairs the generated roads if all nodes are uncovered to recover the feasibility.
3. Local search: improves the constructed path for each UAV to obtain high-quality solutions that are

close to the optimal road.

This paper considered numerical experiments to validate the efficiency and effectiveness of the proposed ap-
proach and real-world experiments with two UAVs to verify the validity of the proposed algorithm in the real
world. According to the results of the numerical experiments, the RSH algorithm can produce near-optimal solu-
tions in a much shorter computational time than a commercial solver. In contrast to the real-world experiments,
the mission execution time was longer due to the influence of wind or network communication uncertainty.

After summarizing the different related works, we conclude some important points:

1. Based on Table 2.1, we can group the research according to the scenarios used in the different search
and rescue operations (based-ground search and rescue, maritime search and rescue, and aerial search
and rescue).

2. Some works used a single sink with a fixed position, the others did not specify the number of sinks and
their positions.

3. Most of the works have used static targets with a random position.
4. The majority of the works used multiple robots with a random position.
5. All research done in the based-ground search and rescue focuses on homogeneous robots and is based

on decentralized control.
6. Most research focuses on cooperation between robots using direct communication.
7. The majority of studies take into account the lack of redundancy in space exploration, and all of these

studies use different search methods.
8. In the search and rescue based-ground, all research experiments were conducted by simulation using

different simulators.
9. As for all the works, the use of swarm intelligence-based algorithms is very weak and needs to be

investigated since these algorithms provide scalable, flexible, and robust solutions to systems like search
and rescue ones.

3. Proposed Algorithm: Modified Penguin Search Optimization Algorithm (MPeSOA). In
this Section, we present the proposed search and rescue algorithm named: The Modified Penguin Search
Optimization Algorithm (MPeSOA). During its life cycle, the robot can be in one of the four behaviors: Global
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Table 2.1: Qualitative comparison of the summarized related works.

[10] [7] [8] [9] [16] [12] [13] [14] [5] [15] [11] [3] [6] [4]

Environment Complexity
with obstacles X X X X X X X
Free of obstacles X X X X X X X

Object
Distribution

Random X X X X X X X
fixed X X
clustered X

Nature
Static X X X X X X X X X
Dynamic X X X

Robot

Position
fixed X X X X X
random X X X X X X X X X

Homogeneity
Yes X X X X X X X X X X X X X
No X

Number
single X X X
multiple X X X X X X X X X X X

Strategy

control
centralized X X
decentralized X X X X X X X X X X X X

cooperation
Yes X X X X X X X X X X
No X X X X

communication
direct X X X X X X X X X
indirect X

exploration
redundancy

Yes X X X
No X X X X X X X X X X X

exploration
type

ABCEMP X
VRFA X
CNP X
MARL X
ABC X
ANN X
belief based search X
GA X
leader follower X
D-PSO X
DL X
RL X X
ASPV X
enhanced A∗ X
RSH X

Simulations

Real world Real experiments X X
Simulator ArGOS X

Netlogo X
Python X X X X X X
Pybullet X X
VRep X
MATLAB X X
C++ X

Search, Local Search, Migration, and Obstacle Avoidance. The robots start all from the central depot
and change their behaviors according to input data gathered by their sensors. The state machine representing
the behavior of the robots is given by Figure 3.1.

We also present in this section a pseudo code of the proposed MPeSOA algorithm (Algorithm 1), and
the pseudo-codes of the four key states: Global search (Algorithm 2), Local search (Algorithm 3), Obstacle
avoidance (Algorithm 5), and Migration (Algorithm 4).

Below, we explain the different behaviors of the state machine. Throughout the subsequent rules, the
oxygen reserve O(t) will be treated as a constant value set to 1.

Global search. During this phase, each group of robots undergoes a relocation process to a new position,
guided by the LocalBest solution obtained from the previous dive. This relocation is executed by employing
the penguin search position equation as depicted in Equation 3.1. Individual robots may encounter obstacles
or victims throughout the search process, prompting distinct decision-making. For instance, when faced with
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Global Search

Local Search

Migration

Obstacle Avoidance

found victim

Obstacle found

No obstacle

No obstacle

Obstacle found

Obstacle found

No obstacle

Duration

No victim found

victim found

victim found

No victim

No victim and repetition > nbr

Fig. 3.1: MPeSOA’s State Machine.

1 Initialize the number of groups;
2 Initialize the total number of robots;
3 Generate a random local best for each group;
4 Distribute randomly the robots in groups;
5 while (stopping criteria is not reached) do

6 for each group i do

7 Goto Global Search (Algorithm 2);
8 Update the food abundance degree for this group using Equation 3.4;

9 Update the total eating food;
10 Update the global best solution;
11 Update membership function values for each group by Equation 3.3;

Algorithm 1: Pseudo code of the MPeSOA Algorithm.

obstacles, a robot must avoid them using the obstacle avoidance state. Conversely, the robot must prioritize
its rescue and subsequent safety upon discovering victims. Once the group reaches a new position, all group
members must shift their state to the Local Search state. Algorithm 2 presents the pseudo-code of the Global
search state.

xi
j(t+ 1) = xi

j(t) + rand()×
∣

∣xi
Localbest − xi

j(t)
∣

∣ (3.1)

where: xi
j(t) is the position of penguin j allocated to the ith group at tth instant. xi

localbest is the best solution

found by ith group. rand(a, b) is a random number drawing from (0, 1)

Local Search. Before starting the local search, the robots must await the arrival of all group members, ensur-
ing the collective initiation of the search procedure employing the Random Walk Algorithm (RWA) (Equation
3.2). As in the Global search, the robots have to get around obstacles and effectively rescue victims encoun-
tered along the way. However, the key distinction lies in the search duration. In this case, the robots apply the
RWA for a predefined period and subsequently repeat this process in the absence of victim discoveries, thereby
providing additional opportunities to locate victims. In instances where no victims are detected, the robots
must undergo migration by reverting to the Migration state. Conversely, upon successful victim detection, the
group updates their local best and transitions to the Global search state. The pseudo-code of this state is
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1 calculate new position using Equation 3.1;
2 while the group does not reach the new position do

3 if ∃ obstacle then

4 Goto Obstacle Avoidance (Algorithm 5);
5 else

6 if ∃ victim then

7 get the victim;
8 update the number of victims rescued;
9 wait a few time before updating localbest for this group;

10 if the time is expired then

11 update localbest for this group;
12 update the quantity of eating fish for this group;
13 Goto Global Search (Algorithm 2);

14 if the group reached the new position then

15 Goto local Search (Algorithm 3);

Algorithm 2: Pseudo code of the global search Algorithm.

represented by Algorithm 3.

sli = rand(a, b) (3.2)

where: sli is the step length for the ith, and rand(a, b) is a random number drawing from (a, b)

1 while repetition process > 0 do

2 while the duration has not expired do

3 while ∄ obstacle or victim or pheromone do

4 Random walk using Equation 3.2;

5 if (∃ obstacle) then

6 Goto Obstacle Avoidance (Algorithm 5);
7 else

8 if (∃ victim) then

9 Get the victim;
10 Update the number of victims rescued;
11 Update the quantity of eaten fish for this group;
12 Update duration for this group;

13 Update LocalBest for this group;
14 if new localbest=the last localbest then

15 decrease repetition process;
16 if repetition process =0 then

17 Goto Migration (Algorithm 4);

18 else

19 Goto Global Search (Algorithm 2);

Algorithm 3: Pseudo code of the Local Search Algorithm.

Migration State. If victims remain undetected, the group will initiate migration and merge with another
group. Before the migration process, it is necessary to search and rescue to compute the probabilities of the
existence of fish for all groups using Equation 3.3. However, if all computed probabilities are found to be less
than 0.5, the current group will refrain from migrating and take a random localbest. Conversely, if at least
one probability exceeds or equals 0.5, the group will initiate migration based on the aforementioned approach
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outlined in the Migration State. The equation governing the update of the Quantity of Eating Fish is equation
3.4:

Pj(t+ 1) =
QEF i(t)

∑k

i=1
QEF j(t)

(3.3)

QEF i(t) =
di
∑

j=1

Ei
j(t) (3.4)

where: Ei
j(t) represents the quantity of eaten fish of the jth robot of ith group at tth instance.

1 Return to the best position;
2 calculate Pi using Equation 3.3;
3 if all probabilities < 0.5 then

4 set a random localbest;
5 Goto Global Search (Algorithm 2);

6 else

7 divide the group into two subgroups;
8 give the subgroups opposite directions;
9 while ∄ obstacle or victim or pheromone do

10 use the same random step for all members within the same group until they reach the hunting group;

11 if ∃ obstacle then

12 Goto Obstacle Avoidance (Algorithm 5);
13 else

14 if ∃ victim then

15 get the victim;
16 update the number of victims rescued;
17 update localbest for this group;
18 update the quantity of eating fish for this group;
19 Goto Global Search (Algorithm 2);

Algorithm 4: Pseudo code of the Migration Algorithm.

Obstacle avoidance. Our explorer robot is equipped with 24 IR proximity sensors positioned strategically
around its structure. These sensors possess detect obstacles within a proximity range of 30 cm. In accordance
with the readings obtained from these sensors, if the robot identifies the presence of an obstacle, it retrieves
the angle information and adjusts its movement accordingly. When encountering a negative angle, the robot
executes a right turn, whereas a positive angle prompts a left turn.

1 Get readings from all proximity sensors;
2 Accumulate all readings and get the accumulated value and the angle;
3 if accumulated value > 0 then

4 if accumulated angle > 0 then

5 Turn left;
6 else

7 Turn right;

Algorithm 5: Pseudo code of the obstacle avoidance Algorithm.
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Table 4.1: The proposed simulation scenarios

Scenario 1: the influence of robot’s number Scenario 2: the influence of group’s number

number of robots = 30, 40, 50, 60 number of robots = 50
victim distribution: clusters victim distribution: clusters
number of groups: 6 number of groups: 3, 5, 6, 8
number of clusters: 12 number of clusters: 12
number of victims: 910 number of victims: 910
obstacle density: 10% obstacle density: 10%
environment size: 120m X 120m environment size: 120m X 120m

Scenario 3: the influence of cluster’s number Scenario 4: the influence of environment size

number of robots = 50 number of robots = 50
victim distribution: clusters victim distribution: clusters
number of groups: 6 number of groups: 6
number of clusters: 2, 4, 8, 16 number of clusters: 12
number of victims: 1000 number of victims: 910
obstacle density: 10% obstacle density: 10%
environment size: 120m X 120m environment size: 80m X 80m, 100m X 100m, 150m X

150m, 190m X 190m

4. Results and Discussions. In order to validate the proposed algorithm (PeSOA), we implemented it
by using the ARGoS mobile robotics simulator. Finding the right parameters for the algorithm will certainly
increase its efficiency. We conducted various simulations to test the influence of the different parameters on
the performance of the proposed algorithm. The considered parameters comprehend (i) the number of robots,
(ii) the number of groups, (iii) the number of clusters, and (iv) the environment size. Moreover, we used as a
performance criterion the number of collected victims in a fixed time (20 minutes).

4.1. Simulation scenarios. We provide in this section an overview of four simulation scenarios. We test
the influence of robot numbers, group numbers, cluster numbers, and environment sizes on the performance of
the proposed strategy by using these scenarios. Table 4.1 shows the different proposed scenarios:

4.2. Results and discussions. We introduce and analyze in this section the results obtained by applying
this algorithm using scenarios presented in Table 4.1. It is important to note that the reported results represent
the average outcome from five simulations.

Results of scenario 1. As the number of robots increases, the total number of found victims also increases.
Increasing the number of robots positively impacts search and rescue operations. However, the rate of increase
in the number of found victims is non-linear with the increase in the number of robots. The rate of increase
diminishes as the number of robots increases. When the number of robots increases from 30 to 40 robots, the
number of found victims is increased by 27, while going from 50 to 60 robots, it is increased by 156. After 60
robots, the performances did not significantly improve. Table 4.2 and Figure 4.1.a show the results obtained
in this scenario.

Table 4.2: Results of scenario 1

Number of robots 30 40 50 60

MPeSOA 40% 43% 48% 65%

Results of scenario 2. With a smaller number of groups, there might be fewer opportunities for efficient
coverage of the search area. Increasing the number of groups leads to a notable improvement in the number
of found victims. This indicates that the algorithm benefits from finer granularity in dividing the search
area into smaller sections, enabling more thorough exploration and detection of victims. However, the rate of
improvement starts to diminish compared to the previous increase from 3 to 5 groups. The results indicate that



A New Multi-Robots Search and Rescue Strategy based on Penguin Optimization Algorithm 4439

there’s an optimal number of groups for maximizing the effectiveness of the search and rescue operation. Also,
increasing the number of groups allows for better coverage of the search area but also introduces challenges in
coordination among the groups. Table 4.3 and Figure 4.1.b show the results obtained in this scenario.

Table 4.3: Results of scenario 2

Number of groups 3 5 6 8

MPeSOA 38% 48% 64% 72%

Results of scenario 3. The algorithm achieves the maximum possible number of found victims when all
clusters are thoroughly searched. This suggests that having a smaller number of clusters simplifies the search
process and maximizes coverage within each cluster. Further increasing the number of clusters leads to a
significant decrease in the total number of found victims. With eight clusters, the search area becomes more
fragmented, making it challenging for the robots to cover each cluster thoroughly. Additionally, coordinating
movements and managing resources across more clusters might introduce inefficiencies or delays in the search
and rescue process. Table 4.4 and Figure 4.1.c show the results obtained in this scenario.

Table 4.4: Results of scenario 3

Number of clusters 2 4 8 16

MPeSOA 100% 75% 60% 57%

Results of scenario 4. The results indicate that the environment size has a significant impact on the
algorithm’s performance in terms of finding victims. As the environment size increases, the total number of
found victims decreases consistently. When the environment size increases from 80x80 to 100x100, there’s
a noticeable decrease in the number of found victims. This reduction suggests that expanding the search
space slightly beyond a certain threshold can lead to decreased search efficiency. The trend continues as the
environment size increases to 150x150 and 190x190, with a corresponding decrease in the number of found
victims. The rate of decrease appears to accelerate as the environment size grows larger. This indicates
diminishing returns in search efficiency with further expansion of the search area. Table 4.4 and Figure 4.1.d
show the results obtained in this scenario.

Table 4.5: Results of scenario 4

Environment size 80X80 100X100 150X150 190X190

MPeSOA 84% 81% 70% 39%

4.3. Recommendations for parameters settings. Based on the analysis of the results from the experi-
ments detailed in the document, here are some extended recommendations on how to set the studied parameters
to enhance the effectiveness of the search and rescue strategy using the Penguin Optimization Algorithm (Pe-
SOA):

1. Number of Robots: Deploy a fleet of around 50-60 robots for optimal performance without unnecessary
redundancy. This range maximizes the number of found victims while maintaining efficiency.

2. Number of Groups: Use 6-8 groups to balance the coverage area and coordination complexity. This
setting ensures thorough exploration and effective victim detection while managing inter-group com-
munication efficiently.

3. Number of Clusters: Keep the number of clusters low (2-4 clusters). This approach simplifies the search
process, allows more thorough coverage of each cluster, and enhances the efficiency of the overall search
and rescue operation.
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(c) Results of scenario 3
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(d) Results of scenario 4

Fig. 4.1: Simulation results

4. Environment Size: For environments larger than 100x100 meters, consider deploying additional robots
or segmenting the environment into smaller manageable areas. For optimal performance, environments
around 100x100 meters provide a good balance between search efficiency and area coverage.

5. Enhanced Local Search: Develop a more efficient local search strategy beyond the Random Walk
Algorithm (RWA) to improve detection rates within local clusters. This can involve using heuristic or
machine learning-based approaches to optimize the search paths dynamically.

6. Redundancy Reduction: Implement mechanisms to prevent redundant exploration of already searched
areas. Techniques such as virtual stigmergy or communication protocols that share explored regions
among robots can significantly reduce overall search time and increase efficiency.

7. Obstacle Avoidance: Ensure robust obstacle avoidance mechanisms are in place. The use of multiple
proximity sensors and adaptive movement strategies based on sensor input can enhance the robots’
ability to navigate complex environments effectively.

5. Conclusion and future work. Our focus in this study lies in the dispersion of robot groups achieved
through an implicit division of the environment based on the positions of each group. To address this, we
proposed a multi-robot search and rescue algorithm, PeSOA (Penguin-inspired Search Optimization Algorithm).
The algorithm has been successfully implemented within the ARGoS simulation platform, and the obtained
results are promising.
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Future perspectives may include: (1) Further analysis is needed to evaluate the robustness of the proposed
algorithm under different scenarios, such as varying cluster densities, uneven distribution of victims, or obstacles
in the search area, (2) developing a more efficient local search strategy that surpasses the randomness of the
current approach, (3) preventing redundant exploration of previously explored areas and consequently reducing
the overall search time.
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FEDERATED LEARNING FOR INTERNET OF MEDICAL HEALTHCARE: ISSUES AND
CHALLENGES
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Abstract. Federated Learning is a decentralized machine learning method that allows collaborative model training across
several devices or institutions while maintaining the privacy and localization of data. Since the raw data is used locally, this
collaborative method enables the development of a strong and precise global model without jeopardizing the privacy and security
of sensitive data. The healthcare sector is an important one that focuses on preserving and enhancing people’s health through
medical services, diagnoses, treatments, and preventative measures. Efficient evaluation of Federated Learning in the Internet of
Medical Things (IoMT) enables breakthroughs in medical image analysis, electronic health record analysis, personalized treatment
planning, and drug development by enabling institutions to train models locally on sensitive patient information without sharing
raw data. This paper presents the role of Federated Learning in healthcare and current trends in Federated Learning-based
healthcare. A case study is presented on deep Federated Learning for privacy-preserving in healthcare. Finally, challenges and
future research directions are discussed in the paper.

Key words: Federated Learning, Healthcare, Data Privacy, Machine Learning, Medical Image Analysis, Electronic Health
Records, Data Security.

1. Introduction. A powerful machine learning-based health protection system utilizes the doctor’s clinical
judgment and the computer’s massive processing power. Machine learning is crucial in healthcare, especially in
areas such as computer-aided diagnosis, image annotation, image-guided medical help, image database retrieval,
multimodal image fusion, and medical image segmentation, where inadequacies may be fatal. There are more
options to create a system for patient recovery thanks to the improvement of health-related information. In the
healthcare sector, machine learning has had limited social impact. Machine learning is the key to decreasing
healthcare costs and encouraging improved patient-clinician communication. Multiple health-related uses of
ML solutions include assisting physicians in locating multiple patient-specific drugs and therapies and assisting
patients in deciding when and if to arrange follow-up visits [2]. Various ML algorithms have been used in
healthcare environment. It vary in their implementation in terms of their methodology, the nature of input
and output data [37]. The authors in [38] reviewed IoT frameworks and ML algorithms in healthcare sector,
specifically on voice pathology. It also covers the impact of ML in various healthcare applications such as blood
pressure and oxygen saturation monitoring using smartphones.ML technologies continue to go deeper into the
healthcare environment, which also places higher demands on intelligent healthcare [36]. Figure 1.1 shows the
various applications of ML in healthcare.

Federated Learning is an innovative approach for training a global machine learning model using data
scattered across many data groups, removing the necessity for raw data exchange. Once a global model is shared
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Fig. 1.1: Machine Learning applications in Healthcare

between different locations, the model is trained at each site using local data. The local models’ parameter
changes are then transmitted to an aggregation server and integrated into the final model. This is repeated
until the global model’s convergence requirement is met. Figure 1.2 presents the basic federated learning
architecture. The benefits of Federated Learning have lately been proven in many practical applications, such
as language modeling and picture classification. It is particularly pertinent in healthcare applications where
data is replete with sensitive, personally identifiable information, and data analysis techniques must adhere to
legal and regulatory standards [1].

1.1. Motivation. The potential for the Federated Learning technique to change the area of healthcare is
what led to choosing it for research. The study aims to explore the intersection between cutting-edge machine
learning methods and the complexity of healthcare data administration. The primary problem of protecting
patient privacy and data security in healthcare research is addressed by Federated Learning’s capability to
support collaborative model training across diverse data sources. This compatibility between decentralized
data analysis and the need for data secrecy provides a strong justification for this research work. The antici-
pated results, like improved diagnosis accuracy, customized treatment plans, and expedited medical research,
highlight the profound change that Federated Learning might bring to the healthcare industry. Through the
examination of Federated Learning applications, the research is conducted in hopes of assisting in the develop-
ment of a healthcare environment that is more secure, effective, and patient-centered. Figure 1.3 shows various
key technologies used for implementing Federated Learning in healthcare. Today’s biggest difficulty for AI
researchers and practitioners is how to legally address the issue of data fragmentation and isolation [3]. By
developing a global model without distributing raw data among sites, Federated Learning offers a first degree
of privacy protection. Federated Learning, however, may occasionally be exposed to inference attacks.

1.2. Scope of the paper. The importance of data privacy and security has emerged as a major global
problem as huge organizations compromise user privacy and data security. Public media and governments are
very concerned about reports of data leaks. Federated Learning aims to enable ML from non-colocated data,
hence addressing privacy and data governance issues. Each data controller in an Federated Learning context
establishes its governance procedures and privacy guidelines, managing data access and having the authority to
withdraw it. It covers both the validation phase and the training phase. Federated Learning might provide new
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Fig. 1.2: Basic Federated Learning Architecture

opportunities in this way [4]. In this paper, the authors explore the role of Federated Learning in healthcare
and review the current trends.

1.3. Organization of the paper. This section discusses the organization of the survey. The rest of
the paper is organized as follows: Section 3 examines earlier research on collaborative machine learning that
protects privacy with an emphasis on medical applications. Section 2 gives a brief introduction about the
topic and its various use cases in medical field. Section 4 discusses the RPDFL method for digital healthcare
applications.It deals with problems with conventional Federated Learning, such as gradient leaking and data
silos in healthcare companies. Section 5 outlines machine learning’s potential to benefit healthcare and its
transformational role in clinical decision-making, healthcare research, and tailored therapy while maintaining
data security and privacy.

2. Background. Technological breakthroughs have revolutionised the healthcare business over the last
several decades, ushering in a new era of customised, efficient, and data-driven medical services. At the centre
of this transformation are several interconnected technologies, including IoT, SDN, Fog Computing, IoMT, and
Machine Learning. Each of these technologies is critical to the transformation of healthcare, the improvement
of patient outcomes, and the simplification of administrative operations.

2.1. Healthcare. Healthcare is one of the industries that is connected to everyone’s life. It is a necessary
part of people’s life, encompassing physical, emotional, and mental aspects. It entails detecting, treating,
and dispensing vaccinations. The healthcare business has incorporated technological advancements to make it
more efficient and effective. There are various stages in the evolution of healthcare that might be labelled as
”Healthcare X.0.” These stages represent significant developments and advancements in healthcare practices,
techniques, and delivery systems. Figure 2.1 depicts the evolution of healthcare from 1.0 to 5.0, and the
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Fig. 1.3: Federated Learning Implementation in Healthcare
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significant advancements in healthcare are highlighted in this section.

• Healthcare 1.0: Healthcare was first focused on home medicines, traditional healing practices, and a
lack of medical expertise. Medical treatments were not standardized, and healthcare was frequently
given by local healers and herbal experts.

• Healthcare 2.0: This period saw improvements in medical knowledge, technology, and hospital de-
velopment. During this time, the standardization of medical education and practices began. The
doctor-patient connection was formalized.

• Healthcare 3.0: The digitization of healthcare records and the implementation of electronic health
records (EHRs) occurred during this period. The emphasis has shifted to data-driven decision making
and evidence-based medicine. Technologies for telemedicine and remote monitoring began to emerge.

• Healthcare 4.0: During this stage, big data, artificial intelligence, and machine learning are being
integrated into medical practises. These technologies provide predictive and preventative treatment,
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allowing for more personalised and accurate therapy. Because of the growth of wearable technology
and sensors, patients may now measure their wellbeing and physical activity.

• Healthcare 5.0: Healthcare 5.0 is at the forefront of healthcare change. It focuses on personalized
medicine, which involves adapting therapies to individuals’ genetic, genomic, and lifestyle character-
istics [21]. Advances in genomics, artificial intelligence, and big data analytics are critical in more
precisely identifying and treating illnesses. Patient empowerment and active involvement in healthcare
decision-making remain critical.

2.2. Federated Learning. Federated Learning, a revolutionary machine learning paradigm, has emerged
as a possible answer to these problems in the healthcare industry. In contrast to traditional data aggregation
methods, Federated Learning allows for the cooperative training of machine learning models across several
institutions or devices while preserving the localization of raw data [24]. Data privacy is met by this dispersed
strategy, which also protects patient data and complies with strict legal requirements like HIPAA. Federated
Learning offers several benefits, including privacy preservation, reduced communication costs, and improved
scalability [25].

• Privacy preservation: Since the data remains on the device, it is unnecessary to send it to a central
server for processing, ensuring the data’s privacy.

• Reduced communication costs: Since only model updates are sent to the central server, the communi-
cation costs are significantly lower than the traditional machine learning approach.

• Improved scalability: Since the computation is distributed among multiple devices, Federated Learning
can handle multiple devices without needing extra resources.

The way people control their diabetes has been transformed by Continuous Glucose Monitoring (CGM)
technology. For the treatment of diabetes, CGM systems continually assess glucose levels in real time. However,
the volume and complexity of CGM data produced by these devices provide major hurdles, particularly in
making accurate forecasts and enhancing patient outcomes. An original solution to these problems is the
decentralized fusion of CGM data via Federated Learning, which combines the power of CGM data from many
sources while maintaining individual privacy and security.

With the help of Federated Learning, CGM data owners may build a global glucose prediction model
without disclosing their raw data, protecting their privacy [26]. Local updates from participating CGM devices
are combined to train a global model. Diverse data sources are advantageous for this model aggregation.
The global model can offer particular people specific insights and suggestions for managing diabetes. The
decentralized method improves data security by lowering the possibility of data breaches or illegal access.
The use of decentralized CGM data fusion and Federated Learning shows great potential for overcoming the
difficulties in adequately maintaining and exploiting CGM data. It makes it possible to create precise, privacy-
preserving models that provide people with diabetes the ability to take care of their health while advancing
study and treatment in diabetes management. This technology has the potential to fundamentally alter how we
perceive and manage diabetes as it develops. Figure 2.2 shows the process of implementing Federated Learning
in healthcare.

2.3. Internet of Medical Things (IoMT). The Internet of Medical Things (IoMT) integrates medical
devices with the Internet of Things (IoT). IoMT represents the future of modern healthcare systems, where all
medical devices will be interconnected and monitored online by healthcare professionals [22]. This development
promises to enhance the speed and reduce the costs of healthcare services as it progresses. IoMT enhances the
volume of health data accessible to caregivers, diversifies its sources, and accelerates the processes of collection,
transmission, and analysis. The increased flow of data aids in improving decision-making for both patients and
healthcare providers. This network of interconnected technology allows for the constant collection, analysis,
and transmission of health data, enabling real-time monitoring and management of patients’ health. IoMT
devices encompass wearable fitness trackers, smart implants, remote patient monitoring systems, and connected
diagnostic instruments [20]. IoMT streamlines data flow and automates routine tasks, alleviating administrative
burdens and enabling medical staff to concentrate more on patient care, thus boosting operational efficiency. It
helps lower healthcare costs by decreasing hospital readmissions, reducing the need for in-person visits through
remote monitoring, and optimizing resource allocation. IoMT also enhances personalized healthcare through
comprehensive data, increases patient engagement with intuitive interfaces, and supports telemedicine, thereby
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Fig. 2.2: General Implementation Process

improving healthcare accessibility, particularly in underserved regions [23]. Furthermore, IoMT ensures patient
safety and adherence to prescribed treatments through reminders and alerts and enhances data analytics,
propelling medical research and innovation.

3. Related Work. In the realm of Federated Learning, numerous studies have delved into the healthcare
domain. This section reviews prior research on Federated Learning in healthcare, including new frameworks
and architectures in this area and existing surveys.

Choudhury et al. [16] applied three classification algorithms—the perceptron, support vector machine
(SVM), and logistic regression—that are amenable to distributed solutions using gradient descent for ADR and
mortality prediction tasks. The models’ usefulness is assessed using the F1 score before and after applying a
privacy-preserving technique. It is demonstrated that FL, even without differential privacy, may deliver model
performance near the theoretical scenario of total data centralization. The performance of the developed global
FL model for a specific level of privacy is next examined with differential privacy. Contrasting the outcomes
with baseline techniques demonstrates how the adaptive contribution weighting strategy enhances learning
accuracy and convergence. The tests also validate the privacy-preserving techniques and show the framework’s
potential for usage in real-world smart healthcare applications.

Gupta et al. [8] examine using digital twins and hierarchical Federated Learning for anomaly detection
in smart healthcare. It emphasizes the value of anomaly detection in healthcare and the difficulties with
centralized, conventional methods. To enable data sharing and collaborative model training while preserving
privacy, the authors suggest a hierarchical Federated Learning architecture that uses digital twins and virtual
representations of actual items. The review gives a general description of the framework, goes through its
benefits, and shows experimental findings to show how well it works at spotting abnormalities in healthcare
data. The authors also examine possible uses for digital twins and hierarchical Federated Learning and potential
future studies in smart healthcare.

Xu et al. [9] thoroughly investigate Federated Learning’s use in healthcare informatics. It discusses Fed-
erated Learning’s ideas, architectures, algorithms, and privacy-preserving techniques, among other topics. To
illustrate the efficacy and promise of Federated Learning in various fields, the authors look at various healthcare
informatics applications, including population health analysis, illness detection, therapy suggestion, and predic-
tive modeling. The paper also emphasizes the significance of model aggregation approaches, data heterogeneity,
and data quality in Federated Learning for healthcare. Overall, the literature analysis highlights research gaps,
offers insightful information about the current status of Federated Learning in healthcare informatics, and
makes recommendations for future developments.
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Stripelis et al. [10] emphasize using Federated Learning to scale neuroscience research. Due to privacy
issues and restricted access to massive datasets, they discuss the difficulties traditional centralized systems in
neuroscience research confront. The paper demonstrates how Federated Learning might facilitate group analysis
of dispersed neuroimaging data while protecting individual privacy. The authors also discuss the advantages
of Federated Learning, including better data sharing, bigger sample sizes, and greater study reproducibility.
Additionally, they give examples of Federated Learning applications in neuroscience, such as cognitive modeling,
brain imaging processing, and research into neurodegenerative diseases.

Liu et al. [12] used a traditional method to assess the contributions of members inside a coalition accurately
Shapley Value (SV). Furthermore, the coalition’s overall utility is to be calculated because FL may use it as
a fair contribution evaluation principle. The average of all marginal contributions a participant makes over-
all coalitional permutations is that individual’s SV. To investigate CAreFL’s suitability for further intelligent
healthcare application situations. Adding contribution-based data pricing mechanisms to the CAreFL frame-
work would help the development of a market for FL-based healthcare data sharing. The ultimate objective is
to include these capabilities in the free and open-source FATE framework so that they may be used by more
programmers, scholars, and practitioners.

Le Sun and Jin Wu [13] proposed a model that comprises a parameter protection method to prevent
catastrophic forgetting, a lightweight 1-D CNN-based feature extractor, and a PCC mechanism to facilitate
class scaling. To increase the effectiveness of training models for new tasks, SCALT also implements two
significant model transfer methods. The trained SCALT models’ mean parameter values from previous tasks
are utilized as model initialization for a new task. To eliminate fuzzy boundaries between various classes, a
KL-divergence-based sharing knowledge removal technique is used in the transferring process.

Patel et al. [14] suggested FL in healthcare for improved privacy and security of user data. A centralized
intelligence system must cope with many constraints, including resource constraints, data update delays, a lack
of high precision and accuracy, and privacy and security issues. The suggested FL-EHR case study incorporates
differential privacy, which guarantees learning data privacy, which is advantageous in real-world settings. It
also eliminates data bias throughout the training phase, increasing the model’s accuracy. As a result, the
suggested study enhances model validation, the foundation for efficient analytics setups in diverse medical
ecosystems compared to present healthcare systems. The FL training scheme calculates the local slopes. Then,
using techniques like FedAvg, Fed-Prox, and FedSGD, all local gradients are combined at the aggregation level.
Here, a 6G network is being used for communication. Effective optical wireless communication channels in
6G networks can be used to establish direct, close connectivity with healthcare infrastructure. The prediction
model is then sent to numerous clients via the aggregation layer using a HE to FL training strategy.

Wu et al. [15] proposed FedHome, a cloud-edge FL system. FedHome employs a novel generative convolu-
tional autoencoder architecture. To compensate for the loss in prediction performance caused by an unbalanced
and non-IID distribution of user data, GCAE synthesizes minority class samples and retrains the user’s local
model using the resultant class-balanced dataset. The Federated Learning framework safeguards data privacy
by keeping user data local and learning a common global model in the cloud from several network edge homes.
To deal with the unbalanced and non-IID distribution inherent in user monitoring data, a generative convolu-
tional autoencoder (GCAE) is created with the goal of achieving accurate and personalised health monitoring
by refining the model with a generated class-balanced dataset from user-specific data.

Lu et al. [16] use a FedAP as a weighted, tailored, batch-normalized federated transfer learning technique
for the healthcare industry. FedAP combines data from several companies while maintaining privacy and secu-
rity, and by taking into account similarities and maintaining local batch normalization, it provides reasonably
customized model learning. The statistical mean of the relevant layer’s inputs and the running mean of the BN
layer are positively correlated. As a result, the researchers may run many rounds of FedBN while maintaining
local batch normalization and use the parameters of BN layers to substitute the statistics when a pre-trained
model is unavailable. This variety is known as f-FedAP. The authors suggest FedAP, a personalized Federated
Learning method for healthcare that uses adaptive batch normalization to collect data from several clients
without sacrificing security and privacy and develop customized models for each client.

Islam et al. [17] gave a system for universal data sharing for Federated Learning that uses differentiated
privacy to forecast specific heart failure conditions. The system minimizes the total data dimension through
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feature selection, lowering the noise addition for differential privacy while keeping effective scores. The authors
propose a feature selection strategy based on the correlation value of the data to reduce dimension and boost
the utility of the ML models. The authors employ Federated Learning infrastructure to enable private data
sharing among collaborating parties in a differentially private manner. The basic structure of this Federated
Learning model is comprised of two components. A model manager with whom all data owners communicate
and the owner(s) of the raw data used to train the model. Furthermore, the model is protected by a second
privacy layer that employs differential privacy, and the authors assume that the aggregator server is truthful
yet interested in recovering the raw data of a data owner from it. The same training data was utilized in both
Naive Bayes and Random Forest in a two-party configuration where the data is divided into two groups. The
data’s correlation value serves as the foundation for feature selection. The authors then added noise using
Laplace transformation to the statistics they had generated using Differential Privacy (DP) techniques. The
generated noisy data are finally sent to the aggregator server in place of the raw data. The central aggregator
server feeds the machine learning framework to create a global model that is used to forecast the likelihood of
cardiac failure.

Li et al. [5] focus on developing a smart healthcare system that preserves privacy using Federated Learning
techniques. The proposed approach aims to solve concerns about the privacy and security of sensitive patient
data while utilizing the benefits of machine learning in healthcare. Patient data must frequently be centralized in
traditional healthcare systems, raising privacy concerns and the possibility of data breaches. However, Federated
Learning allows training models collaboratively without transferring raw data. Multiple edge devices, including
wearables and smartphones, are included in the system to gather patient data.

Yang et al. [3] introduced the concept of federated machine learning (FML), and its different applications
are explored. A distributed approach to machine learning called FML enables numerous parties to jointly train
a single model without disclosing their personal information. The authors outline the FML systems’ structure,
consisting of a dispersed client base and a central coordination server. The study discusses methods and strate-
gies to handle technological difficulties such as communication effectiveness, privacy protection, and system
robustness. In addition, practical uses in healthcare, finance, and smart cities are investigated, demonstrating
how FML promotes collaborative learning while protecting data privacy. Overall, the paper illustrates the
importance of FML in dealing with privacy issues and thoroughly discusses its idea, design, difficulties, and
practical applications.

Abdulrahman et al. [6] provides an in-depth overview of Federated Learning, tracing its development
from centralized to distributed on-site learning and exploring its advancements. It covers various aspects
of Federated Learning, including architectures, communication protocols, optimization algorithms, privacy-
preserving mechanisms, and model aggregation methods. The survey discusses applications in healthcare, IoT,
edge computing, and autonomous vehicles, highlighting challenges and open research areas. Additionally, it
explores recent advancements such as federated transfer learning and reinforcement learning and emerging
trends like edge intelligence and blockchain-based Federated Learning. The paper serves as a comprehensive
resource for researchers and practitioners interested in understanding the current state and future directions of
Federated Learning.

Prayitno and Shyu [7] thoroughly assess the literature on Federated Learning in the healthcare industry,
emphasizing data characteristics and applications. To illustrate the usefulness and promise of Federated Learn-
ing in tackling healthcare issues, the authors look at various healthcare applications, including illness prediction,
medical picture analysis, electronic health record analysis, and wearable device data analysis. The study in-
tends to present insightful analyses of current research, identify knowledge gaps, and suggest future research
avenues in Federated Learning in healthcare.

Table 3.1 summarizes the existing research work on Federated Learning in healthcare. This literature review
on Federated Learning in healthcare finds an emerging area with a strong emphasis on protecting patient privacy
and exploiting decentralized data for model training. To handle the variety of healthcare data, researchers
are building specialized Federated Learning strategies focusing on multiple data types and matching machine
learning models. Key use cases like illness prediction, medical picture analysis, and personalized therapy
recommendations highlight the potential to improve patient outcomes and healthcare efficiency. However,
issues such as communication overhead, model convergence, data quality, scalability, and regulation compliance
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Table 3.1: Survey of Existing Research Works

Author Year Key Contributions Evaluation Parameters Limitations and Future Scope
Dai et
al. [31]

2020 Presented a blockchain-enabled frame-
work to address the security and privacy
issues with IoMT systems

Security and Privacy Improving the performance by imple-
menting more scalable consensus algo-
rithms is not easy. Deep learning can
be used to enhance the performance

Choud-
hury et
al. [11]

2020 Federated Learning framework with two
levels of privacy protection that can
learn a global model from dispersed
health data.

The global Federated Learning
model’s performance is then
evaluated with respect to dif-
ferential privacy at a specific
privacy level.

Differential privacy hampers Federated
Learning’s prediction capacity due to
excessive noise.

Gupta
et al.
[8]

2021 A threat model for centralized anomaly
detection with particular threat scenar-
ios and suggested a privacy-preserving
model.

Accuracy, sensitivity, and effi-
ciency of the anomaly detec-
tion system.

Scalability, Data Quality and Algorith-
mic Challenges.

Xu et
al. [9]

2021 Privacy-Preserving Techniques in
Healthcare Informatics and Model
Aggregation Approaches

Accuracy, privacy preservation,
model performance, scalability,
and Computational efficiency.

Real-world Deployments and Interoper-
ability

Stripelis
et al.
[10]

2021 A brain age prediction model based on
structural MRI scans from several lo-
cations with varying quantities of data
and subject (age) distributions.

Elasped time and a Mean Ab-
solute Error (MAE)

The proposed technique demonstrates
distinct relative performance of the mul-
tiple training approaches and, in the fu-
ture, federated transfer learning in neu-
roimaging might be investigated.

Ali et
al. [34]

2022 Presented the role of FL in IoMT for
detecting privacy threats

Privacy and Accuracy Need robust and universal FL architec-
ture from privacy perspective.

Arya et
al. [35]

2022 Proposed an ensemble FL approach for
training a DL model to classify decen-
tralized data streams in IoMT

Accuracy, Precision, Recall
and F1-score

Since ensemble learning is carried out
on a server, so there can be a threat for
data privacy.

Liu et
al. [12]

2022 Adaptive contribution weighting mech-
anism, privacy-preserving methods,
contribution-aware Federated Learning
framework.

Accuracy and balance between
performance and privacy.

CAreFL’s potential for other healthcare
applications

Le Sun
and Jin
Wu [13]

2022 A scalable and transferable classifica-
tion framework, SCALT to protect pri-
vacy of petients data

Measured accuracy of ECG,
EEG, and PPG data

SCALT’s space complexity can be re-
duced by minimizing the feature ex-
tractor’s volume. Sophisticated model
transfer methods will enhance new
model training.

Patel et
al. [14]

2022 FL in HI for enhanced privacy and se-
curity and a centralized intelligence sys-
tems to overcome resource constraints,
data delays, and privacy issues.

The FL-EHR case study in-
corporates differential privacy
for data privacy and reduces
bias during training, enhancing
model accuracy and validation.

The framework examines FL perfor-
mance on healthcare datasets with dif-
ferent sensitivity levels. It introduces a
DP model for FL-HI, ensuring high se-
crecy and accurate diagnosis.

Wu et
al. [15]

2022 Developed a Generative Convolutional
Autoencoder (GCAE) to provide accu-
rate and personalized health monitoring
by improving the model using a newly
constructed class-balanced dataset.

Local minibatch size, train-
ing passes on each client’s
data; and number of participat-
ing clients per communication
round.

GCAE’s few parameters reduce commu-
nication overhead during model trans-
fer.

Lu et
al. [16]

2022 FedAP is a weighted, batch-normalized
federated transfer learning for health-
care.

BN layer parameters to re-
place statistics, enabling mul-
tiple rounds of FedBN with lo-
cal batch normalization when a
pre-trained model is not avail-
able.

Consider implementing more accurate
methods for calculating and updating
client similarity.

Islam
et al.
[17]

2022 Feature selection based on correlation
values minimizes data dimension, pre-
serving model effectiveness.

Model manager and data
owner(s), with no direct
message exchange between
providers. Naive Bayes and
Random Forest were trained.

Data anonymization and differential pri-
vacy should be included, and the score
should be further enhanced using a bet-
ter feature selection technique.

Li et al.
[5]

2022 A convenient and privacy-preserving
system named ADDETECTOR to de-
tect Alzheimer’s disease (AD)

Accuracy, Time overhead, F-
score

Find additional useful features to re-
flect the characteristics of Alzheimer’s
disease and test the viability of ADDE-
TECTOR on a bigger dataset.

Tian et
al. [18]

2023 Ring Structure for Federated Learning,
Threshold Secret Sharing Mechanism
and edge-dropout handling

Accuracy and convergence
pace

To boost parallelism to lower the
computational cost and communica-
tion overhead of the RPDFL training
scheme.

Rani et
al. [32]

2023 An exhaustive survey on the security of
FL-based IoMT applications

Data Security and Privacy Real world health data analytics with
integrity of the data.

Alamleh
et al.
[33]

2023 Developed an multicriteria decision-
making (MCDM) framework for stan-
dardising and benchmarking the ML-
based IDSs for FL architecture of IoMT
applications

Systematic ranking and Com-
putational cost

More investigation on MCDM methods
that consider the experts’ importance is
needed.
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Fig. 4.1: Data sharing procedure of Ring AllReduce

prompt continuous research. Interdisciplinary research, the creation of Federated Learning frameworks, and
an increasing interest in scalable and efficient methodologies are all exciting futures for Federated Learning’s
revolutionary role in healthcare.

4. Case Study. The potential to improve patient care and medical research has been demonstrated by
using deep neural networks in digital healthcare applications. Deep learning in healthcare, however, has a set
of issues, the main among them is patient data protection. Because healthcare companies are spread, and
patient information is sensitive, traditional machine learning algorithms sometimes ask for the centralization
of data, which poses challenges. Federated Learning has become recognized as a viable response to these issues.
Federated Learning allows training machine learning models without exchanging and centralizing raw data.

In this case study, we have examined a unique strategy called Robust Privacy-Preserving Decentralized
Federated Learning (RPDFL) proposed by Tian et al. [18] in the context of digital healthcare. Data silos,”
where healthcare institutions keep patient data in separate databases, frequently plague digital healthcare
systems. Given that the data is scattered around several institutions, developing comprehensive and efficient
machine-learning models is difficult due to these data silos. Data interoperability and cooperation are hampered
by this fragmentation, making it challenging to fully utilize deep learning, which benefits from extensive and
varied training datasets. Traditional centralized Federated Learning approaches also have their problems. These
include communication bottlenecks between clients, the possibility of malicious servers attempting to deduce
gradients, and single points of failure in the central server.

By grouping Federated Learning clients into a logical ring structure, RPDFL presents a novel strategy
motivated by the widely utilized distributed computing Ring-AllReduce technique. This structure gives Each
client a left and a right neighbor node. The fundamental idea is that each client should only communicate
information with the proper neighbors to ensure synchronized global model updates and reduce vulnerability
to malicious servers.

The strong privacy protection system of RPDFL is one of its key characteristics. It uses a threshold
secret sharing mechanism, a cryptographic method to protect gradient privacy. This method maintains data
security even if healthcare edge nodes gracefully leave during Federated Learning training. Clients exchange
gradients from their local models. This sharing mechanism must preserve the privacy of each client’s gradients.
The remaining clients can complete the program uninterrupted if a client withdraws or disconnects, providing
continual instruction. This privacy protection measure is essential to guarantee that sensitive patient data is
kept private throughout the Federated Learning procedure.

Using their local datasets, RPDFL edge nodes in the healthcare industry produce local models across a
number of training rounds. Stochastic Gradient Descent (SGD) is used to update these local models under the
direction of the acquired global model. The Ring-Allreduce technique is used to broadcast gradients, which
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stand in for the updates needed to the model parameters. Because of the threshold secret sharing technique,
privacy is maintained during the whole procedure. Gradient averaging is used to produce new global models
once gradients have been compiled and global model modifications have been made. For the upcoming training
cycle, these upgraded global models will take the place of the local models. Up till the target level of model
performance is attained, this iterative procedure is continued.Gradient averaging is used to generate new global
models once gradients have been accumulated and global models have been modified. These improved global
models will replace the local models in the future training cycle. This iterative method is repeated until the
desired level of model performance is achieved.

For the performance evaluation of RPDFL on healthcare data, the UCI-HAR dataset from UCI was used,
which captures daily human activities via smartphones and was evaluated using a fully connected network
architecture. This capability enables RPDFL to effectively overcome information barriers between healthcare
organizations, facilitating highly efficient decision-making in complex scenarios.

Thus, a new data-sharing scheme was implemented by updating the execution processes of the CRT in the
threshold secret sharing scheme, allowing healthcare edges to drop out during training without causing data
leakage and ensuring the robustness of the RPDFL training. The RPDFL scheme also supports edge dropout
during the training process while preserving local gradient privacy. Security analysis demonstrates that RPDFL
is highly secure under the HbC security model.

RPDFL exhibits promising performance in terms of privacy protection and accuracy. RPDFL obtains
an accuracy level of around 98% by the fifth training round, which is an impressive accomplishment given
its emphasis on privacy protection. Despite slower convergence after this first phase, RPDFL’s accuracy is
nevertheless on par with the conventional federated averaging (FedAvg) method. It demonstrates how RPDFL
can maintain good performance while guarding against gradient privacy leaks. RPDFL has had a thorough
security evaluation and has been shown to be extremely secure. According to security studies, RPDFL is resilient
against harmful attacks and data breaches, protecting patient information’s privacy and confidentiality.

RPDFL is a revolutionary technique for addressing the critical concerns of privacy and scalability in digital
healthcare systems. RPDFL integrates a novel ring Federated Learning structure, a Ring-AllReduce-based data
sharing mechanism, and a robust threshold secret sharing mechanism to provide a secure and effective solution
for Federated Learning in the healthcare business. Figure 4.1 shows the data sharing process of Ring-AllReduce.
Because of its extensive security features and promising performance, it is an excellent choice for healthcare
organizations wishing to utilize the potential of deep learning while preserving patient privacy. As digital
healthcare evolves, RPDFL is a valuable tool for harnessing the potential of machine learning in improving
patient care and promoting medical research.

Then the performance of RPDFL in comparison to FedAvg and Gossip Learning is evaluated. Based on
available information, Gossip Learning is the first implementation of decentralized learning. However, it is
important to note that neither FedAvg nor Gossip Learning consider the privacy of gradients.

The training loss and testing accuracy for RPDFL, FedAvg, and Gossip Learning were recorded. Since
FedAvg and Gossip Learning do not support edge dropout during the training process, RPDFL was also
evaluated without edge dropout for comparison. It was observed that the accuracy of the RPDFL training
model significantly surpasses that of Gossip Learning and is comparable to that of FedAvg. Additionally,
RPDFL utilizes an enhanced CRT-based threshold secret sharing protocol to ensure gradient privacy. This
protocol involves a truncation process, which results in some accuracy loss and a slower convergence speed.
For instance, RPDFL converges slightly slower than FedAvg, but achieves an accuracy of 98% by the fifth
round and maintains similar accuracy levels thereafter. Consequently, RPDFL offers excellent efficiency while
safeguarding gradient privacy. This ensures that RPDFL can prevent malicious users from inferring the privacy
of others in practical applications.

5. Open Research Challenges and Future Research Directions. In the rapidly evolving world of
healthcare technology, data holds the key to ground-breaking advancements. This paper explores the dynamic
world of Federated Learning in the healthcare domain, revealing the unique challenges posed by the distributed
nature of medical data.

5.1. Non-IID Data Management. Data’s inherent non-IID (Non-Independent and Identically Dis-
tributed) nature across various healthcare organizations presents substantial hurdles for Federated Learning in
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the healthcare industry. Healthcare data is frequently gathered from several sources with variances in patient
demographics, illness incidence, and treatment procedures, unlike typical centralized machine learning, where
data is homogeneous and evenly disseminated. Using common Federated Learning techniques is challenging due
to this heterogeneity directly. Innovative approaches like federated transfer learning and domain adaptation are
being explored to tackle this issue [27]. These methods seek to account for the differences in data distributions
while adapting and transferring information gained from one institution’s data to another. Federated transfer
learning makes it possible to share knowledge effectively by utilizing pre-trained models and fine-tuning them
using data relevant to the institution.

5.2. Privacy-Preservation. The delicate nature of patient data needs sophisticated privacy-preserving
strategies in Federated Learning since privacy is of the utmost significance in the healthcare industry. Tradi-
tional Federated Learning guarantees that data stays local to the institutions and is decentralized, but more
developments are needed to improve privacy [28]. Differential privacy, a potential method, adds controlled
noise to the model updates to secure patient information while allowing for useful learning. Homomorphic
encryption is one of the most sophisticated encryption methods that can contribute to the protection of data
throughout transmission and aggregation procedures. By implementing these privacy-enhancing strategies,
Federated Learning may preserve patient confidentiality and adhere to stringent data protection laws.

5.3. Cross-Modal Data Fusion. The integration of multi-modal data develops as a crucial endeavor in
the scene of healthcare improvement. It requires integrating many data types, from electronic health records
to complex medical images, while respecting the fundamental principles of privacy protection. Modern ap-
proaches like federated transfer learning and meta-learning are simultaneously integrated, taking center stage
[29]. By utilizing these methods to their full potential, the healthcare industry benefits from quick and seamless
knowledge transfer, effective information translation and application across various contexts and activities, and
strategic sharing of insights and expertise across institutions.

5.4. Interoperability and Data Harmonization. Integrating interoperability and data harmonization
techniques is a crucial requirement in the healthcare field. These methods are essential for reducing inequities
from disparate data formats and semantic details used by various healthcare facilities. Addressing the re-
quirements for explainability and interpretability in the context of Federated Learning simultaneously becomes
crucial. It requires developing models that produce reliable outcomes and foster mutual understanding and trust
between patients and medical professionals. Model interpretability is a goal that has increased importance since
it facilitates a broader understanding and acceptance of the results of Federated Learning projects.

5.5. Resource Management and Communication Efficiency. The successful deployment of Feder-
ated Learning in the healthcare sector depends on the effective allocation and use of resources. Notably, the
need for effective communication is emphasized. It calls for developing novel strategies like decentralized ag-
gregation and compressed model updates, which are key to reducing bandwidth requirements and boosting
communication effectiveness. Healthcare systems can balance resource conservation and the seamless flow of
vital information by carefully improving these strategies, eventually paving the way for a strong and effective
Federated Learning framework.

The advancement of Federated Learning in healthcare, overcoming difficulties and supporting its effective
application for improved patient care and medical insights [30]. By focusing on these future research routes,
Federated Learning in healthcare may evolve further and contribute to better patient outcomes, customized
treatment, and collaborative medical research as long as privacy, security, and ethical considerations are ad-
dressed.

6. Conclusion. Federated Learning in the healthcare industry has enormous potential to improve clinical
decision-making, medical research, and customized treatment. Federated Learning makes it possible to use
machine learning on decentralized healthcare data while protecting patient privacy by utilizing the strength of
distributed computing and safe data sharing. This article has offered a comprehensive review of the current
trends and issues facing the field of Federated Learning in healthcare. We explored how Federated Learning
has emerged as a potential method for leveraging decentralized healthcare data while maintaining privacy and
security. A case study on privacy preservation is presented in the context of digital healthcare. We have
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also covered the key challenges that must be overcome, such as non-IID data management, interoperability,
communication efficiency, and multi-model data integration. Federated Learning has a promising future in the
medical field. Medical professionals and researchers should keep working collectively to create novel approaches,
improve current techniques, and solve the legal and ethical challenges involving the sharing of medical data.
To guarantee that Federated Learning helps the healthcare business and the persons it serves, it is critical to
prioritize its appropriate and ethical deployment.
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